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Abstract

Development of Techniques in Magnetic Resonance

and Structural Studies of the Prion Protein

by

Hans-Marcus L. Bitter

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Alexander Pines, Chair

Magnetic resonance is the most powerful analytical tool used by chemists today.

Its applications range from determining structures of large biomolecules to imaging of

human brains. Nevertheless, magnetic resonance remains a relatively young field, in

which many techniques are currently being developed that have broad applications. In

this dissertation, two new techniques are presented, one that enables the determination of

torsion angles in solid-state peptides and proteins, and another that involves imaging of

heterogenous materials at ultra-low magnetic fields. In addition, structural studies of the

prion protein via solid-state NMR are described.

More specifically, work is presented in which the dependence of chemical shifts

on local molecular structure is used to predict chemical shift tensors in solid-state

peptides with theoretical ab initio surfaces. These predictions are then used to determine

the backbone dihedral angles in peptides. This method utilizes the theoretical chemical-

shift tensors and experimentally determined chemical-shift anisotropies (CSAs) to predict

the backbone and side chain torsion angles in alanine, leucine, and valine residues.

1



Additionally, structural studies of prion protein fragments are described in which

conformationally-dependent chemical-shift measurements were made to gain insight into

the structural differences between ~he various conformational states of the prion protein.

These studies are of biological and pathological interest since conformational changes in

the prion protein are believed to cause prion diseases.

Finally, an ultra-low field magnetic resonance imaging technique is described that

enables imaging and characterization of heterogeneous and porous media. The notion of

imaging gases at ultra-low fields would appear to be very difficult due to the

prohibitively low polarization and spin densities as well as the low sensitivities of

conventional Faraday coil detectors. However, Chapter 5 describes how gas imaging at

ultra-low fields is realized by incorporating the high sensitivities of a dc superconducting

quantum interference device (SQUID) with the high polarizations attainable through

. 11 . P9Xoptlca y pumpmg - e gas.
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Chapter One

An Overview of Modern Solid-State NMR Techniques

1



1.1 Introduction

Over the past two decades, solid-state NMR (SSNMR) has increasingly been used

to study structure and dynamics in a variety of solid systems such as polymers, glasses,

and even proteins. Much of the success of SSNMR is due to the development of a vast

number of techniques for studying internuclear distances, torsion angles, spin diffusion,

molecular dynamics, and exchange processes-while maintaining the high-resolution and

sensitivity that is necessary for any practical NMR experiment.

The purpose of this introductory chapter is to demonstrate the utility of solid-state

NMR not only for detailed studies of molecular structure and dynamics in solids, but also

as a tool for everyday chemical analysis of solid-state materials. The interactions

between nuclear spins and magnetic fields that give rise to the notoriously broad SSNMR

lineshapes will be discussed, as well as the common (and not-so-common) tools for

eliminating this broadening. The concepts underlying techniques, such as REDOR[l· 2]

and rotational resonance[31, which are routinely used to measure internuclear distances in

solids, will also be described. Furthermore, in section 1.5 of this chapter, a description of

solid-state NMR of quadrupolar nuclei such as 2H and 23Na, and how they can be used to

probe orientation, dynamics, and structure will be provided. Since the intent of this

chapter is to provide an overview of SSNMR and to discuss how it can be used to address

interesting molecular questions, a detailed mathematical description of SSNI\IR will not

be provided in the ensuing sections. However, where appropriate, I will provide

references to books and reviews that explain in greater detail the topics presented.

2
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1.2 Solid-State NMR of Low Abundance Spin-Vz Nuclei

Unlike liquid-state NMR, where the observation of nuclei other than protons is

rare, the most common NMR experiments performed in the solid-state are those

involving the observation of spin I =~ nuclei with low magnetogyric ratios, like DC, i5N,

and 31p. Thus, this chapter will begin with· an introduction to the spin interactions that

play a role in solid-state NMR spectra of spin 1= +nuclei and discuss common

spectroscopic methods that eliminate and manipulate the effects these interactions have

on solid-state NMR spectra.

To aid in this discussion, consider a sample of 10% 1_l3C labeled glycine. If one

were to dissolve the labeled glycine in water and apply a single ~ - pulse at the

appropriate NMR frequency for I3C nuclei, the familiar spectrum shown in Figure (1.2.1)

would result. The two well-resolved lines in the spectrum correspond to the 10% 13C_

labeled carbonyl carbon and the natural abunda~ce (-1 % for 13C) a-carbon in the glycine

sample. The familiar 1:2: 1 splitting pattern of the carbonyl carbon resonance provides

information about its coupling to the two a-protons. The splittings of the isotopically

dilute a-carbon resonance are a result of J-couplings to both the a-protons and the

carbonyl carbon. In contrast, Figure (1.2.2) shows the result of a comparable experiment

performed on 10% 1-BC labeled glycine in the solid-state. As one can see, the two

spectra are quite different; the carbonyl I3C lineshape, which was extremely sharp in the

liquid-state spectrum, is now masked by an extremely broad and generally

uninterpretable blob, and the a-carbon line is so broad that it is not even resolvable.

3



These extremely broad solid-state lineshapes are primarily the result of three interactions

that are always present, but are rarely observed in liquid-state spectra. These interactions

are the heteronuclear dipolar coupling, the chemical shift anisotropy. and the

homonuclear dipolar coupling. In the ensuing sections, the origin of each of these

interactions will be examined as well as how their effects on a solid-state NMR spectrum

can be minimized to produce a "liquid-like" spectrum.

J

r'
l

200 150 100

Chemical Shift (ppm)

50 o

Figure 1.2.1. 75 MHz liquid-state 13e NMR spectrum of 10% lYe labeled glycine dissolved in H,O to a
concentration of -10 mM.
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300 200 100 0 -100

Chemical Shift (ppm)

Figure 1.2.2. 125 MHz solid-state lJe NMR spectrum of a 10% lYe labeled glycine powder. A one
pulse sequence without decoupling was used.

1.2.1 - Heteronuclear Dipolar Coupling

The analysis of the solid-state I3C glycine spectrum will begin with the

examination of the heteronuclear dipolar coupling. The heteronuclear dipolar coupling

arises from an interaction between the nuclear magnetic moments of two different nuclei,

which for simplicity are designated I and S. Recall that in an external magnetic field, the

Zeeman Hamiltonian describes the energy of spin-I based on its orientation, either

parallel ("spin-up") or antiparallel ("spin-down"), with respect to the external field,

(1.2.1)

where ris the magnetogyric ratio, Bo is the external magnetic field, and m, is the nuclear

spin quantum number, which is either ±+for a spin 1::= 1 nucleus. Similarly, spin S

will align itself either parallel or antiparallel to Bo' Since each spin is a nuclear magnetic

moment that produces a small magnetic field, when the two spins I and S are within a

reasonable proximity «lOA), the S spin will feel the magnetic field produced by the I

spin and vice versa. This magnetic field produced by the I-spin will either add to or

5



subtract from the external field felt by the S-spin (depending on the orientation of the 1-

spin), thus increasing or decreasing the effective magnetic field and changing the

resonance frequency of spin S. The degree to which spin-I affects the magnetic field felt

by spin-S is characterized by the strength of the heteronuclear dipolar coupling

Hamiltonian:

(1.2.2) 1iYIYSQ 2)HIS =--3- 1- 3cos e rs7 ,

r - -IS

where rIS is the internuclear distance, YI and Ys are the magnetogyric ratios of the I and S

spins, and Iz and Sz are the z-components of the nuclear angular momentum operators I

and S, respectively. The angle edescribes the orientation of the internuclear vector with

respect to the direction of the external magnetic field (Figure 1.2.3). Because the

strength of the coupling between two nuclei is distance dependent, the dipolar coupling is

considered a through-space interaction; e.g., whereas J-couplings are typically observed

only between nuclei that are less than three bonds apart, dipolar couplings can often be

observed between nuclei in different molecules.

There are three important things to notice about the heteronuclear dipolar

coupling ~amiltonian. First, the strength of the dipolar coupling is directly proportional

to the product of the magnetogyric ratios. This stands to reason since the magnetic

moment of a nucleus is proportional to y, and nuclei with larger magnetic moments

produce stronger magnetic fields, which in tum increase the strength of the dipolar

coupling interaction. Second, the dipolar coupling is inversely proportional to the cube

of the internuclear distance, so the strength of the interaction falls off rapidly as the

nuclei are farther apart.

6
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Figure 1.2.3. Definition of the Euler angle fJ. For the 1JC_'H heteronuclear dipolar coupling, fJ represents
the angle between the 1JC_'H bond vector and direction of the external magnetic field, Bo'

Finally, the dipolar coupling is orientationally dependent, as evidenced by the

(1- 3cos2 e) term in the dipolar Hamiltonian. This means that for a pair of spins, I and

S, separated by a fixed distance, the magnitude of the dipolar interaction will be greater

for certain orientations of the 1-S internuclear vector than for others. It is the

orientational dependence of the dipolar coupling that limits its role in liquid-state NMR.

The rapid reorientation of a molecule in solution on a timescale much faster than the

dipolar coopling evolves causes the (1- 3cos 2 e) term of the heteronuclear dipolar

coupling Hamiltonian to average to zero. However, in a static solid comprised of

randomly oriented crystallites, the direction of the internuclear vector remains fixed and

the resonant frequency produced by each crystallite will depend on its orientation with

respect to the external field. In a powder, where crystallites are oriented in all possible

directions, the presence of a heteronuclear dipolar coupling will result in an S-spin

spectrum like the one shown in Figure (1.2.4). The two opposing patterns, known as a

7



"Pake doublet"[41
, arise from differences in the sign of HIS depending on the alignment,

either parallel or antiparallel, of the I-spin with the S.,.spin. The intensity of the pattern at

e=900 e=900

88
e= 54.7°

e=0° .... e=0°

- ~ - .

L d ~ 1
= ~
~ ~

:: "
: : I •
: ~ I I

: '. I •: \ , .
: "....... *" " I·
I ......_." I• a-c-. _

~ -r -,---- ...., ._____J••••••• __ , .... - •

f -~

I

I =
\

! ')

-d -d/2 o d/2 d

Dipolar Coupling Strength
Figure 1.2.4. A representation of the dipolar Pake pattern or "Pake doublet". A typical Pake pattern
would look very similar to the top spectrum. The highest points of the spectrum are due to the
geometrically abundant internuclear vectors that point perpendicular to Bo• The lowest points of the
spectrum are due to the relatively few internuclear vectors that point along Bo• The trace on the bottom
shows the two components of a Pake doublet that arise from the two possible S-spin orientations.
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a particular frequency reflects the abundance of crystallites that resonate at that

frequency. If the possible crystallite orientations in a powdered solid were considered to

lie on a globe with the external IJlagnetic field pointing through the poles, the highest

points of the Pake pattern would correspond to the large number of crystallites whose 1-5

internuclear vectors point toward the equator (perpendicular to the external field). The

two lowest points of the Pake pattern would correspond to the relatively few crystallites

whose 1-5 internuclear vectors point toward the poles (parallel to the external tleld).

Note that there is also an orientation of the 1-5 vector relative to Bo where the resonant

frequency of the crystallites is not altered by heteronuclear dipolar coupling. This occurs

when (1- 3cos 2 e) is equal to zero, which holds for the angle e=54.740
, appropriately

referred to as the "magic angle".

1.2.2 - Heteronuclear Dipolar Decoupling

Returning to the solid-state glycine spectrum in Figure (1.2.2), the heteronuclear

coupling that is responsible for much of the broadening in our spectrum involves IH

nuclei coupled to the detected 13C nuclei. This is due to the fact that the IH_ DC dipolar

coupling is typically very large; the magnitude of the coupling between a bonded IH_ I3C

pair is -30 kHz. However, close inspection of the Hamiltonian in Equation (1.2.2)

suggests two possible means of eliminating the interaction to give narrower lines. One

way is to take advantage of the fact that the dipolar coupling is zero for crystallites

oriented at the magic angle. This technique, known as magic angle spinning, will be

discussed in subsection 1.2.4. Another way to eliminate the effect of the IH nuclei on our

9



13C spectrum is to manipulate the proton spins such that their effect on the 13C nucleus,

when averaged over time, is equal to zero.

As one may recall from the two opposing lineshapes shown in Figure (1.2.4), a

proton whose spin is parallel to the external field ("spin-up") will produce a shift in the

resonant frequency of a l3C nucleus that is equal and opposite the shift produced by a

proton whose spin is antiparallel to the external field ("spin-down"). By constantly

applying radio-frequency (RF) pulses that rotate the proton nuclear spins between their

"spin-up" and "spin-down" states, the orientation of the IH magnetic moments, when

averaged over time, becomes zero. As a result, the dipolar coupling is averaged to zero.

This technique, known as continuous-wave (CW) spin decoupling[5. 6J can be very

effective, and is widely used to eliminate heteronuclear couplings in solid~state NMR.

As can been seen in Figure (1.2.5), under CW irradiation at the IH Larmor frequency, the

l3C linewidths are dramatically reduced, leaving a spectrum that is dominated by the

chemical shift anisotropy of the l3C nuclei, which will be discussed in the next

subsection. It is worth noting that the tH decoupling has a much more dramatic effect in

Figure (1.2.5) on the a-carbon (which is now visible in the spectrum) than it does on the

carbonyl carbon. This is a result of the distance dependence of the dipolar coupling-

with two a-protons -1 A away, the a-carbon experiences a much stronger IH_ l3C

coupling than the unprotonated carbonyl carbon.

10
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Figure 1.2.5. 125 MHz solid-state 13C NMR spectrum ofa 10% 1_ DC labeled glycine powder acquired
under continuous-wave 'H decoup1ing.

1.2.3 - Chemical Shift Anisotropy

The origin of the chemical shift can be understood by examining the effect of BO

on the electrons around a nucleus. When an external magnetic field is applied to an

atom, not only are the nuclear spins perturbed, but the surrounding electrons are also

affected since they too have magnetic moments. The external field induces circulating

currents of electrons that in turn produce small magnetic fields (typically -lxl06 times

smaller than BO) that either add to or subtract from the external field felt by the nucleus.

Therefore, the effective magnetic field felt by the nucleus is altered, as is its resonance

frequency.

For individuals familiar with chemical shifts in liquid-state NMR, it can be quite

difficult to imagine the chemical shift as an orientationally-dependent interaction.

However, in a solid, the orientational dependence or anisotropy of the chemical shift can

11



be quite dramatic; for a non-sp3-hybridized 13C atom, the chemical shift anisotropy can be

upwards of 120 ppm, as shown for the carbonyl carbon in the spectrum in Figure (1.2.5).

The chemical shift anisotropy (CSA) results from the fact that atoms in molecules rarely

possess spherical electron distributions-rather the electron density can be thought of as

an ellipsoid, typically elongated along bonds or non-bonding p-orbitals. The degree to

which the electron density affects the resonance frequency of a nucleus depends on the

orientation of the molecule (and hence the electron cloud) with respect to Bo. For

example, the resonance frequency of a carbonyl carbon can differ by more than 120 ppm,

depending on the orientation of C=O moiety to the external field, as can be seen in Figure

(1.2.6). The smallest shift in the resonance frequency of the 13C nucleus occurs when the

narrowest part of the electron cloud is oriented along the Bo axis (Figure 1.2.6A),

whereas the largest shift occurs when the widest part of the electron cloud is oriented

along Bo (Figure 1.2.6C). These two chemical shifts, referred to as 011 and 0:33,

respectively, are two of the three "principal values" of the CSA. Together with 822,

which is the shift produced by the molecular orientation perpendicular to both 811 and

0:33 (Figure 1.2.6B), the three principal values provide all the information necessary to

describe the CSA of a nucleus. In a powdered sample, where the vast number of

randomly oriented crystallites means that all of the possible molecular orientations are

sampled, a "powder pattern" such as those shown in Figure (1.2.5) results. The left and

right extremes of the powder pattern correspond to the chemical shifts OIl and 0:33,

respectively, and the highest point of the CSA corresponds to 1h2.
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Figure 1.2.6. A schematic representation of the principal values of chemical shift anisotropy, <>11 (A), 8.22

(B), and 033 (C). The position of each resonance depends on the relative orientation of the magnetic field

with respect to the principal axes of the chemical shift tensor. (Adapted from reference 1
7
', with permission).

Eliminating the chemical shift anisotropy in solid samples is by no means a trivial

undertaking. The broad CSA lineshape is the result of an interaction between the

detected spins and the external field, and so there is nO simple way to pulse the

anisotropy away (as was shown with the heteronuclear dipolar coupling) without

13



affecting the free precession of the spins required for signal detection. However, liquid-

state NMR provides a subtle clue as to how the chemical shift anisotropy can be

eliminated.

In liquids, molecules rapidly and randomly sample a plethora of orientations, and

so even the most asymmetric electron distribution will appear spherical if viewed on the

NMR timescale. Mathematically, this can be described by the chemical shift

Hamiltonian, which is typically divided into an isotropic term and an anisotropic term.·

For the special case where 511 =8J.2 (so that the ellipsoids in Figure (1.2.6) would be

symmetric, like a cigar), the chemical shift Hamiltonian can be written as:

f~

!

(1.2.3)

where 5iso is the chemical shielding factor (typically on the order of 1xlO-6
),

(1.2.4)

erelates the orientation of the cigar-like ellipsoid with respect to Bo, and 5csa dictates the

magnitude of the chemical shift anisotropy,

(1.2.5)

In a rapidly tumbling molecule, all possible orientations of the ellipsoid are sampled,

causing the orientationally dependent term to average to zero and leaving only the

isotropic component of the chemical shift, 5isorBoIz . This is what is commonly

observed in liquid-state NMR spectra. Unfortunately, imposing a random, liquid-like

motion on a solid-state sample is a mechanical impossibility since it would require

motion around multiple axes at speeds that are currently unattainable. However, as will
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be discussed in the next subsection, magic angle spinning (MAS) is a simpler way of

eliminating the anisotropic term of the chemical shift Hamiltonian.

1.2.4 - Magic Angle Spinning

Previously it was pointed out that at 8= 54.74° (the magic angle), the value of the

(1- 3cos 2 8) term in the heteronuclear dipolar coupling, as well as the chemical shift

anisotropy (for 611 = ~2)' is zero. Thus, one way to remove the CSA in a solid and leave

only the isotropic chemical shift is to use a single crystal that is oriented so that

8= 54.74°. However, this is not a very elegant solution since it would require first

forming a single crystal and then orienting the crystal such that 8= 54.74° (which is not

trivial). Fortunately, one can achieve the same effect in a powdered sample by simply

spinning around an axis of 54.74° via a technique known as magic angle spinningls
.

9J
•

The mathematical description of the evolution of an NMR Hamiltonian under

sample spinning is quite complex[7. IOJ, and so will not be treated here. However, a

qualitative description of why spinning a sample around the magic angle results in the

removal of the CSA can be given. For a static sample, the value of the chemical shift is

fixed for agiven crystallite orientation. When the sample is spun, the chemical shift of

the crystallite becomes time dependent, since the crystallite's orientation changes as it is

spun in the rotor. Figure·(1.2.7) shows, for two crystallite orientations, the evolution of

their orientation under MAS. Over a single rotor period, each crystallite sweeps out a

cone around the magic angle, and at each orientation of the cone, the crystallite

experiences a different effective chemical shift. At the magic angle, the average of all of

the chemical shifts that a crystallite experiences in one rotor cycle is just the isotropic

15



chemical shift. Therefore, by spinning the sample in a rotor oriented at 54.7cfl, the

chemical shift anisotropy is removed.

f­
fc

{ -.

Figure 1.2.7: A graphic representation of the evolution of two crystallites under magic angle spinning.
Depending on the initial orientation of the crystallite, its evolution in one rotor cycle sweeps out a cone

centered around the rotor axis, which is inclined at an angle of 8r •

Figure (1.2.8) shows a series of 13C MAS spectra for 10% uniformly i3C labeled

glycine at a variety of spinning speeds. Note that as the spinning speed decreases,

numerous peaks begin to appear at integer multiples of the spinning speed. These peaks,

known as spinning sidebands, result from an inability to remove resonances that evolve

in step with the spinning rotor[8, 9]. Although sidebands are typically a nuisance (which
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can be minimized by spinning at a frequency larger than the width of the CSA), there are

instances where the presence of spinning sidebands provides additional information about

a particular sample, as will be discussed further in subsection 1.4.4.

A

--''-- ._.J\ --''__--' '---~ _

B

c

D

E

250 200 150 100 50 o

Chemical Shift (ppm)
Figure 1.2.8. 125 MHz solid-state l3C NMR spectra of 10% uniformly 13C labeled glycine powder
acquired under continuous-wave IH decoupling and magic angle spinning. The top four spectra
correspond to spinning speeds of 10 kHz (A), 5 kHz (B), 2 kHz (C), and 1 kHz (D). As the spinning speed
decreases the envelope of spinning sidebands begins to resemble the simulated static NMR spectrum
shown in (E).
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1.2.5 - Homonuclear Dipolar Coupling

As described in subsection 1.2.1, the heteronuclear dipolar coupling is the result

of an interaction between the magnetic fields produced by neighboring nuclear spins.

The same form of coupling exists between like spins, such as two 13C nuclei. However,

unlike two heteronuclei that have vastly different resonance frequencies (e.g. when lH

nuclei resonate at 500 MHz, DC nuclei resonate at 125 MHz), two like nuclei possess the

ability to undergo an energy conserving "flip-flop" interaction in which one spin flips up

while the other spin flips down (Figure 1.2.9). To take into account the "flip-flop"

interaction, an additional term is added to the heteronuclear dipolar Hamiltonian to give

the homonuclear dipolar Hamiltonian,

(1.2.6)

understood by rewriting Equation (1.2.6) in terms of raising and lowering operators,

where

(1.2.7)

such that

(1.2.8)

1
+ = Ix +ily I -il__~ and 1- = x y

2 2

The raising operator, 1+, increases the spin angular momentum of a spin by n, which

amounts to flipping a spin from the "down" orientation to the "up" orientation (Figure

1.2.9). Conversely, the lowering operator, 1-, lowers a spin's angular momentum by n,
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Figure 1.2.9. A diagram depicting the "flip-flop" term of the homonuclear dipolar coupling. When the
transition frequencies of two spins, WI and Ws differ (A), no energy conserving transition can occur. When
WI and Ws are the same (B), the spins can exchange magnetization via an energy conserving "flip-flop"
interaction (C).
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causing an "up" spin to flip "down". Together, the It f:i. and FiI; provide for an

energy conserving exchange of angular momentum between any two coupled spins

whose resonance frequencies even partially overlap. When two like spins have very

different chemical shifts, so that there is no overlap between their resonance frequencies,

there can be no energy conserving transition, in which case the homonuclear dipolar

Hamiltonian reverts to the same form as the heteronuclear dipolar Hamiltonian shown in

Equation (1.2.2).

For low-y nuclei like l3e and 15N, the homonuclear dipolar coupling is typically

not an issue, since even for directly bonded l3e nuclei, the dipolar coupling

h ? .

strength, ~J, does not exceed 5 kHz, and so it is eliminated at even moderate MAS
TIS

speeds. The homonuclear dipolar interaction has perhaps the largest impact on 1H solid-

state NMR, since the strength of the homonuclear dipolar coupling between two protons,

because of their large magnetogyric ratio, can routinely exceed 100 kHz. The problem of

strong IH-IH dipolar couplings is exacerbated by the high abundance of protons in most

organic systems, which results in a network of strongly coupled spins that are very

difficult to decouple from each other. As a result, proton spectra in the solid-state

typically consist of a single broad peak, often greater than 50 kHz wide, depending on the

conditions. Figure (1.2.lOA) shows a static IH spectrum of glycine, where the sea of

protons combines to give a spectrum that is completely uninterpretable. Although magic

angle spinning does help reduce the IH linewidth, as seen in Figure (1.2. lOB), the line is

still far too broad to be of general use without some form of homonuclear dipolar

decoupling, which will be discussed in section 1.3.
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Figure 1.2.10. 500 MHz solid-state IH NMR spectrum of glycine powder acquired without any sample
spinning (A) and while spinning at 10 kHz about the magic angle (B).

1.2.6 - Cross Polarization

Thus far, the differences between solid- and liquid-state Hamiltonians, and how

these differences can be overcome by utilizing techniques such as spin decoupling and

magic angle spinning have been discussed. To finish this section, a more fundamental
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difference between liquid-state and solid-state NMR experiments will be mentioned. In

liquid-state NMR, most expenments performed involve detection of protons, since their

higher sensitivity and faster relax~tion times help minimize acquisition times. Even in

liquid-state experiments that measure 13C or 15N chemical shifts or couplings, the

magnetization often originates from and is returned to neighboring protons for detection.

Due to the difficulties involved in obtaining high-resolution lH NMR spectra in the solid

state, the vast majority of solid-state NMR experiments detect the magnetization of other

nuclei, such as 13C, 31p, and 15N. However, even the detection of some of these nuclei

has its drawbacks. Compared to protons, nuclei such as 13C and 15N have inherently low

sensitivities, polarizations, and isotopic abundances. In addition, the relaxation times of

low-yspin 1= 1- nuclei are typically many orders of magnitude longer than lH relaxation

times, resulting in longer overall experiment times. Fortunately, there exists a technique

in solid-state NMR that gives the best of all worlds-the high polarizations and short

relaxation times typical in lH NMR, with high-resolution in the solid state through the

detection of nuclei, other than protons.

To enhance the signal of rare spins, such as 13C and 15N nuclei, many solid-state

NMR experiments involve the transfer of polarization from abundant spins (usually IH

nuclei) to rare spins using technique called Cross-Polarization or Cp[llJ. CP occurs

through the natural entropic tendency for magnetization from highly-polarized nuclei to

flow to nuclei with lower polarizations when the two are coupled in some manner. This

flow of magnetization is analogous to the flow of heat from a hot object to a cold object

when the two are in thermal contact. Unfortunately, magnetization is exchanged between

nuclei through mutual, energy conserving spin flips, and for heteronuclei such as 1Hand
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13C, such spin flips are only energy conserving at very low fields['2J
• Therefore, the

exchange of magnetization must be driven externally by the application of RF fields.

Although there are many techniques for establishing a dipolar connection between two

different spin systems, I and S, perhaps the most effective method was developed by

Erwin Hahn and Sven Hartmann in 1962[13J.

The Hartmann-Hahn method for cross-polarization requires the simultaneous

application of two continuous RF fields, one at the I-spin Larmor frequency and one at

the S-spin Larmor frequency. The effect of any RF field is to rotate the magnetization

about the axis of the applied field. The rotation or "nutation" rate depends on two

factors: the strength and the frequency of the RF field. The nutation rate increases with

increasing field strength, and decreases as the frequency of the field moves further from

the Larmor frequency. Therefore, an RF field oscillating at the I-spin frequency, say 500

MHz, would have almost no affect on S-spins with a frequency of 125 MHz. Likewise,

an RF field tuned to the S-spin resonance frequency would have almost no affect on the

I-spins. By applying two RF fields, one tuned 'to the I-spins the other to the S-spins, both

the I-spins and S-spins can be rotated independently around a particular axis at rates

dependent ,on the strengths of the two applied fields. Hartmann and Hahn found that

when the nutation frequencies of the I and S spins were equal, an artificial, energy-

conserving dipolar connection between the two spin systems is created with the

differences in energy being supplied by the RF fields. It is through this dipolar

connection that polarization is transferred between the 1- and S-spins.

The experimental implementation of this concept is shown in Figure (1.2.11A).

First, the proton magnetization is pulsed down along the x-axis. RF fields are then
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applied to the I- and S-spins for a time '[mix' causing the magn~tization to be exchanged

r~
b

from the I-spins to the S-spins. Finally, the S-spins are detected while the I-spins are
[~

\

decoupled. The growth of S-spin magnetization during the CP mixing period, !'mix' is f •
i

I -
dependent on the strength of the I-S dipolar coupling, as shown in Figure (1.2.11B). The
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Figure 1.2.11. Hartmann-Hahn cross polarization. (A) Pulse sequence for the cross-polarization of IlC
nuclei from 'H nuclei with detection of the IlC magnetization. (B) 125 MHz solid-state IlC NMR spectra of
10% uniformly labeled DC labeled glycine powder acquired using the pulse sequence in (A). In each
experiment, the cross polarization time 'tm;x is varied. Due to the directly bonded Ha protons, the DCa nuclei
are polarized faster than the DC

O
nuclei.

24



f'
t

l

I
}
L

build-up of polarization in the unprotonated carbonyl carbon requires a longer mixing

time than the a-carbon, which is quickly polarized by the directly bonded protons.

Typical mixing times range from between 100 ~s to 10 ms. The maximum theoretical

enhancement using the Hartmann-Hahn method of cross-polarization is .!- YI (where YI
2 Ys

and Ys are the magnetogyric rations of spins I and S), although this degree of

enhancement is rarely attainable. However, this theoretical enhancement is merely a

thermodynamic argument, and does not account for the practical advantages of using

cross-polarization. In most NMR experiments, the acquisition or sampling rate is

dictated by relaxation time (T1) of the detected nuclei. In CP, the sampling rate depends

on the relaxation time of the nuclei from which the magnetization is transferred. Since

protons in the solid state have a far shorter relaxation time than most other spin 1= -t

nuclei, experimental times are usually far shorter than would be used in a simple one-

pulse experiment. To illustrate this point, Figure (1.2.12) shows a natural abundance

solid-state l3C spectrum of alanyl-histidine both with and without CP from the protons.

Although signal to noise ratios of the two spectra in Figures (1.2.12A-B) are comparable

(-17: 1) the acquisition time of the non-CP spectrum was 45 times longer than the CP

spectrum, due to the -18 s T1 of the carbon nuclei.
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Figure 1.2.12. 125 MHz solid-state 13C NMR spectra ~f unlabeled alanyl-histidine powder acquired using
cross-polarization from protons (A), and using a standard one-pulse experiment (B). Both spectra were
recorded under MAS at a speed of 12 kHz and using c.w. 'H decoupling. The recycle delay for the
spectrum in (A) was 2 s. The recycle delay for the spectrum in (B) was 90 s, owing to the long 13C Tl

relaxation time (-18 s for this sample).

1.2.7 - Summary

As shown in Figure (1.2.12A), a combination of high-speed MAS, high-power

CW decoupling, and cross-polarization can quickly and easily generate one-dimensional

solid-state spectra of natural abundance l3C, 15N, and 31p compounds with reasonably

good resolution. However, as in liquid-state NMR, to perform a more detailed analysis

of the structure and dynamics of a sample, techniques that are more complex must be
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utilized. In the next three sections, an overview of commonly used techniques in solid-

state NMR is provided, with primary emphasis on those methods that are easy to

understand and implement.
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1.3 Multi-pulse Decoupling and Multi-dimensional NMR

The majority of solid-stateNMR experiments performed on organic or biological

systems involve the detection of low abundance nuclei, such as 15N or l3c. One reason

for this is the fact that the homonuclear dipolar coupling between these nuclei is typically

very small, even when the nuclei are directly bonded-so small that it is almost entirely

removed when the spinning speed is greater than 5 kHz. In contrast, the homonuclear

dipolar coupling between neighboring protons is very large (as high as 100 kHz), and so

magic angle spinning does little to narrow the lineshape, as was shown in Figure

(1.2.lOB). Fortunately, there are methods that permit the acquisition of 1H NMR spectra

with reasonable resolution through the active pulse decoupling of the 1H spins during

signal detection. Although the thought of detecting an NMR signal while simultaneously

pulsing on the nucleus that is being detected may seem absurd, the practice is quite

common. The trick that must be employed is to detect the magnetization indirectly, using

multi-dimensional NMR.

1.3.1 - Two-dimensional NMR: the WISE Experiment

Although two-dimensional NMR has many different applications in solid-state

NMR[14, 15l , the basic fonn of all 2D NMR experiments is essentially the same, as shown

in Figure (1.3.1A). First, the magnetization is prepared in a state appropriate to whatever

properties are to be detected in the indirect dimension. For instance, to detect a standard

chemical shift spectrum in the indirect dimension, the preparation period could be a
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Figure 1.3.1. (A) Diagram of a pulse sequence for two-dimensional NMR experiments. Magnetization is
detected in the indirect dimension by repeating the experiment numerous times while varying the time
period t in such a way as to stroboscopically detect the evolution of the magnetization under the prepared

I

Hamiltonian. (B) Diagram depicting a two-dimensional Fourier transform. First each directly detected (t
2
)

spectrum is Fourier transformed, followed by a Fourier transform in the t, dimension. Since the evolution
of the magnetization during t is embedded in the phase of the detected t spectra, the double Fourier

I 2

transform produces a spectrum in which the indirectly detected spectrum is correlated with the directly
detected spectrum. (Reproduced from reference [16

1
, with permission.)
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1- -pulse, or possibly a cross-polarization sequence. Next, the magnetization is allowed

to evolve for a period fl, which corresponds to the indirect dimension. It is during this

period that the magnetization is allowed to evolve under a specific set of :t';'"1-1R

Hamiltonians. For instance, if one wishes the I-spins in an I-S spin system to evolve only

under HII and H cs' then the S-spins should be decoupled to remove HIS' To evolve only

under HII, a n-pulse can be applied in the middle of fl to create an echo that refocuses

After fl' an optional mixing pulse (or series of pulses) is used to prepare the

magnetization for the final detection period f2. As with the initial preparation period, the

nature of the mixing period depends largely on the spectrum desired. In many

I '
b

homonuclear experiments, no mixing pulse is needed at all. In heteronuclear

experiments, it is often necessary to transfer the magnetization from one set of spins to

another. For instance, in an experiment correlating IH and l3C chemical shifts, the

mixing period might involve cross-polarization. from the IH spins to the l3C spins. Once

the mixing period is complete, the resulting magnetization is detected in the direct

dimension, f2.

The free-induction decay (the signal that is acquired in a Fourier transform NMR

experiment) of the indirect dimension is produced by varying the time period fl so that

the magnetization is detected stroboscopically based on how much it has evolved during

fl (Figure 1.3.1A). By performing a Fourier transform in both dimensions, a 2D

spectrum is produced which correlates the interactions detected in the indirect dimension

with the interactions detected in the directdimension, as shown in Figure (1.3.1B).
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A simple example of a typical 2D solid-state NMR experiment is WISE, which

stands for \VIdeline SEparationrr7l . In' the WISE experiment, shown in Figure (1.3.2A),

1H nuclei are initially prepared using a ~ -pulse, which rotates the magnetization into the

- c

- f-

A

I

Heteronuclear
Decoupling'

B

s

ppm

Figure 1.3.2. The WISE experiment. (A) Pulse sequence for the correlation of IH and Uc resonances via
WISE. (B) Two-dimensional IH_uC WISE spectrum of PS-b-PDMS (50:50 mol %). The broad IH
linewidths correspond to protons that are rigid, while narrow IH linewidths are due to protons that are
mobile, thus averaging away HII' (Reproduced from reference [17J, with permission.)
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x-y plane. During t1, the magnetization then evolves under the 1H i\TMR Hamiltonian

(Hcs + Hll + HIS), after which magnetization is transferred via cross polarization to

neighboring l3e nuclei. Finally, the l3e magnetization is detected in (2' Because in the

WISE experiment the magnetization of a particular l3e nucleus originates only from

nearby 1H nuclei, a two-dimensional WISE spectrum correlates broad IH resonances with

the relatively narrow resonances of the neighboring l3e nuclei under MAS, as shown in

Figure (1.3.2B). In this manner, a normally uri.resolvable one-dimensional IH spectrum is

separated into the contributions of various 1H sites. The WISE experiment is commonly

used to study dynamics in polymer systems, since the greater the mobility of a 1H

nucleus, the narrower its IH NMR lineshape will be. The spectrum in Figure (1.3.2B) is

of a 50:50 weight percent polymer blend of polystyrene and polydimethylsiloxane. The

linewidths of various IH sites in the polymer blend provide information about the

mobility of the different polymer components.

Although WISE does allow the separation and study of broad 1H resonances

based on their coupling to nearby 13e nuclei, this experiment does not achieve the

original goal set forth in this subsection, which was to remove the 1H homonuclear

coupling a~d obtain a resolved 1H chemical shift spectrum. However, 2D NMR does

provide the framework necessary to achieve this goal. Since the magnetization evolving

in the period t1 is not directly detected, there is no harm in applying RF pulses to the

magnetization so long as the natural evolutions of the Zeeman and chemical shift

Hamiltonians are not interrupted. Therefore, as will be shown in the next section, by

using the appropriate homonuclear decoupling sequence, the 1H_1 H dipolar coupling can

be removed.
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1.3.2 - Homonuclear Dipolar Decoupling

Thus far, tfie discussion of dipolar decoupling has been limited to the

heteronuclear case, where the dipolar coupling between two sets of spins, I and S, is

removed by applying a strong RF field to the I spins while the S spins e\"olve. The

success of CW decoupling depends strongly on the fonn of HIS, which is proportional to

IzSz. By constantly rotating the I-spins around one axis with a continuous RF field, the

sign of IzSz oscillates between positive and negative, producing a time average of zero.

Unfortunately, the homonuclear dipolar coupling is related to IizI2z' and so continuous

wave irradiation of the I-spins around one axis will have no effect on the sign of H[j.

Therefore, to eliminate the homonuclear dipolar coupling, a multiple-pulse technique

must be employed that toggles the I-spin magnetization between all three axes. One such

technique is WAHUHA or WHH_4[18J•

1.3.2.1 WAHUHA

To understand how the WAHUHA sequence works, consider the fonn of the

homonuclear dipolar Hamiltonian. Depending on the direction of the I-spin

magnetization, the homonuclear dipolar Hamiltonian can be written as Hrx, Hyy , or Hzz,

where

(1.3.1)

(1.3.2)

! .
l
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and

(1.3.3)
ti y2 1

H zz = T"2(l- 3cos2 eX3Il zI2z - (II .12)).

/1/2

Since the dot product of the two angular momentum operators, 11'12, can be written as

(1.3.4)

the sum of Hxx + Hyy + Hzz = O. Therefore, any pulse sequence that places the I-spin

magnetization along the X-, y-, and z-axes for equal periods of time should successfully

eliminate the homonuclear dipolar coupling. As can be seen in Figure (1.3.3), the

WAHUHA sequence utilizes a series of t -pulses to toggle the magnetization between

the three axes, so that over a single period, r; the homonuclear decoupling is removed.

On the other hand, the chemical shift is proportional to Iz alone, and thus the sum of the

chemical shift evolution at each axis is not zero, although it is scaled by a factor of

Ji [181. Thus, the WHH-4 sequence accomplishes the goal of eliminating the IH-IH

homonuclear dipolar coupling while still allowing the magnetization to evolve under Hcs'

i ;

x -y y -x
I ~ - I

I I

I I

I I
I 17 17 217 17 17 I

I I

• I

H" Hzz Hyy Hxx
I

Hyy Hzz I

I
I

H,,=O

Figure 1.3.3. Pulse sequence for one cycle of the 4-pulse WARDRA decoupling sequence.
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1.3.2.2 Decoupling Supercycles

Although under ideal conditions the WAHUHA sequence is very effective at

removing the homonuclear dipolar interaction, solid-state NNIR is very rarely perfonned

under ideal conditions. Pulse imperfections and chemical shifts can often interfere with

IH decoupling using WHH-4[19, 201. Fortunately, these problems can be obviated to a

large extent by the use of decoupling supercycles, which are repetitive implementations

of simple sequences like WHH-4, with specific phase shifts at the start of each new

cycle[19.21]. For instance, the supercycle MREV_8[21, 22J is a composite sequence of two

WHH-4 pulse trains, with a 1800 phase shift in three of the last four pulses (Figure 1.3.4).

Since in the last 4 pulses the magnetization retraces the path generated by the first 4

pulses, the MREV-8 sequence eliminates problems with pulse imperfection and, to an

extent, problems with nuclei that have large chemical shifts. In addition to MREV-8,

there exist many more complex decoupling supercycles, including BLEW_li23J, BR-

x -y y -x . -x -y y x- - ~ I ~

I
I
I

1'/12 1'/12 1'/6 1'/12 1'/12 I 1'/12 1'/12 1'/6 1'/6 1'/12
I

..........-------- "C

Figure 1.3.4. Pulse sequence for one cycle of the MREV-8 decoupling sequence.

There is one complication that must be considered when using a homonuclear

decoupling sequence under MAS. Both magic angle spinning and multi-pulse
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decoupling affect the time-average of HII in different ways. However, the two can

interfere with each other when the spinning speed is very high (so that the rotor period is

very shortp51. Since this interference can often degrade the effectiveness of multi-pulse

decoupling sequences, it is advantageous to optimize the multiple-pulse sequence to

improve their performance under MAS. First, the pulse cycles should be rotor

synchronized; that is, an integer number of pulse trains should be applied per rotor cycle.

Second, as many pulse cycles should be applied per rotor period as possible.

Unfortunately, these two ideas make implementation of long sequences (especially the 24

pulse BR-24 sequence) difficult under fast MAS, where the rotor cycle can be as short as

30 I..ls. One alternative is to use an off-resonance decoupling technique such as

Frequency-Switched Lee-Goldberg decoupling (FS-LG)[26. 271. The full cycle time for

FS-LG is typically between -10-20 I..ls, which is short compared to the rotor period even

when spinning at a frequency 30-50 kHz. However, in spite of its very short cycle time,

FS-LG is a very effective decoupling sequence that has been used with great success at

all spinning speeds.

1.3.3 - Solid-State Heteronuclear Correlation Spectroscopy: HETCOR

Like HSQC and HMQC in liquid-state NMR, the HETCOR experiment[28. 291 in

solids correlates I H chemical shifts with the chemical shifts of another nucleus, such as

13C or 15N. One possible HETCOR sequence for lH_ 13C correlations is shown in Figure

(1.3.5). Like the WISE sequence, the IH magnetization is first excited with a t -pulse.
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Figure 1.3.5. A possible implementation of the HETCOR experiment. The pulse sequence is identical to
that of the WISE experiment, except for the incorporation of homonuclear dipolar decoupling pulses
during the indirect dimension. Heteronuclear decoupling of the S-spins can also be incorporated into the
indirect dimension.

During the tl period, protons are decoupled from each other using one of the decoupling

techniques mentioned in the previous subsecti~m. An optional CW decoupling field can

be applied to the 13C nuclei so that HIS is also removed and the protons will evolve only

under Hcs' After tl, magnetization is transferred to the 13C nuclei via CP, and is then

detected in f2. Figure (1.3.6) shows a IH_13C HETCOR spectrum of uniformly 13C_

labeled chlorophyll a aggregates obtained using FS-LG homonuclear dipolar decoupling

during fl. Although the IH resonances are still somewhat broad (-1-2 ppm), they are

sufficiently narrow to observe and measure the variety of IH chemical shifts in the

sample.
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Figure 1.3.6. lH_ l3C HETCOR spectrum of uniformly l3C labeled chlorophyll Ct. aggregates obtained at a
field strength of 14.1 T and with a spinning speed of 13 kHz. FS-LG decoupling was used to remove the
homonuclear dipolar coupling. (Reproduced from reference [25J, with permission.)

Unlike HSQC or HMQC in liquids, which both utilize through-bond J-couplings

to transfer polarization, HETCOR is a strictly dipolar technique, and thus correlates both

through-space and through-bond interactions. As was shown in Figure (1.2.11B),

strongly coupled spins transfer polarization quicker than weakly coupled spins. For this

reason, the distance the magnetization travels during CP can be controlled to some extent

by varying the CP mixing time. For long mixing times, the magnetization will travel

much farther, producing correlations to carbons many angstroms away. Short CP mixing

times will limit the distance the magnetization travels. By comparing HETCOR spectra
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taken at a variety of mixing times, it is possible to gain insight into the structure of the

system that is being examined.

1.3.4 - Multi-pulse Heteronuclear Dipolar Decoupling

Before leaving the topic of multi-pulse NMR, let us once again return to the

topic of heteronuclear dipolar decoupling. Thus far, the discussion of heteronuclear

decoupling has been limited to brute-force CW irradiation. However, the beauty and

efficiency of multiple-pulse decoupling in the homonuclear case begs the question, "Can

a multiple-pulse sequence be employed for heteronuclear decoupling?" Indeed, the

answer is yes; a wealth of multiple-pulse sequences exists for removing the heteronuclear

dipolar coupling, such as WALTZ-16[30J, COMARO-2[31], and MLEV-16[32J.

Unfortunately, because of the same interference effects that arise under MAS that were

discussed in the previous subsection, multiple-pulse sequences are rarely more efficient

than high-power CW decoupling in high-speed MAS experiments. However, there is a

heteronuclear decoupling technique called two-pulse phase modulation (TPPM)[33J that

incorporates some degree of multi-pulse phase shifting into a continuous-wave

irradiation.. As shown in Figure (1.3.7), the TPPM sequence divides the CW irradiation

into phase alternating sections, which are between (e + f/J) and (e - f/J). For instance, if e

is 90° and f/Jis 15°, then the phase is alternated between 75° and 105°. Typically, the
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Figure 1.3.7. A diagram of the two-pulse phase modulation (TPPM) heteronuclear decoupling sequence.
RF is continuously applied, with an alternating phase-shift of HfJ and -rp from some angle e(typically 90°)
for a pulse length of r. The values of e, rp, and rare optimized to achieve maximum decoupling efficiency.

series of discrete time periods are on the order of 5-20 !As. The values of e, ¢, and rmust

be optimized in order to produce the smallest possible linewidths in the acquired

spectrum[341• Figure (1.3.8) shows a spectrum of l3C labeled calcium formate acquired

under TPPM decoupling (Figure 1.3.8A) and under CW decoupling (Figure 1.3.8B).

With the improved resolution resulting from the. use of TPPM decoupling, the 80 Hz

chemical shift difference between the two l3C sites in calcium formate is resolved,

whereas with standard CW decoupling it is not. When coupled with high-speed MAS,

the effects of TPPM decoupling can be quite stunning, as can be seen in the

cyclosporin-A spectrum shown in Figure (1.3.9). Although the linewidths in this natural

abundance 13C spectrum are still larger than would typically be seen in a liquid-state

NMR spectrum, at 10 to 50 Hz, they are sufficiently small to resolve the vast majority of

the resonances in the spectrum.
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Figure 1.3.8. l3C CPMAS spectra of calcium formate obtained using TPPM decoupling (A) and using
continuous-wave decoupling (B). In both cases, the spinning speed was 10.7 kHz. The splitting observed
in is due to the 80 Hz chemical shift difference between the two 13C sites in calcium formate. (Reproduced
from reference [33J, with permission).
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Figure 1.3.9. 125 MHz 13C CPMAS spectrum of cyclosporin-A, a cyclic decapeptide, obtained at a
spinning frequency of 33.3 kHz using TPPM decoupling (0= 170° and rp = 20°). With the combination of
high spinning speeds and TPPM decoupling 13C linewidths are -10-50 Hz are obtained. (Reproduced from
reference [161, with permission.)

1.3.5 - Summary

In tttis section, it was demonstrated that it is possible, through a combination of

multi-pulse decoupling and two-dimensional NMR, to obtain IH NMR spectra with

reasonably high resolution. Although multi-pulse homonuclear decoupling of protons

can often be more trouble than it is worth, the concept of using a series of pulses to

manipulate a Hamiltonian has applications far beyond homonuclear decoupling. As will

be seen in the next section, through the use of clever pulse sequences and two-

dimensional NMR, it is possible to derive information from interactions that are removed
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under MAS, such as the CSA or dipolar couplings, without sacrificing the high resolution

that was obtained with the techniques described in section 1.2.
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1.4 Reintroducing Lost Hamiltonians

Section 1.2 addressed the question of how to remove some of the unwanted

interactions that are found in solid-state NMR, such as dipolar couplings and the CSA. It

was shown that by utilizing techniques like magic angle spinning and high-power spin

decoupling it is possible to remove these anisotropic interactions and leave only a high-

resolution "liquid-like" spectrum like the one shown in Figure (1.2.12A). There is,

however, an important issue to consider: the lineshapes produced by dipolar couplings

and the CSA can provide information about the sample, and by removing these

interactions through spinning and decoupling, this information is lost. In this section,

techniques that selectively reintroduce dipolar couplings and the chemical shift

anisotropy under magic angle spinning and how the information obtained by these

approaches can be used to study molecular structure will be discussed. Although there

exists a vast number of ways to reintroduce the dipolar coupling and the CSA, only a

limited number of these techniques that are' both simple to understand and easy to

implement will be described.

1.4.1 - Distance Measurements in Solids

An integral part of structure determination in molecular systems is the

measurement of distances between atoms. In liquid-state NMR, this is usually

accomplished through the measurement of cross-relaxation rates using Nuclear

Overhauser Effect SpectroscopY or NOESY. Unfortunately, such techniques usually

cannot be used in solids since cross relaxation is short-circuited by more efficient dipole-
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dipole relaxation processes. However, there is a way to measure distances in solids using

heteronuclear and homonuclear dipolar couplings.

As shown in Equation (1.2,2), the strength of the dipolar coupling between two

nuclei is proportional to the inverse cube of the internuclear distance. Therefore, if one

could measure the magnitude of the dipolar coupling between two nuclei, their

internuclear distance can be determined. However, with the exception of couplings

involving protons (e.g., lH-1H or lH-13C), homonuclear and heteronuclear dipolar

couplings are usually removed under magic angle spinning, since the magnitude of the

coupling is less than the spinning speed. Thus, to measure dipolar couplings while

retaining the high-resolution afforded by MAS, the couplings must be selectively

reintroduced.

1.4.1.1 Heteronuclear Recoupling: REDOR

Hamiltonians in NMR can be separated into two components, one dependent on

the spatial orientation of the nucleus or nuclei With respect to BO, and the other dependent

on the orientation of the spin. For instance, the heteronuclear dipolar Hamiltonian

introduced in section 1.2,

(4.1)

f.
f - can be separated into the magnitude of the dipolar coupling, d

multiplied by a spatial component that depends on e,I
l

(4.2)

(4.3) A/s =(1-3cos2 e),
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and a spin component involving the nuclear spin operators, I and S,

(4.4)

In previous sections, it was shown .how it is possible to manipulate both the spin and the

spatial components of an NMR Hamiltonian. For instance, in CW spin decoupling, either

the I- or S-spin is rotated by constant RF irradiation, so that the time average of the spin

component of the heteronuclear dipolar coupling is zero. For spin decoupling. recoupling

is quite simple: tum on the RF irradiation and the interaction is removed, tum off the RF

irradiation and the dipolar coupling returns. Unfortunately, recoupling a dipolar

interaction removed by magic angle spinning is more complicated, for it is no simple task

to tum the spinning on and off quickly[351. However, by properly manipulating the spin

component of the dipolar Hamiltonian, it is possible to counteract the effect of MAS on

the heteronuclear dipolar coupling.

As a single crystallite moves in its conical path under MAS, the value of the

heteronuclear dipolar coupling, HIS, changes both intensity and sign, as shown in Figure

(1.4.IA). Over a single rotor period, the integrated value of HIS is zero, so the dipolar

coupling is effectively removed under MAS. However, by applying pulses at the proper

intervals, it is possible to interfere with the trajectory of HIS so that over one rotor period

the value of HIS is non-zero. One simple way to alter the trajectory of HIS under MAS is

to apply 1t-pulses, because every time a 1t-pulse is applied to say the S-spin. the spin is

flipped (Sz -+ -Sz) and the sign of HIS changes. Indeed, by applying two n-pulses per

rotor period as shown in Figure (IA.IB), the evolution of HIS can be altered in such a

way as to recouple 70% of the heteronuclear dipolar coupling (i.e. the integrated value of

HIS is 70% of its static value).
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Figure 1.4.1. Time-dependent behavior of the heteronuclear dipolar coupling. (A) The time-dependent
evolution of the heteronuclear dipolar Hamiltonian, HIS, under MAS. Since the integral of the dipolar
coupling over a single rotor cycle is zero, the dipolar coupling is effectively removed if the spinning speed
is sufficiently high. (B) The time-dependent of HIs under MAS with two 1800 pulses on the S-spin per
rotor cycle. Each 1800 pulse reverses the sign of the dipolar coupling Hamiltonian, creating a time
evolution which no longer averages to zero. (Reproduced from reference [161, with pennission.)

This two n-pulse technique, known as Rotational Echo DOuble Resonance or

REDOR[I, 21, is a powerful tool for determining dipolar couplings between two
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heteronuclei, like 13C and 15N. The pulse sequence for REDOR is shown in Figure

(1.4.2). The 13C nuclei are first- polarized via CP from the protons, and are then allowed

to evolve for a period "m before detection. During "m, two 15N n-pulses are applied

every rotor period, so that the 13C-15N

o
H

'IT

11
2

Decouple

'IT

11
2

I'
!1 ,

i ~

15N

f"

!

I I I I I'
i

rotor I

i
0 1 2 3 4 l."

Figure 1.4.2. The REDOR pulse sequence. Cross-polarization of the l3C nuclei is followed by a period tl

in which the 13C magnetization is dephased by the application of a series of pulses on the 15N
magnetization, which recouple the 13C_15N dipolar couplingl161 .

heteronuclear dipolar coupling is reintroduced. The experiment is then repeated without

the 15N pulses and the spectra are compared. With the 13C_15N dipolar coupling

reintroduced, the 13C magnetization will decay due to the dephasing effect of the

heteronuclear dipolar coupling. By adjusting the value of "m and measuring the
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normalized decay of the magnetization, a REDOR decay curve can be created, such as

the one for 10% 1-13C,15N glycIne shown in Figure (1.4.3). From the fitted line, it is

0.8
t -

0.6

- ,-
L1S0

0.4
So

0.2

o • • •

o 1 234 5 6 7

Dephasing Time, t1 (ms)

8

Figure 1.4.3. Decay of the t3C magnetization in I- l3C and 15N labeled glycine as a function of the length
of the dephasing period, fl. The quantity !:iSIS (known as the REDOR difference) is the normalized
difference between the 13C signal with and without puls'ing the 15N nuclei. By fitting the decay of the 13C
magnetization, the 13C_15N dipolar coupling was determined to be 767 Hz. (Courtesy of David D. Laws.)

possible to, determine the magnitude of the 13C-I5N dipolar coupling, d, which for

1- I3C,15N glycine was found to be 767 Hz. The 15N-13C internuclear distance was then

found to be 2.45 A using Equation (1.4.2). As the strength of the heteronuclear dipolar

coupling approaches -50 Hz, it can be difficult to determine distances using REDOR.

This corresponds to a I5N-13C distance of -5 A and a 13C-31p distance of -7.5 A. It

should be noted however, that these distances are much further than is possible using

liquid-state NMR.
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104.1.2 Homonuclear Recoupling: DRAMA and R2

Homonuclear dipolar recoupling can be accomplished in much the same way as

heteronuclear dipolar recoupling-by manipulating the spin component of the dipolar

Hamiltonian, one can interfere with the motional averaging produced by the spinning

rotor. The principle difference between heteronuclear and homonuclear dipolar

recoupling lies in the impossibility of individually addressing different homonuclear

spins. In REDOR, one can repeatedly alternate the sign of HIS by applying pulses to

either the 1- or the S-spin. Unfortunately, for a homonuclear 1112-spin system, the 11- and

12-spins have very similar (and some times even the same) resonant frequencies, and so

any n-pulse intended to change the sign of I1z, will also result in changing the sign of 12Z.

Thus, the value of HII is unaffected by the application of an-pulse.

One alternative to using n-pulses is to use ~ -pulses, which instead change the

direction of the dipolar coupling. As was shown in Figure (lA.1A), the spatial evolution

of the dipolar Hamiltonian is such that its value is zero over a single rotor period. This is

true regardless of the whether the spin component of the dipolar Hamiltonian, TIl, is

equal to To:, Tyy, or Tzz, where

(104.5)

T;;.; =3hx1zx -II ·12

Tyy =3hy1zy -11 .12

Tzz =3hzl zz -11 ·lz·

However, by toggling between one or more of these spin states during the rotor period by

the application of f -pulses, the averaging produced by the MAS rotor can be

interrupted.
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--= ~---oo One technique that makes use of ~ -pulses to toggle between different spin states

is DRAMA, which stands for Dipolar Recovery At the Magic Angle[361. During the

DRAMA pulse sequence, shown in Figure (1.4.4A), two 1" -pulses per rotor period

toggle

CP
;.'.' ,

Heteronuclear Decoupling

I"""' .- - .- - ,.... I"""' -
l' l' 1 l'

(rr/2)x(rr/2)_x (rr/2)x(rr/2)_x (rr/2)x (rr/2)_x

·: n
....'l(~-- 41'r---...:

··............ .. .
(rr/2)x (rr/2)_x

......•.................

A

...~--1'r--+-' ."--1'r--.'••--1r--+-,.~--1'r--+-)

I"""' I"""' - - I"""' - - ,....-. I"""' -
1 l' l' 1

B (rr/2)x (rr/2)_x rrx (rr/2)x (rr/2)_x (rr/2)x(rr/2)-x rrx (rr/2)x (rr/2)_x

•.,--1r--+'•.,--1r--+'••----1'r--.'.~--1'r--+-)

Figure 1.4.4. (A) Pulse sequence for one cycle of the DRAMA homonuclear dipolar recoupling sequence.
The partial recoupling of the CSA that occurs under the sequence in (A) can be removed by applying a n­
pulse at the end of each rotor cycle, as shown in (B).
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the magnetization from the z-axis to the y-axis and back again. When optimized such

that the magnetization spends half of the rotor period along the z-axis and half of the

rotor period along the y-axis (Le. 7:'= 'Z"~. ), DRAMA is capable of recoupling up to 45%

of the homonuclear dipolar coupling. Unfortunately, the two-pulse per rotor period

sequence also interrupts the averaging of the chemical shift anisotropy under MAS, so

the best implementation of the DRAMA sequence also includes an occasional rt-pulse, as

shown in Figure (1.4.4B), to remove the CSA.

Distance determination via DRAMA is carried out in generally the same way as

REDOR. During the mixing period, 'Z"m, the magnetization of the recoupled nuclei will

decay due to the dephasing effects of the homonuclear dipolar coupling. for example,

Figure (1.4.5) shows solid-state NMR spectra of [carbonyl-13C]-polycarbonate obtained

using the pulse sequence in Figure (1.4.4B) both with (Figure 1.4.5A) and without

(Figure 1.4.5B) the recoupling pulses. As the mixing time increases, the intensities of all

of the l3C resonances decrease because of the presence of recoupled 13C_13C dipolar

couplings (Figure l.4.5A). This decay is substantially larger than the natural decay of the

magnetization when the DRAMA recoupling pulses are removed (Figure 1.4.5B). By

measuring the decay of the 13C magnetization as a function of 'Z"m. it is possible to

determine 13C_l3C dipolar couplings and internuclear distances. For the polycarbonate

sample, 13C_13C internuclear distances were used to help determine a model for

polycarbonate chain packing in the solid state.

Another commonly used method for recoupling homonuclear dipolar couplings

under MAS is rotational resonance or R2[3l. Unlike DRAMA, rotational resonance does
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Figure 1.4.5. Solid-state l3C NMR spectra of [l3C-carbonyl]polycarbonate obtained using the DRAMA
sequence in Figure (1.4.4B). (A) Decay of the l3C carbonyl resonance as a function of the mixing, Tm• As
't"m is increased, the l3C magnetization decays due to the reintroduction of the homonLlclear dipolar
coupling. (B) As in (A), except with the DRAMA 90o-Plllses removed. The observed decay is due to the
natural relaxation of the magnetization. (Reproduced from reference [371, with permission.)

not require the application of pulses to interrupt the effect of the spinning rotor-in fact,

rotational resonance utilizes the spinning rotor to recouple two spins. Recall from section

1.2.5 that the lr12 component of the homonuclear dipolar coupling can be rewritten in

terms of the "flip-flop" interaction, (It12+ Ill!). When the chemical shifts of two

t:::,
i j

nuclei differ enough that their resonance frequencies do not overlap, the "flip-flop" term

I ­
~

l

disappears since it is no longer possible for the spins to undergo an energy conserving

transfer of angular momentum. However, when the frequency of the MAS rotor, wr is
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set such that it is equal to an integer multiple of the difference in isotropic chemical shifts

of the two nuclei to be recoupled,

(1.4.6)

then the homonuclear dipolar coupling is effectively recoupled. Although the origin of

this recoupling is complex, it can generally b,e understood by considering the rotor to be

an additional source of energy for the system to bridge the energy gap between the

nuclear transitions. Only when the rotor spins at one of the rotational resonance

conditions dictated by Equation (1.4.6) are the nuclei recoupled. Figure (1.4.6) shows a

BC CPMAS spectrum of glycine taken while spinning at 8.3 kHz, which corresponds to

the n = 1 rotational resonance condition for glycine. The splitting is a result of the

interaction between the nuclei, and is indicative of the coupling strength.

A
/

250 200 150 100 50 o

Chemical Shift (ppm)

Figure 1.4.6. 125 MHz CPMAS spectra of 10% unifonnly 13C labeled glycine powder acquired while
spinning such that the rotational resonance condition is satisfied. The 8.3 kHz spinning speed corresponds
to the n = 1 rotational resonance condition of Equation (1.4.6). The distorted lineshapes are the result of
the recoupling of Hll.
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Distance measurement using rotational resonance is accomplished in a somewhat

different manner than the recoupling techniques discussed so far. Figure (1.4.7A) shows

a general pulse sequence for measuring BC_BC homonuclear dipolar couplings by R2.

The first step in R2 is to set the spectrometer frequency to the resonance frequency of one

of the two nuclei to be recoupled, and set the spinning speed so that it complies with the

rotational

A
n/2

1H J~~E$11
n/2

Heteronuclear Decoupling

n/2
l

13C

B

II~n~ve;;r;s~io~n~l ~.--'tm---l.~

, , I , ,

15 10 5 0 -5

Frequency (kHz)

Figure 1.4.7. The rotational resonance experiment. (A) Pulse sequence for rotational resonance.
Following CP from protons, the l3C magnetization is stored along the z-axis and one of the resonances is
inverted. The magnetization then decays for a period, Tm, before the magnetization is returned to the x-y
plane for detection. (B) Rotational resonance spectra of doubly-l3e labeled peptide obtained by
incrementing the mixing period, Tm. As Tm increases, the l3e nuclei have more time to exchange
magnetization, and so the intensity of both resonances decreases. (Reproduced from reference 1

38J, with
permission.)
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resonance condition of Equation (1.4.6). Following the initial cross-polarization step, the

l3e magnetization is returned to the z-axis, at which point the magnetization of the on-

resonance l3e nuclei is inverted using a long, low-power pulse. Absent any dipolar

recoupling, the inverted l3e nuclei would slowly relax back to equilibrium. However,

when the l3e-Be nuclei are recoupled by satisfying Equation (1.4.6), they will undergo

energy conserving flip-flop transitions, in which the inverted spins will "flip-up" and the

uninverted spins will "flop-down". This effect is manifest in a decrease in the intensity

of both resonances when the magnetization is detected after a 1- -pulse. In Figure

(1.4.7B) a series of BC R2 spectra of a doubly BC-Iabeled peptide as a function of the

mixing time, I'm is shown. By observing the decay in the intensity of both peaks, it is

possible to determine the size of the dipolar coupling between the two Be sites and thus

the internuclear distance.

In addition to DRAMA and rotational resonance, a plethora of homonuclear

recoupling sequences have been develope.d, including HORROR[391, DRAWS[40J,

MELODRAMA[371, RFDR[411, and Ci421. Aside from the potential for more robust

recoupling, each of these sequences possess certain advantages and disadvantages when

compared to DRAMA or rotational resonance. Although a comparison of these

techniques will not be given in. this chapter, a detailed evaluation of homonuclear

recoupling techniques can be found elsewhere[431•
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1.4.2 - Correlation Spectroscopy in Solid-State NMR

Thus far, techniques that allow the reintroduction of the dipolar coupling between

both homo- and heteronuclei and how these techniques can be used to measure

internuclear distances have been discussed. However, the reintroduction of the dipolar

coupling provides a means of doing much more than simply measuring distances. Since

the exchange of magnetization is most efficient between strongly coupled spins and the

strength of the dipolar coupling is distance dependent, recoupled nuclei will primarily

exchange magnetization· with neighboring spins. Thus, dipolar recoupling in solids can

be used to correlate the resonances of neighboring spins in much the same way as liquid-

state techniques, such as COSY, NOESY or HMQC.

1.4.2.1 Heteronuclear Correlation Spectroscopy in Solids

The concept of heteronuclear correlation in solid-state NMR has already been

introduced in section 1.3, with the discussion of the IH-13C HETCOR experiment. The

relative simplicity of the HETCOR experiment is largely due to the ability to transfer

polarization between nuclei using cross-polarization. Unfortunately, CP is far less useful

when transferring polarization between low-y nuclei such as l3C and 15N because the

13C_15N dipolar coupling is effectively removed under MAS. Although it is possible to

modify the Hartmann-Hahn condition to recouple these spins under MAS(44, 451, the

practice can often be difficult.

A far more robust means of creating heteronuclear dipolar correlation spectra is to

utilize a REDOR-like recoupling scheme to exchange magnetization between the l3C and

15N spins. Figure (l.4.8A) shows one possible pulse sequence for obtaining a 13C_15N
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correlation spectrum in the solid-state. The 13C nuclei are first polarized using CP from

the protons, after which a REDOR sequence ,is used to recouple the l3C and 15N nuclei.

Following the REDOR sequence, the 15N spins are allowed to evolve for a period tl (the

indirect dimension), before a second REDOR sequence is used to return magnetization to

the 13C spins for detection. Figures (1.4.8B-C) show two-dimensional 13C_15N

con'elation

A
1H ~L H_e_t_e_ro_n_U_C_I_e_a_r_D_e_c_o_u_p_l_in_g _

1 •

15N

B
130 •
120 ,

..- 110 •E
c.. 180 160 140

C c..--- Co
z
8 130

120

110

D

o

•
60 40 20
Ca. C~

I I 11

, I II
II t

180 160 140 60

roc (ppm)
40 20

Figure 1.4.8. Heteronuclear correlation by dipolar recoupling. (A) One possible sequence for obtaining
heteronuclear correlations between l3C and 15N nuclei. The recoupling sequence is a modified REDOR
sequence that incorporates pulses on the l3C nuclei in addition to the standard train of pulses on 15N nuclei.
(B) 2D l3C_15N correlation spectrum of the tripeptide Formyl-Met-Leu-Phe obtained using the pulse
sequence in (A). Due to the short mixing time of 614.4 Ils, the 13C magnetization does not spread much
further than one bond, giving rise only to N-C' and N-Ca correlations. With a mixing time of 2.46 ms (C),
the magnetization travels much further, permitting the observation of N-CI3 and N-Cr correlations.
(Reproduced from reference [46J, with permission.)
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spectra of Formyl-Met-Leu-Phe obtained with the sequence in Figure (1.4.8A) using

different REDOR mixing times. With a short mixing time, "n' the magnetization has

very little time to diffuse, and so correlations are limited to neighboring atoms, such as

N-C' and N-Ca. (Figure 1.4.8B). However, when the nuclei are recoupled for longer

times (Figure 1.4.8C), the magnetization has more time to diffuse through the sample,

leading to chemical shift correlations of non-bonded atoms, such as N-C~ and N-Cy.

1.4.2.2 Homonuclear Correlation Spectroscopy in Solids

Two-dimensional homonuclear correlation spectra can be obtained in solids in a

manner very similar to that used for heteronuclear correlations. Figure (1.4.9) shows a

general scheme for l3C-l3C homonuclear correlation spectroscopy in the solid state. The

sequence begins with the cross polarization of the l3C nuclei from protons. Following

CP, the l3C magnetization is detected indirectly during fl' Next, a homonuclear

Heteronuclear Decoupling

Homonuclear Recoupling

L

Figure 1.4.9. Generalized pulse sequence for homonuclear correlation spectroscopy using dipolar
recoupling. Once the 13C magnetization has evolved in the indirect dimension, a hbmonuclear recoupling
sequence is used to exchange magnetization between neighboring 13C nuclei. The 13C magnetization is
then detected a second time in the direct dimension.
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recoupling sequence is utilized to recouple Hu, allowing the transfer of magnetization

between neighboring l3C atoms. Finally, the l3C magnetization is detected in the direct

dimension, t2' Figure (1.4.10) shows a 150 MHz l3C-l3C correlation spectrum of

uniformly l3C labeled chlorosomes obtained using the sequence shown in Figure (1.4.9),

with an RFDR sequence[47] used to recouple the l3C-l3C dipolar coupling. As was the

case for the heteronuclear correlation spectra in Figures (1.4.8B-C) , the number of cross-

peaks in a homonuclear correlation spectrum can be controlled to some degree by the

length of the recoupling period. As the recoupling time increases, the magnetization

o
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Figure 1.4.10. Two-dimensional 13C_13C correlation spectrum of uniforrnly-13C enriched chlorosomes
obtained at a field of 14.1 T with a spinning speed of 15 kHz. A RFDR sequence was used to recouple the
13C_13C homonuclear dipolar coupling and create the 13C_13C correlations shown in the spectrum.
(Reproduced from reference [251, with permission.)
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diffuses farther through the sample, leading to chemical shift correlations between more

nuclei.

1.4.3 - Recoupling Away from the Magic Angle

Previously it was stated that it was impossible to spatially recouple the dipolar

coupling under MAS because one could not stop and restart the spinning fast enough.

However, there is another solution: the dipolar coupling is fully removed only at the

magic angle, so if the spinning rotor were to be hopped from the magic angle rotor axis to

another axis (for instance 0°), the dipolar coupling would return. The sample can then be

returned to the magic angle for detection. This technique, known as Switched-Angle

Spinning or SAS[481, has been utilized to recouple 13C-13C homonuclear dipolar

couplings in 13C zinc acetate, as shown in Figure (1.4.11). Although the recoupling at

e= 0° is 100%, the mechanical difficulty of hopping a spinning sample between two

angles make recoupling via SAS less attractive than some of the pulsed techniques

discussed above. However, as will be shown in section 1.5, there are instances where it

is advantageous to use multi-angle spinning techniques like SAS.
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10.0

Figure 1.4.11. Two-dimensional Switched-Angle Spinning (SAS) spectrum of uniformly- l3C labeled zinc
acetate. The l3C_l3C homonuclear dipolar coupling is recoupled by hopping the rotor axis to 0°, after
which the rotor is returned to the magic angle for detection of the 13C magnetization. (Reproduced with
permission from reference [481.)

1.4.4 - Reintroduction of the CSA

Figure (1.2.5) showed a l3C static carbon spectrum of glycine obtained with

heteronuclear decoupling. The spectrum has two broad lines correspondjng to the

chemical shift anisotropy of the a- and carbonyl carbons. The two lineshapes are the

direct result of the electronic structure around the nuclei, and thus contain a wealth of

localized information about the structure, dynamics, and orientation of the nucleus with

respect to its surrounding atoms. For example, the chemical shift anisotropy for the a-
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carbon of most amino acids in proteins and peptides is heavily dependent on the

.-'

secondary structure (a-helix versus ~-sheet) within which the amino acid resides[49, 50], as

shown in Figure (1.4.12) for valine.

!
"""""", ., ., .. .. ,,,,

, I ,

150 100 50

Chemical Shift (ppm)

Figure 1.4.12. Simulated static spectra of the a-carbon chemical shift anisotropies for a L-valine residue
in a peptide or protein. The shape of the a-carbon CSA depends strongly on whether the residue is located
within an a-helix (dashed line) or a ~-sheet (solid line).

Although measurement of CSA lineshapes from static solid-state t'-,Tj\tlR spectra is

possible in many singly and even doubly labeled samples, it is generally not feasible in

many-spin systems, where the CSA powder patterns could overlap. Furthermore, static

spectra typically require extensive signal averaging in order to obtain the signal intensity

and resolution required to determine the CSA lineshape. Thus, what is often required is

an experiment that combines the speed and resolution of a MAS experiment with the

information content available from a static NMR experiment. In this subsection, two

such techniques will be presented.
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1.4.4.1 The Herzfeld-Berger Method

Figure (1.2.8) showed a series of MAS spectra taken at different spinning speeds.

One may recall that as the spinning speed decreased, more and more "spinning

sidebands" appeared in the spectrum, due to the inability of the rotor to fully average the

CSA. More importantly, as the spinning speed approached zero, the envelope of

spinning sidebands began to strongly resemble the shape of the static powder pattern

shown in Figure (1.2.8E). The intensity of the spinning sidebands contains infonnation

about the CSA, and, through proper analysis of spinning sideband intensities, one can

determine the three CSA parameters, 811 , 612, and 633' The Herzfeld-Berger[51] method

uses a series of pre-calculated surfaces to determine 811 , 8.22, and 0:33 from integrated

intensity (or even peak height) of the spinning sidebands. The advantage to the Herzfeld-

Berger method is that it is not technically demanding, since it only requires the

acquisition of a one-dimensional MAS spectrum. By taking spectra at numerous

spinning speeds and averaging the values of 811 , 612> and 633 determined from the

Herzfeld-Berger surfaces, the accuracy of the method can be further enhanced. Figure

(1.4.13) shows a spectrum of 15N labeled AMP (which has five 15N sites) taken at a

MAS speed of 1105 Hz. The spinning speed for the spectrum in Figure (1.4.13) was

chosen specifically to minimize sideband overlap, allowing the determination of the

CSAs of all five 15N AMP sites using the Herzfeld-Berger method. However, had the

spectrum been much more crowded, it would have been difficult to obtain enough non-

overlapping sidebands to perform a rigorous Herzfeld-Berger analysis of the sideband

intensities. When spectra are too crowded with sidebands to resolve the CSAs using the

Herzfeld-Berger method, it
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Figure 1.4.13. Slow-spinning CPMAS spectrum of uniformly- 15N labeled adenosine monophosphate
(AMP) obtained at a spinning speed of 1105 Hz. Because sidebands are spaced at integer multiples of the
spinning speed the identity of each sideband can be ascertained based on its distance from anyone of the
five isotropic peaks (which are found by spinning much 'faster). By fitting all of the sidebands, the
principal values of the CSA for each 15N site we~e deteimined.

becomes necessary to utilize two-dimensional NMR techniques to spread the overlapping

chemical shift anisotropies across a second dimension.

1.4.4.2 AnisotropiclIsotropic Chemical Shift Correlation

Although slow-spinning MAS is an excellent way to determine the chemical shift

anisotropy of a nucleus in the solid-state, the method does not really reintroduce the

CSA. Instead, the Herzfeld-Berger method takes advantage of the incomplete averaging

of the CSA that occurs when the rotor frequency is less than the width of the CSA. The
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only way to truly observe a "static-like" powder pattern under fast MAS is to recouple

the CSA in a manner analogous to dipolar recoupling.

The evolution of the CSA l,mder MAS is very similar to that of the heteronuclear

dipolar coupling-not surprising since the spatial component of the anisotropic chemical

shift Hamiltonian is proportional to (1- 3cos 2 e) and the spin component is proportional

to I z. Therefore, a technique analogous to REDOR, which applies two n-pulses per rotor

period should effectively reintroduce the CSA under MAS leaving only the spatially-

independent isotropic chemical shift. Although a two-pulse technique does work[52], the

resulting powder pattern tends to be a bit distorted due to reasons that will not be

discussed here. A~ improved technique was developed by Tycko and co-workers[53] that

utilizes four n pulses per rotor period (Figure 1.4.14) to reintroduce the CSA with very
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Figure 1.4.14. Pulse sequence for the 4-n-pulse experiment for recoupling the chemical shift anisotropy.
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little distortion of the CSA lineshape. By incorporating the 4-n-pulse sequence into the

indirect detection period of a two-dimensional experiment, it is possible to produce a

two-dimensional spectrum that correlates the broad CSA lineshape in one dimension with

the isotropic MAS lineshape in the other dimension. Figure (1.4.15) shows a series of

CSA patterns from six of the seven l3C sites in methyl-a-D-glucopyranoside obtained

using the 4-n-pulse technique to reintroduce the CSA under MAS. Below each

experimentally obtained spectrum is a simulated CSA lineshape based on lineshapes

obtained in a static experiment. It is readily apparent from Figure (1.4.15) that the

4-n-pulse technique faithfully reproduces the static lineshape with reasonable resolution.

A

_/\-

40.0 0.0 -40.0

ppm

I~
40.0 0.0 -40.0

ppm

Figure 1.4.15. J3C CSA lineshapes of six carbons (A-F) in methyl-a-D-glucopyranoside obtained using
the 4-n-pulse technique. Below each experimentally obtained lineshape is a corresponding simulated
lineshape based on the static lineshape. (Reproduced from reference [531, with permission.)
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In addition to the 4-n-pulse method, a variety of other techniques have been

developed that can correlate the anisotropic and isotropic components of the chemical

shift which do not involve traditional pulsed recoupling. Among these techniques are

magic angle hopping[54-561, Magic Angle Turning or MAT[5?, 58], and Variable-Angle

Correlation SpectroscopY or VACSy[59]. Figure (1.4.16) shows a two-dimensional

isotropic/anisotropic correlation spectrum of L-tyrosine produced using VACSY. It

should be noted that although magic angle hopping; MAT and VACSY all have definite

advantages over slow-spinning MAS or the 4-n-pulse sequence, they are technologically

more difficult to implement, and can not be performed using a standard MAS probe.

fe.d} f
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Figure 1.4.16. Two-dimensional isotropic-anisotropic NMR chemical shift correlation spectrum of L­
tyrosine, showing the isotropic projection and the assignment of the peaks to each site in the molecule.
(Reproduced from reference [591, with permission.)
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--= k 1.4.5 - i-couplings in Solid-State NMR

As a final note in this section, I would briefly like to reintroduce a Hamiltonian

that has so far been missing in this chapter, the J-coupling Hamiltonian. In solid-state

NMR, the J-coupling is almost never observed, because solid-state i\"MR linewidths are

typically larger than the 1-200 Hz J-couplings between nuclei. However. this does not

mean that J-couplings do not exist-rather their effects on the spectrum are usually too

small to see. Only recently has the technology become available, through high-speed

(>30 kHz) MAS and high-power (up to 1000 Watts) CW lH decoupling, to observe J-

couplings in polycrystalline samples[601. This can be done without recoupling because

the J-coupling has no spatial dependence, and so is not averaged away under MAS.

Recently, a number of groups have shown that although J-couplings are not always

observable in solids, they can still be used to perform typical liquid-state NMR

experiments in the solid-state, such as INADEQUATE[601.

1.4.6 - Summary

In sections 1.2 and 1.3, the interactions in solid-state NNIR that prevent the

acquisition of high-resolution NMR spectra as well as ways to counteract the effects of

these interactions were discussed. However, interactions like the dipolar coupling,

chemical shift anisotropy, and quadrupolar coupling (which will be covered in the next

section) are more than just a barrier to high-resolution and sensitivity. The sizes and

orientational dependencies of these interactions provide more information about the

environment surrounding a nucleus than could ever be extracted in a liquid-state NMR

experiment-and by using some of the techniques that were presented in this section and
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the next, these interactions can be used to further our understanding of the structure and

dynamics of solid-state materials.
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1.S Solid-State NMR of Quadrupolar Nuclei

Thus far, the discussion of solid-state NMR has only involved spin 1= 1- nuclei,

such as lH, BC, and 15N. However, this has somewhat limited the survey of solid-state

NMR methodology, since the majority of nuclei found in the periodic table have spin I>

1-. Although these "quadrupolar nuclei" possess the same set of basic interactions that

were introduced in section 1.2 (e.g. the chemical shift anisotropy, dipolar couplings, etc.),

there are two principle differences between spin I = 1- and spin I > +nuclei. First, for

quadrupolar nuclei, the allowed values for the nuclear spin quantum number, mb are no

longer simply +t and -t. For a spin 1= 1 nucleu~, such as 2H and 14N, the allowed

values for ml are -1,0, and +1, and so in the presence of an external magnetic field, spin

1= 1 nuclei have three energy levels. Likewise, a spin 1= 1nucleus like 23Na or 87Rb

has four spins states, since the allowed values for ml are -i, -t, t, and 1-. In general,

the number of possible spin states goes as 21.+ 1, and the number of possible transitions

between those spin states goes as 2I. The other difference between spin 1= t and spin I

> 1- nucle.i is that quadrupolar nuclei possess a non-spherical charge distribution (i.e.,

some areas of the nucleus are more positively charged than others) that can couple to

electric field gradients that are present in almost all solid-state materials[61]. This

coupling, known as quadrupolar coupling, can have an enormous effect on the observed

NMR spectrum, as will be shown in the ensuing section.
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1.5.1 - Solid-State NMR ofSpin I =1 Nuclei

When compared to the number of half-integer quadrupolar nuclei (l> 1). the

occurrence of spin 1= 1 nuclei in the periodic table is extremely rare. Nevertheless, the

solid-state NMR literature on spin 1= 1 nuclei is quite vast, due almost entirely to the

popularity of deuterium eH) NMR[62-651• Based on its small electron cloud and relatively

low magnetogyric ratio (- t that of lH), which together lead to a chemical shift range of

-3-4 ppm and relatively weak dipolar couplings, one might expect static 2H l\lJvIR

linewidths to be narrow. Thus, it may be somewhat surprising to learn that static 2H

NMR linewidths routinely exceed 100 kHz, as seen in Figure (l.5.1) for CDI3' The

origin of this very broad line is the quadrupolar interaction.

f ~,

B

A

-200 o
Frequency (kHz)

200

Figure 1.5.1. Static 2H NMR spectrum of CDr3. (A) Experimentally obtained spectrum. (B) A simulated
spectrum based on the quadrupolar coupling derived from the spectrum in (A). (Reproduced from
reference [661, with permission.)
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To understand the 2H quadrupolar lineshape displayed in Figure (l.5.1), it is

helpful to examine the effect of the quadrupolar coupling on the 2H Zeeman energy

levels. In Figure (l.5.2A), the energy levels of a spin [= 1 nucleus are shown in an

external magnetic field with no quadrupolar coupling present. Note that both the m[ =-1

to a and m[ =a to +1 transitions have the same resonance frequency since the energy

differences between the states are identical. Figure (1.5.2B) shows the same three energy

levels under the influence of the 1st-order quadrupolar Hamiltonian, H g) and the

Zeeman Hamiltonian. Note that whereas the m[= -1 and the 11l[= +1 spin states decrease

-1

o

1

A

CUo

CUo

B

.. .. .. .. ..---------
Zeeman 1st-Order

Quadrupole

Figure 1.5.2. Spin 1= 1 energy level diagram for spins subject to the Zeeman Hamiltonian (A) and to both
the Zeeman Hamiltonian and 1sf_order Quadrupolar Hamiltonian (B). The splitting shown in (B) is a result
of the 1sf_order Quadrupolar coupling at one particular crystalline orientation.
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in energy upon the addition of H g) , the m[ = 0 spin state increases in energy. As a

result, the m[ =-1 to 0 and the m[= 0 to +1 transitions are no longer equivalent, and thus

have different resonance frequencies. The difference in the resonance frequencies of the

two transitions is proportional to OJg) , the 1st-order quadrupolar coupling constant. This

constant can be expressed mathematically as,

[1
I

(1.5.1)
(1) 3eq· eQ

OJ - --;-=-----"~

Q - 21(21 -1)1i '

where e is the electron charge, eq is the z-component of the electric field gradient felt at

the nucleus, and Q is the nuclear electric quadrupole moment. The constant Q is a

nuclear property (like n that describes the strength with which a quadrupolar nucleus

couples to an electric field gradient at the nucleus. For instance, deuterium has a

relatively small nuclear electric quadrupole moment (Q = 3xlO-31 m\ and so typically

experiences quadrupolar couplings on the order of 100-300 kHz[621. On the other hand,

Q= 2 X 10-30 m2 for 14N, another spin 1= 1 nucleus, and so 14N nuclei typically

experience quadrupolar couplings that are -10 times higher (1-5 MHz).

As seen in Figure (1.5.2B), the effect of the 1st-order quadrupolar coupling is to

produce a quadrupolar splitting, whose magnitude is dictated by OJg). However, in

Figure (1.5.1), one saw more than just a splitting, but rather a lineshape that strongly

resembles the dipolar Pake pattern shown in Figure (1.2.4). This is because, like other

Hamiltonians that have been discussed in this chapter, the 1st-order quadrupolar

Hamiltonian possesses an orientational dependence that is proportional to (1- 3cos 2 e).

Thus, for different molecular orientations, the splitting caused by the 1st-order
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quadrupolar Hamiltonian will change. Furthermore, just as the width of the Pake pattern

of Figure (1.2.4) was an exact measure of the dipolar coupling constant, d, the width of

the 2H Pake pattern is a measure of the 1st-order quadrupolar coupling constant, wS> .

Since the orientational dependence of the 1st-order quadrupolar coupling is

proportional to (1- 3cos 2 e), this coupling can be eliminated under MAS. Figure

B

c

Figure 1.5.3. 2H NMR spectra of a solid mixture of deuterated ferrocene· and deuterated
hexmethylbenzene both static (A) and under magic angle spinning (B). The two resonances in (C) are
expansions of the centerband in (B) and correspond to the isotropic chemical shifts of the two deuterated
species. (Adapted from reference [67J, with permission.)
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(l.5.3A) shows a static 2H NMR spectrum of a mixture of deuterated hexamethylbenzene

and deuterated ferrocene, which consists of two overlapping Pake patterns, corresponding

to the two deuterium environments. Under magic angle spinning (Figure 1.5.3B) the

quadrupolar linewidth is reduced to a series of spinning sidebands, and upon closer

inspection of the residual isotropic line (Figure 1.5.3C), it is possible to discern the

chemical shifts of the two 2H sites.

Although MAS can be quite effective in reducing the deuterium quadrupolar

linewidth, 2H NMR is most often performed on static samples. The reasons for this

choice are three fold. First, in contrast to the vast amount of time necessary to acquire a

static spectrum of a spin 1= t nucleus, a static quadrupolar spectrum can be obtained

quickly. This is because the quadrupolar coupling greatly facilitates the relaxation of

quadrupolar nuclei, obviating the need to wait long periods of time before the

magnetization relaxes back to thermal equilibrium. Second, the 2H quadrupolar coupling

is a sensitive measure of internal molecular motion[63. 661. Since the quadrupolar coupling

of a species is reduced by fast molecular moti~n, the width of the static 2H lineshape can

be used to measure of the degree of molecular motion. Figure (1.5.4) shows a series of

2H NMR spectra of deuterated DMPC in a lipid bilayer. By adding different species to

the bilayer (such as cholesterol or cytochrome c oxidase) it is possible to alter the

mobility of the deuterated hydrophobic lipid tails. The narrow quadrupolar lineshapes in

Figure (1.5.4B-D) indicate that the added compounds increases the mobility of the lipid

tails, whereas adding cholesterol to the bilayer (Figure 1.5.4E) decreases the lipid

mobility.
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Figure 1.5.4. 2H NMR spectra of deuterated lipids (1-myristoyl-2(l4,l4,14-trideutero)myristoyl-sn­
glycero-3-phosphocholine or DMPC-d3) in a lipid bilayer as a function of the additional molecules present.
(A) DMPC-d3 in excess water at 30°C. (B) as in (A), but the lipid contains 67 weight Ck cytochrome c
oxidase. (C),as in (A), but the lipid contains 67 weight % sarcoplasmic reticulum adenosinetriphosphatase.
(D) as in (A), but the lipid contains 67 weight % beef brain myelin proteolipid aEoprotein 0.1(2). (E) as in
(A), but the lipid contains 33 weight % chlosterol. (Reproduced from reference [6 J, with pennission.)

Finally, static 2H NMR is a powerful tool for studying molecular orientation[62. 68,

69) For example, in Figure (1.5.5) a series of 2H spectra of -CDrS-CDrbridged

perinaphthalene dissolved in Phase V liquid crystals are shown as a function of

temperature. As the temperature is increased, the liquid crystalline solvent causes the

perinaphthalene molecules to align, and the 2H powder linewidth narrows, giving way to
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a pair of sharp lines that correspond to the quadrupolar splitting for the molecules'

adopted orientation. Since the quadrupolar spitting changes for different orientations, it

is possible to discern in which direction the molecules are aligned, based on the

quadrupolar splitting in the NMR spectrum.

f~

I
!

-8

12

50 -25 o -25 -50

Frequency (kHz)

Figure 1.5.5. 2H NMR spectra of a 3 weight % solution of -CDrS-CDrbridged perinaphthalene in a
Phase V liquid crystal solvent. As the temperature is increased, the degree of0 rientationaI heterogeneity
decreases. Above a temperature of DOC, the bridged perinaphthalene orients in the liquid crystal and a
single doublet is observed since all the deuterons are equivalent, and the orientation of the liquid crystal
can be determined as a function of the splitting. (Reproduced from reference [701, with permission.)
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Thus far, the discussion has been limited to 2H NMR, where, compared to other

quadrupolar nuclei, the value of Q is small. For this reason, there has not been the need

to point out the existence of a second, more insidious quadrupolar term-the 2nd-order

quadrupolar coupling. However, in every 2H spectrum that was shown in this subsection,

the 2nd-order quadrupolar coupling was present, although masked by its relatively small

size. When the quadrupolar coupling is very large, as it is for 14N, the 2nd-order

quadrupolar coupling can have a significant effect on the observed lineshape. Figure

(1.5.6) shows the effect of the 2nd-order quadrupolar coupling on the energy levels of a

A B c
, , , ,
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Figure 1.5.6. Spin I = I energy level diagram for spins subject to the Zeeman Hamiltonian (A), to both the
Zeeman Hamiltonian and lSI-order Quadrupolar Hamiltonian (B), and to the Zeeman, 1st-order quadrupolar,
and 2nd_order quadrupolar Hamiltonians (C).
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spin I = 1 nucleus. Since the m/ = 1 and -1 spin states are now shifted in opposite

directions by an amount (Vg) , it is no longer reasonable to expect the same symmetric

lineshapes that were shown previously. Indeed, even when the 1st-order quadrupolar

coupling is completely removed, the 2nd-order quadrupolar Hamiltonian can still be large

enough to make a spectrum completely uninterpretable.

1.5.2 - Solid-State NMR ofSpin I > 1 Nuclei

Although subject to the same quadrupolar Hamiltonian as \vas discussed in the

previous subsection, spin I> 1 nuclei, also known as half-integer quadrupolar nuclei,

behave quite differently than spin 1= 1 nuclei. The reason for this difference is made

clear by examining the effect that the quadrupolar Hamiltonian has on the energy levels

of a half-integer quadrupolar nucleus. Figure (1.5.7) shows the energy levels for a spin I

= t nucleus without any quadrupolar coupling (Figure 1.5.7A), under the influence of

the 1st-order quadrupolar coupling (Figure 1.5.7B), and including the 2nd-order

quadrupolar coupling (Figure 1.5.7C). Notice that the 1st-order quadrupolar Hamiltonian

shifts the m/ = - -!- and the m/ = -!- energy levels by the same amount and in the same

direction. Thus, the resonant frequency of the m/ = --!- to +-t transition, known as the

central transition, is unchanged by the 1st-order quadrupolar Hamiltonian. In contrast,

the resonance frequencies of the m/ = -t to --t and m/ = +-t to +t transitions, known as

the satellite transitions, are each shifted by an amount proportional to (Vg). The net

80

I :

t-:;

, -

L
[

L

L
l~



! '
f-:: result of Hg) on a half-integer quadrupolar nucleus is to substantially shift and broaden

f
I the resonancesI .
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Figure 1.5.7. Spin 1= 312 energy level diagram for spins subject to the Zeeman Hamiltonian (A), to both
the Zeeman Hamiltonian and lSI-order Quadrupolar Hamiltonian (B), and to the Zeeman, 1st-order
quadrupolar, and 2nd-order quadrupolar Hamiltonians (C).

resulting from the satellite transitions. Therefore, in a standard solid-state NMR

experiment performed at the frequency of the central transition, the satellite transitions

are usually not observed[7I]. Yet, because the centnil transition is still broadened by the
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2nd-order quadrupolar coupling, the resulting linewidth can still be quite large, as seen in

the solid-state 23Na NMR spectrum of sodium oxalate (Figure l.5.8A).

A

[ ,

B

f
10
I ;,

r '
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r
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Frequency (kHz)

-4 -8

Figure 1.5.8. 23Na NMR spectra of sodium oxalate acquired without any sample spinning (A), and while
spinning at 10 kHz around the magic angle (B). (Reproduced from reference [72J, with permission.)

For reasons of simplicity, a full mathematical description of the 2nd-order

quadrupolar Hamiltonian, H g) will not be provided, although it can be found

elsewhere[7 1, 73]. Instead, two important features will be mentioned that are relevant to
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the study of half-integer quadrupolar nuclei via solid-state NMR. First, Hi]) has

associated with it, a coupling constant, wi]) , that can be expressed as,

(1.5.2)
(W(1))2 (w(1) \2

W(2) - ~ Q - ~ Q )
Q - 2wo - 2yBo

f -

where wS) is the 1st-order quadrupolar coupling and l1U is the Larmor frequency. From

Equation (1.5.2), it is clear why the effects of the 2nd-order quadrupolar coupling are

rarely observed in 2H NMR. Even if wS) is as large as 300 kHz, the value of wi]) in a

2.3 T magnet is only -3 kHz. Equation (1.5.2) also provides a major motivation for

studying quadrupolar nuclei at high field, since the size of wi]) is decreased by

increasing the strength of Bo.

The second important feature of the 2nd-order quadrupolar Hamiltonian is its

orientational dependence, which is far more complicated than any Hamiltonian that has

been addressed thus far. In fact, there are three orientational terms associated with H g) ,

that correspond mathematically to the Oth, 2nd, and 4th-order Legendre polynomials[IO):

(1.5.3)

(1.5.4)

and

(1.5.5)

P2 (cose) =1-(1- 3cos 2 e),

P4 (cos e) =i(3 -30cos 2 e+ 35cos4 e).

Just like the isotropic component of the chemical shift, Equation (1.5.3) has no

dependence on e. Indeed, one of the effects of the 2nd-order quadrupolar coupling is to
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produce an isotropic quadrupolar shift that cannot be removed, even in liquids.

.-

Moreover, Hg) has a (1-3cos Z e) dependence, and so can be partially removed under

magic angle spinning. Figure (1s'8) shows a 23Na spectrum of sodium oxalate obtained

C
fl
r

··.,········-1

----',l

both with and without MAS. Although there is some narrowing, the effect is not nearly

as impressive as for other spectra shown in this chapter. This is due to the existence of

an additional edependence, as shown in Equation (1.5.5). Unfortunately, the values of e

that make pz(cose) and P4(COSe) zero do not coincide (Figure 1.5.9). Therefore, to

remove the 2nd-order quadrupolar coupling and produce a narrow line, a technique other
iJ

than magic angle spinning must be employed.
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Figure 1.5.9. Plot of the 2nd
_ and 4th-order Legendre polynomials, P2(cosfJ) and P.,,(cosfJ), as a function of

8. The value of P2(cosfJ) is zero when 8= 54.74° (the magic angle), whereas the value of P~(cosfJ) is zero
when 8 = 30.56° or 70.12°.
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1.5.2.1 Double Rotation (DOR)

A variety of techniques have been developed that seek to counter the effects of

the 2nd-order quadrupolar Hamiltonian in order to produce sharp NMR spectra of

quadrupolar nuclei. The first technique that will be discussed is by far the simplest to

understand although it is perhaps the most difficult to implement experimentally. When

faced with a chemical shift anisotropy in a powdered sample, it is common practice to

spin the sample at an angle of 54.74° to average to zero the Pz(cos e) spatial term of the

CSA Hamiltonian. Similarly, DOuble Rotation or DOR[72, 741 eliminates the 2nd-order

quadrupolar coupling by spinning at angles of 54.74° and 30.56° simultaneously, to

remove the pz(cose) and P4 (cose) spatial terms of Hg), respectively. This is

accomplished using the "rotor in a rotor" design shown in Figure (l.5 .10), which allows

Figure 1.5.10. A schematic of the "rotor-in-a-rotor" design of an NMR probe for DOR experiments. The
outer rotor spins around an axis oriented at 30.56° relative to Bo, while the inner rotor spins around an axis
oriented at 54.74° relative to Bo. (Adapted from reference [721, with pennission.)
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the simultaneous rotation of the sample about two different axes. Under DOR, all of the

2nd-order quadrupolar coupling is removed except for its isotropic component, leaving a

sharp isotropic peak flanked by a ,series of sidebands spaced at integer multiples of the

outer rotor frequency. Figure (1.5.11) shows a 23Na DOR spectrum of sodium oxalate

obtained at a variety of outer rotor speeds. When compared to the 23Na spectra of

sodium oxalate in Figures (1.5.8A-B), the high-resolution possible through DOR is quite

stunning. Although a technique as straightforward as the Herzfeld-Berger method is not

available to analyze DOR sidebands, it is possible to fit the sidebands from a DOR

spectrum to obtain information about the strength of the quadrupolar coupling[751•

U
r
I J

r-­
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! .
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B I.

c

Figure 1.5.11. Z3Na DOR spectra of sodium oxalate acquired at outer-rotor spinning speeds of 250 Hz (A),
500 Hz (B), 750 Hz (C), and 1000 Hz (D). (Reproduced from reference 1

72
1, with permission.)
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1.5.2.2 Dynamic Angle Spinning (DAS)

Dynamic-angle spinning, or DAS, is another technique for removing the 2nd-

order quadrupolar coupling[76. 77]. Like DOR, DAS seeks to remove the 2nd-order

quadrupolar coupling by spinning the sample at multiple angles. However, DAS does not

spin at both angles simultaneously; rather, DAS averages away Hg) by spinning at two

different angles sequentially.

Suppose a powdered sample of a sodium salt were to be spun around an angle of

37.38°. As the magnetization of the 23Na nuclei evolves following a -I-pulse, nuclei in

different crystallites will precess at different frequencies depending on the value of Hg)

for each crystallite orientation. As a result, one might expect to obtain anyone of the

five simulated 2nd-order quadrupolar lineshapes shown in Figure (1.5.12A), depending

on the nature of the

0.0 0.3 0.5 0.7 1.0

Figure 1.5.12. Simulated 2nd-order quadrupolar powder patterns for the central transition of a spin I::: 3/2
nucleus spinning at an angle of 37.380 (A) and 79.190 (B). The parameter 'I is used to describe the overall
anisotropy of the lineshape. (Reproduced from reference [751, with permission.)

87



sodium salt. Now suppose that the same sample were to be spun at the same speed

around an angle of 79.19°, The 2nd-order quadrupolar lineshapes for spinning at this

angle are shown in Figure (1.5. 12A). The key thing to notice about these two sets of

simulated spectra is that the lineshapes for these two angles are exact mirror images of

each other. This means that a crystallite spinning at an angle of 37.38° has the opposite

sign of Hg) as a crystallite spinning at an angle of 79.19°. This is analogous to the

heteronuclear dipolar coupling, where two parallel spins (in have the opposite sign of

H IS as two antiparallel spins (H), leading to the Pake doublet in Figure (1.2.4). In

section 1.2 it was shown that by flipping the I-spin with CW irradiation, it was possible

to remove HIS by creating an average of + HIS and - HIS' In DAS, the 2nd-order

quadrupolar coupling is removed by flipping the angle, thus creating an average of

+ H(2) and - H(2)
Q Q

Figure (ISBA) shows two possible pulse sequences for the implementation of

DAS. For magnetization to evolve at two different angles, one must use an NMR probe

that hops the spinning rotor from one axis to another. Since it is impractical to hop a

spinning r<?tor while actively acquiring a signal, DAS must be incorporated into a two-

dimensional experiment, where the 2nd'-order quadrupolar coupling is removed in the

indirect dimension, tlo but not in the direct dimension, t2. First, magnetization is excited

with a 1- -pulse and is allowed to evolve for half of t\ while spinning at 37.38°. The

magnetization is then pulsed back along the z-axis (so that evolution is halted) and the

rotor is hopped to an angle of 79.19°, Once the hop is complete, the magnetization is

returned to the x-y plane with another T-pulse, and evolves for the second half of t\.
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Figure 1.5.1'3. Pulse sequences for two7dimensional DAS experiments. (A) Conventional sequence to
obtain an isotropic-anisotropic correlation, with powder patterns in the direct dimension characteristic of
the second spinning angle. (B) Sequence including a second hop to allow detection at the magic angle.

After fl, the magnetization is detected in the direct dimension, (2. By varying the total

time of the indirect dimension, it is possible to produce a two-dimensional spectrum that

correlates the narrow isotropic quadrupolar lineshape with the broad 2nd-order

quadrupolar lineshape (which is attenuated to some extent by spinning the sample during
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acquisition). In Figure (1.5.14) a two-dimensional 87Rb DAS spectrum of RbN03 is

shown, which has three different rubidium sites. Although none of the Rb sites are

resolvable in the projection of the anisotropic dimension, they are resolved in the

isotropic dimension. By fitting the 2nd-order quadrupolar lineshapes obtained by taking

slices through the three isotropic peaks, it is possible to determine the strength of the

quadrupolar coupling at each site.

2600.,....------------..,

r

!

"\6'=1.83 MHz

~=2.07MHZ

0)~=1.84 MHz

~
~

c
o
C/)

c 0
Q)

E
o
(J)

C§

N
I
~..........

90

t
L...

!
L

u
u
U

L

1600o
MAS Dimension (kHz)

-2600 -+---r"----,r--..,.....~__..,:___.,.___r____I

-1600

Figure 1.5.14. A two-dimensional DAS spectrum of the central transitions of 87Rb in RbN03 obtained
using the pulse sequence in Figure (1.5.12B). By taking slices in the isotropic (indirect) dimension at the
different isotropic frequencies, powder patterns can be obtained which are characteristic of the different
sites and yield the quadrupolar coupling constants and anisotropy parameters. (Reproduced from reference
[161, with permission.)
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1.5.2.3 Multiple-quantum MAS

Both DAS and DOR are very good techniques for removing the effects of the

2nd-order quadrupolar coupling in half-integer quadrupolar nuclei. However, they do

suffer from one major drawback: each requires the use of a specialized NMR probe that

is not readily available in most solid-state NMR facilities. Fortunately, a recently

developed technique has eliminated the need for such specialized equipment. This

technique, known as multiple-quantum MAS or MQMAs[78, 79], instead uses a standard

MAS probe along with a clever pulse sequence to remove Hg) .

Recall that for the spin 1= -t energy level diagram shown in Figure (1.5.7), the

frequency of the central transition was decreased by a quantity proportional to 109)

whereas the frequency of the triple-quantum (3-Q) transition (m! =--t to -t) was

increased by a quantity proportional to 109) . Thus, if one were to first excite the 3-Q

transition and let the magnetization evolve for a period tla, and then transfer the

magnetization into the central transition and evolve for a period tlb, at the end of the two

periods, t1 = t la +t lb' the effects of the 2nd-order quadrupolar coupling would be

removed. This is completely analogous to canceling H g) by evolving at two angles, as

is done in DAS. The only difference is that in MQMAS, the rotor angle remains fixed

and the magnetization evolves under two coherences that together remove Hg) instead

of two angles.

The similarity between MQMAS and DAS can be seen by examining the

MQMAS pulse sequence in Figure (1.5.15). First, the 3-Q transition is excited using
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Figure 1.5.15. MQMAS pulse sequence and coherence pathways. In the period (tla + tlb) the 151 and 2nd_

order quadrupolar coupling is averaged to zero leaving a scaled isotropic spectrum in the indirect
dimension. For spin I :: 3/2 nuclei, the 0 -; -3 -; -1 coherence pathway is selected. For spin I :: 5/2
nuclei, the 0 -; 3 -; -1 coherence pathway is selected. (Courtesy of S.H. Wang.)

some sort of pulse or train of pulses[80-821. The magnetization then evolves for a period

tla, at which point the magnetization is transferred into the single-quantum (l-Q) Inl =-1

to 1 transition by way of a second pulse or series of pulses. The magnetization then
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evolves for a period lIb, after which it is detected during (2. Just as with DAS, a two-

['
I .
I

dimensional spectrum is obtained by varying the time, II = f la + fIb' of the indirect

dimension. Figure (1.5.16) shows an 23Na MQMAS spectrum of Na2HP04 obtained

while spinning at a rate of 10kHz. With the high resolution obtained in the isotropic

(mI) dimension, it is possible to resolve all three sodium sites in the sample. By fitting

the 2nd-order quadrupolar lineshapes obtained by taking slices through the three isotropic

peaks, the quadrupolar couplings of all three sodium sites were determined. From this

information, it is possible to back out the strength and orientation of the electric field

f~

[
gradients present at each site.

0
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..- 20 • Na(2)

E
0-
0- 40--
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~
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Figure 1.5.16. 23Na MQMAS spectrum of NaHP04 obtained at a spinning speed of 10 kHz. The one­
dimensional spectra to the"right were obtained by taking slices through the peaks in the isotropic (ml)
dimension. (Courtesy ofK.H. Lim.)
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1.5.3 - Summary

When compared to other solid-state NMR interactions, the complexity of the

quadrupolar coupling is readily apparent. Nevertheless, the goal of this section was to

provide some insight into the behavior and spectroscopy of quadrupolar nuclei. For

nuclei with small quadrupolar couplings, like 2H, information on dynamics and

orientation is both simple to acquire and relatively easy to interpret. For nuclei such as

3Li and 23Na, high resolution spectra require more complex experiments like DAS or

MQMAS. However, the recent boom in the study of quadrupolar nuclei in the solid state

has made quadrupolar techniques like MQMAS far more commonplace in everyday

research.
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Chapter Two

Prudicting a-Carbon Chumical Shin Tunsors in AlaDinu, Valine, and Loucino
using Thoorotical Surfacos
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2.1 Introduction

In this chapter and the next, studies on the dependence of the chemical shift

anisotropy on local structure will be presented. As was pointed out in Chapter 1,

chemical shifts depend strongly on the local environment surrounding the nucleus (see,

for example, Figure 1.4.12). Previously, this was shown both experimentally[83, 84] and

theoretically[85, 86] for isotropic chemical shifts of a- and f3-carbons of amino acid

residues. More recently, the chemical-shift anisotropies (CSAs) of a-carbons in alanine

residues in peptides have been shown to be strongly dependent on the local secondary

structure-so much so that it was possible to accurately predict the fjJ and '1/ dihedral

angles of alanine in a peptide from the CSA alone[50]. With the advent of new techniques

for measuring chemical-shift tensors in liquids[87] and the existence of numerous

techniques for measuring CSAs in solids[51, 58, 88, 89] as described in Chapter 1, there now

exists the potential for using chemical-shift tensors to predict secondary structure in

proteins and peptides. However, for such techniques to be possible, the complex

dependence of chemical shift tensors on their local environment must first be understood.

There are two possible ways in which the CSAs of amino acids can be correlated

with local structure. First, one can experimentally measure the chemical shift

anisotropies of a group of proteins that have known structures and create empirical

surfaces that describe each chemical shift tensor (0Il' ~2' and ~3) as a function of the

dihedral angles fjJ, '1/, and where appropriate Xl and X2' Indeed, this approach has already

been used to produce empirical fjJ/ '1/ surfaces for isotropic Ca and C~ chemical shifts in
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L, proteins[83]. The second way to correlate Ca chemical shift tensors with local structure is

to use theoretical surfaces obtained by ab initio quantum chemical calculations on small

. .d f [49 90-92Jammo aCl ragments' . The main advantage to using theoretical surfaces for

structure prediction and refinement is that they are not confined to allowed regions of

Ramachandran f/JIlfI space, and thus these surfaces are valid for awkward conformations

that may be forced on an amino acid to lower the overall energy of a protein. Indeed,

simulated annealing programs often stray into unallowed regions of Ramachandran space

on a path determining an overall f~ld. However, there is one major problem with using

theoretical surfaces to predict chemical shifts.

Although it has been definitively shown that chemical shift surfaces can

reproduce the relative Ca and Cf3 chemical shifts in proteins18S.861, they are not scaled

properly, and as a result, they often do not predict the full range of chemical shifts-

especially surfaces created. using Hartree-Fock methods[93J
• This can easily be overcome

by scaling the chemical shift surfaces based on comparisons between measured and

predicted chemical shift values1SOJ. However, scaling surfaces for each amino acid could

prove problematic. With 20 naturally occurring amino acids, most with a variety of

rotomer conformations, scaling each surface based on experimentally measured chemical

shifts could potentially be very time consuming. Furthermore, given the relatively small

-8 to 10 ppm ranges of most Ca and Cf3 isotropic chemical shifts in proteins, it is often

difficult to define a correlation between theory and experiment accurate enough to

properly scale the theoretical surfaces. One possible way to remedy this situation is to

use comparisons between experimentally determined and theoretically predicted Ca

chemical shift tensors in peptides. Whereas the isotropic Ca chemical shift range in
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proteins may be only 8-18 ppm, anisotropic Ca chemical shifts in solid-state peptides can

exceed 60 ppm, thereby providing a larger chemical shift range with which to correlate

theory and experiment.

In this chapter, the first predictions of valine and leucine Ca chemical shift

tensors using theoretical chemical shift surfaces based on local structure and produced

from ab initio calculations are presented. The chemical shift anisotropies (CSAs) of

alanine, valine, and leucine Ca nuclei from four peptides were determined using cross-

polarization magic angle spinning (CPMAS) NMR. Dihedral angles taken from the x-ray

structures of each of these peptides were then used in conjunction with theoretical

chemical shift surfaces for alanine, valine, and leucine to obtain theoretical predictions of

the Ca chemical shift tensors. The predicted and experimental CSAs agreed to within an

rmsd of 2.4 ppm (slope =-0.77). The "best-fit" line for this data was then used to scale

isotropic chemical shift calculations from Drosophila calmodulin and Staphylococcal

nuclease[94.96J
• Unscaled, the calculations predicted only 77% of the full chemical shift

range, whereas the scaled chemical shift calculations predicted 101% of the total range.

This suggests that small model peptides are a reasonable means for calibrating theoretical

chemical shift surfaces for use in dihedral angle prediction and structure refinement in

peptides and proteins.
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2.2 Experimental

2.2.1 - Peptide Synthesis and Crystallization

All of the solid-state NMR experiments described in this chapter involve the

measurement of 13Ca chemical shift tensors in small peptides containing alanine, leucine,

and valine residues. In all, six peptides wer.e synthesized: A*AA and G*AV, which were

done previously[50J
, and L*LVY-OMe, LL*VY-OMe, Boc-V*AL-Aib-*VAL-OMe, and

Boc-VA*L-Aib-VAL-OMe. The asterik placed before an amino acid indicates that the

a-carbon in this amino acid is 13C labeled. The "Aib" in the Boc peptides refers to

aminoisobutyric acid. Of the six peptides, two could be crystallized in multiple

conformations based on the crystallization solvent used. The different peptides used,

along with the references that describe their x-ray crystal structures and how to

crystallize the peptides, are listed in Table (2.1). For a more thorough description of their

synthesis and crystallization, please see Chapter 3.

Compound

GAV

AAAIIa

Boc-VAL-Aib-VAL-OMe Ib

Boc-VAL-Aib-VAL-OMe IIb

L*LVY-OMe

Reference

[97)

[98.99J

[98.99J

[100)

[IOIJ

[102J

aAAA I refers to the crystal form grown from 60% N,N' -dimethylformamide:water, whereas AAA II
refers to AAA-hemihydrate crystals grown from 20% DMF:water.

bBoc-VAL-Aib-VAL-OMe I refers to the crystal form grown from 50% methanol:water, whereas Boc­
VAL-Aib-VAL-OMe II refers to crystals grown from 50% isopropanol:water.

Table 2.1. Crystal structure references for the peptides discussed in this chapter.
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2.2.2 - Solid-State NMR

The chemical shift tensors of all the labeled Cu nuclei were determined via

CPMAS NMR. The Herzfeld-Berger methodlSl) was employed to measure the 13Ca

CSAs of valine in two peptides, Leu-Leu-Val*-Tyr-OMe (LL*Vy)[1021 and Boc-Val-Ala-

Leu-Aib-*Val-Ala-Leu-OMe (Boc-V-A-L-Aib-*V-A-L-OMe)[loo. lOLl and l3Ca CSAs of

leucine in the same two peptides (LL*VY-OMe) and (Boc-V-A-*L-Aib-V-A-L-OMe).

The alanine 13Ca CSA was measured in Boc-v*A-L-Aib-V-A-L-OMe. Since Boc-V-A-

*L-Aib-V-A-L-OMe peptide can be crystallized into two forms (depending on the

crystallization solvents used), and hence the CSAs were determined for two valines, three

leucines, and one alanine. For a more detailed description of solid-state NMR

experiments, please see Chapter 3.

2.2.3 - Theoretical Calculations

The alanine chemical shift surface was calcualted using the TEXAS-90

program[103!, which utilizes the gauge-including-atomic-orbital (GIAO) method[I04.lOsl. The

leucine and valine calculations were calculated using the GIAO package in Gaussian-98

(Gaussian, Inc., Carnegie, PA). All calculations were done on N-formyl-L-[amino acid]

amide fragments extensively minimized at the helical geometry. For a more thorough

description of the computations, please see Chapter 3.
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2.3 Results and Discussion

The chemical shift anisotropies of alanine, valine, and leucine were determined in

a series of small l3Ca labeled peptides using CPMAS NMR. Since the x-ray crystal

structures of these compounds are known, it was possible to predict the chemical shift

tensors for each of these residues by using the alanine, valine, and leucine chemical shift

tensor surfaces. In Figure (2.1) plots of the experimentally determined l3Ca chemical

shift tensors versus the predicted values for the alanine (Figure 2.1A), leucine (Figure

2.1B), and valine (Figure 2.1C) residues in the peptides listed in Table (2.1) are shown.

The slopes and intercepts for all three amino acid residues are comparable, as are the

rmsd's. Figure (2.1D) shows a compilation of the data for all three amino acids. With a

total of 27 data points and an overall rmsd of 2.4 ppm, Figure (2.1D) clearly

demonstrates the ability of theoretical ab initio chemical shift surfaces to predict Ca CSA

values in both l3-branched (leucine) and non-l3-branched (valine) amino acids alike.

Furthermore, the fact that all three data sets lie along the same line suggests that there

may be a global scaling factor for all chemical shift surfaces, negating the need to do

experimental scalings for all amino acid Ca chemical shift surfaces.

101



r--'-;\
f

165 t::
A B•

•
r~

I..- , \ "'

E 145a.
a.-en •c
"0 125
Q)

.r=.
(/)

co 165 C • D() • •
+:: • •
Q)
~

0 ,
Q) 145 ...

.r=.
+-' • •

• •
•• •

125 • ••

20 40 60 80 20 40 60 80
experimental shift (ppm)

Figure 2.1. Theoretical Hell chemical shift tensor values for alanine (A). leucine (B), valine (C), and all
three amino acids together (D) calculated using GIAO method and dihedral angles taken from the crystal
~tructures versus the experimentally measured tensors.

One issue that remains to be address regarding theoretical chemical shift tensor

surfaces is their ability to predict local structure in proteins and peptides based on

measured chemical shift anisotropies. Although this work will be presented in Chapter 3,

it is possible to test whether the overall scaling factor determined in Figure (2.1D) applies

to proteins as well as peptides. Figure (2.2A) shows a plot of experimentally measured

j
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Figure 2.2. (A) Theoretical IlCa. chemical shielding for alanine, glycine, and valine in Drosophila
caimodulinl1061 and Staphylococcal nuclease

llo71
versus theoreticaUy calculated chemical shiftsli6l . (B) The

same chemical shift values as in (A) except scaled with the slope and intercept from Figure (2.10).

C
a

chemical shifts for alanine, glycine, and valine Drosophila caimodulinll061 and

Staphylococcal nuc1ease[107] versus theoretically calculated chemical shifts(861
• Figure

(2.2B) shows the same 57 data points with the theoretically predicted chemical shifts

scaled using the slope and intercept from Figure (2.1D). With the scaling, 101 % of the

chemical shift range is now predicted, as opposed to 77% in Figure (2.2A). Furthermore,

the y-intercept of the best-fit line (which would correspond to the l3C chemical shift of

TMS) in Figure (2.2B) decreases from 3 ppm to 2 ppm, which is closer to the ideal value

of 0.0 ppm.
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3.1 Introduction

As was noted in Chapter 1, numerous solid-state NMR techniques for molecular

structure determination have been developed in the last two decades. These methods

have been used widely to measure internuclear distances[I08] via dipole-dipole couplings

in the case of REDOR[I), DRAMA[36), or Rotational Resonance[3), as well as to map out

.. ' lIb' 1 1 [109,110] 'J I' MconnectiVIt1eS m sma lOmo ecu es VIa -coup mgs, oreover, other approaches,

which were not mentioned in Chapter I, have been developed to determine torsion

I
[17, Ill)

ang es ' 1 1 h · [11"-115) hFor examp e, severa tec mques - ave used 2D-exchange or

correlation spectroscopies to measure the relative orientation of dipolar coupling tensors

to determine the torsion angles. Meanwhile, Levitt and co-workers[1l6) have used double

quantum heteronuclear local field spectroscopy (2D-HLF) to measure the torsion angles

in an H-C-C-H moiety to within ±100 or ±20°, depending on whether the molecule is cis

or trans, respectively,

These techniques for structure derermination have greatly advanced the

anisotropies present in solids. The resulting broad lines, which are rarely less than -1-2

ppm, effectively eliminate the possibility of performing experiments on fully l3C and 15N

labeled protein samples (as is routinely done in liquids). unless they are either

polycrystalline or relatively small «30 residues)[
1l7

1, Thus, in solid-state NMR, selective

labeling schemes are required to avoid spectral overlap, and techniques for structure
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determination must be employed that maximize the information derived from each

labeled site.

Currently, the vast majority of existing techniques require two or more labels for

the determination of a single distance or pair of dihedral angles. However, one possible

alternative requires only one labeled site and uses ab initio chemical shift calculations to

gain insight into the backbone and side chain torsion angles of amino acids. These ab

initio chemical shift calculations have been used to correlate experimentally determined

13C isotropic chemical shifts with secondary structure in proteins, both in liquids[118. 119]

and solids[120-123] and have been reproduced in theoretical calculations[96. 124-126]. These

correlations have then been used to calculate chemical shift surfaces from the backbone

dihedral angles, rp and If/, and where applicable, the side chain angles, Xl and X2. In

conjunction with experimentally determined chemical shifts, these ab initio chemical

shift surfaces can be used to refine solution structures[127-129] and to determine

probability-based predictions of dihedral angles[50. 128. 1301.

In this chapter, a technique is presented, which determines dihedral angles by

correlating experimentally determined chemical shift tensors with ab initio chemical shift

computations that were calculated as a function of the backbone dihedral angles, rp and

If/, and where applicable, the side chain angles, Xl and X2. Previously, this technique, also

known as the CSA/Z method, was applied to determine the dihedral angles of alanine in

several small, powdered crystalline peptides, whose structures had been determined

earlier by x-ray crystallography[SOJ. Here, the CSA/Z method is extended to determine the

dihedral angles of alanine, valine and leucine and to show that this approach can be
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generalized to other amino acids including those with ~-branched and non-~-branched

side chains. In Figure (3.1), the general molecular structure of an amino acid is depicted.

Figure 3.1. The molecular structure of an amino acid with dihedral angles drawn schematically.

Unlike alanine, both valine and leucine necessitate the determination of both the dihedral

angles and the side chain angles. The results show that the highest probability solution

also predicts the proper side chain angle(s). The advantages of the CSA/Z method are

many: First, the method is not experimentally demanding. A series of one-dimensional

slow-spinning cross-polarization magic angle spinning (CPMAS) experiments are

required to determine the chemical shift tensors. Second, by virtue of the fact that this

method exploits all three CSA tensor values, only one label is necessary where, in the

past, two or three isotropic chemical shifts were needed to predict the dihedral anglesll281.

Third, the method can also predict the side chain angle by selection of the highest

probable solution. Fourth, the need for only one 13C a-carbon label allows for the

simultaneous determination of numerous dihedral angle pairs since this labeling

requirement minimizes spectral overlap. The overlap of the spinning sidebands can be

avoided by careful selection of the rotor spinning speed or by implementing one of many

d
· . 1 . [53·58. 131-135Jtwo- ImenslOna expenments .
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t= 3.2 Experimental

All of the solid-state NMR experiments described in this chapter involve the

measurement of l3Ca chemical shift tensors in small peptides containing alanine, leucine,

and valine residues. In all, six peptides were synthesized: A*AA and G*AV, which were

done previously[50J
, and L*LVY-OMe, LL*VY-OMe, Boc-V*AL-Aib-*VAL-OMe, and

Boc-VA*L-Aib-VAL-OMe. The asterik placed before an amino acid indicates that the

a-carbon in this amino acid is 13C labeled. The "Aib" in the Boc peptides refers to

arninoisobutyric acid. Of the six peptides, two could be crystallized in multiple

confonnations based on the crystallization solvent used. The different peptides used,

along with the references that describe their x-ray crystal structures, are listed in Table

(3.1). Below is a brief description of their synthesis, characterization, and crystallization.

Compound

GAV

AAAP

AAA na

Boc-VAL-Aib-VAL-OMe Ib

Boc~VAL-Aib-VAL-OMe nb

L*LVY-OMe

Reference

(97)

(98.99J

(98.99J

[1001

[lOlJ

[102J

aAAA I refers to the crystal fonn grown from 60% N,N' -dimethylfonnamide:water, whereas AAA II
refers to AAA-hemihydrate crystals grown from 20% DMF:water.

bBoc-VAL-Aib-VAL-OMe I refers to the crystal form grown from 50% methanol:water, whereas Boc­
VAL-Aib-VAL-OMe II refers to crystals grown from 50% isopropanol:water.

Table 3.1. Crystal structure references for the peptides discussed in this chapter.
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3.2.1 - Fmoc Protection ofl3e Labeled Amino Acids

All 13Ca-Iabeled amino acids (Cambridge Isotope Laboratories, Andover, MA;

Isotec, Miamisburg, OH) were Fmoc-protected in a manner similar to one previously

describedll361. To 3.75 mmol of the amino acid dissolved in H20 (60 mL), 0.945 g (11.25

mmol) of sodium bicarbonate (NaHC03) was added. After dissolving 1.265 g (3.75

mmol) of N-(9-fluorenylmethoxycarbonyloxy) succinimide (Fmoc-O-Suc) in acetone (60

mL), the mixtures were combined. The cloudy mixture became clear after stirring for 24

hours, at which point the acetone was removed by rotary evaporation. Citric acid (1 M)

was used to precipitate the Fmoc- amino acids from the aqueous solution. Ethyl acetate

(EtOAc) (150 mL) was added to redissolve the precipitate. The mixture was transferred

to a separatory funnel and the layers were separated. The aqueous layer was washed with

EtOAc (100 mL). The combined organic layers were then washed with H20 (2xlOO

mL) and saturated NaCl (2xlOO mL). The organic layers were dried over magnesium

sulfate and the solvent was removed by rotary evaporation. The product was used for

solid-phase peptide synthesis without further purification.

3.2.2 - Peptide Synthesis

G*AV, A*AA, L*LVY-OMe, and LL*VY-OMe were synthesized using N-Fmoc

protected amino acids on an Applied Biosystems 431A (Perkin Elmer-Perceptive

Biosystems, Foster City, CA) peptide synthesizer. The peptides were cleaved from the

resin and deprotected by stirring for 3 hours in a. 95% (v/v) trifluoroacetic acid

(TFA)1H20 solution. The mixture was filtered to remove the resin. TFA was removed
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- l.~ by rotary evaporation, followed by lyophilization. *The cleaved A AA was then

redissolved in HZO and purified by reversed-phase HPLC on a Vydac C-18 column.

Purity and identity of all these samples were checked by electrospray-ionization mass

spectrometry (Hewlett-Packard 5989A).

Boc-v*AL-Aib-*VAL-OMe and Boc-VA*L-Aib-VAL-OMe were synthesized

using optimized Fmoc chemistry[IJ7J on an Applied Biosystems 433 peptide synthesizer.

Fmoc amino acid derivatives were pre-activated by reaction with Z-( 1H-benzotriazol-l-

yl)-l, 1,3,3-tetramethyluronium hexafluorophosphate (HBTU) and diisopropylethylamine

(DIEA). After the coupling of each amino acid a capping step was performed using N-

(Z-chlorobenzyloxycarbonyloxy) succinimide (Novabiochem, La Jolla, CA)[I381
• Labeled

residues were coupled manually using a 1.5 fold excess of amino acid and coupling

efficiency monitored using the quantitative ninhydrin test(1J9J
• The last residue was

coupled as the Boc derivatized amino acid. Peptides were cleaved from the resin with

1% TFA in dichloromethane (CHZCIZ), and the cleaved peptide solution was collected in

a round-bottomed flask containing pyridine. The peptidyl-resin was treated with

additional aliquots of cleavage mixture and the filtrates were combined. CHZClZ was

eliminated using a rotary evaporator and the residue taken up in ZO% acetic acid. The

crude peptides were purified by reversed-phase HPLC on a Rainin (Emeryville, CA)

liquid chromatography system using a Vydac C-18 semi-preparative column (Z50 x 10

mm). The identity of the purified peptides was confirmed by electrospray mass

spectrometry using a Perkin Elmer-Sciex API-300 instrument.

3.2.3 - Crystallization
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Peptides were crystallized following the protocols from the references listed in

Table (3.1), with slight modifications made in order to crystallize larger quantities. In all

cases, small crystal clusters were obtained; large single crystals are not necessary in this

approach. GAV[97] was dissolved in a minimal volume of warm water and the solution

was placed in a Petri dish. The dish was then placed into a sealed container over a

reservoir of methanol. Due to vapor diffusion, small crystals formed quickly and

crystallization was complete within a day. AAA was crystallized in two crystal forms.

The first crystal form of AAA (hence referred to as AAA I) was formed by dissolving the

tripeptide in a solution of 60% (v/v) N,N'-dimethylformarnide (DMF) in water and

placing the solution in a glass Petri dish. The solvent was allowed to evaporate slowly.

The second crystal form, AAA-hemihydrate (hence referred to as AAA II) was formed

by a similar procedure, except that the concentration of DMF was 20% (v/v). The two

crystal forms could be distinguished visually, with AAA I forming plates and AAA II

forming needles.

Boc-VAL-Aib-VAL-OMe crystals were grown in sample vials with a slow flow of

nitrogen gas blowing over the solution. As with AAA, the Boc-VAL-Aib-VAL-OMe

peptides crystallize in two forms, depending on the solvent. The first crystal form, Boc-

VAL-Aib-VAL-OMe I, was obtained through slow evaporation of the peptide from a 50%

methanol in water solution. The second crystal form, Boc-VAL-Aib-VAL-OMe II, was

obtained through slow evaporation of the peptide from a 50% isopropanol in dimethyl

sulfoxide (DMSO). Unfortunately, only the leucine l3Ca-Iabeled peptide produced

useable crystals in the second form, due presumably due to contamination in the

alanine/valine labeled Boc compound. Low-angle x-ray powder diffraction profiles using

112

r~

L
h

f~

I •I

[ --=

! "



! -
I
C

[ ,

i

CuKa. radiation were taken to confirm crystallinity (Inel, Inc. CPS 120 Powder Diffraction

System, Idaho Falls, ill).

The LLVY-OMe peptides were crystallized from water and DMF. The peptides

were first suspended in -200 ilL of water. The suspension was then heated in an oil bath

to 70°C and DMF was added in 1 ilL aliquots until the peptides completely dissolved.

Upon slow cooling, small crystals formed. The remaining solution was removed by slow

evaporation.

3.2.4 - Solid-State NMR

All GAV and AAA l3C NMR spectra as well as some Boc-VAL-Aib-VAL-OMe

l3C NMR spectra were obtained at 7.07 Tesla (corresponding toa l3C Larmor frequency

of 75.74 MHz) on a home-built spectrometer based on a Tecmag (Houston, Texas) pulse

programmer. A Chemagnetics (Fort Collins, CO) 4-mm double-resonance MAS probe

was used for these experiments. Spinning speeds were controlled to ±1 Hz using a home-

built spinning-speed controller. The CP contact time was 2.5 ms, the IH decoupling field

strength was 108 kHz, and the recycle delay was 1.5 seconds. The remaining Boc'-VAL-

Aib-VAL-OMe and the LLVY-OMe l3C NMR spectra were obtained at 11.72 Tesla

(corresponding to a l3C Larmor frequency of 125.75 MHz) on a triple-resonance

VarianlChemagnetics (Fort Collins, CO) Infinity spectrometer with a 4-mm T3 triple-

resonance MAS probe. Spinning speeds were controlled to within ±3 Hz using a

Chemagnetics spinning-speed controller. The CP contact time was 2.0 ms, the IH

decoupling field strength was 104 kHz, and the recycle delay was 2 seconds. The

experimental data was fitted using the Herzfeld-Berger method[511
• An average of the
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CSA values derived from each spinning speed was taken and used to compare with

theoretically calculated values. Isotropic shift values were measured relative to the

carbonyl carbon of glycine at 176.04 ppm.

3.2.5 - Theoretical Calculations

The alanine shielding calculations were performed usmg the TEXAS-90

programl1031
, which utilizes the gauge-including-atomic-orbital (GIAO) methodlL04

. 1051. The

leucine and valine calculations were performed using the GIAO package in Gaussian-98

(Gaussian, Inc., Carnegie, PA). All calculations were done on N-formyl-L-[amino acid]

amide fragments extensively minimized at the helical geometry. A "locally-dense" basis

set was employed consisting of 6-311++G(2d,2p) basis functions on the central residue

and 6-31G basis functions on the formyl and amide groups. Computations were

performed on IBM RISC/6000 workstations (Models 340, 350, and 360; IBM

Corporation, Austin, TX) and on a cluster of SGI Origin-200 workstations (Silicon

Graphics Inc., Mountainview, CA). The alanine shielding surfaces were constructed by

choosing 358 ¢/lfIpoints in Ramachandran space, with a more dense placement of points

in the allowed regions. The valine and leucine surfaces were created using a strategic

placement of 100 ¢/lfl points in Ramachandran space. Z-surfaces for the chemical shift

tensors were created using a Gaussian equation:

r'
L
\
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(3.1)
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where 8%~S is the experimental chemical shift tensor, 8nn (f/J, 1Jf) is the chemical shift

tensor surface, and ill is the root-mean-square deviation between experimentally measured

and predicted chemical shift tensors'(for all Z-surfaces in this chapter, ev=2.42 ppm).

3.3 Results and Discussion

The l3Ca chemical shift tensors for nine crystal forms of the six peptides listed in

Table (3.1) were determined by CPMAS NMR. For each crystal, one high spinning

speed l3C CPMAS experiment and a series of slow-spinning CPMAS experiments were

conducted. Shown in Figure (3.2) are the l3C CPMAS spectra of Boc-V-*A-L-Aib-*Y-

A-L-OMe, crystallized from methanol:water, at rotor spinning speeds of 1000 Hz (A),

1100 Hz (B), 1200 Hz (C), 1300 Hz (D), 1500 Hz (E), and 10 kHz (F). The spinning

sidebands of the valine and alanine a-carbons are well resolved and do not overlap with

each other, and therefore both sets of CSA principal values could be readily determined.

Similar data were collected for the other valine and leucine labeled crystals, but are not

shown. The crystallography data indicate two conformations per unit cell for the Boc

peptides when crystallized from methanol/water. However, due to limitations in

resolution in our experiments, only one isotropic chemical shift was seen for each labeled

carbon in both the leucine labeled and the valine/alanine labeled crystals, as shown in

Figure (3.2F). Hence, our experimental resolution was not high enough to differentiate

between the two conformers. In the case of l3Ca labeled alanine in the Boc compound,

the difference between the two conformers was 3° in both rp and Iff, and so average values

were used in the calculations. For the leucine labeled a-carbon, the
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Figure 3.2. l3C CPMAS NMR spectra of Boc-V-*A-L-Aib-*V-A-L-OMe, crystallized from
methanol:water, at rotor spinning speeds of 1000 Hz (A), 1100 Hz (B), 1200 Hz (C), 1300 Hz (D), 1500
Hz (E), and 10 kHz (F).
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different conformers had similar Xl and X2 values and a difference of 3° in ffJ and If/.

Since the two conformers had similar side chain angles, average values of the two

conformers and the same Z-surfaces were used. For the l3Ca valine label, the crystals

grown give two conformations per unit cell, but again the difference was small and an

average value of the two conformers was used in the calculations. Similarily, two

molecules with slightly different conformations exist in the unit cells of both forms of

A*AA. However, the resolution of our experiments was also not high enough to

differentiate between them, and as a result, only one line was observed.

Fast CPMAS spectra (wr ~ 10 kHz) were collected to determine the isotropic

chemical shifts and were referenced to the carbonyl carbon of glycine (cSiso = 176.04

ppm). The Herzfeld-Berger method was used to determine the chemical shift tensors

from each of the slow spinning CPMAS spectra and the average tensor values are

tabulated in Table (3.2). This method does not account for the presence of a directly

bonded l4N nucleus to the a-carbon and thus it does not incorporate couplings between

these two nuclei. To investigate the effects of this coupling on the CSA values, a non-

linear leasr:·square fitting program, which accounts for the l4N_l3C coupling, was also

used to determine the CSA values. The two fits were in good agreement and support the

notion that the 14N_l3C coupling does not significantly alter the a-carbon CSA principal

values, as has been shown previously[501. The values obtained by the Herzfeld-Berger

approach gave a correlation line with a lower rmsd (see Chapter 2), and thus were used to

determine the dihedral angles.
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Residue Compound 811 ~2 033

Alanine G*AV 76.7 54.1 27.1

A*AA ra 70.4 53.0 27.2

A*AA na 69.7 52.4 26.7

Boc-V*AL-Aib-VAL-OMe rb 72.5 54.5 31.3

Leucine Boc-VA*L-Aib-VAL-OMe rb 73.4 57.5 35.5

Boc-VA*L-Aib-VAL-OMe nb 71.6 58.0 36

L*LVY-OMe 69.3 52.3 32.2

Valine Boc-VAL-Aib-*VAL-OMe rb 79.1 64.0 37.0

LL*VY-OMe 77.4 58.0 40.7

aA*AA I refers to the crystal form grown from 60% N,N'-dimethylformamide:water, whereas A*.~ II
refers to crystals grown from 20% DMF:water.

bBoc-y*AL-Aib-YAL-OMe I refers to the crystal form grown from methanol:water, whereas Boc-y*AL­
Aib-YAL-OMe II refers to crystals grown from isopropanol:water.

Table 3.2. Tabulated are the chemical shift tensor values measured by CPMAS ~"MR and determined by
the Herzfeld-Berger method[51l.

Using theoretical chemical shift tensor. surfaces that describe the behavior of the

three principal values of the CSA (811 , 8
22

, and 8
33

) as a function of ¢ and If/, theoretical

chemical shifts were determined for each peptide sample based on the dihedral angles

provided in the crystal structure references listed in Table (3.1). Chemical shift tensor

surfaces for alanine are shown in Figure (3.3). For leucine and valine, which both

possess multiple rotomer conformations, multiple chemical shift tensor surfaces exist to

account for each of the allowed backbone rotomers. These correspond to Xl = 180°, -

60° and +60° for valine and Xl =180°, X2 =-60° and Xl =180°, X2 =+60° for leucine.
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Figure 3.3. The alanine Ramachandran chemical shift surfaces for Ca sites in N-fonnyl-L-alanine amide.
The surfaces, which are calculated based on the dihedral angles, were approximated using 358 points
spread over <p/\V space with a more dense placement of points in the allowed regions.
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The CSA/Z method was then used to determine the dihedral angles for alanine,

valine, and leucine. As described previously[501, a lZ probability surface is created for

each of the CSA tensor values using the formula in Equation (3.1). The experimental

chemical shift tensor value is compared to every point on the corresponding chemical

shift tensor surface to determine which rp/l{/ combinations produce a chemical shift close

to the experimental value. A Gaussian is used to define the probability that a given

rp/l{/conformation is correct. As can be seen in the tensor surfaces shown in Figure (3.3)

an infinite number of rp/l{/ conformations correspond to most measured chemical shifts,

making a lZ-surface incapable of predicting structure on its own. To illustrate this point,

Figure (3.4A-C) shows a series of lZ-surfaces for three experimental chemical shift

values. Clearly, many solutions exist. However, a unique solution can be obtained by

taking the product of n 1Z-surfaces to create an nZ-surface.

The Z-surface approach was first used to predict local conformations of proteins

in solution based on Ca, C~, and Ha isotropic chemical shifts[1281
• In solution, all three

chemical shifts are required in order to create a 3Z-surface capable of predicting a unique

¢/l{/ conformation. In solids, additional experiments to determine the C~ and Ha

isotropic shifts are not needed, since the three components of the chemical shift

anisotropy, 8 , 8 , and 8 provide the three independent parameters necessary. Figure
11 22 33'

(3.4) shows a series of Z-surfaces for Boc-VA*L-Aib-VAL-OMe 1. Figures (3.4A-C)

show the 1Z-surfaces that correspond to 8 , 8 , and 8 , and Figure (3.4D) shows the 3Z-
11 22 33

surface that is a product of the three 1Z-surfaces in Figure (3.4A-C). As can be seen in

Figure (3.4D), the 3Z-surface predicts multiple high-probability ¢/l{/ conformations.
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However, some of these conformations can be eliminated from consideration because

they lie in regions of Ramachandran space that are conformationally unallowed. In

Figure (3AE), this is accomplisheci by zeroing the probability in all unallowed regions of

¢JI1fi space. Figure (3AF) shows an expansion of the highest probability region of Figure

(3AD-E). In this case, the CSNZ method predicts dihedral angles of qJ =_74°, which is

within 3° of the x-ray results, and 1fI= -35°, which is the same value for Ifreported in the

reference in Table (3.1). In Table (3.3), the predicted leucine dihedral angles for Boc-

VA*L-Aib-VAL-OMe I as well as the dihedral angles for the other peptides are

compared to values taken from their x-ray structures. Dihedral angles for A*AA I and

A*AA II could not be predicted because the measured chemical shift tensors resulted

from an average of two structures present in the AAA unit cell. Although an average

theoretical chemical shift tensor can be predicted from two structures, a structure cannot

be predicted from an average of two chemical shift tensors if the difference in their

structures is significantly large.

For the 3Z-surfaces obtained for Boc~V*AL-Aib-VAL-OMe I, Boc-VA*L-Aib-

VAL-OMe II, and L*LVY-OMe, two solutions were found that were very close to each

other (within ±30° in both r/J and If/). In each case, it was noticed that the correct ¢JI1fi

conformation was between the two nearby-local-maximum solutions (Figure 3.5). By

using an average of the 1J and If angles for each solution (weighted by the probabilities

of each solution) a more accurate conformational prediction was made for each of the

three peptides. Although this averaging of conformations is unnecessary (the highest-

probability solution is still close to the actual conformation), given the repeated success
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Figure 3.4. (A-C) Z-surfaces calculated from the experimentally determined chemical shift anisotropy for
the Cn leucine in Boc-V-A-*L-Aib-V-A-L-OMe and theoretical chemical shift surfaces scaled by the
correlation determined in Chapter 2. The three IZ-surfaces for 01l(A), 022(B), and 033(C). (D) 3Z-surface
showing the intersection of the surfaces in (A), (B), and (C). (E) 3Z-surface with solutions in unallowed
regions of Ramachandran space removed. (F) The dihedral angles as determined by measurement of the
CSA tensor (solid lines) are <p=-74° and \jf=-35°, while those determined by x-ray crystallography (dashed
lines) are <p=-71° and \jf=-35°. In all cases, contours are plotted at 10%,30%,50%,70%, and 90% of the
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of the weighted average, it seems to be a reasonable procedure to use when two high-

probability solutions are in close proximity to each other.

, -
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-60 -50

Figure 3.5. A close-up of the two nearby-maximum-solutions of Boc-VA*L-Aib-VAL-OMe II as
determined by measurement of the CSA tensor. The two local maxima, marked by a circle and a square,
lie within 30° of each other for both angles. By taking a weighted average, the predicted angles are cp=-67°
and \If=-31° (shown by a diamond), which are within 5° and 2° in cp and 'If. respectively, of the x-ray results
(shown by the triangle). .

Table (3.3) clearly demonstrates the capabilities of the CSAlZ method to

determine the torsion angles of alanine and leucine residues in solid-state peptides.

Overall, predictions of r/J were accurate to within ±9° and predictions of If! were accurate

to within ±8°. It should be noted that for leucine, the CSAlZ method was able to predict

not just r/J and If/, but also the side chain angle X2' Attempted predictions of r/J and If!using

the leucine chemical shift tensor surfaces that corresponded to incorrect X2 values

(according to the x-ray structures) gave lower probability solutions than predictions using
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the correct X, surface. This suggests that 8 , 8 ,and 8 might also be sufficient to predict
- 1122 33

X2 as well as dihedral angles. It is not surprising that the principal values would be so

sensitive to X2' since for certain X2 conformations, the a-carbon and the y-carbon in

leucine are in close proximity (the y-gauche effect).

X-ray
I

CSA/Z
Compound

r/J If! I r/J If!

G*AV -69 -38 -69 -27

Boc-V*AL-Aib-VAL-OMe r -61 -45 -52 -31

Boc-VA*L-Aib-VAL-OMe Ib
-71 -35 -74 -35

Boc-VA*L-Aib-VAL-O~e Ir·b
-62 -29 -67 -31

L*LVY-OMea
•
b -129 124 -100 111

Boc-VAL-Aib-*VAL-OMe r -87 -11 -78 149

LL*VY-OMe -124 120 -152 113

aThe listed ¢llfIsolution is the result of a weighted average of two nearby high-probability solution.

bIn addition to predicting ¢J and If/, the correct X2 roto~er was also predicted based on comparisons of the

highest probability solutions for each rotomer 3Z surface.

cIn addition to predicting ¢J and If/, the correct Xl rotomer was also predicted based on comparisons of the

highest probability solutions for each rotomer 3Z surface.

Table 3.3. A comparison of the angles predicted by the CSA/Z surface method and by x-ray
crystallography.

Dihedral angle predictions for valine residues were not as successful as those for

alanine and leucine. For Boc-VAL-Aib-*VAL-OMe I, an incorrect solution was

predicted, and for LL*VY-OMe, the highest probability solution was obtained using the

wrong XI conformation (although the prediction using the correct Xl surface was close to
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the actual conformation). It is unclear at this point why the valine predictions are not as

accurate as those for alanine and leucine. One possibility is that an a-carbon CSA is not

sufficient to predict rp, If/, and Xl" in which case using IZ-surfaces for the three 13C~

chemical shift tensor elements to determine a 1Z-surface should vastly improve dihedral

angle predictions in valine. Currently, I3C~ chemical shift surfaces exist for a variety of

amino acids.

3.4 Conclusion

In this chapter, a method was presented that determines the dihedral angles of

alanine, valine, and leucine by correlating experimental chemical shift tensor values with

ab initio chemical shift calculations. The chemical shift anisotropies (CSAs) of alanine,

valine, and leucine a-carbon nuclei from six peptides were measured by cross-

polarization magic angle spinning. In conju~ction with ab initio scaled chemical shift

calculations, the experimental CSA values were then used to determine the dihedral

angles fjJ/1fi and where applicable, Xl and X2. Moreover, our predictions of the side chain

angle of leucine (X2) also agreed with the x-ray crystallographic data. These results show

that this method can be generalized to determine dihedral angles in ~-branched and non-

~-branched amino acids in peptides as well as proteins.
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Chapter Four

Structural Studies of the Prion Protein via Solid-State NMR

126

r'
h



L _

4.1 Introduction

In this chapter, the strong. dependence of chemical shifts on local structure is

again utilized to investigate the structure of various fragments of the prion protein, a

protein believed to cause fatal diseases. The corresponding prion diseases are

neurodegenerative disorders that are caused by a novel mechanism. The diseases appear

to be contracted by pathogens that contain proteins, but not nucleic acids, and may result

from genetic, infectious, or sporadic modifications to the prion protein[1401• Examples of

prion diseases include bovine spongiform encephalopathy (BSE) also known as mad

cow's disease, Creutzfeldt-Jakob disease (CJD) in humans, and scrapie in sheep. All

forms are characterized by astrocytic gliosis and spongiform (the soft tissue of the brain)

degeneration; however, the extent of degeneration varies greatly[1401. Symptoms specific

to certain diseases include, for CJD, progressive dementia, and for BSE or scrapie,

general ataxia, which is characterized by an inability to coordinate voluntary muscular

movements[1411.

Although the first prion disease (scrapie) was characterized in the 1930s, it is only

recently that this subset of diseases has become a prominent topic of debate both in

politics and medicine. Since 1985 when the first case of BSE was reported in Britain,

roughly a quarter million cattle have been slaughtered because of fears of a BSE

epidemic. What caught the world's attention was that young British persons, who under

normal circumstances stood little to no chance of having CJD, were contracting the

.disease at a far higher rate. It is believed that these new cases were caused by the

ingestion of BSE infected beef. Evidence suggests that a change in the processing of cow
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feed made of sheep offal may have resulted in these cows becoming infected with BSE.

Although this processing change was undertaken around 1980, the severity of the

epidemic remains difficult to asses~ due to a lag time of 5-10 years between infection and

expression, caused by the species barrier. As of now, far less than 100 cases of CJD have

been reported[lOSl. In fact, all human prion diseases combined occur in only 1 in roughly

100,000 people.

The manner in which prion diseases are contracted varies. For example, CJD may

result in one of three ways: an inherited genetic mutation[1421, a sporadic event usually

late in life[1431, or a transmission via injection of brain tissue[1441. On the other hand,

Kuru, which was discovered in the 1960s among the Fore tribe living in Papua-New

Guinea, is an infectious disease. It was spread among tribesmen through ritualistic

cannibalism, and fortunately, the rampant occurrence of the disease ceased when this

ritual was ended. Two other examples of human prion diseases are Gerstmann-

Straussler-Scheinker (GSS) disease and Fatal Familial Insomnia (FFI), which are both

inherited. Table (4.1) lists the various prion diseases that are currently known in animals

and humans[lOsl.

The novel aspect of prion diseases is their cause, which challenges two pillars of

modem medicine and biochemistry. Unlike most diseases, which are due to alterations in

the nucleic acid either by genetic mutation or viral infection, a large body of data

suggests that the prion protein (PrP) itself causes the diseases. Although this remains

unproven, the only infectious component known to date is the PrP protein. Equally

unprecedented is that the disease is correlated with a structural refolding of the prion

protein from its normal state, Prpc
, to an infectious form, Prpsc

• This surprising fact
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contradicts one of the fundamental principles of structural biology that each primary

sequence corresponds to only one general fold. Thus, knowing the structure of both Prpc

and Prpsc is vital to understanding and curing these novel, and fatal diseases.

Animal Diseases Host

Scrapie Sheep

Bovine Spongiform Encephalopathy Cattle

Transmissible Mink Encephalopathy Mink

Chronic Wasting Disease Mule Deers and Elk

Feline Spongiform Encephalopathy Cats

Exotic Ungulate Encephalopathy Nyalas

Human Diseases Contraction

Kuru Infectious

Creutzfeldt-Jakob Disease Sporadic, Inherited, Infectious

Gerstmann-Straussler-Scheinker Syndrome Inherited

Fatal Familial Insomnia Inherited

Table 4.1. Tabulated are the animal and human prion diseases currently known. (Table is
adapted with permission frOin reference [lOSI.)

However, little is currently known about the lethal form of the protein, Prpsc
•

Although it is known that Prp
sc

aggregates to form insoluble and non-crystalline fibrils or

plaques, the specific structure of these plaques and their mechanism of formation are not
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fully understood. One reason why the structure of Prpsc has remained a conundrum is

that conventional techniques for structure determination, such as x-ray crystallography

and liquid-state NMR, are not amenable to studying such amorphous and insoluble

systems. However, solid-state NMR is well suited to studying such systems due to the

recent development of solid-state NMR techniques that enable the determination of

molecular structures, as described in Chapter 1.

This chapter will provide an overview of prion biology, and an analysis of solid-

state NMR investigations of prion protein fragments. In particular, studies will be

presented that focus on determining the structural differences between the normal and

scrapie forms of two prion protein fragments, Syrian hamster (SHa) PrP 89-143 and

mouse PrP 89-143. The two forms of SHaPrP89-143 studied were the wild type and

3AV mutant, and the two forms of MoPrP89-143 were the wild type and P101L mutant.

4.2 - Overview of Prion Biology

4.2.1 - The Protein Only Hypothesis

In the 1960s, Tikvah Alper's seminal work on the scrapie pathogen indicated that

prion diseases are not caused by nucleic-acid-containing pathogens[145-147J• Specifically,

Alper found the pathogen to be resistant to UV and ionizing radiation, which are methods

that typically cause inactivation of nucleic-acid-containing pathogens, such as viruses.

Later, similar results were observed for the CJD agentU481
• These data suggested that the

scrapie and CJD pathogens were either devoid of nucleic acid· or that their nucleic acid

was well-protected by some sort of protein layer.
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In 1982, Prusiner and co-workers discovered that the scrapie pathogen, when

purified, contained a protein. This purified protein consisted of a protease resistant core,

named PrP 27-30 (since it had a rn.olecular weight of 27-30 kDa), which was comprised

of the last 142 residues of the entire prion protein (the whole protein has 231 amino

acids)[149]. Its small size strongly suggested that the infectious particle was not a virus

since most viruses are much larger. Furthermore, they showed that PrP 27-30 was

specific to prion disease and that it formed the major constituent of the infectious

agent[l50, 15 11 • Appropriately, Prusiner coined the name prion for proteinaceous infectious

. 1 [149]partlc e .

However, the notion that a protein could be an infectious particle was extremely

controversial, and so Prusiner and co-workers performed numerous tests to show that the

infectious particles did not contain nucleic acids. They found the infectious particle to be

resistant to numerous nucleases, which are enzymes that degrade nucleic acid chains like

RNA and DNA, and to be inactive to UV and ionizing radiation, which confirmed the

work of Alper[152-154J
• In contrast, they found that prions could be inactivated by

procedures that modify or hydrolyze proteins['55.157J.

In ~ummary, our current understanding is that prions are proteinaceous infectious

particles that lack nucleic acid. Purified pathogens were found to contain mostly protein.

Inactivation of the infectious agent occurs when procedures are used that hydrolyze or

modify proteins, whereas procedures that alter nucleic acids do not inactivate the

infectious particle. Furthermore, the small size of PrP 27-30 does not support the virus

hypothesis, since viruses tend to be much larger. Therefore, evidence suggests that

prions are comprised of proteins and do not contain nucleic acids.
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4.2.2 - The Differences between Prpc and Prrc

PrPC and Prpsc differ in many ways, including location and structure. Prpc is

found at the cell surface where its C-terminus is bound. It is easily degraded or digested

by proteasesl1S8J, and most importantly, it is not infectious. In contrast, prpS< is infectious,

is only found in the cytoplasm of the cell and has a protease resistant core PrP27-30.

There are over twenty known point mutations that can cause inherited prion

diseases. All mutations, which have a biological impact, are close to or within areas of

PrP that have secondary structure. This suggests that the point mutations may be

destabilizing the structure of PrpC[IS9-1611• In Table (4.2), a list of the most commonly

found point mutations is given. Included is the P101L point mutation, which when part

of a 55-residue peptide (P101L PrP89-143) has been shown to accelerate or possibly

initiate prion diseasesll621.

Point Mutations Known to Cause Prion Diseases

P101L T182A D178N

P104L F197S V179I

A116V E199K V209I

M128V R207H Q216R

Table 4.2. Tabulated are the point mutations known to cause prion diseases. Those listed in the left column all
occur in the key region 90-145.

Structurally, FTIR and CD studies have shown that Prpc is composed of roughly

40% <x-helix and only 3% ~_sheetl'63J. The liquid state NMR structure of recombinant

PrPC (PrP90-231) was determined recentlyl161. 164. 1651. The structure contains three <X-

helices; 144-157, 172-193, and 200-227 and two ~-sheets; 129-134 and 159-165. A
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ribbon diagram of Prpc is shown in Figure (4.1B) and a graphical representation of key

secondary structure regions is denoted in Figure (4.1A).

r '
1 A

143 S S 231

fHAI l

r.-JHB He
I i

0 0 GPI

23 89[J _

B

Figure 4.1. (A) A graphical representation of the prion protein with regions that have secondary structure
denoted. The region from residue 89·143 is presumed to playa crucial role in the conversion process. (B)
A ribbon diagram of the structure of Prpc, which was determined by liquid-state NMR[161. 166. 16i

l
. The

structure contains three a-helices, two 13-sttands, and a disulfide bridge.

Although the structure of Prpsc is not known, data suggest that it is ~-sheet rich.

L _

"L
FfIR and CD studies have shown that Prpsc contains 30% a-helix and 43% ~_sheet[l63J.

The macroscopic structure was characterized by staining PrP 27-30 gels after

SDSIPAGE, a process which separates by weight and purifies the sample. Rod-shaped
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particles were observed by electron micrograph, which were indistinguishable from

purified amyloidsl'68J. Huang and co-workers have suggested a possible structure of Prpsc

based on molecular modeling studies[1691. They predict four ~-sheets; 108-113, 116-122,

128-135, and 138-144 in the purported critical region.

4.2.3 - Keys Regions ofPrP for Functionality and Conversion

After post-translational modifications, the prion protein IS composed of 231

ammo acids (the first 22 and last 23 residues are cleaved in post-translational

modifications). In mammals, the primary sequence of the PrP protein is highly

conserved across species with sequence homologies of over 90%[170. l7l
J
• Laying further

credence to the protein-only hypothesis, Edman sequencing and mass spectrometry

studies show that the two structural forms of the prion protein, Prpc and Prps.:, have

identical sequences and post-translational modificationsl172l.

Generally, when primary sequence homologies are highly conserved, then the

protein serves a vital biological function. However, this is not the case for the prion

protein. In fact, Bueler and co-workers hav~ shown that when the gene coding for PrP is

deleted from a mouse's DNA, the mouse functions and lives normally!173J. Even though it

appears that the prion protein's function is not Vital, recent evidence suggests that PrP,

when present, acts as a copper binding agentl1741.

The N-terminal region, which spans residues 23-90, appears to be the region

where the copper binds. Liquid-state NMR data suggest that the region is generally a

random coil in the absence of copper, however when copper binds, this region appears

more structuredl174J. The region has several Gly-Pro rich octarepeats and most differences
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in the sequences between species occur in the N-terminal region. In addition, deletion of

the N-terminal residues 23-90 does not prevent Prpsc formation. Therefore, although

copper appears to bind to this region, other evidence suggests that this region does not

playa crucial role in the structural rearrangement process[l75J
•

Region 90-145 however appears to be of critical importance to infection and the

conversion process. Molecular modeling of Prpsc has indicated that the refolding process

to the scrapie form involves conversion ofthis region into ~_sheets[169J. A patient with an

amber mutation at residue 145, which is a point mutation replacing an encoding amino

acid with a stop codon, died of prion disease['76J
• Despite missing the last 87 residues of

PrP, this subject still contracted a prion disease, suggesting that the first 145 residues are

sufficient for Prpsc formation. In contrast, deletion of residues 90-145 has been shown to

prevent Prpsc formation[175J
• Furthermore, experimental and molecular modeling results

indicate that the primary conformational change occurs in residues 90-11 i 177J
•

4.2.4 - The Conversion Mechanism/rom PrPC'to PrpSc

Currently, the most widely accepted cause of prion diseases is the structural

rearrangement of PrP. The transformation may result from genetic, infectious or

sporadic modifications to the protein that manifest themselves in its tertiary structure.

This suggests that the prion disease is both a familial as well as a sporadic disease. As

explained previously, the normal form of the prion protein adopts a generally a-helical

and coil-like structure that is soluble. For reasons still unknown, Prpc can undergo a

structural rearrangement to the scrapie form, which is believed to be a ~-sheet rich

structure. This sheet structure is thought to serve as a template to convert other Prpc
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through a process aided by another protein. Although this protein has not been identified,

protein X is believed to play a facilitating role by binding to an intennediary in the

1111
1111

•II
!
'IIIII
~ III

'II

8

. [178]
conversIOn process .

Figure 4.2. The proposed model for the conversion of Prpc to PrpSc by Prusiner and co-workers[I60J
• Prpc

transforms into an intermediate state, Prpc•. Then, the intermediate state can bind to PrY and the complex
can form a dimer with another Prpc·_PrpSc

• An unspecified protein, denoted protein X, then binds to the

dimer complex and Prpc• is converted to Prpsc
• (Figure is adapted with permission from reference IIOS)).

A few mechanisms have been proposed to explain the refolding process[178.180
1. As

shown in Figure (4.2), Prusiner and co_workers[160.169] have suggested that PrPCtransfonns

into an activated state, Prpc
', and then fonns a complex with another Prpe

• and two other

converted Prpsc
• Acting as a molecular chaperone, protein X binds to the complex and
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aids in the structural rearrangement of the activated state proteins[181. 182J. The process can

then be repeated with an exponential increase in rate.

4.2.5 - Summary

Clearly, structural biology and in particular solid-state NMR can play a

significant role in answering the many questions that remain regarding the prion protein

and its associated diseases. By studying and ultimately determining the structure of

PrpSC
, the refolding mechanism may be understood and new drugs can then be designed

that would inhibit the conversion process. Furthennore, the debate of whether the

infectious particle is a protein can finally be resolved. Finally, the knowledge attained

through the study of prions also has broad implications to other diseases, like

Alzheimer's disease, which may also be caused by structural rearrangements ofproteins.

4.3 - Structural Studies of Syrian Hamster and Mouse PrP 89-143 via Solid-State

NMR

4.3.1 - Introduction

Overwhelming evidence indicates that prion diseases are caused by a

proteinaceous infectious particle that undergoes a conversion from the normal form

(PrPC
) to the disease-causing form (PrPSC)[140. 149J. Even though the two forms of the prion

protein, the predominantly (X-helical Prpc and the ~-sheet rich Prpsc
, have identical amino

acid sequences and a common disulfide bridge, the two isofonns have profoundly

different secondary and tertiary structures as observed by CD, FTIR, and NMR

spectroscopies[161. 163.166.167.183J. The current model for the conversion process identifies Prpc
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as a kinetically trapped intermediate along the protein-folding pathway that forms PrpSc
•

This model, proposed by Cohen and Prusiner(1841, is based on their observations that the

scrapie isoform is exceedingly stable, while the normal form is only marginally stable, as

well as a variety of transgenetic and cellular transfection studies. The kinetic barrier,

which is high enough to prevent the wild type from converting the vast majority of the

time, can be reduced by the introduction of a scrapie template that acts as a catalyst, or a

mutation of the endogenous gene (Prop) that encodes the prion protein, or stochastic

processes that result in infectious, inherited or sporadic prion diseases(162
1. It remains

unknown which regions of the protein play a significant role in the structural

rearrangement and how do mutations known to cause prion diseases lower the kinetic

barrier to increase the chances of PrP converting to the scrapie form.

Two studies suggest that the boundaries of the key region in the conversion

process are residues 90 and 145. The N-terminus has been localized by studies on the

protease resistant core of Prpsc
, PrP 27-30, which found that residue 90 is the

approximate start of the infectious domain(185
1•• The C-terminus has been localized by the

fact that a Japanese male with an amber mutation at residue 145 died of prion disease,

thereby inqicating that the deleted residues were not crucial for the contraction of the

diseasel1761 . Moreover, numerous structural studies of various fragments in this region

h d h f· d' (123 160 182 186-1901 C . f . h' 'd 90 14~ave supporte t ese In lngs . .. . ertam ragments WIt In reSl ues - )

have been found to fold into a-helical as well as ~-sheet conformations when

characterized under different conditions(1601. Additionally, other peptide fragments, which

were converted into a ~-rich form, were shown to catalyze the conversion of peptide

fragments with distinct structures into the ~-rich form. Thus, this evidence suggests that
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residues 90-145 show considerable confonnational plasticity and playa key role in the

conversion process.

The role of mutations that are known to cause prion diseases has also been studied

by modeling ass in two kinds of mice in the presence and absence of the endogenous

Pmp gene by injecting a mouse transgene P101L into mice[142. 1911
• Transgenic 227

(Tg227) mice expressed high levels of the transgene, developed spontaneous prion

disease, and died quickly within -100 days. In contrast, another mouse type, transgenic

196 (Tg196) mice, expressed substantially lower levels and showed signs of

neurodegeneration much less frequently. These mice died in -260 days, however, when

they were inoculated with prions of older Tg196 mice that were clinically asymptomatic

of prion disease. These studies suggest that Tg196 mice carry low levels of the transgene

that are insufficient to cause clinical or neuropathological disease, but are high enough

for transmission of the disease upon inoculation of the recipient mice. Thus, Tg196 mice

provide an excellent platfonn to study the effects of injection of a mutant scrapie

template on neurodegeneratiod l62J
•

Recently, Kaneko and co-workers[l62] tested the effects of injecting Tg196 mice

with a prior. protein fragment, PrP 89-143 with a P101Lpoint mutation. In humans, the,

substitution of a leucine for a proline at position 102 in human PrP is known to cause

GSS. Kaneko and co-workers[162] modeled this inherited human prion disease in

transgenic (Tg) mice by replacing a proline with a leucine at residue 101 in mouse

(Mo)PrP. They observed that the MoPrP89-143(P101L) fragment refolded in at least two

distinct confonnations: an a-helix rich fonn, which may have the structure of Prpc , and a

f3-sheet rich fonn, which may have the structure of Prpsc. When 20 mice were injected
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intracerebrally with the ~-rich form of MoPrP89-143(P101L), all of the mice developed

signs of dysfunction of the central nervous system (CNS) after -360 days. In contrast, in

the control experiment where 8 mice received the a-rich form of MoPrP89-143(P101L),

only a few mice showed signs of CNS deterioration after more than 600 days[1621• These

results indicate that this prion disease strain overcomes the species barrier, from humans

to Tg mice, and accelerates or possibly initiates pnon disease. Work is currently

underway to determine the effect of the species barrier on the incubation time.

Preliminary results show that when a second set of Tg mice was inoculated

intracerebrally with the ~-rich form of MoPrP89-143(P101L) that was extracted from

infected Tg mice, these mice also died of neurological diseases in -360 days[1921• Thus,

the chemically synthesized 55-residue PrP fragment presents an exciting opportunity to

understand more about the infection mechanism and the key structural rearrangements

that occur in the conversion process.

As of yet, however, a high-resolution structure of the 55-residue fragment in the

~-rich form has not been determined by NMR or x-ray crystallography. As was noted in

section 4.1, this is because the scrapie form of the prion protein is particularly difficult to

study by conventional structural determination techniques since it is insoluble and lacks

long-range order[1871• Solid-state NMR, on the other hand, is capable of answering many

structural questions in immobile states, such as membrane proteins and aggregated

peptides, through the use of chemical shift information and the determination of

internuclear distances.

In this section, solid-state NMR structural investigations of various prion protein

fragments are presented. These fragments correspond to the wild type and 3AV mutant
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(A112V, A1l4V, and A1l7V) of Syrian hamster PrP 89-143 (henceforth referred to as

SHaPrP89-143,WT and SHaPrP89-143,3AV) and the wild type and P101L mutant of

mouse PrP 89-143 (henceforth referred to as MoPrP89-143,WT and MoPrP89-

143,P101L). For both mutants, the non-converted and converted forms were studied and

compared to the wild type. Cross-polarization magic angle spinning (CPMAS) was used

to determine the 13C isotropic chemical shifts of the selectively labeled PrP 89-143

fragments. As was noted in Chapters 2-3, the 13C chemical shifts are highly correlated

with local secondary structure both in solids(50. 120-122. 130. 193] and liquids and have been

reproduced in theoretical calculations(96. 126]. For example, the isotropic chemical shifts

of an a-carbon in an a-helix versus a ~-sheet can differ by as much as 8 ppm. Thus, Be

chemical shifts can provide insight into the local secondary structure, and in this case,

can be used to gain insight into the overall secondary structure of the prion protein

fragments.

4.3.2 - Experimental

Each prion protein fragment was selectively 13C labeled, such that the isotropic

chemical shifts of the labeled carbon nuclei did not overlap and their positions were

spaced along the entire length of the fragment. Figure (4.3) shows a graphical

representation of the fragments studied with the amino acids underlined that were

selectively labeled.
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Mouse
Wild Type

Hamster
Wild Type

23 89 143 S S 231

:-··1 - :J !H,t\ I
! r.JHB He

I ••• I i
0 0 GPI

89 143
GQGGGTHNQWNKLsKPKTNLKHVAGAAAAGAVVGGLGGYMLGSA~lSRPMIHFGNDW

. . + '..', - - - - -
. ·MutQ#911 /

89 ! 143
GQGGGTHNQWNKPSKPKTNLKHVAGAAAAGAVVGGLGGYMLGSA~lSRPMIHFGNDW

89 - 11 - - - - r 143

GQGGGTHNQWNKPSKPKTNMKHMAGAAAAGAVVGGLGGYMLGSA:VISRPMMHFGNDW
- .. 1.- I I - --

tfMili[[tloH)
89"=f'~f--"'r~ 143

GQGG9THNQWNKPSKPKTNMKHMV9YAAVG~VVGGLGGY~LGS~MSRPMMHFGNDW

Figure 4.3. A graphical representation of the prion protein with an open reading frame of the mouse and
Syrian hamster peptide fragments that were studied via solid-state NMR. The labeled amino acids are
underlined and the mutations are also shown.

SHa PrP 89-143 Mo PrP 89-143
-------_..._-,-.- .._.._-----

Label Shift Range (ppm)" Label Shift Range (ppm)"

093Ca 43-44 093Ca 43-44

0113 Co 168 - 172 A114 Ca 46-54

V11~ Ca 56-66 V120 Ca 56-66

A119 Ca 46-54 M128 Co 170-176

M128 Co 170 -176 A132 C~ 14-22

A132 C~ 14-22 0141 Co 168 - 172

f •

I
I

I
i
j .

• [lI8,I20-122J
• The ShIft ranges are based on the data from Refs. .

Table 4.3. A list of the Be labels in the SHaPrP89-143 and MoPrP89-143 fragments studied and their
corresponding chemical shift ranges.
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In Table (4.3), a list of the labels used and their corresponding chemical shift ranges is

gIVen.

4.3.2.1 .. Fmoc Protection of 13C Labeled Amino Acids

All I3Ca-labeled amino acids (Cambridge Isotope Laboratories, Andover, MA;

Isotec, Miamisburg, OR) were Fmoc-protected in a manner similar to one previously

describedf136J
• To 3.75 mmol of the amino acid dissolved in H20 (60 mL), 0.945 g (11.25

mmol) of sodium bicarbonate (NaHC03) was added. After dissolving 1.265 g (3.75

mmol) of N-(9-fluorenylmethoxycarbonyloxy) succinimide (Fmoc-O-Suc) in acetone (60

mL), the mixtures were combined. The cloudy mixture became clear after stirring for 24

hours, at which point the acetone was removed by rotary evaporation. Citric acid (1 M)

was used to precipitate the Fmoc- amino acids from the aqueous solution. Ethyl acetate

(EtOAc) (150 mL) was added to redissolve the precipitate. The mixture was transferred

to a separatory funnel and the layers were separated. The aqueous layer was washed with

EtOAc (100 mL). The combined organic layers were then washed with H20 (2xlOO

mL) and saturated NaCl (2xlOO mL). The organic layers were dried over magnesium

sulfate and'the solvent was removed by rotary evaporation. The product was used for

solid-phase peptide synthesis without further purification.

4.3.2.2 - Peptide Synthesis

As described elsewhere(l62l, the 55-residue peptides were synthesized using

optimized Fmoc chemistry[137l on an Applied Biosystems (div. Perkin Elmer, Foster City,

CA) 433 peptide synthesizer (with Rink amide MBHA resin). The side chain protecting
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groups were Fmoc-L-Asp(OtBu), Fmoc-L-Arg(Pmc), Fmoc-L-Asn(Trt), Fmoc-L-His(Trt),

Fmoc-L-Lys(2-CIZ), Fmoc-L-Gln(Trt), Fmoc-L-Tyr(tBu), Fmoc-L-Thr(tBu), Fmoc-L-

Trp(Boc), and Fmoc-L-Ser(tBu). Fmoc amino acid derivatives were pre-activated by

reaction with 2-(1H-benzotriazol-1-y1)-1, 1,3,3-tetramethy1uronium hexafluorophosphate

(HBTU) and diisopropylethylamine (DIEA). After the coupling of each amino acid a

capping step was performed using N-(2-chlorobenzyloxycarbonyloxy) succinirnide

(Novabiochem, La Jolla, CA)[1381. Labeled residues were coupled manually using a 1.5

fold excess of amino acid and coupling efficiency was monitored using the quantitative

ninhydrin test[l391. The peptide was deprotected and cleaved from the resin in 1:2:2:35

ethanedithiol-thiophenol-thioanisole-95% trifluoroacetic acid after removal of the N-

terminal Fmoc group. The crude peptide was precipitated with diethyl ether and

dissolved in 8 M guanidine hydrochloride prior to purification by semi-preparative C~

reversed-phase HPLC at 50°C on a Rainin (Emeryville, CA) liquid chromatography

system. The identity of the purified peptides was confirmed by electrospray mass

spectrometry using a Perkin Elmer-Sciex API-300 instrument.

4.3.2.3 - Sample Preparation

The purified and non-converted peptides were dissolved in an acetate buffered

saline solution (l00 mM NaCl, 20 mM NaOAc, and pH=5.0) and left to dry for -1 week.

A white powder formed and solid-state NMR experiments were conducted on the

samples.

The 3AV and P101L peptides were then converted to the ~-rich form. This was

achieved by dissolving the samples in 50:50 (v/v) mixture of acetonitrile and the same
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acetate buffered saline solution. The suspended sample was then left undisturbed for -3

weeks. After 2 weeks, the solution grew cloudy as insoluble aggregates began to form.

After -3 weeks, the aggregate s!lspension was spun down in an ultracentrifuge to

separate the aggregates from the supernatant. The aggregates, which consisted of white,

gelatinous pellets, were dried overnight.

4.3.2.4 - Solid-State NMR

All DC NMR spectra were obtained either at 7.07 Tesla (corresponding to a DC

Lanuor frequency of 75.74 MHz) on a horne-built spectrometer based on a Tecmag

(Houston, Texas) pulse programmer with a Chemagnetics (Fort Collins, CO) 4-rnrn double-

resonance MAS probe, or at 11.72 Tesla (corresponding to a BC Larmor frequency of

125.75 MHz) on a triple-resonance VarianlChemagnetics Infinity spectrometer with a 4-rnm

T3 triple-resonance MAS probe. For spectra obtained at 7.07 Tesla, the CP contact time was

2.0 ms, the 1H decoupling field strength was 91 kHz, and the recycle delay was 1.0 second.

For spectra obtained at 11.72 Tesla, the CP contact time was 2.0 ms, the 1H decoupling field

strength was 114 kHz, and the recycle delay was 1.0 second. Isotropic shift values were

measured relative to the carbonyl carbon of glycine at 176.04 ppm.
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4.3.3 - Results and Discussion

To determine the degree to which the fragments adopted a particular secondary

structure, all spectra were analyzeq in a similar fashion to Wishart and Sykesl1l91, where a

secondary structure index, Xss' is defined that is a measure of the degree to which a given

13C chemical shift agrees with literature values for either a-helix or ~-sheet:

r ~

L

r -,
I

(4.1) x ={Oexp-~ir)
55 /10.'

III

where 0exp is the experimental 13C chemical shift, ~ir is the average of the literature

values for a given carbon in an a-helix or a ~-sheet (e.g. from Table 4.4, the alanine 0.-

carbon 13C chemical shifts are 52.5 ppm in an a-helix and 48.7 ppm in a ~-sheet, and thus

~ir =50.6 ppm), and /1our == 8/3 - 8a . As a result, Xss has a value of +1 if the

experimental chemical shift is in exact agreement with the literature values for a ~-sheet

conformation and Xss has a value of -1 if the experimental chemical shift is in exact

agreement with the literature values for an a-~elix.

4.3.3.1- SHa PrP 89-143 Studies

13C CPMAS spectra of the SHaPrP89-143(WT) and the non-converted and

converted forms of the SHaPrP89-143(3AV) were acquired, as shown in Figure (4.4A-

C). The wild type peptide did not undergo a conversion when placed in the

acetonitrile/saline solution. The resonance assignments were made based on the

chemical shifts previously published[120.122J• In Table (4.4), the isotropic 13C chemical
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- r: shifts for the wild type and the converted 3AV form are listed, along with the literature

r
I

values and Xss '

A119 Ca

B

A132 C~

G93Ca!
j

V114 Ca

A

c

G113 Co

M12\O/

I
I

I
I
I
II

11~~~...".r

150 100 50 0

chemical shift (ppm)

Figure 4.4. Solid-state NMR 13C CPMAS spectra of SHa PrP 89-143 peptides. (A) DC NMR spectrum of
the wild type SHaPrP89-143 peptide with resonance assignments based on the chemical shift ranges shown
in Table (4.3). (B) DC NMR spectrum of the non-converted form of the 3AV mutant of SHaPrP89-143.
The sample was dried from a acetate buffered saline solution. (C) DC NMR spectrum of the converted
form of the 3AV mutant of SHaPrP89-143. The dashed lines denote the chemical shifts corresponding to a
f3-sheet conformation. The chemical shifts for the spectra in (A) and (C) are listed in Table (4.4).
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Expected Chemical
Wild Type 3AV (converted)

Shifts'
Label --- _. --- --_.

a-Helix ~-Sheet Expt. Chern. Xss Expt. Chern. X ss
Shift Shift

G93 Ca Unknown 43.2 43.0 N/A 42.8 N/A

G113 Co 171.8 168.5 172.6 -1.5 169.5 0.4

V114 Ca 65.5 58.3 "N/A N/A 57.6 1.2

A119 Ca 52.5 48.7 52.9 -1.2 49.2 0.7

M128 Co 175.1 170.6 175.6 -1.2 170.8 0.9

A132 C~ 15.1 20.1 16.2 -0.6 20.6 1.2

aYalues taken from reference [1
20

1.

Table 4.4. A comparison of measured chemical shifts in SHaPrP89-143 with typical a-helical and I3-sheet
chemical shifts in solid-state peptides. All chemical shifts are reported in ppm and are referenced to ThIS via
the 13eo resonance in glycine (176.04 ppm). The values for Xss for the wild type are all negative and thus
suggest that the wild type is generally a-helical. The values for Xss for the converted 3AY mutant are all
positive and thus suggest that the 3AY when converted assumes a [3-sheet secondary structure.

Figure (4.4A) shows the wild type spectrum in which the 13C chemical shifts are

consistent with an a-helical conformation. This is confirmed in Table (4.4) by the fact

that all values for Xss are negative for the wild type. Since it is rare that the wild type

form of the protein converts to the aggregate state, it is not surprising that the wild type

form did not form aggregates when placed in the acetonitrile/saline solution. Moreover,

the a.-helical secondary structure of the wild type may be an indicator of its stability with

regards to conversion to the ~-rich aggregate state.

Figure (4.4B-C) shows spectra of the SHaPrP89-143(3AV) before conversion (B)

and after conversion (C). In contrast to the wild type, the non-converted SHaPrP89-

143(3AV) adopts two distinct conformations, where one isoform is a.-helical and the

other has a ~-sheet conformation. Thus, it appears that the 3AV mutant has a certain
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propensity to adopt a ~-sheet conformation, which the wild type lacks. These

observations agree with the fact that the 3AV mutation is known to convert to the ~-rich

form. In Figure (4.4C), the chemical shifts corresponding to an a·helical structure,

which were present in Figure (4.4C), are no longer present, while those chemical shifts

that are indicative of a ~-sheet conformation remain. Table (4.4) clearly demonstrates

that the aggregated 3AV mutant peptide has 13C chemical shifts that are indicative of a ~-

sheet secondary structure.

4.3.3.2 - Mo PrP 89-143 Studies

The 13C labels in the MoPrP89-l43 samples differed slightly from those in the

hamster peptides. The valine 13Ca label was changed to residue 120 so that this label

would appear in both the wild type and PlOlL peptides. In addition, the IJCa label at

Gl13 in SHaPrP89-143 was moved to G14l in MoPrP89-l43.

Figure (4.5A) shows the 13C NMR spectrum of the wild type MoPrP89-143(\VT).

Somewhat puzzling is the observation that the wild type spectra (Figure 4.4A and Figure

4.5A) differ since the sequences are nearly identical. Nevertheless, the MoPrP89-

143(WT) adopts a partial a-helical and partial ~-sheet structure, similar to the non-

converted forms of the mutant peptides (Figures 4.4B and 4.5B). The non-converted

P101L mutant spectrum (Figure 4.5B) is similar to the MoPrP89-143(WT) spectrum

(Figure 4.5A) and shows that the peptide adopts two conformations, one that is a-helical
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Figure 4.5. Solid-state NMR 13C CPMAS spectra ofMo PrP 89-143 peptides. (A) "c NMR spectrum of
the wild type MoPrP89-143 peptide with resonance assignments based on the chemical shift ranges shown
in Table (4.3). (B) 13C NMR spectrum of the non-converted form of the PIOIL mutant of MoPrP89-143.
The sample was dried from an acetate buffered saline solution. (C) 13C NMR spectrum of the converted
form of the PlOlL mutant of MoPrP89-143. The dashed lines denote the chemical shifts corresponding to
a ~-sheet conformation. The chemical shifts for the spectra in (A) and (C) are listed in Table (4.5). The
asterik (*) denotes a spinning sideband.
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and the other that has a ~-sheet conformation. However, the intensities of the a-helical

resonances in the non-converted PlOlL spectrum are roughly half that of the wild type,

suggesting that the PlOIL may have a propensity to adopt a ~-sheet structure albeit not as

much so as the 3AV mutant form of SHaPrP89-l43. After conversion of MoPrP89-

143(PlOIL) to form aggregates, only chemical shifts corresponding to a ~-sheet

conformation remain, as evidenced in Figure (4.5C) and Table (4.5).

Expected Chemical
Wild Type (I)b Wild Type (II)b PlOlL (converted)

Shiftsa
Label

a-Helix ~-Sheet
Expt.

Xss
Expt.

Xss
Expt.

XssChem. Chem. Chem.
Shift Shift Shift

G93 Ca Unknown 43.2 42.8 N/A 42.8 N/A 42.3 N/A

A114 Ca 52.5 48.7 52.6 -1.1 48.3 1.2 48.4 1.2

V120 Ca 65.5 58.3 64.1 -0.6 57.8 1.1 58.1 1.1

M128 Co 175.1 170.6 174.9 -0.9 170.6' 1.0 170.4 1.1

A132 Cp 15.1 20.1 15.1 -1.0 209 1.3 20.6 1.2

G141 Co 171.8 168.5 170.6' -0.3 169.3 0.5 168.9 0.8

• Chemical shift values are taken from reference [120
J
•

b Two conformations were present in the wild type peptide. Wild type (I) represents the set of shifts from
one conformation, whereas wild type (II) lists the chemical shifts from the other conformation.
, The Ml28 Co sheet chemical shift overlaps with the Gl41 Co helix chemical shift, and so the two are
indistinguishable.

Table 4.5. A comparison of measured chemical shifts in MoPrP89-143 with typical a-helical and ~-sheet

chemical shifts in solid-state peptides. All chemical shifts are reported in ppm and are referenced to TMS via
the 13Co resonance in glycine (176.04 ppm). Since the wild type had two conformations, two sets of values
for Xss are given. The values for Xss for the converted PlOIL mutant are all positive and thus suggest that
the PlOIL when converted assumes a ~-sheet secondary structure.
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It is also important to note that the linewidths in the converted PlOIL mutant spectrum

(Figure 4.5C) are broader than in the non-converted spectrum (Figure 4.5B). Although it

is not completely clear why this, so, one possible explanation may be that there is

conformational heterogeneity in the ~-rich form. Some of the aggregates may be in

fibrils while others have a ~-sheet secondary structure, but are not pan of a fibril.

Indeed, an electron micrograph of the converted PlOIL mutant found some fibril

.formation, but also a significant portion of converted protein not in fibrillar form. The

two shoulders found on the A1l4 Ca and G93 Ca peaks support this possibility, since

both A1l4 Ca and both G93 Ca chemical shifts are within -1 ppm of each other and so

correspond to a ~-sheet conformation. Thus, it seems that there is still some

conformational heterogeneity in the converted PlOIL peptide even though all isoforms

appear to have ~-sheet secondary structure.

4.3.4 - Conclusion

The secondary structures of two prion protein fragments, Syrian hamster PrP 89-

143 and mouse PrP 89-143, were studied via solid-state NMR. l3C chemical shifts were

measured by CPMAS to determine the secondary structure of the fragments. Both

mutant forms studied, SHaPrP89-143(3AV) and MoPrP89-143(P101L), showed a

propensity to form an a:.helical isoform as well as a ~-sheet isoform in their non-

converted states. After conversion into an aggregated state, both mutants adopted an

exclusively ~-sheet conformation. In contrast, the wild type of the Syrian hamster

peptide assumed an a-helical conformation while the mouse peptide adopted partial a-

helical and partial ~-sheet character. Both wild type forms of the peptides did not
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convert to form aggregates. These findings support the idea that mutations aid in the

conversion process by increasing the propensity of the protein to adopt a ~-sheet

conformation. It remains unclear however, how the converted peptides form fibrils or

whether they form a regular structure in the aggregated form. If such a regular fibrillar

structure does indeed exist, future solid-state NMR studies using heteronuclear and

homonuclear dipolar recoupling to measure internuclear distances (see Chapter 1) and the

CSNZ method to measure dihedral angles (see Chapters 2 and 3) should provide enough

structural constraints to determine the structure of MoPrP89-143(P101L).
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Chapter Five

Ultra low-fiold Magnotic Rosonancolmaging using Laser-Polarizod 128Xo and a
High-Ie dc Suporconducting Quantum Interference Devico as aDetector
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5.1 Introduction

Thus far, this thesis has focused on solid-state NMR tecHniques and applications,

including a method to determine backbone torsion angles in peptides and struCtural

studies of a prion protein fragment. In the final chapter, another area of magnetic

resonance will be discussed, namely magnetic resonance imaging (MRI) at ultra-low

magnetic fields using laser-polarized 129Xe gas and a high transition temperature (high-

Tc) direct current (dc) superconducting quantum interference device (SQUID) for

detection. There are numerous advantages to performing MRI at low fields. Effects such

as magnetic susceptibilities and chemical shift artifacts, are minimized since they scale

with the magnetic field. Thus, at low fields, the unique possibility exists of studying

many heterogeneous materials with paramagnetic sites or with large solid-gas magnetic

susceptibilities as well as other systems where these effects play a major role.

Furthermore, not only is the production of high-field magnets expensive and

cumbersome, but it remains difficult to design these magnets with high homogeneity in

field. In contrast, low-field MRI systems can be easily designed with high homogeneity,

do not require large bulky magnets, and can be used as a compact and portable imaging

device. Additionally, low-field gas MRI can be used to image void spaces in electrical

conductors due to the increased probing-depth that low frequency RF pulses have into

such metallic materials. However, despite these exciting possibilities, it would seem that

low-field gas MRI is prohibitively difficult since both the sensitivity of conventional

Faraday coil detectors and the polarization of nuclear spins are exceedingly low at these

fields.

155



To overcome the low signal-to-noise ratio (SNR) of Faraday coil detectors at low

fields, one possible alternative is using a dc SQUID since this device has higher SNR at

these frequencies beca~se it meas~res the magnetic flux directly and has extremely low

noise. In fact, numerous NMR and nuclear quadrupole resonance (NQR) studies using

low-Tc SQUIDs for detection have been performed to investigate, for example, the

structure of materials and the rates of proton tunneling in methyl groupS[194-2011.

Additionally, the use of a low-Tc dc SQUID as a detector in low-field MRI has also been

demonstrated[202, 2031. However, low-Tc dc SQUIDs have been limited by earlier double

dewar designs, which required the sample to be at liquid-helium temperatures. These

dewar designs severely restricted the number of interesting systems one could study since

most systems including biological molecules are of interest at much higher temperatures

than 4 oK. Currently, a new dewar design is being built that would allow the study of

room temperature samples with a low-Tc SQUID[2041. Fortunately, these obstacles can

also be overcome by using high-Tc SQUIDs, which have a much simpler dewar design.

As a result, these SQUIDs are capable of detecting NMR signals from room temperature

samples, while maintaining the high SNR that are characteristic of SQUIDs[2051.

Recently, high-Tc SQUIDs have been used to detect laser-polarized 119Xe signals

at 1.26 mT and protons signals at fields ranging from that of the earth's (0.059 roT) to 2

mT[206, 2071. In addition; a two-dimensional proton image of a phantom filled with

mineral oil has also been reported[2081. Such MRI experiments however, remain time

consuming due to the exceedingly low equilibrium polarization (P-l0-8_10-9
) of nuclear

spins at low fields. In MRI experiment where gases are detected, this is further

156

I"

L

r""
I

r
I

I .

!

L

L



r'
I
I

r

exacerbated since the spin densities of gases are significantly smaller (- 4 orders of

magnitude).

One way to reduce experimental times is to greatly enhance the spin polarization

by some non-equilibrium means. One such method uses lasers to polarize 129Xe gas and

has the advantage that the polarization is independent of magnetic field strength[209-211].

Laser-polarization of 129Xe gas has yielded enormous polarizations of up to 70%(212, 213]

and has been used in numerous applications, including the imaging of human lungs at

low fields with a conventional Faraday detector(2141, and of gas flows at high fields by

way of a circular flow system that constantly replenishes the polarized gas(2151.

Thus, in contrast to high-field MRI (Bo> IT), which has increasingly been used in

the medical community and elsewhere(216, 2171, MRI at low-fields is only now emerging

with the recent developments of highly sensitive high-Tc SQUIDs capable of detecting

room temperature samples and a circular flow laser-polarized 129Xe gas apparatus as a

means of increasing polarizations. In the ensuing sections, two-dimensional millimeter

resolution images of the sample cell and of ae;ogels using laser-polarized 129Xe gas and a

high-Tc dc SQUID for detection will be presented. To acquire these images, a home-built

three-axis gradient coil system was integrated into our apparatus and the MRI signal of

the optically pumped 129Xe gas was detected. The development of such a technique

should enable the imaging of gas flows, characterization of microporous and metallic

materials as well as many biomedical applications.
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5.2 Background

Before discussing the low-field MRl results, a review of some the basic principles

underlying SQUIDs (section 5.2) and optical pumping of noble gases (section 5.3) will

be presented. More specifically, section 5.2 outlines how a dc SQUID can be used as a

detector in magnetic resonance experiments. A short description of key concepts

including flux quantization, flux trapping, and Josephson tunneling (a more thorough

description is given elsewhere[218-221]), followed by a discussion on how a SQUID serves

as a magnetic flux to voltage transformer.

5.2.1 - SQUID Fundamentals

Superconducting Quantum Interference Devices (SQUIDs) are the most sensitive

detectors of magnetic flux available today.. They have been used in a wide variety of

applications in the field of MRl, low field NMR of solids and liquids, and NQR as well

as applications outside the field of magnetic resonance[222, 223l. In comparison to

conventional NMR detectors, namely Faraday 'coils, SQUIDs are particularly well suited

for the detection of low-field NMR signals[224l (For simplicity, I will confine the

discussion to an idealized comparison of the sensitivity between a Faraday coil and a

SQUID.) Faraday detectors measure the voltage induced in a coil as a function of the

change in magnetic flux (d%t) of the precessing nuclear spins[225J, Moreover, the

polarization of the nuclear spins is proportional to the magnetic field, as described by the

Boltzmann distribution. As a result, the sensitivity of Faraday detectors varies greatly

with the external magnetic field strength and is proportional to Bg [711. In contrast,
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. f- SQUIDs measure the magnetic flux directly[223J, and so their response scales as Ro,

making them an ideal detector of NMR signals at low external magnetic fields

(80 < 0.1 T), as shown illustratively, and not quantitatively, in Figure (5.1).

•
•

0.-
+-

- [
ct)

a:
CD
CJ).-
0
Z

I

0
+-

I

ct)
C
0).-

W 1

•
•

•
•

•
•

I
• I

• I

• I

• 1
• 1

• 1

•• I

• 1
- - - - ... - - - - - - - - - -I - - - - - - - - - - - - -

•• , I

1 •• I ,
•• I ,

•••'I ,
..., I I

10-6 10-4 0.64

Magnetic Field (Tesla)

!
L

Figure 5.1. In this illustrative t?xample, the sensitivity of a conventional Faraday coil detector (denoted by
'x') is compared to a SQUID detector (solid line) as a function of the external magnetic field strength. At
low fields, the SQUID detector has a higher sensitivity due to its linear dependence on field strength and its
low inherent noise of -30-150 fffHzll2 in our sys~ems.
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SQUIDs are based on two physical phenomena: the quantization and trapping of

flUX[1051 and Josephson tunneling[2261. Flux quantization refers to the fact that the flux

A

B

c

r '
\

Figure 5.2. (A) A loop of wire is placed in a magnetic field at room temperature. The magnetic field lines
run through the ring. (B) When the temperature is brought below the critical temperature, the ring
becomes superconducting, thereby repelling the magnetic field. (C) After the external magnetic field is
removed, current continues to flow in the superconductor since the resistance is zero. As a result, magnetic
flux is trapped. (Figure is adapted from reference [2211.)
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through a superconducting loop of wire is quantized In units of

<Po = Xe = 2.07x107 G· cm 2
• -;lux trapping occurs through a three-step processl221J.

First, a loop of wire above its critical temperature (Tc) is placed in a magnetic field, as

shown in Figure (5.2A). Second, the temperature is decreased to below the critical

temperature of the wire so that it becomes superconducting. This causes the applied

magnetic field to be forced outside of the material by the flow of current at the ring's

surface. This effect is known as the Meisner Effect and is shown in Figure (5.2B)[2271.

Third, when the external magnetic field is then removed, current flow around the surface

of the loop persists since in a superconductor the resistance is zero. As a result of the

current flow, there is a constant magnetic flux that is trapped in the loopl1051.

J h I· J h . . [105 2?6 ??S-?Jl] h' h . h'osep son tunne mg occurs at a osep son JunctIOn ... -- - , W IC IS a t m

insulator that separates two superconductors A and B, as shown in Figure (5.3). In

superconductor A, the Cooper pairs of electrons(2J21 are described by the wavefunction

\f'A' and in superconductor B, the Cooper pairs are described by the wavefunction '¥B"

Cooper pairs can tunnel through the junction as long as the wavefunctions (\f'Aand '¥B)

have a finite probability in both superconductors, i.e. for a Cooper pair in A to tunnel to

B, I'¥l "* 0 in B. This tunneling of Cooper pairs through a Josephson junction is termed

Josephson tunneling.

However, there is one more important aspect to Josephson tunneling. The

supercurrent, Is, which is comprised of the flowing Cooper pairs, acquires a shift in its

phase when tunneling through the junction. This phase shift is related to the current by:

(5.1)
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where Jo is the maximum current, which is a characteristic of the junction, and the angle

6' is the shift in phase the supercurrent acquires when it flows from A to B. As will be

shown below, it is this phase shift. that is related to the magnetic flux threading the loop

of wire and leads to the SQUID's ability to transform magnetic flux into voltages.

Insulator

r-'
l

A B

\ I
Superconductor .

Figure 5.3. A schematic of a Josephson junction. Two superconductors, A and B, are separated by an
insulator to form a Josephson junction.

5.2.2 - de SQUID

A dc SQUID has two Josephson junctions in parallel, as shown in Figure (5.4).

There are two possible paths that a Cooper pair of electrons may take to flow from point

P to Q, namely paths A orB. If the flow of supercurrent from point P to Q is through the

Josephson junction A, then the current will be:

(5.2)
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where J ~A) is the maximum current and -8A is the phase shift acquired by tunneling

through junction A. Both quantities are characteristic of junction A. Similarily,

supercurrent flowing through junction B acquires a phase sl1i-ft:

(5.3)

where J ~B) is the maximum current and 8B is the phase shift acquired by tunneling

through junction B. Both are characteristic of junction B.

A

~-Q

. ~

I
I

•
I

•
I

Path B"....
•I'

•
.,'-----~-
.,:;;.~-;-~\7··:~~:~~';~~~~'..<~ e:jr'}~"

.' '.'" .' ' !'-'~""!~t

--
••••• •••••· "•••••

Jtotal
)-

B
Figure 5.4. A schematic diagram of a dc SQUID, where the two Josephson junctions are in parallel.
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If the characteristic current, Jo' is assumed to be the same for both junctions, then the

total supercurrent flow from point P to point Q is:

(5.4)

Equation (5.4) shows that the supercurrent flow from point P to Q oscillates. The

maximum total supercurrent, 2Jo' occurs when 0A - 08 =(2n)n (where n =1,2,3'0")'

since in such instances, the two currents (Jy) and J ~8») constructively interfere with

each other. On the other hand, if 0A - 08 =(2n + l)n , then the total supercurrent is zero

since the two currents destructively interfere. Hence, the difference in phase shifts

acquired by the Cooper pairs tunneling through the Josephson junctions gives rise to the

interference of the currents from the two junctions.

The interference of the currents depends on the magnetic flux threading the

superconducting loop of wire. The phase difference is equal to the sum of the phase shift

across the Josephson junction and the line integral of the vector potential along the

!
I ~

(5.5) Mhasep-';Q =O(t)+ 2~e f Ii·ds,
path

where Ii is' the magnetic field vector along the chosen path from P to Q and O(t) is the

phase shift through the Josephson junction. Thus, depending on the path, either through

junction A or B, the two expressions for the phase difference are: L
(5.6)

and

Mhase(A) =O(A)(t)+ 2qe fli .ds
P~Q n

path A
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(5.7)

Since the current must be single valued, the difference in the phase shifts between paths

A and B must be:

(5.8) /1Phase(A) - Mhase(B) =27m =ofor n = O.
P~Q P-Q

By subtracting Equation (5.7) from Equation (5.6) and by using Stokes' Theorem, the

phase difference can be related to the magnetic flux:

(5.9) O(A)(t)-O(B)(t)= 2~e ~ }i.ds= 2~e <P
L

,

loop

where <P L is the flux through the superconducting loop of wire. Thus, Equation (5.9)

expresses the phase difference between the two Josephson junctions as a function of the

magnetic flux. If the two junctions are equivalent, then tlPhase~~Q = Mhase~n:.Q = 00 ,

where 00 is a characteristic of the junctions. From Equations (5.6)-(5.9), the phase

difference can be written as:

(5.10)

and

(5.11)

With use of trigonometric identities and Equations (5.4), (5.10), and (5.11), we find that:

(5.12)
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Equation (5.12) shows that the total supercurrent is an oscillatory function of the

magnetic flux threading the superconducting loop of wire.

This periodic behavior can pe observed via the voltage when a bias current, JOiar' is

applied across the Josephson junctions, such that J bias ~ 2J0 (the maximum supercurrent

across a dc SQUID). The voltage across a dc SQUID is proportional to the difference

between the bias current and the supercurrent, and is given by:

I '

(5.13)

where R is the resistance across one Josephson junction. Since 80 oscillates at gigahertz

frequencies, only a time average of the voltage is observed by a narrow-band detector

(our detector has a bandwidth of 0-1.1 MHz). Moreover, the time-averaged voltage is

not simply zero[219J
• Following the derivation found elsewhere[218J

, the time-averaged

voltage can be written as:

(5.14)

Thus, the time-averaged voltage is also a function of the magnetic flux threading the

superconducting loop of wire, as shown in Figure (5.5).
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Figure 5.5. A curve of the voltage as a function of the magnetic flux threading the SQUID is shown.

5.2.3 - dc SQUID as a Detector

Although there are three ways in which a SQUID can be used as a magnetic flux

to voltage transformer, the most common is to operate the SQUID as a null detector in a

feedback circuit[223J• Essentially, the magnetic flux threading the multi-loop

f
L

magnetometer causes a change in the voltage across the SQUID, as dictated by Equation

(5.14). This voltage is amplified, integrated, and fed back to the SQUID as magnetic

flux, thereby holding constant (or locking) the flux through the SQUID. The advantages

of using this method are that the response of the SQUID is both robust over a large range

of magnetic flux (<PL), and at the same time, sensitive and linear. Large and small
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changes in magnetic flux no longer pose a problem for detection. The only limitation, in

principle, is the ability of the electronics to respond quickly enough.

5.3 Optical Pumping of 129Xe

5.3.1 - /29Xe Optical Pumping Theory

One of the fundamental limitations of NMR is its inherent lack of sensitivity.

This is due to the small energy difference between "spin up" and "spin down" states,

resulting in nearly equal occupation of both energy levels. The polarization, which is the

net difference in the number of spins occupying each state, can be written as:

r ~

f '

(5.15) P =tanh( !1E )
kT '

where k is Boltzman's constant. Given the high temperature approximation[73J
, DE« kT

is valid, the polarization is given by:

(5.16)

Thus, a collection of nuclear spins at room temperature in a typical NMR magnetic field

of a few Tesla has a polarization of only P_1O·5_10-6. For example, an ensemble of one

million spins under these conditions would have roughly 500,001 spins pointing "up" or

parallel with the magnetic field (since this is the lower energy configuration) and 499,999

spins pointing "down" or anti-parallel to Bo'

One way to increase the polarization is to opt for the brute force method; which is

to increase the strength of the external magnetic field. Currently, magnetic fields are

being designed and built at around 23.5T, which corresponds to a lH Larmor frequency
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- ~! . of >1 GHz. Yet, it remains an arduous, expensive, and time-consuming enterprise to

increase magnetic field strengths.

An alternative approach to achieve higher polarizations is by some non-

equilibrium means. Optical pumping has proven to be successful in increasing the

nuclear polarizations in noble gases by many orders of magnitudef233.2341. The technique,

which was first developed by Kastler in the 1950's(209.2I11
, has been applied to many

materials and molecules[235.2371•

The most widely used method for optically pumping of 129Xe is alkali metal spin

exchange, where the alkali used is rubidium metal vapot2381 . The process takes advantage

of the quantum mechanical selection rules of angular momentum. Shown in Figure (5.6),

is a diagram of the process.

In the first step (Figure 5.6A), laser light, tuned to 794.7nm, irradiates the D1

transition of rubidium. This causes the unpaired electron spins of the rubidium vapor to

be excited from the ground state, the 5(2)S,12 energy level, to the excited state, the 5(2lPI12

energy level. Since the laser light is circularly polarized, only one of the transitions is

irradiated. In the example depicted in Figure (5.6A), 0'+ circularly polarized light

selectively excites the mj =--!- ground state to the mj =-!- excited state. Collisional mixing

then occurs, which distributes the excited electrons among both excited sublevels.

Relaxation from both excited states occurs to both ground states. However, because the

excitation is selective (only from the mj =--!-ground state sublevel to the mj =-!-excited

state sublevel), the mj =--!-sublevel becomes depleted over time, and subsequently, a non-

equilibrium population accumulates in the mj =-!- ground state.
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Figure 5.6. (A) A depiction of the optical pumping of rubidium. ~ven though relaxation occurs from both
excited states to both ground states, a non-equilibrium population in the mj=+1/2 state is formed due to the
handedness of the excitation pulse. (B) A schematic of xenon-rubidium collisions and spin exchange
processes, where the xenon becomes polarized. (Courtesy of Boyd M. Goodson.)

iJ

In the second step (Figure 5.6B), collisions between unpolarized 129Xe atoms and
I j.'[

electronically spin polarized rubidium atoms permit spin exchange between the rubidium

electron spins and the xenon nuclear spins. The molecules collide and form short lived ,'
van-der-Waals complexes during which the exchange occurs. This exchange is mediated

! --

L~

by the Fermi-contact hyperfine interaction[235J. The accumulation of xenon nuclear

polarization can take anywhere from seconds to hours depending on the experimental

conditions and the polarization yield can be as high as 70% percent[212.2l3J.
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l 5.3.2 - Continuous Flow Apparatus

Two methods have been developed to optically pump xenon gas. The first

method, called batch optical pumping, prepares a batch or cell of optically pumped xenon

gas. The optical pumping is then ceased and the xenon gas is pump off and placed in an

NMR magnet for experimentation. The limitation to this approach is that once the

polarization has relaxed back to thermal equilibrium, the process must be started anew.

However, the highest polarization has been observed with this method of over 70%[212,213J
,

The second approach uses a continuous gas flow apparatus. Developed recently

in our lab[215, 239, 24Ol, this approach continuously circulates 5-10 atm of a xenon mixture

through an optical pumping cell, into an NMR magnet for experimentation, and back

again for laser polarization, as shown in Figure (5.7). In contrast to the batch method,

experiments can be conducted for many hours since the supply of laser-polarized xenon

is continuously replenished. Polarizations of over 1% have been observed, while 0.1-

0.5% has been attained consistently in our set-up.

Similar to the batch method, the rubidium vapor is laser polarized in a pumping

cell and collides with the xenon gas flowing through the chamber to transfer its

polarizatiop. The rubidium vapor is collected in a distillation column, while the xenon

gas flows through the column and into a sample cell placed on top of the SQUID or

inside the NMR magnet.. During the time the xenon gas mixture is over the SQUID,

pulses are applied and the nuclear magnetization of the xenon gas is detected. As the

xenon gas returns back to thermal equilibrium it passes through a gas circulating pump

and additional tubing on its way back to the pumping cell where the process begins again.
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Figure 5.7. A diagram of the circular flow Xe polarization apparatus. The flow of gas is counter­
clockwise. First, the xenon molecules are polarized in the pumping cell. As the gas mixture flows through
the cold trap, rubidium condenses, while the xenon gas mixture flows through to the sample cell, which is
placed on top of the SQUID. While the xenon gas is in the sample cell, pulses are applied and the xenon
MRI signal is detected. The gas mixture is then recirculated through the gas circulation pump and back to
the pumping cell to be repolarized.

Clearly there are certain considerations that must be monitored for an effective

polarization set-up. First, the gas mixture used typically includes xenon, nitrogen, and

helium. The ratios and the total pressure of the mixture must be optimized. In our set-

up, the gas mixture used was 1 atm xenon, 1 atm nitrogen, and 5 atm helium. Second,

the tubing and joints of the apparatus must not contain any relaxing agents, e.g.

paramagnetic impurities. Otherwise, the xenon would relax to thermal equilibrium
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before reaching the experimentation area. Third, the flow of the gas must be closely

monitored to insure that the flow rate is synchronized with the pulse sequence and

repetition rate of the experiment.. Too high a flow rate would result in pulses being

applied to xenon molecules that would already have left the experimental tube before

detection. Too slow a flow rate would result in pulsing on the same set of xenon

molecules more than once without them being recirculated and repolarized.

5.4 Ultra Low-Field MRI

5.4.1 - Introduction

In this section[241J
, two-dimensional low-field magnetic resonance images using

optically pumped 129Xe gas and a high-Tc dc SQUID detector are presented. Phantom

images of the sample cell and of a triangular shaped piece of aerogel were taken by

detecting the 129Xe MRI signal. The non-equilibrium 129Xe polarization was achieved

with a circulating flow system, which continuously replenished polarized 129Xe gas. The

sample cell was placed on top of a 1 cm2SQUID, which acted as a surface detector. A

home-built three-axis gradient coil was used to apply pulsed-field gradients of 0.04 G/cm

in the z-direction and 0.12 G/cm in the x-direction. The images, which were taken with a

static field strength of 22.6 G or less than 50 times the Earth's field, have 0.6 rom

resolution in the z-direction and 1.4 mm resolution in the x-direction. These results

demonstrate the technique's applicability to the characterization of many heterogenous

materials.
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5.4.2 - Experimental

To calibrate the xenon polarization obtained with our circular flow system, NMR

spectra of 129Xe and lH were acquired at magnetic fields of 22.6 G and 6.2 G,

respectively. These fields correspond to a 129Xe Larmor frequency of 26.5 kHz and a lH

Larmor frequency of 26.3 kHz. The static magnetic field was applied by supplying a

constant dc current across a home-built Helmholtz pair of coils. The coils have an outer

diameter of 12.6 em, are comprised of 159 turns of wire, and have a field homogeneity of

>1 %. Perpendicular to Bo was the irradiation field, Bp which was a Helmholtz coil pair

tuned to the Larmor frequency of the nucleus to be studied. The B1 coil had a diameter of

8.2 cm, 26 turns of wire, and a field homogeneity of >1%. To acquire the xenon and

proton spectra, one-pulse experiments were used. For the xenon experiment, the rrl2

pulse width was 250 ~s and had an amplitude of 0.7 G. Before detection, a dead time of

400 ~s was included to prevent coil ringing from saturating the SQUID's integrator.

Signals were detected using a high-Tc dc SQUID functioning as a flux-locked

loop, where the sensor is a multiloop integrat~d magnetometer[242]. A schematic diagram

of the SQUID spectrometer is shown in Figure (5.8). The magnetometer is not tuned,

allowing broadband detection (DC-I. 1 MHz) as well as multinuclear detection. The

voltage across the SQUID is amplified, integrated, and simultaneously fed back to the

SQUID by a single loop of copper wire that is inductively coupled to the SQUID as well

as filtered, amplified (Rockland filter model 442), and stored in the spectrometer

(Tecmag-ORION).
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Figure 5.8. A schematic of the SQUID spectrometer. Inside the mu-metal shield are the SQUID, sample,
transmitter coils that produce the af pulses, and the feedback coil. The SQUID read-out electronics then
process the signal from the SQUID and send it to the computer for data acquisition and processing. The
dewar system and the gradient and static field coils are not shown.

The spectrometer controls the gating of audio frequency pulses, gradient pulses,
\\
f .

L and data acquisition. For the non-gradient pulses, the spectrometer gates a function

generator (Hewlett Packard 3314A), which produces af-pulses that are amplified (Krohn-

Hite model 3322 filter) and sent to the coils. Shaped amplitude modulated gradient

pulses were programmed into the pulse sequence for the imaging experiments. The

! .
I
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spectrometer gates a function wave form generator (Tecmag Gradient Controller), which

is then amplified by Tecron 7700 amplifiers and fed through the gradient coils. To avoid

saturation of the integrator, the spectrometer shorts the integrator during irradiation of af

and gradient pulses.

static field coils Bz

'"
( ,

sample

t
-1.5mm

!
SQUID

•

3-axis gradient coils

1-
af coils

sapphire ---::::J"1
cold finger

fiberglass
enclosure

'"

35 em

vacuum
I ~

L
Figure 5.9. A cartoon of the SQUID dewar and coils. Sitting on top of the SQUID and separated by -1.5
mm is the sample cell. The af coils pulse along the y-axis. The SQUID is thermally coupled via a sapphire
cold finger to the liquid nitrogen bath. The liquid nitrogen is housed inside a fiberglass enclosure that is
vacuum sealed. The entire dewar and coil apparatus is 35 cm tall.
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The SQUID magnetometer is a Yttrium, Barium, Copper, Oxide or YBCO

superconductor patterned onto a strontium titanate substrate. Its critical temperature is

just above the boiling point of nitI:ogen (77 K). The magnetometer sits on a 0.1 m long

sapphire cold finger that extends into a liquid nitrogen bath, as shown in Figure (5.9).

The cold finger thermally couples the SQUID and the liquid nitrogen bath to insure that

the SQUID is below its critical temperature. The magnetometer and cold finger are

housed in a vaduum dewar(2431
, which typically must be filled twice daily to maintain

liquid nitrogen temperatures. Samples are placed on top of a <1 mm thick sapphire

window that is above the SQUID. The distance between the sample and SQUID is 1.5

mm. The entire SQUID dewar apparatus is enclosed by a three-layer mu-metal shield,

which attenuates external fields by a factor of 1,430 at zero frequenci~06J.

The same detector and spectrometer were used in the imaging experiments.

Additionally, a home-built three-axis gradient coil, wound onto a plexiglass frame, was

incorporated into the system (Figure 5.9). The z-gradient was oriented along Bo' while

the x-gradient was oriented perpendicular to tHe plane of the SQUID. Both gradients had

a diameter of 12.6 cm.

The pulse sequence employed in the imaging experiments is shown in Figure

(5.10). After a nl2 pulse, a fixed negative x-gradient and a variable z-gradient was

applied for 24 ms in the sample cell image and 42 ms for the aerogel images. The z-

gradient was incremented for each image slice in steps of 0.02 G/cm ranging from 32

G/cm to -32 G/cm for the phantom image of the sample cell. For the two aerogel

images, the increment step was 0.04 G/cm, ranging from 64 G/cm to -64 G/cm. After a

time ~Oof 20 J..ls, the MRI 129Xe signal was acquired while a positive x-gradient was
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applied. A two-dimensional Fourier transform of the data was then performed for

processing.

af

1t
2

1_-
~M..t,....""",-----

Figure 5.10. Pulse sequence used for the imaging experiments. After excitation of the xenon by a 90°
pulse, the spins are spatially phase encoded by Gz• The z-dimension is stroboscopically detected, while the
x-dimension is detected directly with an echo.

5.4.3 - Results and Discussion

5.4.3.1 - Spectroscopic Experiments

All 129Xe experiments were conducted with a static magnetic field strength of 22.6

G, corresponding to a 129Xe Larrnor frequency of 26.5 kHz. As mentioned above, the

129Xe gas was polarized with a continuous flow system. The 129Xe gas mixture was

composed of 1 atm of 129Xe gas, 1 atm of nitrogen, and 5 atm of helium. Such a mixture
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facilitates the polarization of the 129Xe gas by pressure broadening the rubidium

absorption line. The ratio was optimized to give the maximum signal-to-noise ratio

(SNR). Two sample tubes were used-one with an inner diameter (LD.) of 0.7 em and the

other with an LD. of 1 em. Figure (5.llA) shows a spectrum oflaser polarized 129Xe gas.

The pulse sequence used was a simple "n/2 pulse and acquire". After only 40 scans or

less than I t minutes of experiment time, a SNR of 23: 1 was observed, demonstrating the

high polarizations obtainable by the continuous flow technique and its feasibility for use

in SQUID MR!.

As a point of comparison, a spectrum of thermally polarized protons in mineral

oil was taken at 6.2 G, corresponding to a IH Larmor frequency of 26.3 kHz. The proton

spectrum of mineral oil was acquired using the same "1i.12 pulse and detect" (Figure

5.11B). Signal averaging of 80,000 scans or over 8 hours gave a SNR of 5: 1. At these

fields and room temperature, the proton polarization is P_1O-9
• By comparing the SNRs

of the two spectra in Figure (5.11), the polarization of the 129Xe gas is calculated to be

_10-2, which is an improvement of seven orders of magnitude.
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Figure 5.11. (A) Laser-polarized 129Xe NMR spectrum at 22.6 G. After 40 scans, the signal-to-noise ratio
(SNR) is 23:1. (B) IH NMR spectrum of mineral oil at 6.2 G. After 80,000 scans, the SNR is
approximately 5: 1.
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r= 5.4.3.2 - Imaging Experiments

In imaging experiments one must take into account that a SQUID acts as a surface

coil detector[244J
• As a result, the signal intensity of a given part of the sample depends on

how far it is away from the SQUID. Thus, imaging pulse sequences must encode both

the frequency as well as the positionl207J. Previously by Schlenga and co_workers[2081, this

was accomplished by using an image-reconstruction technique, which involved a single

gradient and sequential rotations of the sample. With the use of pulsed-field gradients, a

k-space imaging technique was employed in these experiments. The time domain signal

. . b [217JIS gIven y :

(5.17) S(t) =fffp(r)exp~t<5. rt~r ,

where p(r) is the local spin density at position r in the sample, G is the gradient vector,

and dr represents volume integration. Physically, the time-domain signal depends on

the number of spins occupying a given volume element (dV). This number is represented

by the local spin density (p(r)) and its frequency and position is encoded by the

exponential term (exp~0·rthin Equation (5.17). As first introduced by Mansfield[216.

245-248J
, Equation (5.17) can be rewritten in terms of a reciprocal space vector, k, which is

given by:

(5.18)

such that the k-vector is dependent on the gradient vector G and the time t. Then the

signal as a function of the k-vector becomes:

(5.19) s(f)= fffp(r)exp~2nk. r~r.

Equation (5.19) has the form of a Fourier transformation, whose conjugate is given by:
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(5.20) p(r) = fffS(k)exp~2nf .r~r .
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L
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Thus, the Fourier transform of the time domain signal gives a Cartesian raster that

describes the local spin density as 11 function of position and frequency[217. 2'9J. Since our

experiments were two-dimensional, we considered only the integration in the x-z plane in

Equations (5.17-5.20), i.e. we project the three-dimensional spin density onto the x-z

plane.

To determine the gradient strengths needed, two factors must be considered.

First, it is impossible to have a higher resolution than the intrinsic xenon linewidth when

no gradients are applied, which in the set-up used corresponded to 8 Hz. Second, the

desired spatial resolution also dictates the strength of the gradient field. Thus, for a

typical gradient of 0.1 Glcm and a sweep width of 80 kHz digitized by 8192 points, a

spatial resolution of 0.8 mm is obtained, since:

f~

I ·r=

I -

(5.21) . . (22.6G Xem 180kHZrlOmmJSpatIal ResolutIon = -- --- = 0.8mm/ pt.
26.5kHz O.lG 8192pt em

In our experiments, three phantom images were obtained, one of the sample cell,

one of a non-descript piece of aerogel, and one of a triangular shaped piece of aerogel. In

all cases, the xenon gas mixture (1 atm 129Xe, 1 atm N2, and 5 atm He) and the static field

(22.6 G) were the same as for the NMR experiments. The phantom image (Figure 5.12)

of the sample cell with an inner diameter of 0.7 em was acquired at a gas flow rate of 3.9

roLls, a gradient strength in the x-direction of 0.09 G/cm and 0.04 G/cm in the z-

direction. These gradients correspond to a spatial resolution of 0.9 mm in the x-direction

and 2 mm in the z-direction. The image shows that xenon fully occupies the sample cell

as it flows through and it appears to exhibit laminar flow since no spiral pockets were
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observed. The image of the non-descript piece of aerogel (Figure 5.13), placed inside of

a sample cell with an inner diameter of 1 cm, was taken with a flow rate of 2 mL/s, a

gradient strength in the x-direction of 0.12 G/cm and 0.04 G/cm in the z-direction,

corresponding to a spatial resolution of 1.4 mm in the x-direction and 0.6 mm in the z-

direction. The phantom of. the triangular s~aped piece of aerogel was taken under the

same experimental conditions as Figure (5.13) and is shown in Figure (5.14). Two of the

three sides of the triangle can be discerned, although none of the edges are sharp. The

cause is most likely a lack of resolution due to insufficiently strong gradients.

Difficulties with the locking of the SQUID were encountered when z-gradients of over

1.0 G/cm were applied, Regardless, Figures (5.12-5.14) do demonstrate the capability of

ultra low-field MRI with millimeter resolution. Furthermore, Figures (5.13-5.14)

demonstrate how laser-polarized 129Xe can be used to unambiguously differentiate

between 129Xe inside and outside aerogels. . This should prove useful in the

characterization of porous media.
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Figure 5.12. A phantom image of the sample cell with laser-polarized I~e gas. The image was acquired
in 32 slices in increments of 0.04 Glcm in the z-direction. The white circle shows the outline of the sample
tube. The xenon pressure was I atm and the flow rate was 3.9 mLls. Static field strength was 22.6 G.
Resolution in ,the x-direction is 0.9 mm and 2 mm in the z-direction.
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Figure 5.13. A phantom image of a non-descript piece of aerogel using laser-polarized 12"Xe gas. The
image was acquired in 32 slices in increments of 0.04 G/cm in the z-direction. The white circle shows the
outline of the sample tube. The xenon pressure was 1 atm and the flow rate was 2.0 mLls. Static field
strength was ~2.6 G. Resolution in the x-direction is 1.4 mm and 0.6 nun in the z-direction.
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5.4.4 - Conclusions and Future Work

In this section ultra low-field magnetic resonarfce imaging of void spaces and

aerogels has been demonstrated. The imaging set-up takes advantage of the high

polarizations attainable through the continuous flow of laser-polarized 129Xe gas and the

high sensitivity of a high-To dc SQUID detector. Furthermore, the successful

incorporation of a three-axis pulsed field gradient coil has allowed for more efficient and

quicker imaging. The ability of this technique to distinguish between xenon gas in a

material and in the gas phase has been shown. With the development of this technique,

there now exists the potential of millimeter resolution gas MRI at less than 50 times the

Earths' field. Such images will be highly applicable to the characterization of many

heterogeneous materials, including porous and granular media.
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