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This is the first of two volumes published in conjunction with the Halbach
Symposium on Magnet Technology held at Lawrence Berkeley Laboratory on
February 3, 1995, in honor of Klaus Halbach’s 70th birthday.
Volume 2 (LBL PUB 755) contains a compilation of fifth-seven notes written
by Dr. Halbach selected from his collection of over 1650 such documents.
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Preface

To honor Klaus Halbach on his 70th birthday, his colleagues and students
have assembled this Festschrift, a collection of technical papers and personal
remembrances written expressly for the Halbach Symposium and dedicated to
him. The topics presented offer but a hint of the diversity of Klaus’ scientific
career, so we have included this biographical sketch and gallery of
photographs to provide the proper perspective. Klaus worked in nuclear
physics, nuclear magnetic resonance, plasma physics, and magnet physics, and
showed us, by his late contributions to magnet design, that one's physics career
need not be over by age 30.

It all started on February 3, 1925, in the town of Wuppertal in the German
state of Rhineland-Westphalia. This innovative town was the first to develop a
social retirement system (1830's -- later adopted by Bismarck for all of
Germany), and was the site of the first elevated commuter monorail system
(1900) which Klaus used to ride to and from school. He was actually not a
star student in the Gymnasium, but was motivated to study mathematics on his
own. By age 15, Klaus had decided to become an applied physicist despite
having never met such a person!

Klaus’ family owned a business that made silk ribbons for use in clothing.
After he joined the Luftwaffe in 1943, Wuppertal was heavily damaged by
Allied bombing and the resulting firestorm. Fortunately his family survived,
and they moved their business to the small village of Grenzach in Baden, on
the German side of the border near Basel, Switzerland. Klaus met the daughter
of the town doctor while he was there on military leave, and he and Ruth were
marvried in March of 1945. Klaus was trained as a fighter pilot but he never
saw combat. He was captured by American forces near Munich in 1945 and
sent to a POW camp. After the war ended, he returned to his wife in

Grenzach.

At this point Klaus had the good fortune to be admitted to the University of
Basel. In addition to the academic benefits, it allowed him to obtain essential
food for his newborn daughter Terry when there was very little in Germany.
He studied in Basel for 8 years, which included both instruction and hiking in
the mountains with his professors. The relationships were personal and formal
at the same time; one always addressed the professor as “Herr Professor,”
even while hiking. The only significant requirement for a PhD was one full
length publication in a prestigious journal. Unfortunately, when Klaus had




done the research for a paper in nuclear physics, an American published the
result first, so Klaus had to start on a new thesis. He switched to nuclear
magnetic resonance, built a complete NMR apparatus, including magnets,
power supplies, RF system and detector, and published his (mostly theoretical)
work in 1954. Felix Bloch, who shared with Edward Purcell the 1952 Nobel
Jor the development of NMR, was then the director of CERN and Klaus had a
chance to present his work to him in Geneva. When Bloch later returned to
Stanford, he offered Klaus a position as a research associate there. In the
meantime, Klaus became a Privatdozent at the University of Fribourg,
Switzerland, where he continued to work on NMR.

He came to Stanford in 1957 and worked as a theorist under Felix Bloch.
They would meet several hours per week and assist each other with their
respective problems. Klaus recalls that Bloch was uncommonly generous, as
on the infrequent occasions when Klaus had a better approach to a problem
and Bloch would acknowledge that fact with praise. In 1959 Bloch switched
his interest to superconductivity, and Klaus decided to switch into magnetic
fusion. Bloch arranged for him to work for six months in the fusion group at
LBL. After this, Klaus returned briefly to Fribourg and started a fusion group
there. But in October 1960, thanks to help from Bill Baker and Wolf Kunkel,
he returned to LBL where he has been ever since.

At LBL Klaus was placed in charge of a homopolar plasma generator project,
with a budget of the order of a million (1994) dollars per year. It was at this
time he first worked with Ron Holsinger, a mechanical engineer and
programmer who was later to become Klaus’ son-in-law. He and Klaus
developed the computer optimization program PISA, and later POISSON,
MIRT, and SUPERFISH, which are among Klaus’ most lasting achievements.
Though he is associated with these numerical methods, Klaus still insists that
real understanding comes from analytical physics methods.

While Klaus was still working on the homopolar generator, Albert Ghiorso
and the late Bob Main brought him to the HILAC project in 1965 to work on
the Omnitron proposal. This completed his migration from nuclear physics,
NMR, and plasma physics, to accelerator physics—his fourth career. In 1969,
he wrote one of his most influential papers, "Perturbation Effects in Iron
Dominated Multipoles” [Nucl. Inst. & Methods 74, p. 147 (1969)] in which
he calculated tables of perturbation effect coefficients that are used to this
day in the design of accelerator magnets. This paper contains the key to much
of the work that he did afterwards, namely deriving a mathematically
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complicated conformal transformation by looking at the underlying physics
appropriately. In this particular case, it was the conformal transformation that
maps the interior of an ideal two dimensional quadrupole onto a circular disk.

In the late 1970s, Klaus was given a special account by LBL director Andy
Sessler to free him to write papers on his past work. In 1979 Klaus had the
celebrated inspiration of the iron free permanent magnet undulator, described
by Herman Winick elsewhere in this volume. He also continued to consult for
various research groups, but this was not a satisfactory time to Klaus who had
always preferred to work with a team. So it was with great pleasure that he
was tapped by the next LBL director Dave Shirley for a role in the
development of synchrotron radiation instrumentation, and later in the
Advanced Light Source. Parallel to his work on accelerator (and other)
magnets, Klaus also worked on beam position monitors and some optical
problems. The first paper on the latter topic was a 1964 paper on Gaussian
optics in light systems, a paper that has been used at many universities as the
textbook on that topic.

The first iron free permanent magnet undulator was built for SSRL and tested
on Beamline 7 in December 1980. Klaus was appointed a consulting professor
at SSRL in 1983, where he assisted with the design of a 5 GeV light source
whose eventual realization was the APS at Argonne. In 1987 he received the
U.S. Accelerator School Prize for Achievement for Accelerator Physics and
Technology, and in 1990 he was elected a Fellow of the American Physical
Society.

The rest is history. Klaus became the leading light in the development of pure
permanent magnet and hybrid wigglers, undulators, free electron lasers, as
well as the electromagnets for storage ring x-ray sources. He developed the
permanent magnet versions of quadrupole and higher order multipole
magnets, and consulted on many storage ring and insertion device projects all
around the world. Though he accepted early retirement from LBL in 1991, he
continues to work in magnet design and accelerator design internationally,
and has taught an entire generation of scientists and engineers the essential
art and science of magnet design.

The Halbach Festschrift Editorial Board
Roger Carr

Brian Kincaid

Ross Schlueter
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With his son-in-law
Ron Holsinger in the early 1960s.
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I Fribourg, Switzerland
at age 30 (1955).

— With s sisters Gerda (i)
and Ifse, and brother Wolfgang in 1977.

With his daughter Terry
in about 1965.

Ruth and Klause in Berkeley in 1967.
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and built based on Halbach’s idea of using permanent magnets

in insertion devices. The undulator was installed in the
SPEAR storage ring at Stanford in 1980.
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Some of Klaus’
Projects. . .

1967 - This Omnitron gradient magnet was one of the first
magnets designed using the MIRT code (one of the codes in

the POISSON family).
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1976 - A SUPERFISH drift tube
linac problem. Klaus was
instrumental in developing the
SUPERFISH code, a computer
program for evaluation of tf
cavities with cylindrical symmetry.

1972 - Work underway on the High
Resolution Spectrometer at Los
Alamos National Laboratory. Klaus
conceived of the idea of putting
correction windings in slots in the
backside of the poles to produce very
uniform fields in wide aperture
magnets. (Inset) At project
completion in 1977.

1975 - This PEP I quadrupole was built
under the guidance of Klaus and his
perturbation theory was used to determine
the mechanical tolerances necessary to
achieve the high field quality required for
this design.
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1980 - The first undulator based on
Klaus’ idea to use permanent magnets
was installed in the SPEAR storage ring at
Stanford in late 1980, the result of a joint
effort of LBL and SSRL. The undulator is
still in operation at the Synchrotron
Radiation Center in Wisconsin.

1983 - The concept for this
electromagnetic wiggler was developed
by Klaus for the Electron Laser Facility
(ELF) at Livermore. An early
experimental free-electron laser, ELF
confirmed the “exponential gain
regime,” where the signal grows at a
rate that increases as the signal
increases.




1983 - The 54-pole hybrid wiggler LBL
constructed for SSRL was featured on
the cover of Physics Today. Another
Halbach innovation, the hybrid uses
samarium-cobalt to produce the
magnetic flux in the steel pole
pieces—achieving simultaneously a
high magnetic field with a short period.

1985 - Arc magnets designed by Klaus’
group at LBL installed in the Stanford
Linear Collider (SLC).

1984 - Klaus came up with the
concept for the first adjustable
hybrid drift type magnet which
provides the adjustability needed
to focus different beams in heavy
ion linacs. The one shown here
was built as a “proof of principle”
device for use in a linac for ion
radiotherapy treatment. (Inset) A
later version from 1987.




1988 - Another Halbach concept was the
laced quadrupole, which uses permanent
magnet material to reduce saturation in
the poles thus allowing electromagnetic
excitation to result in higher gradient
operation.

1987 - A large bore quadrupole built at Los Alamos. A
coil dominated magnet inside a cylindrical iron yoke, it
was part of a star wars project to focus large beams of
electrons into outer space.

Laced electromagnet wiggler W]

Yoko

permanent [/
magnat

1989 - His laced permanent magnet
concept was used in the design of the laced
elecitromagnet wiggler built at Lawrence
Livermore. This type of wiggler had
applications in star wars and in electton
cyclotron heating in tokamaks (a
confinement system for fusion).

1992 - The ALS 8-cm-period
undulators have a magnetic structure
based on Klaus’ 3D hybrid theory.
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A Short History of WOLF

William S. Cooper

Klaus was a physicist in the LBL fusion energy group when I joined it as a graduate
student in 1959. I uitimately also became a staff member of the group, and Klaus
ultimately left it, to pursue magnet design. In the Fall of 1970, we were asked to develop
a neutral beam injector for the Livermore 2X experiment; the goal was to deliver 10 A of

DO at 20 keV to the plasma, which required the development of a large area ion source and

a multiple aperture electrostatic accelerator capable of accelerating 16 A of D™ ions, both
considerable extensions of the then current technology.

I volunteered to design the accelerator, and began looking for a suitable design code. I
couldn’t find one--in those days the codes did not deal correctly with the problem of
“extraction” of ions from the ion source plasma, and the design of this type of accelerator
was largely done by trial and error. So I went to Klaus, as I often did when I had a tough
problem, to see if it might be possible to adapt his PISA optimization program, which
had already made a big impression on me, to electrostatic accelerator design. He agreed;
many of the necessary elements had already been developed in applying PISA to magnet
design, such as a flexible triangular mesh and a Poisson solver for it. Calculating ion
trajectories through this mesh would be particularly simple, as the electric field in a
triangle was taken as uniform, resulting in a simple parabolic trajectory through a triangle.
In fact the trajectory calculation only amounted to evaluating formulas to determine the
trajectory parameters when the ion crossed from one mesh triangle into another!

I went to Ken Fowler, at the time head of the Livermore fusion program, and he
agreed to give us an additional $20k for this project. I provided overall guidance, Klaus
worked out the physics and his usual “clever tricks,”! and Steve Magyary did the
programming. The program to calculate ion trajectories, with space charge, was called
“FLOW.” The convention at the time was to invert the name of a program when it was
combined with PISA for optimization (the magnet code “TRIM” became “MIRT,” etc.);
that is how FLOW became WOLF.

FLOW was running in short order, in only a few months as I recollect, and Steve
incorporated it into PISA. The result was WOLF, a very sophisticated ion optics
program, then and even now. Of course it correctly handled the ion space charge, and also
treated electrons near the plasma sheath edge (as a Boltzmann distribution, not as
particles). It could simulate a finite ion temperature, and by generating a fine mesh near
the edges of electrodes, the aberrations that these edges generated could be calculated.
WOLF let us determine what physics was important and what was not in the accelerator
design process, which took some time. The optimization features were remarkable-~
WOLF could vary the ion current density, and electrode shapes, positions, and potentials
to optimize the final beam properties. It could also deform the plasma sheath edge, which
we chose as the ion emitting surface, to generate a realistic plasma “meniscus.” By 1974




we had used WOLF to design an accelerator, our group had made and operated it, and we

were able to compare predicted and experimental results.? We continued to use the
program very successfully; the accelerators in the neutral beam systems still in use on the
TFTR (Princeton Plasma Physics Laboratory) and DIII-D (General Atomics) tokamaks
were designed with WOLF. The original program only handled two dimensional
electrostatic problems (“slot” electrodes), but WOLF was later extended, particularly by
Chun Fai Chan, to include magnetic fields and circularly symmetric apertures as well.

Two advantages of using a good optimization program really stand out. Klaus has
discussed these, but I want to add my comments as well, drawing from my experience in
using WOLF. First, when WOLF converged to a solution, there wasn’t any point in
wasting time looking for a better one. There wasn’t one, within the constraints that the
program had been given for optimization. It was exhilarating to watch WOLF chug along,
reducing the “test sum” (a measure of the performance of the system, the quantity that
was being minimized) at every iteration. WOLF removed the temptation to try just one
more thing, in the hope that I could improve the performance of a very complex
nonintuitive and nonlinear system. Second, WOLF could sometimes find solutions that
had never occurred to me. One example I will never forget. I gave WOLF a problem with
an excess number of accelerator electrodes, and was surprised to see that it was able to get
more current through the structure by increasing the potential on alternate electrodes,
while decreasing the intermediate ones. What in the world was it doing? Then it dawned
on me--WOLF had discovered electrostatic strong focusing! I tried to patent the idea, but
I was too late--someone else had beaten WOLF and me to it.

Working with Klaus has always been a joy, an inspiring and sobering experience. I
am thankful to have had the opportunity.

\
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A Compact Permanent Magnet Cyclotrino
for Accelerator Mass Spectrometry

A.T. Young, D. J. Clark, W.B. Kunkel, K.N. Leung, and C.Y. L1
' Lawrence Berkeley Laboratory
University of California
Berkeley, California 94720 USA

Abstract
We describe the development of a new instrument for the detection of trace

amounts of rare isotopes, a Cyclotron Mass Spectrometer (CMS). A compact low
energy cyclotron optimized for high mass resolution has been designed and has
been fabricated. The instrument has high sensitivity and is designed to measure

carbon-14 at abundances of < 10-12. A novel feature of the instrument is the use
of permanent magnets to energize the iron poles of the cyclotron. The instrument
uses axial injection, employing a spiral inflector. The instrument has been
assembled and preliminary measurements of the magnetic field show that it has

a uniformity on the order of 2 parts in 104.

I. INTRODUCTION

Accelerator mass spectrometers (AMS) are currently being used very
successfully for the detection and measurement of trace elements and for the
determination of isotopic abundance ratios. Continuing advances in the state of
the art are accompanied by steady growth in diversity and scope of the
applications, as is apparent from the proceedings of periodic international topical
conferences.! The present status and outlook have been well summarized by J.
Davis, who mentions novel uses of AMS, e.g. in industry and even in forensic
work, in addition to the usual archeological, geoscientific, environmental, and
biomedical applications.? In connection with the latter in particular, Davis points
out that there is an increasing need for the development of smaller machines,
optimized for 14C and 3H, and specialized for medical work.

The one disadvantage of the AMS method is that the equipment tends to be
large and expensive. The most common devices used are tandem accelerators,
yielding energy doubling, provided the particles in question can start out as
negative ions. On the other hand, smaller, low-energy cyclotrons for use in mass
spectrometry have been under development for some time, at various locations.3-5
Particularly successful has been the effort by Chen et al., at Fudan University in
China, which included a number of sophisticated refinements.6 However, this
machine is still fairly large.

In this paper, we describe a small low-energy cyclotron, a "cyclotrino,"
designed to accelerate 14C ions, for biological research and for medical




applications. It differs from all other cyclotrons in that its magnetic field is derived
from an assembly of judiciously placed permanent magnets. The resulting loss in
variability of the field strength causes no problems, since the instrument is
intended to be optimized only for one single ion mass. The advantage of this
design lies in the gain in compactness and simplicity of operation. No coils or
power supplies and no cooling are required for the magnet. This greatly reduces
the utility requirements for the spectrometer system as a whole. This reduction
and the small size and weight are make the system "portable" or "transportable,”
conceivably permitting utilization in medical studies in hospitals, or for
environmental monitoring in trucks or airplanes.

The term "Cyclotrino” was introduced in the 1980s by R.A. Muller and co-
workers,” who also proposed the use of permanent magnets at the time but failed
to obtain funding.8 The realization of the present device is a result of recent
increases in demand for specialized machines combined with the participation of
our local expert on magnet design, Klaus Halbach.

I CMS DESIGN
A. System Considerations

The physical principle behind using a cyclotron as a mass spectrometer is the
fact that only particles of the correct charge-to-mass ratio will be accelerated in
the device. Each particle makes many orbits in the cyclotron, and with each orbit
the mass discrimination increases. The overall size of the machine is dictated by
the species to be measured, the injection energy of the ion, and the mass
resolution needed. For 14C, a mass resolution of about 1800 is needed to separate
14C from 13CH. The resolution of a CMS is described by?

R= 3 x n x H, (1)

where n is the number of orbits the particles make before extraction and H is the
harmonic of the fundamental cyclotron frequency that the accelerating RF is
operating on. For 14C in a 1 T field, the fundamental frequency is 1 MHz. H
might be 15, so that the minimum number of orbits would be 40. With modest
energy gain per turn, <500 V, it is possible to achieve this figure with an
extraction radius of < 9 cm. We have conservatively designed the instrument for
an extraction radius of 12 cm, corresponding to an energy of 50 keV.

Figure 1 shows a schematic diagram of the LBL. CMS system. To improve the
performance over existing devices, changes are being made in the ion source and
the injection system. This will lead to enhanced sensitivity and increased sample
throughput. The magnetic field of the cyclotron is produced by permanent
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magnets rather than electromagnets. Particles emerging from the accelerator are
detected using a microchannel plate detector.
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Figure 1. Schematic diagram of the LBL Cyclotrino.




B. Ion Source and Injection System

The ion source typically used in AMS is a cesium sputter ion source.
However, we have experimented in the use of a magnetic multicusp source for
this project. 10 In these devices, negative ions from gas phase precursors are
formed directly in the discharge plasma. Recent experiments have shown that C”
can be formed in these sources as well.11 Further research is necessary to
optimize this type of source for C- production. If successful, it will provide a
simple to operate, high throughput source of negative ions without the need for
the graphitization process used with sputter ion sources.

After production, the ions are transported to the cyclotron where they are
injected axially using a spiral inflector, an electrostatic channel which twists or
“tilts” as it guides the ions down the axis of the machine and into the midplane.
The inflector geometry has been optimized so that the emittance of the ion beam
coming out of the inflector matches the acceptance of the cyclotron.

C. Magnet Design

A novel aspect of the cyclotron design is the use of permanent magnets to
produce the magnetic field. This has two advantages. First, the overall size and
weight of the magnet structure are reduced, as the magnet coils and power
supplies are eliminated. Second, the electrical power and cooling requirements of
the instrument are minimized. With permanent magnets, the CMS will be
transportable and could be placed aboard aircraft, small boats, or in field
locations. Their use will also reduce operational costs. The magnetic field in the
midplane is 1 T. For high mass resolution, the orbits need to be isochronous; a
flat magnetic field uniform to about 2 parts in 104 must therefore be maintained.

Under the guidance of Klaus Halbach, a conceptual design for the magnet
was developed. Figure 2 shows a sketch of the device that Klaus produced for
one of the early design meetings. Magnet material is placed in contact with the
iron pole pieces. The iron concentrates and directs the magnetic flux to the pole
faces. For one pole, the magnets are oriented so that the magnetization vector
points toward the pole face. For the other pole piece, the magnets are oriented so
that the magnetization points away from the pole face. A magnetic flux return
(“yoke”) connects the magnets to complete the circuit. The midplane of the
accelerator is placed between these poles.

From this conceptual design, calculations were performed to optimize the
geometry. Initially, a program which analytically calculated the indirect and
direct magnetic fluxes from various candidate configurations was used to define
the dimensions of the magnets, poles, and yoke. The computer program
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POISSON was then used to verify and optimize this solution. Figure 3 shows the
final geometry adopted. Note the similarity between it and the original sketch of
the cyclotrino. Some differences can be noted, for example, the accelerator's
radius increased, resulting in an increase in pole radius and magnet material.
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Figure 2. The original cyclotrino magnet conceptual design proposed by Klaus Halbach. The
figure is a side view of one quadrant of the cylindrically symmetric instrument.
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Figure 3. The final design of the cyclotrino. Most of the changes with respect to Figure 2 came as
a result of an increase in the cyclotrino radius.

II. INSTRUMENT PERFORMANCE

The final design parameters of the cyclotrino are listed in Table 1. Of crucial
importance is the quality of the magnetic field. After assembly, measurements of

the magnetic field were made. These are shown in Figur

e 4. As can be seen,

within the acceleration region between 5 cm and 12 ¢m, the field is flat to within
+ 3 parts in 104. This small deviation was anticipated in the POISSON
calculations, and can be corrected by trimming and adjusting the position of the
radial magnets. With this correction, the field should be within tolerance

throughout the acceleration region.
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Figure 4. Measurement of the magnetic field in the cyclofron across a diameter. The field is flat to
within & 3 x 10* between 5 cm and 12 cm radius.

Parameter Description

Ion source Magnetic multicusp
Species Carbon 14

Injector type Spiral inflector

Injection energy |5 keV
First orbit radius |4 cm
Extraction radius |12cm
Extraction energy | <50 keV
Pole face radius 15cam

Pole gap 1.6 cm
Magnetic Field 1T
Field Source SmCo Magnets

Table 1. Cyclotron design parameters.




Figure 5 is a photograph of the completed instrument with Klaus, the
authors, and many of the people involved in the project. Further optimization of
this prototype design can also be envisioned. For example, reductions in the pole
and yoke radii may be possible, leading to an even smaller machine.

IV. CONCLUSIONS

Cyclotron mass spectrometry (CMS) is a potentially powerful analytical
technique with applications ranging from studies of global warming constituents
to the biological metabolism of pollutants and pathogens. A permanent magnet
cyclotrino has been designed and constructed to demonstrate a system which
would be cost-effective and readily available. Initial measurements of the
magnetic field show that the field uniformity is within expectations.

™ N X . Mee
. i SN % — . . d
Figure 5. The permanent magnet cyclotrino with many of the people involved in the project. From left to
right are: Glenn Ackerman, Mary Stuart, Anthony Young, Dave Clark, Wulf Kunkel, Luke Perkins,
Ka-Ngo Leung, Klaus Halbach, Chaoyang Li, Tom McVeigh, Al Rawlins, and Steve Wilde.
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A Study of the Suitability of Ferrite
For Use in Low-Field Insertion Devices

Kenneth Johnson and William V. Hassenzahl

ABSTRACT

Most insertion devices built to date use rare-earth permanent-magnet
materials, which have a high remanent field and are more expensive than
many other permanent-magnet materials. Low-field insertion devices
could use less-expensive, lower performance magnetic materials if they
had suijtable magnetic characteristics. These materials must be resistant to
demagnetization during construction and operation of the insertion device,
have uniform magnetization, possess low minor-axis magnetic moments,
and have small minor field components on the surfaces. This paper
describes an investigation to determine if ferrite possesses magnetic
qualities suitable for insertion device applications. The type of ferrite we
investigated, MMPA Ceramic 8 from Stackpole Inc., was found to be
acceptable for insertion device applications.

INTRODUCTION

Insertion devices [1,2,3] are used with electron storage rings to produce photon
beams. The insertion devices’ magnetic fields accelerate electrons in a direction
transverse to their forward velocity, which causes them to emit synchrotron radiation.
Spectral requirements for the emitted radiation [4] impose requirements on the emittance
of the electron beam in the storage ring [5] and the quality of the magnetic field in the
insertion device [3]. This in turn determines the requirements for the magnitude and
variation of the remanent field B of the magnetic blocks used to produce the accelerating
magnetic field. A permanent magnet block having dimensions typical of those used for
some of the Lawrence Berkeley Laboratory (LBL) Advanced Light Source (ALS)
undulators is shown in Fig. 1. Each block is placed at a precise location in the magnetic
structure and has a fixed orientation. Producing the ideal magnetic field depends on
achieving the proper alignment between the local and average magnetization vector and
the reference coordinates determined by the block geometry. Insertion devices, in
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particular those in which the field is produced and shaped entirely by the magnetic
material, require high quality magnetic blocks that must:

1. Be resistant to demagnetization due to contact with other pieces of
permanent magnet material and with high-permeability metals

2. Have uniform magnetization throughout their volume

3. Be magnetized parallel to a specific axis, with low minor-axis
components of magnetization, and

4. Have small local minor-axis surface field components on the minor
faces, particularly those that are closest to the electron beam.

Resistance to demagnetization
assures a predictable magnetization state
or operating point during operation of .
. . . z major face
the complete insertion device. Several
steps in fabrication may expose the block
to high external fields and other
demagnetizing forces. Hybrid insertion

devices use high-permeability metals to

concentrate the flux and produce higher
and better controlled magnetic fields in

minor faces

the region of the electron beam. The
blocks in these devices are always in

contact with high permeability materials.

Figure 1. Ferrite block and reference coordinates
(dimensions in centimeters).

Providing uniform magnetization

in a direction parallel to the major axis |

throughout the block's volume will assure small minor axis field components and allow
proper orientation during insertion device construction. Local field components
perpendicular to the minor faces of the block, in particular the face closest to the electron
beam, degrade the quality of the magnetic field in this area and thus affect the
synchrotron radiation produced by the insertion device. Blocks that have low minor-axis
surface field components minimize this effect.




High-field hybrid insertion devices utilize the high remanent fields obtainable in
rare-earth permanent magnets. For example, Neodynﬁum—koﬁ-Boron (Nd-Fe-B), which
has a By of 11,800 gauss and is very resistant to external temperatures and fields,
contributes to the performance of the ALS insertion devices. One tesla fields are routinely
achieved and 2 T is possible in long period devices. The materials selected for the blocks
in these insertion devices have been investigated to determine that they meet the
requirements mentioned above. Lower fields may be acceptable in insertion devices for
other applications. These devices can be constructed with rare-earth materials by just
using smaller quantities than are required for the high-field devices. However, low field
insertion devices may be less expensive and easier to construct using less expensive
materials with lower remanent fields. We evaluated the suitability of ferrite for use as
permanent-magnet blocks in a low-field insertion device by verifying that ferrite
possesses the relevant magnetic qualities.

EVALUATION OF A FERRITE BLOCK

Sample Block

To test this material we procured an unmagnetized sample of the ferrite MMPA
Ceramic 8 from Stackpole Inc. Block SP1, with dimensions 1.2 x 3.5 x 3.5 cm, which is
similar to those of the ALS US5.0 [3], was cut from this sample. Block SP1 was
magnetized in a direction parallel to the Z-axis by applying a field of 20 kOe. The applied
field was produced in the 1.2 cm gap of an iron yoke wrapped with 800 turns of wire
carrying 25 amperes. Verification that the block was saturated by the magnetizing
procedure was obtained by measuring the dipole moment of SP1 (or volume averaged
magnetization) at its operating point in air, and comparing this value to the remanent field
specified by the manufacturer (see Table 1).

Block Magnetic Field and Orientation

The block characteristics were determined in the Helmholtz-coil magnetic-
moment measurement system [6] developed for the ALS. Results are shown in Table 1.
The volume averaged magnetization is less than the maximum possible remanent field by
about 6%. Since the demagnetizing-field in air, Hq_air, reduces the effective magnitude
of B, the moment of a block measured in this system is always less than the maximum.

15




Thus we conclude that the block was saturated during the magnetizing procedure. Table 1

also verifies that the magnetization
TABLE 1.

Manufacturer's specifications for MMPA Ceramic 8.
B, =3850 gauss
H = 3050 gauss

was parallel to the desired axis of the
block. The transverse components are
quite small and the volume averaged
magnetization vector given in Table 1
has an angle of only 0.685° with Energy Product = 3.4 x 106 gauss-oersted
respect to the major-axis. This '

. ) . Measured magnetization (volume averaged) after
misorientation is well within the 3° | magnetizing block.

range acceptable for the U5.0 blocks. M,Hy air) =-3639E 1 gauss
The actual misorientation for the U5.0 MyHg_air) = 35%3 gauss
blocks was less than 1°. My(Hq ) =-26.720.1 gauss

Resistance to Demagnetization

Resistance to demagnetization by external fields is characterized by the
coercivity, H, specified in Table 1 for MMPA Ceramic 8 ferrite. Demagnetization due to
contact with a high-permeability metal was measured by comparing the volume averaged
magnetization of the block before and after measurement of surface fields in a high-
permeability flux shunt [7]. This device, sometimes called an iron maiden, clamps the
major surfaces of the magnetic block in a high permeability Ni-Fe yoke. Contact with the
high permeability (= 60,000 at low H.) Ni-Fe moves the operating point of the ferrite
block by decreasing the internal demagnetizing field magnitude, (Hg < Hg ajp). In
particular, removal of the block from the Ni-Fe maiden could partially demagnetize the
block and place all or part of the material at a lower operating point, i.e., on an inner

hysteresis loop. As shown in Table 2,
ferrite block SP1 was not affected by Change in volume a:llc;iz:dE;;gnetization due to
this process, indicating adequate | contact with Ni-Fe.
resistance to demagnetization during (M g_air)final- ™Mi®d_air)initial)
contact with magnetic materials. (=x,y,0rz) '

delta M, =+10£1 gauss

delta My =+ 46 gauss
deltaMy= 0.0 10.1 gauss

16




Surface Field Components

Measurement of the minor-axis surface field component was performed while the
block was clamped inside the Ni-Fe flux shunt. A small search coil was used to scan the
minor surfaces of the block. The resulting minor-surface field profiles are shown in Figs.
2 and 3. Note that the local field has a maximum value of only 0.8% of the measured

remanent field, B.
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Figure 2. Minor-surface field profile for surfaces perpendicular to the x axis.
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Limit of Applicability

The demagnetizing field, Hy ,jr, increases with decreasing geometric ratio [8]
(geometric ratio = length (or transverse dimension) to height). Since the geometric ratio
for block SB1 is 0.343, demagnetization should not occur in blocks using this type of
ferrite and having geometric ratios greater than 0.343.

CONCLUSION

The MMPA Ceramic 8 ferrite block studied possessed adequate resistance to
demagnetization, and small, local, minor-axis surface-field components. These magnetic
qualities suggest this type of ferrite is a suitable permanent magnetic material for use in
low-field insertion devices. Because resistance to demagnetization is dependent on block
geometry and thinner blocks might be indicated for some applicétions, further
investigation should be performed if blocks with geometric ratios significantly less than
0.343 are proposed.
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Introduction

The past decades have seen a tremendous development in nuclear, middle, and high energy
physics. This advance was in a great part promoted by the availability of newer and more
powerful instruments. Over time, these instruments grew in size as well as in sophistication
and precision. Nearly all these devices had one fundamental thing in common — magnetic
fields produced with currents and iron. The precision demanded by the new experiments and
machines did bring the magnet technology to new frontiers requiring the utmost in the accuracy
of magnetic fields. The complex properties of the iron challenged innumerable physicists in
the attempt to force the magnetic fields into the desired shape. Experience and analytical insight
were the pillars for coping with those problems and only few mastered the skills and were
in addition able to communicate their intricate knowledge.

Tt was a fortuitous situation that we got to know Klaus Halbach who belonged to those
few and who shared his knowledge contributing thus largely to the successful completion of
two large instruments that were built at the Forschungszentrum Jiilich, KFA, for nuclear and
middle energy physics. Inone case the efforts went to the large spectrometer named BIGKARL
[1] whose design phase started in the early 70ties. In the second case the work started in the
early 80ties with the task to build a high precision 2.5 GeV proton accelerator for cooled stored
and extracted beams known as COSY-Jiilich [2].

Designing BIG KARL

The accurate observation of the momenta of ejectiles after a scattering process constitutes
one of the most powerful tools for nuclear structure studies. In connectionwith the isochronous
cyclotron JULIC [3] this research had to be carried to higher energies and created the need
to design a high resolution spectrometer with large acceptance and a momentum range fitted
to the envisioned physics. The mass-energy product mE/g? had to be in the range of 540 u-MeV
and was significantly larger then the current systems in use for these studies. Scaling a well
known design of that time like the Q3D [4] resulted unfortunately in a device to big and with
a price tag that was out of reach. Therefore, it was necessary to conceive a new design. It
came to be a QQDDAQ structure and the spectrometer was named BIG KARL reminding with
its name to Karl L. Brown, one of the key persons in the design process. The important new
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consideration in this design was the phase space matching within the dipoles allowing to shrink
considerably their gap and thus the cost for manufacturing. In terms of expenditure this new
design meant a tremendous savings compared to scaling up the the Q3D as depicted in figure 1.
Included in this estimate is besides others the cost for iron, copper, power supplies, primary
power, cooling, and machining.

S T T v

5

Expenditure [relative units] —
w

115 2
Radius [m] ——

Fig. 1  Relative expenditure for Q3D-type spectrometer and BIG KARL-type spectrometer versus the central
radius and correspondingly different energy-mass products.

The next major hurdle that had to be passed was the design of the magnets themselves
which had to break new ground in terms of energy resolution. The reason for this is that studying
nuclear states at higher energies has one inherent difficulty. On a relative scale those states
are spaced closer together and thus demand a higher precision of the magnetic fields and a
significant better correction of residual optical aberrations. It is here where the expertise and
experience of Klaus Halbach came into play. The shape of the magnetic fields in the dipole
needed to be formed in a highly controlled way to counter the aberration of the system that
would have been detrimental towards the demanded resolution. To remedy this problem Klaus
Halbach proposed a special type of correction windings [5] that gave the necessary freedom
for manipulating the field shape and thus allowing for the desired field corrections.

The basic design consists of a certain number of conductors that are embedded in grooves
machined in the surface of the upper and lower yoke where the pole pieces are attached. Their
curvature is identical to the radius on which they act and they are arranged symmetrical to
the magnetic midplane. At the transition from iron to air the currents in these conductors cause
a change in the tangent magnetic field component H,. This led to the name H-winding for
this type of correction coil. An overview of their layout is given in fig. 2, which shows a front
view of the first dipole. The upper part is shown as cross section while the lower part shows
a front view with the correction coils going around the yoke.

Much more detail can be seen in fig. 3 showing the cross section through the pole piece
and part of the upper yoke of a model magnet that had been used to study in depth the properties
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Fig. 2  Front view with cut away view of the upper part of dipole 1 of BIG KARL.

and the handling of the H-Windings.
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Fig. 3  Model magnet with H-Windings and pole form analog to the dipoles of BIG KARL.

It reveals the sophistication that had to be applied to achieve the required field quality.
The upper yoke carries grooves in which the windings of the H-winding are placed. The pole
piece is engraved with 40 mm deep grooves to force the magnetic field lines to the vertical
direction enhancing thereby the uniformity of the field.

The gradient profile for the x-direction of this model magnet is depicted in figure 4. One
of the H,-windings, in this case HT4, was fed with currents of different polarity and magnitude.
For each measurement the magnet had been cycled in a well prescribed way through saturation.
With this procedure a field reproducibility of 107 was obtained [5]. Many of the observed
effects can be understood within the frame of the orthogonal analog model described inref. [5].
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Fig. 4  Gradient profile measured in the model magnet for a set of correction currents applied to H4.

In this model magnetic properties are set in correspondence to certain electrical properties.
This allows in many cases to study the behavior of magnetic systems by creating the corresponding
structure on conductive paper and measuring the electrical properties.

The corrective action of the Ht-currerits depends on the relative permeability and, hence,
on the magnitude of the main field. The higher its value the smaller the effect of those currents
limiting this correction method at higher fields.

Complementary, the effect of H-currents has been studied in paralle]l via POISSON calculations
[7]. The deformation of the field lines caused by a H,-current is visualized in fig. 5 for a H-type
dipole magnet similar to the ones used in the spectrometer. Taking into account the finite mesh

Fig. 5  Resultofa POISSON calculation showing the effect of an Hi-current of 120 A. Mean field is 8.8 kG.
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structure, gradient curves extracted from those calculations are in reasonable agreement with
the measurement. Of course, for the precision needed in a spectrometer an accurate measurement
of the field distribution was indispensable.

A field map of the homogeneous range of dipole D1 of the spectrometer is lain down in
fig. 6. Shown is, ina blown up scale, a small window of the magnetic induction B, covering
a range of approximately 10 Gauss at a level of 8770 Gauss. The characteristic small bump

Fig. 6  Field map of the first spectrometer dipole.

in the middle of the dipole is due to the split structure of the upper and lower yoke. The mechanical
design had to resort to such a construction as otherwise it would not have been possible to
assemble the large dipole magnets on site. The small azimuthal variation of the field is not
detrimental to the jonoptical quality of the dipole. More important and-of excellent quality
is the radial uniformity of the field.

The dipole fringe field region is another critical point for the final resolution of a spectrometer.
Besides the Rogovski shape of the pole pieces field clamps are used to shape the entrance and
exit fields. They enable the shaping the entrance in exit curvature for minute corrections and
result in a quite stable position of the virtual field boundary over a large field range. Their
mechanical shape and the corresponding field is graphed in fig. 7.

Handling of the H,-Windings

Adjusting the currents of the H-windings for optimal resolution is a non trivial task. It
is of course possible to adjust calculated field forms withina specified range. But when itcomes
to high resolution spectroscopy the caiculated field form may not give the best result. Examples
of radial field shapes generated in the first dipole are shown in figures 8 and 9.
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Fig. 7  Shape of the fringe field at the entrance of dipole 1.
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Fig. 8  Field deformation through a single H-current. Fig. 9  Field distribution applying H-currents with
a linear rise respectively fall versus radius.

The first case shows the effect of a 50 A current through a single H -winding. It leads approximately
to an indexed dipole field. This effect is enhanced and the field form improved when supplying
the same current to all H-conductors. This field shape results in a focussing respectively defocussing
of the particles. Differént to this a current distribution with a linear rise respectively fall versus
radius is used in the other case, giving a quadratic field term that would modify the second
order aberrations for the focussed particles.

To get best result in a real experiment one starts with an approximate field setting. To
speed up the optimization process one uses a target of suitable thickness and a reaction having
a high cross section and several exited stated that allow to judge the variation of the line width
along the focal plane. To study the focussing properties one narrows the entrance slits such
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that only a small angular band is accepted. The entrance slits are moved to different angle
positions and for each position a spectrum is acquired. The movement of the line centers is
measured and fed into the program "MATRIX" [8] that calculates the main residual second
order effects Tjg,and Ty, according to TRANSPORT [9] notation. In addition it computes
the line broadening due to those components and suggest changes for the settings of the H -currents
using a matrix formalism. One important feature of the ion optical design of BIG KARL is
that those two components can be adjusted reasonably well due to a certain decoupling between
the two dipoles. Therefore, after few iterations one arrives at the optimum correction. To obtain
a reproducible setting one needs to "cycle” the dipole magnets. In this procedure the magnets
are driven into saturation raising the current with a slope low enough to keep the Eddy currents
small. After a period of 10 minutes the current is lowered with the same slope to the desired
value. After such a procedure it may be necessary to make some small final adjustments to
the H-currents. Once such a field form has been established it can be adjusted with great reproducibility
lowering significantly the time needed to set up the fields in the spectrometer in future runs.

The performance obtained after such an optimization is illustrated with the spectrum in
figure 10 which isa deuteron spectrum of the reaction ' Ag(p,d) 108 A 5 with an incident proton
energy of 25 MeV [10]. '
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Fig. 10 Deuteron spectrum measured with BIG KARL. Excitation energies are shown in keV.

An energy resolution of 4 keV was obtained which corresponds to a momentum resolution
of 0.8-10%, a number which is well within the design goal. Numerous nuclear studies that
have been performed over the years with the spectrometer BIG KARL enriched the knowledge
in this field. Even with the advent of COSY the spectrometer has not ceased to serve as an
important experimental tool in future experiments.
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Designing Quadrupole Magnets for COSY Using Conformal Mapping

The proton synchrotron and storage ring COSY is accelerating protons from 40 MeV at
injection up to energies of 2.5 GeV. Besides a large number of quadrupoles due to the race
track design with telescopic straight sections the large energy range requires large apertures
of the beam pipe and, hence, large apertures of the quadrupole magnets to allow for the storage
of up to 10!! protons at the low injection energy. In addition, one needs a very good field
distribution in those magnets to obtain the best beam quality possible.

The COSY quadrupole magnets were specified to provide maximum gradients of 7.6 T/m
and a good field region with a high linearity of B, within +100 mm horizontally and +20
mm vertically, keeping within this area the cumulated multipole contribution well below a
few percent. The aperture radius of the quadrupoles was chosen to be 85 mm, which means
that the good field region had to extend beyond that. To limit the width of the poles and thus
the cost and power requirement, these had to be supplied with appropriate longitudinal shims.

Klaus Halbach taught us that the best way to design multipole magnets with high precision
is to map them into dipole geometry by means of conformal mapping, optimize the dipole
and then transform back to the multipole geometry. The transformation used to map a quadrupole
is:

z =X + iy (real geometry) —> w = u + iv (dipole geometry) |
with w = 1/2r022 Io aperture radius 1)

Using this mapping technique the horizontal width of the good field region in the quadrupole
is transformed to 58.8 mm in the dipole geometry. Now another principle of Klaus Halbach
came into play, the design of the pole width of a dipole magnet with shims using his overhang
formula:

overhang = e-h with h: half gap height
e =0.39-0.14In(p) p=100-AB/B 2)

A required homogeneity for the dipole field of 10 gives an e = 1.035. Withh = 42.5 mm
the overhang necessary to give the desired homogeneity is 44 mm. So one ends up with the
edge of the pole indipole geometry at w = (103.0;42.5) and the transformation back to quadrupole
geometry yields z = (135.0;26.7) for the end point of the hyperbola. Figure 11 shows a fieldline
plot of the dipole geometry with a shim calculated with POISSON [7]. The corresponding
transformed quadrupole computed with the same program is given in figure 12.
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Fig. 11 Field lines in dipole geometry. Fig. 12 Field lines in the transformed quadrupole geometry.

The COSY quads have been built with a pole contour designed that way and the field
of the first prototype magnet was mapped carefully with a hall probe prior to mass production.
The field map in the midplane of the quadrupole is displayed in figure 13 whereas figure 14
shows a cut through this map in the centre of the magnet. It turned out that even at a gradient
of 8.4 T/m which is well above the specified value of 7.6 T/m the linearity of By is surprisingly
good within the required horizontal range of +100 mm. The performance of the quadrupoles
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Fig. 13 Field map in the midplane of quadrupole, Fig. 14 B, versus horizontal position in COSY-quadrupole,
field gradient is 8.4 T/m. field gradient is 8.4 T/m.

designed according to the techniques sketched above yielded excellent results, so we may conclude
that we followed Klaus Halbach‘s way and it worked.
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Calculated and Measured Fields in Superferric Wiggler Magnets

Eric B. Blum and Lorraine Solomon
National Synchrotron Light Source
Brookhaven National Laboratory
Upton, New York 11973

Intrpduction

Although Klaus Halbach is widely known and appreciated as the origi-
nator of the computer program POISSON for electromagnetic field calcula-
tion, Klaus has always believed that analytical methods can give much more
insight into the performance of a magnet than numerical simulation.
Analytical approximations readily show how the different aspects of a mag-
net’s design such as pole dimensions, current, and coil configuration con-
tribute to the performance. These methods yield accuracies of better than 10%.
Analytical methods should therefore be used when conceptualizing a magnet
design. Computer analysis can then be used for refinement.

A simple model is presented for the peak on-axis field of an electro-
magnetic wiggler with iron poles and superconducting coils. The model is
applied to the radiator section of the superconducting wiggler for the BNL
Harmonic Generation Free Electron Laser. The predictions of the model are
compared to the measured field and the results from POISSON.

Superconducting Magnet Design and Measurement

The undulator magnet described here is the radiator stage of a three
stage (modulator, dispersive, and radiator) superconducting undulator,
presently under construction at the National Synchrotron Light Source for
use at the Accelerator Test Facility.! The undulator will be used in a high-
gain, harmonic generation FEL experiment, and triples the input frequency of
a 10.4 pm CO3 seed laser with a 30MeV electron beam. The modulator stage
(12 periods of 26 mm, 0.81 Tesla) modulates the electron beam energy, the
tunable dispersive section (12 cm long, 0.3-1.2 Tesla) converts this energy
bunching into spatial bunching, and the radiator (84 periods of 18 mm,
0.54 Tesla) extracts the energy in the beam. The strength of the magnetic field
is tapered along the length of the radiator by reducing the magnet current.

The magnet yokes for all three stages of the undulator are machined out
of ground, low carbon steel blocks. The magnet design for all three stages is
very similar. Here we will restrict the discussion to the radiator magnet
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shown in fig. 1. It is made of six contiguous 25 cm long sections, each
consisting of an upper and lower magnet yoke. A series of 28 slots is precision
machined to *10 pm tolerance into the 25 cm long yokes. Kapton wrapped
superconducting wire is wound within these slots. This tolerance results in
peak field variations on the order of £0.1% when the magnetic field in the
iron is not saturated. These field errors increase with saturation, but level off
at about 0.35%. The increase in error with excitation is likely due to inhomo-
geneities in the iron. As the iron saturates and its permeability decreases, the
contribution of coil placement errors to the peak field errors increases. The
radiator magnets exhibit no training, and the quench current of 180 A is sig-
nificantly higher than the 90 A operational current.

The main magnet winding is continuous, with each slot wound in the
reverse direction from its neighbors. The pole faces of the radiator sections are
parabolically shaped for transverse focusing (fig. 1). For the results described
here the magnet gap in the flat region of the poles is 6 mm, making the max-
imum gap in the curved region 8 mm. In addition to the main magnet wind-
ing, there are trim windings on both ends of each yoke to control the entrance
and exit beam trajectory. The winding scheme of the radiator magnets per-
mits field tapering while allowing sorting and interchangeability between the

~ Coil

Side View . End View

Fig. 1. Simplified drawing of the iron yokes and superconducting coils
from the harmonic generation wiggler magnet. Only 7 poles are
shown although the actual magnet has 29. Two of the coils are
omitted from the drawing of the upper yoke to show the central
core. The poles at each end are half-thickness.



various magnet sections. The radiator magnets are wound with a binomial
current pattern? which nominally results in a net displacement but no
steering, in the absence of saturation.

The full length magnet is housed in a 2.5 m long cryostat. The magnet
structure is of the cold bore, cold yoke type, and is cooled by pool boiling
helium at 4.4 K. Electron strip line monitors are located at the entrance and
exit of the cold mass assembly.

The radiator magnets are tested in 50 cm long units. The magnet gap is
set by a precision ground spacer. A Hall probe array is guided by the spacer. An
in-situ Helmholtz coil permits Hall probe calibrations during testing at cryo-
genic temperatures, a necessary feature for analysis. The Hall probe array posi-
tion is computer driven. Measurements are taken as a function of magnet
excitation current. The first and second field integrals are used to determine
the trim currents required for minimal beam steering.

Theory

We present a simple 2D analytical model for the peak on-axis field Bg of a
superconducting electromagnetic wiggler magnet with iron poles. The cur-
rent dependence of the field is well described by its behavior in two limiting
cases. At low current we assume that the iron is infinitely permeable. Using a
model first presented by Klaus Halbach in 19863, we calculate By as well as
the maximum field in the pole By as functions of the current through the
coil I. When By reaches Bg, the saturation induction of the iron, we assume
that the iron is totally saturated and makes no additional contribution to the
magnetic field. Above this point we model the wiggler as an air core magnet
made from superconducting coils with an additional, constant contribution
due to the field from the saturated poles. From the two limiting cases we
obtain a piecewise, linear model of the on-axis field versus current with a
change in slope at the point where the iron saturates.

Only the upper half of a quarter period section, illustrated schematically
in fig. 2, is needed to model the properties of the periodic structure of the wig-
gler. Half of a coil of full width D; and half of an iron pole of full width W are
shown. The period of the magnet is

A=2(W+D,). (1)

The half-gap of the magnet is called h.
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Fig. 2. Quarter period cross-section of the upper pole of the wiggler
showing the dimensions used in the calculations.

By Ampere’s law, the pole tip field is related to the current in the coil I
by the expression

)

where N is the number of turns in the coil. The factor

e
I B dy
0o ¥
=20 " 51 3
f 1 Boh > ( )
accounts for the increase in field from the midplane to the pole. The integral
is evaluated along the line ab in fig. 2 . It can either be found analytically or
from a single POISSON run with infinitely permeable iron and arbitrary

current.

Except for the enhancement at the sharp outside corner, the highest
field in the iron is along line cd . The flux through cd is
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where B is the average field along the line. The terms on the RIS of eqn. (4)
represents the flux through bf, fe, and ed, respectively. A linear increase in
field along ed is assumed. The numbers f, and f3 are greater than 1 and ac-
count for the excess flux at the sharp corner of the pole. They can be defined
and evaluated as described for f in eqn. (3).

We say that the iron is completely saturated when B= B, the saturation
inductance. Substituting eqn. (2) for By in eqn. (4), and solving for I, we predict
that the magnet will saturate at a current

2BW

I = .
¥ D D
.UoN(%ﬁ"‘P?-Fi 3 +u—i)

()

The magnetic field at saturation By,s is found by subsﬁtuting this result into
eqn. (2).

At currents above Is, the maximum midplane field is
B, =B, s+ B i + (6)

where the first term on the R.H.S. is the contribution from the saturated iron
and the second is from the coils alone. Although we can calculate the field
due to the magnet coils from first principles we instead use Klaus Halbach’s
results for pure permanent magnet wigglers.# Klaus has shown that magnetic
materials like samarium cobalt and neodymium-iron-boron can be modeled
by current sheets and calls them “current sheet equivalent materials” (CSEM).
Consequently, we model the coils by permanent magnet blocks with a
remanent field

B, =ﬂ0N(I"Is)/D1r )
and use Klaus’ formulas for the magnetic field of a pure CSEM wiggler:

B'(z)= 2iB;2cos(nkz) e (1 - e”‘”‘) sin(ner / M) [(nz / M), (8)

v=0

where, referring to fig. 3,

33




z=x+1y, 9

B'=B,-iB, (10)
n=1+vM’, (11)
k=2z/A, (12)

and M’ is the number of blocks per half period of the wiggler. In our case,
M'=2,

W=h+D,, (13)
and

£=2D,/ 1. (14)

A

Fig. 3. Arrangement of CSEM blocks used in the unit permeability model
of the wiggler. The inset drawing shows the wiggler coils with
arrows indicating the equivalent remanent field direction.
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We find Bo e by evaluating eqn. (8) at x=y =0. Retaining only the first term
in the expansion and substituting in eqn. (7) we find that in the unit perme-
ability limit, the maximum midplane field is

1 (1o Jin(en/2). @

1

B,=Bys+

We have now developed a piecewise linear model of the peak midplane
field of the wiggler magnet. Eqn. (2) shows the behavior below Is and
eqn. (15) shows the behavior at higher currents. We will apply this model to
the harmonic generation wiggler magnet in the next section and compare it
to the POISSON and experimental results.

Harmonic Generation Wiggler Results

Table 1 lists the dimensions of the harmonic generation wiggler that we
used in the model. The half gap h is the distance from the midplane to the
top of the recess in the pole shown in the end view in fig. 1. The values of the
correction factors fi, f», and fs, were obtained from the POISSON calculations
described. The saturation induction Bs was set to 1.8 T based on our experi-
ence with similar calculations for other types of iron core magnets.

Table 1

Data and Results From The
Harmonic Generation Wiggler Calculation

I (mm) 18.04

h (mm) 4.00

W (mm) 4.52

D; (mm) 4.50

D2 (mm) 1.13

D3 (mm) 3.21

L (mm) 17.2

N 68

Bs (T) 1.8 -

fi 1.24

f 2.07

f3 ' 1.32

Is (A) 485

By (T) 0.418
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Fig. 4 compares the results from the model with the measured data for
the magnet and with a POISSON calculation for the geometry pictured in
fig. 3 using the dimensions in Table 1. The agreement between the two-limit
model and POISSON calculations is better than 4% at all currents. Both do an
excellent job of predicting the measured data (better than 3%) when the iron
is fully saturated (above 50 A). At low currents, when the magnetic field is
dominated by the iron, both the model and the POISSON results show the
general performance of the magnet but differ from the measured results by as
much as 20%. This is because the 2D geometry of both POISSON and the
model can not fully account for the curved pole surface of the magnet.
Nevertheless, the model and the POISSON predictions are equally accurate in
this range.

Examining the assumption of a 1.8 T maximum field in the iron at satu-
ration, we see, surprisingly, that POISSON predicts greater than 2 T at the top
of the pole at Is = 48.5 A. Although the model predicts the dependence of By
on current as well as POISSON, it does not accurately predict the fields in the
iron. It is possible that extending the model to finite permeability of the iron
may improve this but because we are interested irn the field in the magnet gap
we have not done so. .
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Fig. 4. Comparison of model and POISSON results with measured field.




Conclusions

We have presented a simple, straightforward analysis of the peak mid-
plane field of a superferric wiggler magnet as a function of the current in the
magnet coils. The model is just as accurate as POISSON in predicting the
performance of the BNL harmonic generation wiggler magnet. The analytic
formulation of the model make it easy to see the effect of the varying magnet
dimensions on performance. By comparison, a series of POISSON runs is
needed to evaluate each change in geometry.

Acknowledgments

First and foremost, we thank Klaus Halbach for his reviews and discus-
sions of the harmonic generation wiggler. Klaus also suggested the two-limit
model in a casual conversation with one of the authors (E.B.). This paper
would never have been written without him.

The harmonic generation wiggler magnet and cryostat were built by
Grumman Corporation. Their work is greatly appreciated. We also thank
Gerhard Ingold, William Graves, and the NSLS staff for assistance with
testing and measurements. '

This work was performed under the auspices of the U.S. Department of
Energy, under contract DE-AC02-76CE00016.

References

1. L.H. Yu, Phys. Rev A 99 (1991) 5178;
1. Ben-Zvi, et. al., Nucl. Inst. and Meth. in Phys. Res. A318 (1992) 208;
G. Ingold, et. al., Proc. 1993 Particle Accelerator Conference , 1439;
L. Solomon, W.S. Graves, and I. Lehrman, Proc. 1994 FEL Conference.

2. K. Halbach, Nucl. Inst. and Meth. in Phys. Res. A250 (1986) 95.
3. K. Halbach, Nucl. Inst. and Meth. in Phys. Res. A250 (1986), 115.
4. K. Halbach, Nucl. Inst. and Meth. 169 (1980), 1.

37







Comparison Of Conventional and Novel Quadrupole Drift Tube
Magnets Inspired by Klaus Halbach

Ben Feinberg
Lawrence Berkeley Laboratory
University of California
Berkeley, CA 94720
Abstract

Quadrupole drift tube magnets for a heavy-ion linac provide a demanding
application of magnet technology. A comparison is made of three different solutions to
the problem of providing an adjustable high-field-strength quadrupole magnet in a small
volume. A conventional tape-wound electromagnet quadrupole magnet (conventional) is
compared with an adjustable permanent-magnet/iron quadrupole magnet (hybrid) and a
laced permanent-magnet/iron/electromagnet (laced). Data is presented from magnets
constructed for the SuperHILAC heavy-ion linear accelerator, and conclusions are drawn
for various applications.

Introduction

A number of constraints make the design and construction of quadrupole drift
tube magnets for a heavy-ion linac a demanding application of magnet technology. The
available space is severely limited by the size of the drift tubes, and the magnets must be
cooled to dissipate the strong radio-frequency (RF) heating as well as the heat generated
by the energizing current (if any). In addition, for a heavy-ion linac where many different
jons (with different charge-to-mass ratios) must be accelerated, the focusing field strength
must be variable and the maximum field gradient as high as possible.

The initial solution to this problem was the development of the tape-wound
quadrupole electromagnet, which maximizes the volume of copper and relies on edge
cooling. * The next solution investigated was the hybrid adjustable quadrupole, which
energizes conventional iron pole-pieces with sets of stationary and rotatable permanent
magnets rather than a coil.? The third solution, the laced quadrupole, uses unconventional
iron pole-pieces energized by a tape-wound coil, and introduces permanent-magnet
material to reduce the level of saturation in the pole-pieces, thus achieving higher fields.®
The pros and cons of each choice will be presented, backed by data from actual magnets.

Magnet Principles

The basic features of the conventional tape-wound magnet are shown in Figure 1.
The coil consists of two layers of copper tape, cut as shown in Figure 2, and wound
circumferentially about the magnet with insulation between the layers. The arrows show
the current path, which forms closed loops about each pole-piece, thus producing a
quadrupole field. The coil fills the annular region between the flux return yoke and the
beam tube, maximizing the amount of copper to carry current. It is potted in high-
temperature epoxy, and freon is pumped around the edges of the magnets, cooling the coil
from the edges in. This cooling method limits the axial length of the quadrupoles, since the
heat must be removed by conduction to the edge of the coil. Note that the coil surrounds
the pole pieces along almost the entire radial extent, thus limiting the axial length of the
poletips.
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Figure 1—Schematic of the conventional
tape-wound quadrupole. The poles
determine the shape of the magnetic field
and are energized by the copper coils.
The return flux is carried by the iron
yoke.

Pole-Piece Copper Coils
Iron Poles and Yoke

\ Figure 2—Diagram of the bi-filar windings

forming the coil of the tape-wound
quadrupole. The current forms a closed
loop, of the correct polarity for a
quadrupole, around each of the magnet
poles.

—» Direction of Current

The hybrid quadrupole magnet is shown in Figure 3. This magnet relies on
permanent magnets (samarium cobalt) to energize the poles, which provide the requisite
quadrupole shape. Each pole is surrounded by fixed permanent magnets which either add
or subtract flux. On the outer circumference, a rotatable iron ring has permanent magnets
attached to its inner surface. Rotating this ring either adds to the flux in each pole, or
subtracts from the flux, thus providing adjustability. In this magnet, cooling is only needed
to remove the heat generated by the strong RF fields, since there are no electromagnet coils.




Figure 3—Schematic of the hybrid rotatable
quadrupole magnet. The permanent magnets
in the interior energize the pole-pieces,

while the magnets attached to the outer iron
rings rotate to adjust the strength of the
magnetic field. Note that there are actually
two axially separated outer rings (only one
of which is shown), rotating in opposite
directions, to ensure that no net torque is
introduced.

The third type of magnet to be
described, the laced quadrupole, is shown
in Figure 4. This magnet is basically a
conventional tape-wound quadrupole, with
permanent magnets added between the poles
Pole-Piece Magnets to reduce the flux in the iron. The flux

p i added by the permanent magnets is carried
Tron Poles and Ring by a closed path in the iron; it does not add
T Samarium Cobalt to the field in the gap. The reduction of flux
in the poles, however, allows a longer pole
Permanent Magnets tip thag in a conventional quadrupole, aI;Jd
also for a reduction in the cross-sectional
area of the poles. More copper can thus be added to each turn (see the thin area above or
below each pole in Figure 3), allowing the current to be increased. These two effects, the
longer pole tip and the higher current, both add to the focusing strength, which is the
product of the field gradient and the effective length.

Permanent

Figure 4—Schematic of the laced
quadrupole. The permanent magnets
reduce the flux in the poles by adding flux
to oppose the flux generated by the coils.
Note that the flux generated by the
permanent magnets remains entirely in the
iron, and makes no contribution to the field
in the gap.

Magnet Pole-Piece

[] Copper Coils

Samarium Cobalt
[T Permanent Magnets

Iron Poles and Yoke
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Measurements

Conventional drift-tube quadrupoles have been used in the SuperHILAC heavy-ion
linear accelerator at Lawrence Berkeley Laboratory for many years. The magnets in the
upstream section of the accelerator (prestripper) have been divided into six groups. The
members of each group all bave the same dimensions, with only the axial length of the drift
tube shell increasing downstream along the axis of the accelerator. Failures were observed
in the larger magnets in the prestripper, due to overheating of the epoxy potting. A hybrid
quadrupole was constructed as a proof-of-principle replacement magnet. This magnet was
the size of the largest group to test the forces required to rotate the adjusting rings. Figure 5
shows a comparison between a conventional magnet and the proof-of-principle hybrid
magnet.

0 50 100 150 Figure 5—Comparison of the hybrid
7 . . ; . . . quadrupole with the conventional tape-wound
' quadrupole. The hybrid quadrupole was not
6 L fully optimized to maximize the field strength.
54
3 44
&
a 3T
Sy, £ —o0— Hybrid
Quad
1 ——&—— Conventional
0 ,Quad
0 45 90
Rotation Angle

Note that the hybrid magnet field strength is adjustable over a factor of three, with a
long linear section in the middle of the range, providing the needed adjustment for
accelerating various heavy ions. While the hybrid quadrupole shows only a 7% increase in
focusing strength over the conventional quadrupole, this proof-of-principle magnet was
designed to test the mechanical arrangement and was not optimized for the highest possible
strength. Since the reliability of the hybrid quadrupole depends on the mechanical
arrangement for rotation, the magnet was cycled repeatedly for 105,000 cycles to test its
reliability. No problems with the mechanical system were found during or after this test.

Figure 6 shows the comparison between a conventional magnet and the laced
quadrupole. Twenty-three of these laced quadrupoles were constructed to replace the
smallest two groups of magnets in the prestripper of the SuperHILAC. These groups were
chosen because they have the smallest aperture, and thus the beam transmission is
enhanced the most by the higher focusing strength available from the laced quadrupoles. As
seen, the magnets deliver about a 20% increase in maximum focusing strength, which
improves the transmission of the heaviest ions by up to a factor of two.
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Figure 6—Comparison of the laced
quadrupole with the conventional
tape-wound quadrupole. The

" production laced quadrupole was

optimized to increase the field
strength.

Another point of
comparison are the error fields for
each type of quadrupole. Figure 7
presents the magnitude of the first
harmonic, n = 3, as a percentage of
the fundamental, graphed as a
function of field strength. In both
the laced and the hybrid quads
errors due to unequal excitation of
opposite poles introduce odd
harmonics, that are usually avoided
in the conventional quadrupole by
wrapping the poles in equal
numbers of turns connected in

series. Note that the magnets demonstrate a sextupole error field of less than 0.36% This is
acceptable for a quadrupole in the heavy-ion linac, where the specifications called for errors
less than 0.5% for any one harmonic, and less than 1% overall. As can be seen from the
Figure, the error fields are relatively insensitive to the exact type of magnet. They are more
dependent on the fabrication of the poles and the sorting of the permanent magnet blocks
for the hybrid and the laced quadrupoles.
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Figure 7—Graph of the ratio of the
third harmonic multipole to the
fundamental as a function of the
field strength.




Discussion

Both the laced quadrupole and the hybrid quadrupole form more powerful
alternatives to the conventional quadrupole for the heavy-ion linac drift tube Imagnets.
When optimized for focusing strength, each is capable of approximately a 20% increase in
strength compared to the tape-wound quadrupole. A point that should be noted, however,
is that each of these quadrupoles using permanent magnets is polarized; the polarity is fixed
upon construction and cannot be reversed by changing the polarity of the power supply, as
with a tape-wound quadrupole. If the polarity cannot be specified in advance, the tape-
wound quadrupole may offer a more flexible, but weaker focusing strength, option. The
hybrid quadrupole utilizes a mechanical rotation system, requiring a motor with appropriate
controls, while the laced quadrupole requires a power supply, enhanced cooling, and
controls similar to that required by the conventional tape-wound quadrupole. In the case of
the SuperHILAC prestripper, the availability of the existing magnet power supplies, control
system, and cooling system strongly favored the use of the laced quadrupole as a
replacement for the conventional quadrupole, since no new motors or controls would be
required. If a new heavy-ion linac were to be constructed, the relative construction and
operating costs of each solution would need to be carefully weighed.

Conclusion

The laced quadrupole and the hybrid quadrupole provide acceptable replacements
for the conventional tape-wound drift tube quadrupole where focusing strength and
adjustability are required. The choice of the technology will generally be driven by the
compatibility and cost of the control and adjustment system, since the performance of each
magnet is similar. Each performus significantly better than the tape-wound quadrupole, and
each should therefore be considered in the construction of a heavy-ion linac.
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Concept of Quasi-Periodic Undulator
- Control of Radiation Spectrum -

Shigemi Sasaki
Department of Synchrotron Radiation Facility Project
Japan Atomic Energy Research Institute
Tokai-mura, Naka-gun, Ibaraki 319-11, Japan

A new type of undulator, the quasi-periodic undulator (QPU) is considered which
generates the irrational harmonics in the radiation spectrum. This undulator consists of the
arrays of magnet blocks aligned in a quasi-periodic order, and consequentially Jead to a
quasi-periodic motion of electron.

A combination of the QPU and a conventional crystal/grating monochromator
provides pure monochromatic photon beam for synchrotron radiation users because the
irrational harmonics do not be diffracted in the same direction by a monochromator.

The radiation power and width of each radiation peak emitted from this undulator are
expected to be comparable with those of the conventional periodic undulator .

Introduction

Conventional undulators which have ever been built have periodic magnetic
structures so that the relativistic electrons have sinusoidal orbit in the device to emit sharply
peaked radiation. The motion of electrons in an undulator leads to a generation of rational
harmonics of radiation such as the third and fifth harmonics in addition to the fundamental
radiation unless the deflection parameter K is infinitesimally small.

For many user's experiments, monochromatic radiation from an undulator is very
useful, however a mixing of the higher harmonics is not welcome because it causes a
increment of noise ratio. The higher harmonics of radiation are usually removed by using a
total reflection mirror which absorbs the radiation above the critical energy at a given
reflection angle. The other way to remove the higher harmonics is to detune a double
crystal monochromator so as to utilize the wider Darwin width of the fundamental
reflection. However, these conventional techniques are somewhat difficult to use in the
hard x-ray region because of a very small critical angle of total reflection and a very narrow
Darwin width even for the fundamental radiation.

Recently, an undulator which suppresses higher harmonics by introducing
intentional phase error in periodic structure or by adding a horizontal magnetic field has
been proposed in order to avoid the higher harmonic contamination.[1-4] From a different
viewpoint , we proposed a new type of undulator which never generates the rational higher
harmonics but generates the irrational ones.[5,6]
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The idea came up from an analogy between an equation of x-ray scattering by
matter and that of synchrotron radiation. The intensity of x-ray diffracted by .a one-
dimensional scatterer is [7]:

2
I(g) = f p(r) exp(-2zigr) dr| , (1

—00

where p(7) electron density of scatterer. On the other hand, the spectral angular intensity
distribution of synchrotron radiation is [8]:

2
I || Fr) exp{-2ni(fic)ry} dr. 2
3fdo LO (rn) exp{-2ri(fic)ra} dr | , (22)
F(ry) = [mx(m-r/c) Xr/c] exp(2xift) , (2b)
n(1 - Folc)?
h =L _ (20)

Here, we neglected the coefficient for simplicity.

As we see above, equations (1) and (2a) have the same form. Therefore, we realize
that we can treat the radiation from a quasi-periodic undulator as the same manner with the
diffraction from one-dimensional quasi-crystal.

Creation of quasi-periodicity

One of the ways for creating a one-dimensional quasi-periodic lattice is to project
the two-dimensional periodic lattice points in a window onto a line inclined with an
irrational gradient against an axis of two-dimensional lattice. Figure 1 shows an example of
the two-dimensional square lattice with the nearest neighbor distance of 4, in which open
and full circles refer to the scattering centers of positive and negative contribution for x-ray
or electron, respectively. Then, we draw a line through the origin with an irrational gradient
of tano. with respect to the x-axis.

In order to produce a quasi-periodic array of scattering centers, we next draw a
window AA'BB' inclined with the slope of tano. as shown in Fig. 1.
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Fig. 1 Creation of one-dimensional quasi-periodic lattice from a 2D square lattice consists
of positive and negative scattering centers. A quasi-periodic 1D lattice is created on the
AA' line.

In this example, we selected an irrational inclination of tano=1//5. Then, we project the
lattice points contained in the window onto the inclined axis AA'(hereafter we refer to this
axis as R/). From Fig. 1, we find intuitively that the points projected onto R” have
coordinates of (R;”, 0)'s with two kinds of inter-site distances, d=asino. and d'=acoso
having a ratio of

d__1 | @)
d tang
The points are aligned in an aperiodic fashion defined by
Ri” = ia coso + a (sine-cosc) [Ml—“— -l-l] @)
' 1+tanc

for the ith point, where [z] stands for the greatest integer less than z.

As we realize from equations (1) and (2), the intensity in each equation is given by
the square of the Fourier transform of the function p(r) or F(ry). Therefore, the intensity
distribution in g-space (reciprocal space) or in f-space (frequency space) is determined in 2
simple way by assuming the position of +/- scatterer described in eq. (4). Figures 2(a) and
(b) show the Fourier transform of the structure in Fig. 1 and the intensity distribution as a
function of g.
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Fig. 2(a) Fourier transform of the structure described in Fig. 1, and (b) the intensity
distribution alorig the line VV' (q// -axis).

Real magnet configuration of QPU

Figure 3 shows the example of a part of the QPU magnet structure. Arrows in the
magnet blocks represent the directions of magnetization. A magnet block isolated from its
neighbors is thinner by a factor of 0.7 to reduce the strength of the on-axis magnetic field to
the same magnitude as the other non-isolated regular magnet blocks. The magnets at the
most left end and those at the most right end (which are not shown in Fig. 3) are thinner by
a factor of 0.65 for the purpose of the end correction. In this example, we chose 5 for an
irrational number (and consequently d /d=\5) in order to avoid including rational
harmonics in the spectrum. The order of magnet alignment was determined by eq. (4).
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Fig. 3 Magnetic structure of QPU. An arrow in each magnet block represents the direction
of magnetization. The magnets in a row are aligned in a quasi-periodic order. d/d= V5.
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Spectral radiation from QPU

We calculated the spectral angular power density emitted from the QPU in Fig. 3 by
using eq. (2). The number of magnetic poles was set to be 100 including both end-magnets
and the total length about 3.8 m. The inter-pole distances d and d' were 20.41 mm and
45.64 mm, respectively. Figure 4(a) shows the radiation spectrum at the gap of 30 mm.
Broken lines indicate the positions of fundamental, third and fifth harmonics of
corresponding periodic undulator with the same number of poles and the same length. As
we clearly see in this figure, there is no rational harmonic peak.

Radiation spectrum from a conventional periodic undulator is shown in Fig. 4(b)
for the sake of comparison. This undulator gives an energy of fundamental peak similar to
the lowest energy of radiation peak from QPU. By comparing Figure 4(a) with Figure
4(b), we can see that there is no notable difference between two devices in respect to the
peak heights and the widths except the irrationality in peak positions.
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Figure 4 (a) Spectral angular power density from QPU. Np,1.=100, gap=30 mm, electron
beam = 8 GeV, 100 mA. (b) Spectral angular power density from conventional undulator,
Npote=100, K=1.8, electron beam = 8 GeV, 100 mA.

Discussions

We proposed a very different idea from the conventional undulator to suppress the
rational higher harmonics. By analogy with diffraction from a quasi-crystal, the quasi-
periodic arrays of magnets in an undulator were supposed to be capable of generating
irrational higher harmonics, i.e. suppressing rational harmonics.

We calculated the radiation spectra from QPU by using eq. (2) in the case of
d'ld=N5 with realistic magnet sizes and structures. The calculation was successful to prove
the basic idea of QPU. However, the analysis of basic equations is not sufficient and the
way of derivation of radiation spectrum from a fundamental equation is not elegant in this
paper. We will publish more detailed treatment elsewhere. [10]

49




We inserted spacers between the magnetic segments to produce longer inter magnet
distance. These spacers do not generate the magnetic field, i.e. do not contribute to emit the
radiation. This means that, if the total length of the device is the same with the conventional
one, the QPU is less effective in regard to the total radiation power. This disadvantage may
be recovered to some extent by changing the inclination, tana., to some different value.

An advantage of QPU is of course the generation of irrational harmonics in
spectrum. With a combination of crystal/grating monochromator, we will be able to use
purely monochromatic radiation in wide energy range since any higher harmonic radiation
from QPU does not contaminated by rational harmonics if tanct is carefully chosen.
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Dear Klaus
Egon Hoyer

I feel very fortunate to have had the opportunity to have been associated with you
for the past 27 years. You have been an inspiration to me, teacher, colleague, and friend.

Our association started with the Omnitron project in 1967. It was on this project
where you began the development of the POISSON family of magnetic design codes. One
of the first applications of this code was on the Omnitron gradient magnet where Ted
Scalise and I implemented the MIRT (one of the codes in the POISSON family) designed
pole contour into the gradient magnet design which was built and tested at its 60 Hz
frequency and shown to meet the design requirements. On this project, we also designed a
1.6 kG, 0.5 mm thick, DC septum magnet with a current density of 165,000 A/in* in the
septum. It was on this assignment that you taught me how to calculate the field errors of the
septum using complex variable techniques. We built the device and the central error fields
measured on the low field side of the septum were just what we had calculated. However,
the end fields were not what we had expected on the low field side of the septum so you
went away and developed the concept of the “extended septum” and the “Halbach Ditch.”
The extended septum extends beyond the return conductors which allowed currents to flow
in these extended conductors which reduced the septum end fields. The “Halbach Ditch”
further reduced septum end fields by burying the return conductors in the core of the yoke
which extends the core thus giving the magnet field clamps. We of course remember when
Director Ed McMillan came to visit our project and while observing our septum magnet one
of the stainless steel cooling tubes sprung a leak and squirted him in the eye! I remember
his mild mannered response which was something to the effect that “the leak is just an
engineering detail that will be taken care of.”

About this time, you were given a Koralle sailboat from Germany by the
manufacturer who was a long time friend of yours. The understanding that you had was he
would get some photos of the boat being sailed on San Francisco Bay. Ron Yourd and I
remember sailing this 13 foot craft on the ocean side of the Golden Gate where the swells
were running so high that we lost visual contact from out companion power boat. It was
scary.

The next project that we worked on together, in the early seventies, was the High
Resolution Spectrometer (HRS) which still is located in Experimental Area C at LAMPF.
On this project you developed the concept of Ht windings, which allows achieving very
uniform fields over very wide magnet apertures, and how large magnets behave during
fields changes (eddy current effects). The Ht winding concept allows the tangential field
component of the pole surface to be controlled when coils placed in slots behind the pole
surface are energized. I remember one of my assignments was to build a test setup of this
idea in one of the large Bevatron H magnets to show feasibility. When you and I carried
out the tests you were ecstatic as to how well it worked. The ultimate test of this concept
was demonstrated in “Big Karl,” located at Kernforschungsanlage Juelich, where field
integral uniformity of one part in 100,000 was achieved in this very large spectrometer
magnet.
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It was during the HRS project where I helped you quit smoking and we had our ,
wonderful backpack trip through the Tetons. I remember the last cigarette you smoked this
side of Twin Bridges, California on our tune up trip to Desolation Valley, in preparation to
going to the Tetons. On this trip, I also remember your being upset with me for leading us
down Horsetail Falls, which required using a rope for safety after I assured you that we
wouldn’t need a rope on the trip as well as the horrible dinner we had after the trip at the
Blue Bell Cafe in Placerville. Some of the experiences on the Teton trip are worth
remembering. At the beginning of the Teton trip, I was thinking you were getting cold feet
when you asked the ranger about Hurricane Pass because you had read that the pass can be
dangerous. I think you asked the ranger if you could get killed but I was relieved that he
responded by saying that you might only be maimed. The first evening of the trip in
Granite Canyon was amusing. I remember you yelling out “Oh God” - well, you had sat on
a log and gotten pitch all over your pants and then we watched you struggle to get it off.
After this first day, you were pretty pooped and began to downsize your load. I remember
Ron getting the sleeping bag liner right away - a few years later Ron got the backpack.
When you started to cut away the section of the map that we had already covered, to lighten
your load, I was sure we weren’t going to turn back. At dinner that night, the LASL
contingent, Ron, Denny, Naby and Mike, surprised us by showing up with neckties. In the
middle of the trip, the crossing of Hurricane Pass proved to be uneventful and provided a
spectacular view. The last night’s dinner at Solitude Lake was Ham Romano and after
cooking it the ham was bad so we had to bury the dinner. My fly fishing ability was then
put to a true test and I came up with ten good sized Cutthroat trout which were had for both
dinner and the following breakfast. This trip was the beginning of a series of backpack
trips for some of us. In subsequent years we went to the Sierra, the Unitas, the San Juans,
the Marble Mountains and the Wind River Range. :

In 1979, you came to me and asked me who I would recommend in the engineering
department to build a new kind of magnetic structure. I looked at all the possible candidates
and found that most everybody wasn’t available so I volunteered myself after getting
permission from Ken Mirk, for whom I was currently working for, to work on this new
endeavor. This event was a turning point in my career and the new magnetic structure was
to become the LBL/SSRL Undulator, the first pure permanent undulator. The project, from
concept to completed device was accomplished in less than a year. We had our difficulties
too - I had opted to only put adhesive on the backs of the permanent magnets and after the
structure was assembled the REC blocks began to “pop up.” Fortunately, the fix was easy -
the adhesive was “troweled” between the blocks and between the keepers and blocks. To
test out this new device, it was placed in one of the wiggler beamlines at SSRL. To do this,
the in place electromagnet wiggler magnet was outfitted with a structure that allowed the
wiggler magnet to be split in the middle to allow the undulator to be inserted in its place. I
remembered we worked hard to deliver the undulator by October 1980 but unfortunately
the wiggler splitting mechanism was a half inch too small so testing was delayed until
December while the mechanism was modified.

The follow on to the undulator was the Beamline VI project which was a joint effort
between LBL, SSRL and EXXON. By this time you had developed the hybrid concept,
where steel is combined with permanent magnet material (e.g., REC) in the magnetic
structure of insertion devices, which was used for the now famous “54 pole wiggler”
(actually, the 7 cm period, 27 period device has 55 full field poles) with its variable gap
vacuum chamber. This project got underway in early 1981 and the completed device was
installed in the SPEAR ring in 1983. During this time, with the wiggler and associated
beam line under design and construction, we were involved in the initial conceptual design
of the ALS and the first reviews. It was an exciting time.
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In the mid-eighties we went on to build the BLX Wiggler, a joint project between
LBL, LLNL and SSRL, another hybrid configured insertion device where we used Nd-Fe-
B as the permanent magnet material. Tests showed that this 12.85 cm period device, at its
extreme, produced peak fields of 2.35 T at a 8 mm gap!

Your sixteen lecture series given in 1988-1989 (LBL V 8811-1.1-16) is a classic
where you presented your hybrid 3-D theory as well as many of the concepts you had
developed over the years. This is an invaluable reference for me. The 3-D hybrid theory
would go on to be the basis of the insertion device designs for the ALS. The quality of the
ALS undulators we have built reflects the error analysis theory you developed for these
hybrid structures.

Most recently, at the Permanent Magnet Synchrotron Workshop, I had the
opportunity to learn about your newest ideas about building complete storage rings with
permanent magnet dipoles, quadrupoles, etc. It has been interesting to help in developing
the practical realization of these latest ideas.

In conclusion, I think what has made the projects that we have worked on together
successful has been our teamwork; you developed the ideas and I led the implementation of
those ideas. I felt that it was always imperative that you made the decisions when matters
involved theory and you let me make the hardware decisions. I feel indebted to you for
giving me these opportunities and enriching my life.

[}
0 .
xT [T
SRNATE CANYON. -
CRANITE CAHYON >

4
§ REROCZVOUS NTH. TRAIL X 9 - b
RENOEZVOUS i1 = . £ A}
. ; TN St TRty VY A

OFCH CANYON LTOP
; A

AN a8 T 3
AR Y. ) B

T

The start of the Teton backpack trip in July 1971. From left: Egon Hoyer, Ron Yourd, Dan Salomon,
Mike Thompson, Denny Roeder, Klaus Halbach.
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FIELD ERRORS IN HYBRID INSERTION DEVICESf?

Ross D. Schlueter
Lawrence Berkeley Laboratory
1 Cyclotron Road, MS 46-161

_ Berkeley, CA 94720, USA¥?

Abstract

Hybrid magnet theory as applied to the error analyses used in the design
of Advanced Light Source (ALS) insertion devices is reviewed. Sources of field
errors in hybrid insertion devices are discussed.

1 Introduction

Klaus Halbach is well known for originating and developing permanent magnet
(PM) technology for accelerator magnets, including insertion devices (IDs). An
equally important contribution, though perhaps less glamorous, is his pioneering
work in error analyses, both their theoretical calculation and effects, applicable to
these accelerator magnets, again including IDs [1,2]. Hybrid IDs, employing both
permanent magnet material and soft iron, were pioneered at LBL and have since
become popular in synchrotron sources worldwide. Recently several outside requests
have been received to set forth the error analysis theory used in the design of these
devices. That follows herein. Implications for resulting mechanical tolerances and
permanent magnet block quality specifications are already described in the various
ALS ID conceptual design reports [3-7].

Yet another immense contribution of Klaus’s is his mentorship of numerous scien-
tists and engineers and the “little-boy-excitement” he transmits to those that work
with him in the field of accelerator magnet design and technology. This paper is
dedicated to Klaus Halbach in appreciation for both the broad training graciously
tendered and the little-boy-excitement for the subject he has infused in me.

2 Permanent Magnets: Passive Materials with Active Terms

In directions parallel and perpendicular to the magnetization of a permanetly
magnetized material the induction B is related to the field H by, respectively

By=mHy+B, and By=pu H, (1)

where B, is the remanent field and g is the differential permeability. Vectorially the
B — H relation may be expressed

B=jH+ B, or H=4%B-H., (2)

1t This work was supported by the Director, Office of Energy Research, Office of Basic Energy Sci-
ences, Materials Science Div., of the U.S. Dept. of Energy under Contract No. DEAC03-76SF00098.
2! E-mail: ross@lbl.gov, Fax: 510-486-4873.
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Figure 1. Plots of (a) B and (b) H for a homogeneously magnetized PM block in
free space and for equivalent current or charge sheet models.

where H, is the coersive force and 4 = 471, In _a current-free, time-independent
region, it follows from Maxwell’s equations Vx H =0and V-B = 0. Thus the
divergence of Eq. (2a) and the curl of Eq. (2b) yield, respectively,

- -

Vi =-V-Br=py, or Vx3B=-VxH, =], (3)
with Vx H =0 with V-B =0,

where p., and je, are equivalent charge and current densities, respectively. The PM
material thus can be represented as a passive material of permeability 2 or ¥~ 1 with
active source terms pey OI jeq. For a homogeneously magnetized PM block V-B, and
V x H, are zero everywhere except at surfaces parallel and perpendicular, respectively,
to the block magnetization, giving rise to surface charge sheets o = pe,6 = £B; [G]
or current sheets I’ = 3,6 = £ H, [G], respectively, where 6 is the infinitesimal sheet
thickness. Figure la,b plot B and H, respectively for a homogeneously magnetized
PM block and for either equivalent current or charge sheets, respectively. The remain-
ing quantity, H or B, can be obtained from the B — H relation, e.g., Eq. (2). The
high strength Nd-Fe-B, Sm-Co, and ferrite PMs used in accelerator magnets exhibit
permeabilities g ~ 1.04, thus it is often convenient to model these with £ B, charge
sheets separated by effectively free space.
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Figure 2. Hybrid solution for two infinite ¢ bodies in the presence of a point charge Q:
(<) the total solution, (2) the direct field component, (b) the indirect field component.

3 Hybrid Magnets: Zero Reluctance Volumes with Iso-Scalar Potential
Field Shaping Surfaces passing Zero Net Flux

A hybrid magnet can be modeled by charge sheets at appropriate PM surfaces
and by iso-scalar potential surfaces enclosing the reluctance-free soft iron. Imagine
a single point charge @ near two iso-scalar potential surfaces. A field solution can
be constructed that satisfies Maxwell’s equations in space outside the iron and has
net flux ®; = O entering surface 1 on scalar potential V5. (The other is a reference
surface pegged to a scalar potential V' = 0, without loss of generality.) As shown
by Fig. 2, this solution, (c), is a superposition of two solutions, (a) and (b), to
Maxwell’s equations outside the iron. The first solution, (a), comprises the direct
flux emanating from the point charge being deposited on either of the two surfaces,
both of whose surfaces are on iso-scalar potential contours V=0. The second solution,
(b), comprises the indirect flux arising from assumed different scalar potentials of the
two surfaces, in the absence of all sources (charges). In fact, the equilibrium scalar
potential V = V; that surface 1 assumes is that required to satisfy [, B-da, = 0,
where a, is the area of surface 1, i.e., no net flux enters the iron.

In the first solution, (a), the direct flux deposited on surface 1, @, = f@Q, (0 <
f < 1), where f, the fraction of Q deposited on surface 1, is readily obtained from the
geometry of the second solution, (b): f is merely the scalar potential at the location of
the charge (in its absence) normalized with respect to the potential of surface 1, i.e.,
f = Vi(¥o)/Va. The remainder, (1 — f)Q is deposited on the reference surface. That
this is so is somewhat intuitive; the source in a vacuum region near two zero potential
surfaces is analogous to a voltage divider. A rigorous proof is given in Appendix A.

In the second solution, (b), the indirect flux into surface 1, ®;; = —Vpcz, where
Vs is still unknown and where the “capacitance” ¢z, is a constant of proportionality
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readily determined from the geometry alone by solving the boundary value problem,
(b), with any assumed value of Vo.

Finally, in the combined solution, (c), the net flux crossing surface 1 is zero, which
determines the value of the equilibrium scalar potential Vp:

®;,+8,=0 = Vo=0Qfc- 4)

Zero net flux across the reference surface is likewise achieved when the necessary
complimentary negative point charge —@Q is added to the model. For a dipole then,
the direct flux deposited on surface 1 is

&, = Q(Vi(Fo + 6r0) — Vi(7a))/ Ve = —Qbrq - Hi(7)/[Ve, (5)

and for a PM block, with Q&'Q = |Bsla PM(S-;’Q = B,dv, the direct flux deposited on
surface 1 is L.
&, = — / B, - Hido[Ve. (6)

The total solution to a hybrid system then, consists of solving a boundary problem
and integrating over the charge distribution modeling the PM material to obtain f
(or equivilently ®,) and c;.

Applying this theory to a hybrid ID design, let surface 1 be that of a soft iron
undulator pole and the reference surface be the zero scalar potential surface consisting:
of the ID midplane and the vertical planes midway between adjacent poles. Then Vo
is the indirect flux leaving the pole sitting on scalar potential V5. The design of a
hybrid ID entails selecting the pole tip shape that produces the desired [indirect-
flux-induced] field distribution, then determining the pole scalar potential required
to achieve the desired field strength, and finally designing the rest of the iron and
[direct-flux-generating] PM to produce this potential. It should be noted that in a
hybrid design the PM is positioned so the direct flux goes where one desires, i.e.,
either to/from an energized pole or from/to a non-critical portion of a zero scalar
potential surface, thus leaving only indirect flux in the “business region”. Detailed
hybrid theory analytical calculation for accelerator magnet design (including IDs) is
an interesting subject in itself, but is not treated here.

4 Partitioning of the Capacitance c;

Here we are interested in the integrated error flux that the electron beam sees.
It is thus incumbent on us to determine both how much direct flux and how much
indirect flux crosses the midplane in the region underneath the pole-width-envelope
where the field is invariant in the transverse direction. For this reason, though not for
the hybrid ID design itself, it is necessary to partition the capacitance ¢z, as shown
below. (Partitioning of ¢; is likewise integral to analytical design of ID ends and
calculation of error propagation through the ID.)

The hybrid theory introduced in the preceeding section may be rigorously extended
to systems with multiple isopotential surfaces. Here we take advantage of inherent
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Figure 3. ID circuit model. Figure 4. (a) 2-D and (b) fringe flux to ID reference
surface for determination of capacitance cp.

ID symmetries allowing simple partitioning of the capacitance c;. Figure 3 shows an
electrical analog of an undulator where the nodes are poles, with the reference ground
on V = 0 being the ID midplane.

For +,—,+,— pole excitation, the PM-induced charge @, into pole #2 on +V;
leaves the pole as indirect flux to either pole #1 or pole #3, both on potential —Vj-
or to to the midplane on V = 0. The direct flux Q, is then given by

Q2 = Vo(co + 4cy). (M

We already know from the hybrid design, which assumes +, —, +, — pole excitation,
that the direct flux entering a pole is equal to the indirect flux leaving, which in turn
is proportional to the pole potential V;, via the capacitance ¢,. The ¢, then can be
partitioned as follows:

Bi(=Q2)=—-0=cVo == c2=co+4c. (8)

With ¢; known from the [analytical or numerical] solution of a boundary value
problem, it remains to calculate either ¢; or ¢;. Consider a fictitious +,+,+,+ pole
excitation, where all poles lie on isopotential V = V5. In this case there is no net flux
pole-to-pole and 100% of the charge Q into pole #2 leaves the pole as indirect flux
to the midplane on V = 0:

Q = Vzco. 9)

Two parts contribute to co as shown in Fig. 4a,b: (a) The 2-D portion in the region
underneath the pole-width-envelope where the field is invariant in the transverse
direction is given by

o,/4 = [A(\/4,0) — A(0,0))D1/V, (10)
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Figure 5. Modeling iron displacement with charge sheet equivalents:
(2) an ideal pole, (b) a shortened pole, (c) direct and indirect
error flux from positive and negative charge sheets.

where coordinates are in the z-y plane, A is the 2-D magnetostatic vector potential
(V x A = B), A is the ID period, and D, is the pole half-width in the transverse
direction; (b) The fringe flux at the side and top surfaces of the pole is given by

co,/4 = [A(0, Hs + Ds) — A(D1, 0)][A/4]/ V2, (11)

where coordinates are in the z-y plane, H3 and Dj are the half-gap and pole height,
respectively. The nearby iron backing beam must be considered part the the zero
scalar potential reference surface. To be rigorous one must modify the co, calculation
to account for an excess voltage drop associated with the fact that the pole does
not extend axially to A/4. Also one could include capacitances between non-adjacent
poles. Both these are relatively minor effects.

5 ID Error Sources and Their Effect on Integrated Field Errors

An ideal pole energized by charge @ and an energized charge sheet ideal equivalent
recessed pole with charge sheets separated by the recessed amount § yield identical
flux distributions, as shown in Fig. 5a. An energized pole exhibiting a gap error
thus, can be modeled by superposing to an energized ideal equivalent recessed pole
an unenergized recessed pole with charge sheets of the opposite polarity, as shown in
Fig. 5b. The decomposition of the error fields is shown in Fig. 5c for the plus charges
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Figure 6. A quarter-period ID model with adjacent pole excitation patterns of:
(a‘) +, st and (b) +y—t—

and for the negative charges separately. The direct error flux going to the midplane,
Qo is all from the negative charges. It may be calculated following the argument set
forth in section 3: The magnitude of the charge density ¢~ = B4, where By
is the field at the location - for the +,—,+, — pole excitation shown in Fig 6a. The
f, the fraction of ¢~ that goes directly to the midplane, found by putting all poles on
zero scalar potential and the midplane on V3, is just f = Vi(ry-)/Vo = Byt44+6/Vo,
where B4y is the field at the location r, - for the +,+, 4+, + pole excitation shown
in Fig 6b, and § is the half-gap error. Error flux to the midplane is thus

Qo=6 / Byt (8)Bir++(s)ds/Va, (12)

where ds is along the charge sheet.

From Fig. 5c, an equal amount of direct flux (100% of the + charges and 98%
of the — charges in this hypothetical example shown) but of opposite polarity —Qo
goes to the poles. Indirect fields must deposit this flux on the midplane, but only a
fraction co, /(co, +co,) is seen by the electron beam, per the argument of the preceding
section. Thus the net flux that the electron beam sees is

Qbcam = Qo(1 — [co, /(co, + co,)]) = Qoco,/(co, + 0,)- (13)

Various error sources are depicted in Fig. 7. Pole thickness error is modeled
analogously, following the pole gap error method. Spacing between the PM and the
pole is analogously modeled with a perfectly sized PM block and a superimposed PM
block sliver of thickness § and with magnetization in the opposite direction as the ideal
PM block. An easy axis orientation error of angle « is modeled as charge sheets of
charge density B, sin « at the top and bottom of the PM block, respectively. Where
two adjacent PM blocks are mismatched in strength, there is are error charge sheets of
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strength +(B,, —B,,). Chips in PM blocks, oversized PM blocks, and inhomogeneities
in PM blocks can also be handled analogously. The relative iomportance of these error
sources varies with the geometry, field strengths, etc. Notice that whenever there is
an error charge sheet, there is a corresponding error sheet of opposite charge, usually
adjacent to a pole, where a feature is or should have been. It should be noted that the
only reason there is net flux to the beam is because of three-dimensional effects; if ¢,
were zero, Qpeam — 0 too! Implications for tolerances and PM quality specifications
have been discussed at length in the various ALS ID conceptual design reports.

The theory described in this paper is quite general, and is good for all hybrid
designs, error analyses, or whenever one wishes to determine out how much of a
charge winds up on a given surface.
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8 Appendix A

The f = Vi(7g)/Vo- Proof: consider T = f(V;Bs — V4B;) - d&, where da is over
all surfaces enclosing the total volume that is not iron. On the reference surface:
Vi =10,V; = 0; on surface 1: V; = 0,V; = Vp; and at infinity VB — 0 faster than
a — oo. Thus, one expression for I is

I="V®, (14)
Alternatively, I can be expressed

I= /(Mgd - V}B‘,) -dd = /6 . d(V;-Ed - V;B‘,-)dv =

I il ol A

/ (ViV - By~ ViV - Bi + By - B — H; - By)do = / Vi(P)pee(@dv,  (15)
since V - Ed = Peq, V- B;- =0, and ﬁd . E,- = I:L- . Ed. The latter can be shown:
ﬁd'gi = ﬂo(ﬁin_*-ﬁi.!.)'(ﬂ[lﬁdn +/L_|_I-{‘d_|_) = #O(ﬂllﬁi" ﬁd" +”-Lﬁi.l.ﬁd.|.) = ﬁi'B‘d‘ (16)

Equating the two expressions for I gives @1, = [ Vi(7)pes(¥)dv/Vs, which for a
point charge @) reduces to @, = V;(7o)Q/Vo = fQ.
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Field of a Helical Siberian Snake

Alfredo Luccio
Brookhaven National Laboratory
Upton, NY 11973-5000

Introduction

To preserve the spin polarization of a beam of high energy protons in a
circular accelerator, magnets with periodic magnetic field, called Siberian Snakes
are been used!. Recently, it was proposed to build Siberian Snakes with
superconducting helical dipoles2. In a helical, or twisted dipole, the magnetic
field is perpendicular to the axis of the helix and rotates around it as we proceed
along the magnet. In an engineering study of a 4 Tesla helical snake?, the coil
geometry is derived, b}; twisting, from the geometry of a cosine superconducting
dipole.

While waiting for magnetic measurement data on such a prototype, an
analytical expression for the field of the helix is important, to calculate the
particle trajectories and the spin precession in the helix. This model will also
allow to determine the optical characteristics of the snake, as an insertion in the
lattice of the accelerator. In particular, one can calculate the integrated multipoles
through the magnet and the equivalent transfer matrix.

An expression for the field in the helix body, i.e. excluding the fringe field
was given in a classical paper by Blewett and Chasman®. An alternate expression
can be found by elaborating on the treatment of the field of a transverse wiggler?
obtained under the rather general conditions that the variables are separable.
This expression exactly satisfies Maxwell's div and curl equations for a stationary
field

V.-B=0, VxB=0. (1)
This approach is useful in what it will allow one to use much of the work

already done on the problem of inserting wigélers and undulators in the lattice of
a circular accelerator®.
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Superposition of Wigglers
A general expression for a field of a transverse wiggler that exactly satisfy
Egs. (1) can be found, assuming that the variables are separable. let the field on

axis be directed along the vertical (y) axis

B, (x,y,2) = BX(x)Y () D sin(mkz), V)
and apply Maxwell equations (1). From curl B = 0, obtain

B, = %(j Ydy)z sin(mkz)
m . 3
B, = X([ Ydy) Y, mk cos(mkz)

From div = 0 and, by differentiating with respect to y, obtain two formally
identical set of equations, for each harmonic m of the field

2
8_;fx(2_xl -mk;X(x)=0
PYO) , CY)
8y2y — MY (y) =0
with
K +k =k )

The general integral of Egs. (4) that obey the stmetry requirements for a
transverse wiggler, is

B, =B, %ESh(mk,x)Sh(mk,y) sin(mkz)

y m

A

B, =B, Y, Ch(mk,x)Ch(mk,y)sin(mkz) . 6)

B, =B, k£2Ch(mk,x)Sh(mkyy) cos(mkz)

L y m
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A general helical dipole can be obtained by the superposition of many
infinitesimal transverse wigglers, continuously rotated by an angle 6 around the
axis z . Using the transformation between rotated frame (primed quantities) and
laboratory (unprimed)

B, =B, cos0—B,sinf x'=xcos6+ysin6 -
B, =B, sin@+ B, cos6 y =—xsin@+ycos§’

the components of the field, obtained by the integral sum of many infinitesimal

transverse sinusoidal wigglers, that exactly satisfy Maxwell's, are found

1 (m)

b{™ = %— = p{™ sin(mkz) + b{™ cos(mkz)

0

B(M)
B == b{™ sin(mkz) + bi™ cos(mkz), ®)
0
(m)
b = B7 . b{™ sin(mkz) + b{™ cos(mkz)
L 0 .
with
(o K (m
- al( ) +? aé )
y -
& - % o4 ([ Chmut YCh(mv' )5in 946 )
5 [ Sh(mui ySh(mv' yeos 046
a™ +-2a{" ,
b 1 k, - JCh(mu' YCh(mv' )cos 646 ©)
. — e— Vd a i = 4
V2| g Ko g [ shmu ySh(mv ysin 06
e [ Shmu YCh(mv' a6
‘7;"?') | Jcneme)snomvyas
|5
k, )
W =ucos@+vsinf u=kx
, . . (10)
v'=—usin@+vcosf |v=Kk)y
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On axis, the field is

(B, =B, sin(mkz +¢™)

sin 8™ — sin 6™

(m)

, (11
cos 8™ — cos 6™ )

1By=- 2 > cos(mkz + ¢*™), tan ¢ =

B,=0

(6; and 6, are, for each harmonic, the rotation angle of the first and last
infinitesimal wiggler, respectively, limits of the integrals over 6).

Explicit expressions for the products of hyperbolic functions in the a
coefficients of Eq. (9) are found using the identities’

&% = I,(2) +2,I,(z)coskf
k=1

- . : (12)
&0 = [((2)+ 2 (=" Ly, (2)sin(2k +1)0 +2 (~1)* L, () cos 2k6
k=1

k=0

so that the field of an helix can be expressed in trigonometric series with
coefficients containing the modified Bessel functions I, . Defining ¢ = cos6, s =
sin@, obtain

Sh(muc)Ch(mvs) = 2i -1y i(—l)"lu_l (mu)l,,_,,(mv)cos(2i +1)6

i=1 k=—os

Ch(nuc)Sh(mvs) = 2i (-1 i (-1 L, (mw)l,; 5, . (mv)sin(2i +1)6

i=1 k=m~oo

Ch(muC)Ch(mVS)=%[Io(mu)fo(mv)‘22(-1)k12k(mu)12k(mv)] € )

k=1

+2i(—1)" i(-n"ln (mu)l,;,,, (mv) cos2i6

i=1 k==o0

Sh(muc)Sh(mvs) = i(—l)‘ i(—l)"lz,m (mu)l,,_,;,, (mv)sin2i6

9 i=1 k=—co
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Expansion. Trajectory. Integrated multipoles.

An expansion in u, v of Eq. (8) is useful to evaluate analytically the multipole
content of the field along a particle trajectory, and the transfer matrix of the
magnet. Consider only the first harmonic (m = 1) and the important case

k, =k, =k/\2 (14)

To second order in u and v, in the particular case of a right handed helix and
field vertical at helix entrance

6, =n/4, 6,=3mf4, (15)
itis

b,= [-1 —%(Zu2 + vz)]sinkz +Zyvcoskz
b, =~ —%uvsin kz+[1 +4(u? +20° )]coskz : . (16)

b,= -«/_Z_[v +-§—(u2v +%v3)]sinkz—w/§[u +%(%u3 + uvz)]coskz

The equation for the trajectory in a stationary field is

dp
—_—= XQ 17
dr B an
with the definitions
eB v E 1
9_772—'}7, B_?’ y—mcz_'Jl—ﬁz (18)

By integration of Eq. (17) the para-axial trajectory is found

X=X+ (x'o ~£0 ¢o)z - %“—[cos(kz + @) — cos @, |
k k (19)
Y=Y+ (}"o +%cos ¢o)z —%"—[sin(kz-x- @) —sin ¢, ]
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Let us now calculate the integrated field along this trajectory, using the
expansion for the field components. The integrals will be a function of the
particle initial position and angle. In the simplifying assumptions

kL=2x

Q, .

Eo_

= --g—z-cos o, =
Yo o = \/—k
with L the length of the helix, we obtain to second order in x,, Yo

[budz = — 25 QLY L - QL
[bydz =~ 2 QLY L+ Q0 Ly,
(21)

This Eq. shows that the quadratic terms, in x;, X,¥,, Y5, vanish.
A numerical example (Siberian Snakes for RHIC, at injection®) is

y=25 B=4T, L=2m
Q,L=0.0978, £Q,L=81510", —L-(QLL=8.0810"m

Numerical integration. LTB Equation. Exami:le of a Siberian Snake for RHIC.

The helical field (9) has been calculated numerically and the result expressed
as an expansion of the form?

b= Zb,jkx’ (22)

j»k=0

The result shows a substantial sextupole and decapole contribution to the
transverse field plus x-y coupling, but no quadrupole or octupole (similar results
are obtained with a Blewett-Chasman field). From the numerical calculation of
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the trajectories of a distribution of particles in phase space, the resulting transfer
matrix for a helical dipole was derived by least squares fitting. The results can

also be represented fairly well with a first order analytical matrix!0,

The rotation of the proton spin in a helical snake, consisting of four right-
handed 4-Tesla helices of one period each, has been also calculated by
simultaneous numerical integration of the BMT Equation!! (s is the unitary 3-
dimensional spin vector)

%: sxQ+C,(B-Q)sxP (23)
with the definitions
Gy’ 1
C, =1+Gy; C,=- ; G=3g-1; g=5.58 (proton) 24

1+7y
The results for a proposed Siberian Snake for RHIC are shown in Fig. 1.
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Halbach Arrays in Precision Motion Control

David L. Trumper and Mark E. Williams
Mechanical Engineering Department
Massachusetts Institute of Technology
Cambridge, MA 02139

Abstract

The Halbach array was developed for use as an
optical element in particle accelerators. Follow-
ing up on a suggestion from Klaus Halbach, we
have investigated the utility of such arrays as the
permanent magnet structure for synchronous ma-
chines in cartesian, polar, and cylindrical geome-
tries. Our work has focused-on the design of a
novel Halbach array linear motor for use in a mag-
netic suspension stage for photolithography. This
paper presents the details of the motor design and
its force and power characteristics.

1 Imtroduction

With the advent of rare earth magnetic materials which
combine high remanence and coercive force, new applica-
tion areas have opened for synchronous permanent mag-
net machines. Typically, such machines use periodic
permanent magnet structures wherein the magnetization
vector is directed purely normal to the machine air gap.
The magnitude of this magnetization alternates periodi-
cally as a function of the dimension parallel to the ma-
chine air gap.

An interesting alternative to this conventional solution,
which has not yet been widely used in synchronous ma-
chines, is the magnet array geometry introduced by Hal-
bach for use in particle accelerator optical elements and
advanced synchrotron light sources. In this geometry, the
magnetization vector in the array has both gap-normal
and gap-tangential periodic components.

The purpose of this paper is to demonstrate that the
Halbach array is highly applicable for magnetic excita-
tion in synchronous machines. To this end, we present
the geometry of Halbach arrays in cartesian, polar, and-
cylindrical coordinates. We also present the design of
a cartesian linear motor which has been optimized for
use in conjunction with a class of high-precision mag-
netic suspension stages for photolithography. The paper
gives analytical solutions for this motor’s fields, forces,
commutation structure, and power dissipation; and devel-
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ops results for the power-optimum thickness of the stator
windings. Finally, we suggest that an equivalent Halbach
geometry electromagnet may find utility in areas such as
magnetically levitated trains.

2 Overview of Halbach arrays

For the present purposes, the Halbach array has the fol-
lowing advantages: The fundamental field is stronger by
1.4 than with a conventional array, and thus the power
efficiency of the motor is doubled. The array does not
require an iron backing sheet, and so can be bonded
directly to non-ferrous substrates such as aluminum or
ceramic which may have desirable structural properties.
The magnetic field is more purely sinusoidal than that of
a conventional magnet array, resulting in a simple control
structure. Finally, the array has very low back-side fields,
and thus requires less shielding in low-field applications.

The key concept of the Halbach array [1,2] is that the
magnetization vector should rotate as a function of dis-
tance along the array so as to maximally aid the desired
field distribution. In fact if the vector rotates continu-
ously, the field on one side of the array will be identically
zero, while the field strength on the other side of the ar-
ray is doubled relative to an array with a sinusoidally
varying purely vertical magnetization. The choice of the
direction of rotation determines which side of the array
is the strong side and which is the weak side.

While the ideal case calls for continuous rotation, in
practice it is not possible to construct magnetic mate-
rial with a continuously rotating easy axis, nor to mag-
netize this material in the proper pattern if it could be
constructed. Thus practical implementations of Halbach
arrays are assembled from blocks of magnetic material
which are each uniformly magnetized in a desired axis.
By proper choice of the block magnetic axes, a close ap-
proximation of the ideal case can be achieved. As men-
tioned previously, the Halbach arrays have geometries
useful for synchronous machines in cartesian, polar, and
cylindrical coordinates. These correspond to magnet ar-
rays for planar linear, cylindrical rotary, and cylindrical
linear motors, respectively.




Figure 2: Interior Halbach quadrupole.

The finite element solution of the field pattern for a sec-
tion of cartesian Halbach array is shown in Fig. 1. The
arrows in each block indicate the direction of magnetiza-
tion. This particular array uses four blocks per period,
with the magnetization axis rotating by 90 degrees in each
subsequent block. Further, the array thickness is equal
to one quarter of the spatial period and thus this array
is easily fabricated, since the blocks are identical and are
simply rotated as the array is assembled. We later show
that the fundamental field on the strong side of this ar-
ray is within 90% of the field of the ideal array in which
the rotation is continuous. Thus this is the magnet array
we have adopted for the linear motor which drives our
magnetic bearing stage.

Finite element solutions of the field patterns for two
polar Halbach quadrupole arrays are shown in Figs. 2
and 3. The arrows in each block indicate the direction of
magnetization. These particular arrays use eight blocks
per period, with the magnetization axis rotating by 45
degrees in each subsequent block relative to the radius
vector through the block center. Note that the only dif-
ference between the two arrays is in the direction of ro-
tation of the magnetization vector. In Fig. 2 the vector
rotates clockwise as the array is traversed in the clock-
wise sense, and the field is concentrated on the inside of
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Figure 3: Exterior Halbach quadrupole.

the array; in Fig. 3 the vector rotates in the opposite di-
rection and the field is concentrated on the outside of the
array. Dipoles and higher-order multipoles can also be
constructed in this geometry by choice of the number of
rotations of the magnetization vector encountered in one
circuit around the annulus. In particle accelerators, such
arrays are used for focusing and otherwise manipulating
the particle beam. To a motor designer it is clear that
this polar array can be used as either the rotor or stator
of a rotary synchronous machine.

The geometry of a magnet array suited to a cylindrical
linear motor is shown in cross-section in Fig. 4. As shown
in the figure, the magnetization rotates about a vector
tangent to the cylinder, and is constant in 7-¢ direction
and magnitude as a function of the azimuthal coordinate.
The fabrication of this motor requires two types of perma-
nent magnets which are in the shape of identical annuli,
i.e., one with axial magnetization and one with radial
magnetization. Both can be readily fabricated. In this
case, the controlled motion is along the axis of the tube,
and the stator takes the form of annular coils arranged
axially along the surface of a cylinder. Such a motor
can be made to be highly efficient since both cross-axis
fringing fields and winding end-turns are eliminated, due
to the fact that there is no transverse boundary. Again,
by choice of the direction of magnetization rotation, the
working field of this cylindrical array can be located on
either the outside or inside of the tube, as dictated by a
particular design application. When viewed in a trans-
verse section, the field pattern for this motor is similar to
that of the cartesian array and thus is not shown herein.



Figure 4: Cylindrical Halbach array in cross-section.

3 Magnetic bearing stage for
photolithography

The authors have previously reported on the design of
a magnetic bearing stage for precision motion control in
photolithography [3-5]. The function of a2 photolithog-
raphy stage is to position a semiconductor wafer in six
degrees of freedom so as to align a die site on the wafer
with the image plane of the lithographic lens in order
to expose subsequent circuit layers in precise alignment.
The stage must provide 200 mm travel® in the plane of
the wafer (X and Y axes) so that any portion of the wafer
can be positioned under the lens, and must also provide
approximately 300 pm travel normal to the wafer for fine
focusing. In current lithography systems each die site
is locally levelled and rotationally aligned to the image
plane, so the stage must also provide milliradian-scale
rotations. The stage must be able to rapidly move from
die-site to die-site (typically 20 mm apart) and thus fast
settling is important. Our design goal is to step 20 mm
and settle to the required precision in under 200 msec.
At a particular die site, the stage position must be main-
tained with a standard deviation better than 10 nm dur-
ing the approximately 300 msec die-site exposure time.
Thus both high speed and high precision are required.
A magnetic bearing stage is advantageous in this ap-
plication, since the small focus and rotational alignment
motions can be supplied for “free” given that the stage

1\While for convenience some dimensions are given in other than
meters, all variables in analytical expressions are in SI units.
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is in suspension. The magnitude of the required motions
is also compatible with the constraint that the magnetic
bearing air gap not vary too much (i.e., motions at the air
gap should be less than about 1 mm) in order to obtain
high power efficiency from the actuators.

It is possible to envision stages which have a “fying-
puck” design in which a single moving part is suspended
and controlled over the complete range of motion {3].
However, the actuator size and packaging constraints of
such a design result in a stage which is excessively large
and is inefficient in power and in the use of magnetic
materials.

A more efficient design which we have adopted utilizes
crossed axes, in which the base axis is a conventional
mechanical linear slide (Y axis) which carries a magnetic
bearing linear slide (X axis). This design yields a much
more efficient motor structure and packaging factor.

Such a crossed-axis design takes advantage of the typ-
ical operation of a lithography machine. In normal op-
eration, the stage is rastered in X across 10-20 die sites
before a single step is made in Y in order to move to the
next row of die sites. Thus the throughput performance of
the machine is dominated by the X-positioning stage and
depends much less upon the Y-positioning stage. Since
the crossed-axis design allows a simple magnetic bearing
structure and yields better performance and power effi-
ciency, this is the design which we have adopted.

Given a crossed-axis design, the remainder of this pa-
per focuses on the requirements of the X-positioning
stage. These are travel of 200 mm in the X-axis, travel of
300 pum in the Y and Z axes, and milliradian-scale rota-
tion about all three axes. These requirements have been
addressed through the design of a linear magnetic bearing
stage which is constrained in five degrees of freedom by
variable reluctance magnetic bearings, and driven in the
sixth degree of freedom by a permanent magnet linear
motor. The magnetic bearing controls translations in Y
and Z and rotations about all three axes. This bearing is
described in [3-5] and will not be discussed further here.
The use of a Halbach array in the design of the linear
motor provides the focus for this paper.

To provide an indication of the positioning perfor-
mance achievable with such a stage, Fig. 5 shows the
X-axis step response of our first-generation magnetic lin-
ear bearing [5]. In this figure, the bearing is commanded
to take a 200 nm step in the X-axis. The feedback in this
axis is via a plane mirror laser interferometer, and the
linear motor is digitally-controlled by a ‘386-based PC
housing a laser interferometer interface card and analog
output card. The 5 nm quantization of the interferometer
is visible in the figure.

The bearing control is presently implemented in ana-
log electronics; subsequent versions now in construction
will use digital control in the bearing axes as well. The
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Figure 5: X-axis step response (200 nm) of first-

generation linear magnetic bearing stage. Vertical axis
is 50 nm per division; horizontal axis is 100 msec per
division.

step response shows that we can achieve the required
settling time and position precision. However, due to
bearing nonlinearities, we are as yet unable to demon-
strate the required acceleration necessary to achieve a
20 mm/200 msec step-and-settle time. Additionally, the
motor used in this experiment uses a conventional mag-
net array with pure normal magnetization, and thus is
not as power efficient as a similar motor using a Halbach
magnet array. These limitations are to be corrected in a
second-generation stage which is now in fabrication. The
motor for this stage is described in more detail below.

4 Design issues

‘While a Halbach array is applicable for many permanent
magnet machine designs, it is particularly suited to the
linear magnetic bearing stage which we have designed. To
demonstrate this suitability, it is necessary to understand
the issues which must be addressed by the linear motor
design and to understand those features which are unique
to the magnetic bearing application. These are as follows:

1. No lateral loading of linear magnetic bearing; zero
force at zero current; no cogging.

2. Low total power dissipation with no power dissipa-
tion on platen; low resistance thermal path from sta-
tor to air.

3. Stator wires in fixed frame, thus no need for leads
onto moving platen.

4. Independently controllable levitation and drive
forces with equal control authority in both degrees

of freedom; wide-bandwidth, linear control.

5. Motor electromechanics analytically tractable, so
analytical optimization of geometry and analytical
derivation of control laws are possible.

6. Motor form factor compatible with system packag-
ing.

7. Motor able to accommodate 300 pm changes in air
gap with little loss in force capability; axial travel of
200 to 300 mm.

With respect to item 1, it is highly desirable that the
linear motor exert no extraneous forces on the linear bear-
ing. That is, when the motor control currents are zero,
the linear motor forces in all axes should be zero. This is
in contrast with a conventional linear motor which, if it
uses iron, may exert significant off-axis forces due to the
attraction of the permanent magnets to the iron in the
stator. The requirement in our case for low extraneous
forces is due to the limited force capabilities of the mag-
netic bearing and to the requirement that the bearing dis-
sipate a minimum of power. Any side loads on the bearing
result in unacceptable power dissipation or overloading
of the magnetic bearing. Thus any motor structure must
be either balanced (two-sided), or if single-sided, then
the stator must be iron-free so that it is not strongly at-
tracted to the permanent magnet array. The requirement
for no cogging (item 1) greatly eases the task of precision
control, and again suggest an ironless motor design. It
is easier to package a planar single-sided motor as op-
posed to a more conventional slotted linear motor (item
6), since a slotted motor requires greater stage height
and weakens the stage with respect to resonant modes.
Additionally, a planar single-sided motor with the stator
windings on the fixed base presents a large-area thermal
path out of the machine (item 2). Higuchi [6] has con-
structed a two-sided variable reluctance linear motor for
a magnetic suspension semiconductor wafer transporter.
However this design is difficult to package in a lithogra-
phy machine. A single-sided variable reluctance motor
such as used in a Sawyer motor [7] has unbalance forces
approximately ten times as large as the lateral force ca-
pability of the motor and thus requires an air bearing to
counterbalance these forces. However, the use of a pla-
nar air bearing eliminates the ability to move normal to
the motor air gap and thus eliminates the capability of
the stage to provide focus motions. Thus the variable re-
luctance linear motor structure has been eliminated from
consideration. An induction machine of necessity dissi-
pates power on the moving stator and thus is not consid-
ered further. On the basis of the design considerations
stated above we have chosen to develop the permanent
magnet linear motor which is discussed in detail in the
following section.
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Figure 6: Cross section through linear motor. Not to
scale.

5 Linear motor design and anal-
ysis

A simplified cross section of the second generation mag-
netic bearing stage is given in Fig. 6 in order to show the
motor geometry. The linear motor consists of a 250 mm
long cartesian Halbach array on the bottom surface of the
moving platen, and a surface-wound stator of 500 mm
length on the top surface of the stator base. This base is
to be carried by the Y-stage, although the details are not
discussed here. The motor has a depth of 150 mm into
the paper.

In order to analyze the motor, we first study several
possible magnet arrays and solve for their associated
fields. The result is that the Halbach array field is a
factor of v/2 stronger than that of a conventional magnet
array. We next solve for the fields due to the stator wind-
ings and then apply superposition to give the fields in the
presence of both the stator and the Halbach array. Once
the fields are known, the Maxwell stress tensor is used to
solve for the normal and lateral motor forces, under the
assumption of a two-phase sinusoidally-distributed sta-
tor. Inverting this analytical solution for the motor force
yields the motor commutation laws which are used in the
digital controller. Following this, the motor power dis-
sipation is analytically determined and a power-optimal
stator thickness is derived. Finally, the expected perfor-
mance characteristics of our linear motor are presented.

5.1 Analytical preliminaries

To calculate the fields and thus the electromagnetic
forces, the motor is idealized as a two-dimensional struc-
ture as shown in Fig. 7. Here the motor is assumed to
have a depth of w into the paper and to extend indefi-
nitely in the =z direction. Edge effects in the y-direction
are ignored in this analysis so that a two-dimensional
model is applicable. The stator is fixed in the laboratory
frame z, y, z (Y-slide motions are ignored herein). The
primed coordinate frame 2/, ¢/, 2 is fixed in the layer of
magnetization, and is displaced from the unprimed frame
by the vector (zo +TI)iz +zgiz. Throughout the following
analysis vector quantities are represented by an overbar.

The magnetization layer is of thickness A, and within
this layer the magnetization is represented by the Fourier
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Here M, and M}, are the complex amplitudes of the nt®
vertical and horizontal Fourier magnetization compo-
nents, respectively. Assuming that the spatial period of
the array is [, then k, = 2nn/l is the wavenumber of
the nt® Fourier component.

The stator layer is of thickness I', and within this layer
the current density is represented by the Fourier series

(=]
J= Jpiyeikn=

n=—o

(2)

Here J,, is the complex amplitude of the nt? current den-
sity component. Note that the stator current is purely
y-directed and is assumed constant in z within the layer,
although the analysis could be extended to address cur-
rent densities which vary with z.

Letters (2), (b),...,(h) indicate the top and bottom sur-
faces of the four boundaries. Throughout this analysis,
quantities with a tilde are the complex amplitudes of
Fourier components; these represent temporal variations
in both amplitude and spatial (z) phase. Variables with
a superscript a,b,...h represent a quantity evaluated on
the corresponding boundary. The notation and analyt-
ical approach used herein follow [8], chapters 2, 3, and
4.

5.2 Cartesian magnet arrays

In this section we compare the fields of four possible mag-
net array topologies shown in Fig. 8. The top row of the
figure shows topologies for the ideal Halbach array (A)
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Figure 8: Four possible cartesian magnet arrays.

and the vertical sinusoidal array (B) where the magneti-
zation varies sinusoidally with the lateral dimension. It
is not practical to fabricate either of the arrays in the
top row. The bottom row shows a cartesian Halbach ar-
ray with four blocks per period and thus ninety degree
rotations per block (C) and a conventional magnet ar-
ray with alternating vertical magnetized blocks (D). The
figure also shows the magnetic charge p, = —V - uoM
associated with each geometry. Note that the Halbach
arrays have charge within the layer associated with the
spatially varying horizontal component of magnetization
as well as the magnetic surface charge associated with the
termination of vertical magnetization in all four arrays.

In order to compare the arrays, we assume that the
magnetic material has a peak magnetization of Mp. Fur-
ther, since the stator contains no iron, once the magnetic
scalar potential 1 due to the magnet array is known on
the upper (a) or lower (d) boundary it is known through-
out the corresponding half-space, and thus the associated
fields are also known. Thus it is reasonable to compare
the array field strength through the value of the scalar
potential on boundaries (a) and (d). Using the analysis
presented in Appendix A, we can show that the funda-
mental components of the potentials of the four arrays
are as follows:

¥y = F(Mo, A k1,2) Yia = O
e = FF(Mo,A k7)) Wy = g
Ve = ZEFR(Mo,A k7)) P = 0
¥ip = 2F(Mo,Aky,7") Yep = —Pip

(3)
where F(My, A, k1,2") = —(Mo/k1)(1 — e ¥2) cosky 2’
is introduced to emphasize that this function is common
to all four arrays.

The first thing to notice is that the Halbach arrays
have zero fundamental on the upper surface, whereas
the vertical arrays have vertically antisymmetric fields.
The highest potential magnitude is for the ideal Halbach
array (A), whereas the vertical sinusoidal array (B) is
weaker than (A) by a factor of 2. However, the block
Halbach array (C) has a potential which is within 2v/2/m
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or about 90% of the ideal case (A). Further, the block
Halbach array (C) is stronger than the block vertical ar-
ray (D) by a factor of v/2. For the ideal Halbach array (A)
it can be further shown that there are no higher Fourier
components on either surface. In the case of the block
Halbach array (C), the next component on the strong
side (d) above the fundamental is n = 5, whereas for the
block vertical array (D), an n = 3 component is present.
Thus the Halbach array yields a more purely sinusoidal
field, which simplifies the task of commutation. As a final
point, the term (1 —e~*:4) appearing in F(Mp, A, k1, 2')
is approximately equal to 0.8 for A = [/4. Thus the
block array which uses identical square magnets has a
field strength within 80% of that obtainable from an infi-
nite thickness array. Since the block Halbach array pro-
vides the highest fields for the arrays which can be fab-
ricated, it is solely considered in the subsequent motor
analysis.

5.3 Stator fields

Since we intend to use the Maxwell stress tensor to solve
for the motor forces, it is only necessary to know the sys-
tem fields along one air-gap boundary. For the present
purposes boundary (d) is chosen. There are several ap-
proaches to solving for these stator fields; since this is
a conventional problem, only the end results are given.
Specifically, the complex amplitude of the n*® component
of the vertical field on boundary (d) due to the stator is

- §Jn _ Ty ik
S, = -Q-—k-;ie M%0(] — g~ ¥l Fknzo0 (4)
Similarly the horizontal component is
S2, = 20 gmmzo() - g=T)gmdknz  (5)

n

where v, = |k,|- Making use of 2’ = z — zp, these com-
plex amplitudes are expressed with respect to the primed
frame. That is, we choose to consider boundary (d) as
fixed in the magnet and thus in the primed frame.

5.4 Total fields

Given the potentials driven by the magnet array which
were determined in section 5.2, the magnetic field is
solved for as H = —V. Evaluating these fields on
boundary (d) gives the complex amplitudes on the bound-
ary which are due to the magnet, i.e., A%, and MHZ,.
The total complex amplitudes at the boundary are then
given by HS = SHZ +MAS | or upon expanding

ﬂgn = %e_'rﬂzo (1 — e-'an)e_jkn.zo
+(Mon — JLE W)L — e 2) /2 (6)

kn



and by B, = SHZ + MEd | or upon expanding

- —J. .
H;in = _Tne—'ynxo (1- e—’ynl")e—ak,-.zo
n

+(_j%Mvn - Mya)(1 — e 2) /2. (7)

5.5

As presented in [8], the stress tensor for magnetically-
linear materials associated with the Korteweg-Helmholtz
force density is

Motor forces

Ty = pHiH; — SHeHy (®)
using the Einstein summation convention where since
the k’s appear twice in the same term they are to be
summed from one to three. The force acting on a volume
of the magnet array is given by the integral of the stress
tensor over the surface of the volume. For a spatially-
periodic structure, the integration is simplified if the vol-
ume encloses an integer number of periods. In this case
the components on the z-faces of the volume cancel due to
symmetry. We can consider the upper surface of the vol-
ume to extend to infinity, where the fields are zero and
thus the only contribution is along the bottom surface
which we take to lie on boundary (d).

If the lower surface encloses an integer number of peri-
ods and is of area A, then the z-directed force acting on
the enclosed section of magnet array is given by
Apo

= ——~(HgH] ~ H{H}).,

Fz = —A(T:m z 2

(9)
and the z-directed force acting on the enclosed section of
magnet array is given by

F, = —A(Tg): = —Apo(HEHS)z, (10)
where the angle bracket expression (-), indicates the spa-
tial average of the quantity enclosed by the brackets. The
minus sign appears because the bottom surface has an
outwardly-directed normal in the —z-direction. A use-
ful identity is the spatial averaging theorem ([8], section
2.15)

oo oo
< Z A’ne—jknz Z Bme—jkmz>
n=-—co . z

m=—00
hoasd -~ -
S, AqB;

n=—0co

=Y AB,=

n=—co

(11)

where the last step holds if the Fourier series represents
a real function since the components must then possess

conjugate symmetry.
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Although the analysis can be carried out more gener-
ally, in the following we assume that the stator currents
are sinusoidally distributed with a fundamental period
of [ and thus that Jn is equal to zero for n # 1. Specif-
ically, we let J; = Jp +jJp, and J_1 = J; — jJp. That
is, 2J, is the peak phase A current density and 2J; is
the peak phase B current density. The above assumption
is reasonable since it is primarily the fundamental field
components which are responsible for force production.
Further, in application, the spatial currents are driven to
resemble a sinusoid and thus the assumption is accurate
for our purposes. Under this assumption, applying (11)
to (9) and (10), and using (6) and (7) yields, after some
algebra, the forces acting on one spatial period of the

magnet array as
F, zA Ja.
Jb
(12)

F; zZA
where F;) and F;) are the z-directed and z-directed
forces per spatial wavelength, respectively. Here puoM,
is the remanence of the permanent magnets (=~ 1.2 T for
neodymium-iron-boron). The constant

Vowl?
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COS Y12,

= ~Y1To
] HoMoGe [ sin"12,

G= (1-e 7)1 —em4) (13)
contains the effects of the motor geometry. The zo and 2o
dependencies have been explicitly retained since these
variables represent motion of the magnet array relative
to the stator.

In an implementation, densities J, and Jp are estab-
lished by two sinusoidally-distributed windings which we
can model as having a peak turns density of o turns per
meter squared and terminal currents I, and Iy, respec-
tively. In this case, J, = Iz and Jp = Ipno. However,
for present purposes, the analysis will be carried out in
terms of current densities.

For the purposes of control, the motor commutation
laws are derived by inverting (12) to yield

[[%]
F, zd ’

[ Jas
Ji bs

(14)
where N,,, is the number of spatial periods ! of the magnet
array which interact with the stator. Here Fzg and Fq
are signals that exist within the controller and represent
the forces the controller is requesting to act on the en-
tire motor in the z and z directions respectively. The
signals J,s and Jps are the current densities which are
calculated to achieve the desired forces. These are scaled
to take account of the winding density 7o before being
output to set the phase currents I, and Iy, which are
assumed to be controlled by current drive amplifiers. If
the analytical model (12) is accurate, then the commu-
tation laws (14) linearize and decouple the plant. The

—siny12,
COS Y120

COS Y120

e71 To
] = 4M,GN, [ siny1z,




controller which sets F,q and F4 is then a simple decou-
pled lead/lag compensator. In practice, since the bear-
ing controls all lateral displacements, we have been set-
ting Fzq = 0 (open-loop control) and only actively con-
trolling lateral motion through F,4. Thus in our present
experiments the controller is single-input-single-output.
The performance which can be achieved by such a control
strategy was shown earlier in Fig. 5.

5.6 Power dissipation

In precision machines, power dissipation is a key factor
due to the fact that materials change dimensions signifi-
cantly even with small temperature variations. Thus a
focus of our design efforts has been to build a highly
power-efficient machine. One advantage of an analyti-
cal solution for the motor force characteristics is that this
solution allows us to also analytically determine the force-
power characteristics. This solution makes clear how the
motor should be designed and scaled to maximize power
efficiency. With this solution in hand, we can further
derive a power-optimal thickness I' for the stator.

The power dissipation density in a region of conduc-
tivity o carrying a current density J is J2/o. Thus the
power density in the stator is Pys = [(Jo — jJp)e?"** +
(Ja + §Js)e"9M1%]2/o. This expression is averaged on z
and then mutliplied by the volume of one spatial period to
yield Py = 2wil'(J2 + J2)/o, where Py is defined as the
power dissipation per wavelength in the working region
of the motor. By (14), the current density term (J2 + JZ)
can be expressed in terms of the commanded forces. This
allows us to solve for the total motor power dissipation P,
as

3Ns7r41‘e2“/1:z:o(F3d + F:?d) (15)
N%U(POMO)zwls(l — e-"‘nI‘)2(1 . e"'YlA)2

where N; is the total number of spatial periods { in the
stator. The factor of three appears because we assume
that the motor dissipates three times more power than
that given by the ideal calculation, due to non-ideal pack-
ing factor in the windings, significant winding length in
the end turns, and to fringing fields.

Note that this expression is independent of motion in z
and depends upon the sum of the squares of the com-
manded forces. Note also that the power dissipation
drops as the square of the permanent magnet remanence.
Thus we design with high-remanence magnetic material.
‘We can also see clearly here the confirmation of the result
stated earlier, i.e., that since the Halbach array yields a
field stronger by /2 relative to a conventional magnet
array, the power efficiency of the motor is doubled.

Power grows exponentially with zp, and thus it is im-
portant to run the motor at a small air gap. However,
the problem is not severe, since the characteristic dimen-
sion to which zg is compared in the exponent is I. For

P =
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instance if [ = 50 mm, then at an air gap of zo = 0.5 mm,
the power dissipation is only 14% higher than at zero air
gap. Thus the motor force is not sensitive to vertical fo-
cusing motions, and the design satisfies our earlier-stated
criteria (item 7).

‘We solve for the power optimal stator thickness as fol-
lows. The term in (15) that depends on I' is I'/(1 ~
e~"T)2, Setting the partial of this term with respect
to I" equal to zero yields a transcendental equation 1 +
27T = el Solving this numerically yields the mini-
mum power solution y;IT' ~ 1.25. Now, sinice y; = 27/l,
we find I" ~ [ /5 as the power optimal stator thickness.

As another way to minimize power, consider the motor
scaling laws in power and force. Specifically, since power
increases as the square of current and force increases lin-
early with current, if the motor area is increased by a
factor of n, then the power required to achieve a given
force is reduced by this factor. This result is apparent
in (15), since if N, and N, are scaled by n, then the
motor power dissipation P; drops by this same factor.
Following this reasoning, we have designed a large mo-
tor which takes advantage of the significant planar area
available on the bottom surface of the lithography stage.
This motor is described in more detail below.

5.7 Ezample motor design

As an example of the achievable performance, consider
a motor with the following specifications: magnet area:
0.15 m wide by 0.25 m long, stator area: 0.15 m wide
by 0.5 m long, w = 0.15 m, | = 0.05 m (five spatial
periods in magnet array, N, = 5, ten spatial periods in
stator, Ny = 10), ' = [/5 (power optimum), A = [/4
(square magnet blocks), 2o = 2.5 x 1074 m, ¢ = 5.6 X
107 S/m (copper), and poMp = 1.2 T (NdFeB magnets).
Substituting these values into (15) yields a motor power
coefficient of about 2.6 x 10~3 W/N2. For example, at
50 N force, the motor dissipates a total of 6.5 W.

To put this result in context, consider a 200 msec step-
and-settle time with a 15 kg platen. Under this assump-
tion, we calculate a power dissipation of 2.3 W while
the stage is moving. Since the stage is held fixed for
more than half the time while an exposure is in progress,
the average power will be lower than 1.1 W. We esti-
mate that given the low-resistance thermal path out of
the stator, the winding temperature will rise less than
0.1° C. This shows that the motor meets the criteria for
low power (item 2).

6 Maglev train electromagnets

Since permanent magnets can be thought of in terms of
equivalent current sheets, there exists an electromagnetic



analog of the Halbach array, in which circulating cur-
rents with proper orientation replace the rotated perma-
nent magnet blocks. Such an electromagnetic array has
the advantage that its field can be constrained primar-
ily to one side of the array. This topology has potential
use in systems where low fields on the back side of the
electromagnet are important, for instance in the super-
conducting electromagnets of maglev trains. Since there
is no fundamental field on the back side of the array, and
since the higher harmonics decay rapidly with distance
from the array, it should prove far easier to shield the
passenger compartment of a maglev train which uses a
Halbach-type electromagnet vis-a-vis one which uses a
conventional magnet [9]. This issue bears further study
and can be addressed using analyses similar to those given
herein.

7 Conclusions

This paper has presented the design of synchronous per-
manent magnet motors utilizing the Halbach array topol-
ogy. The design of a cartesian linear motor has been de-
veloped in depth. This motor is optimized for use with
a novel magnetic suspension linear bearing which is de-
signed for photolithography. We have demonstrated that
the motor is highly power efficient and have presented the
key motor design constraints and performance character-
istics. A second-generation magnetic suspension stage
using this motor design is currently in construction. The
insight obtained from studying the Halbach permanent
magnet array geometry may prove useful in other appli-
cations such as maglev trains.
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Appendix A: Field Solution Details
This section provides the details which support the mag-
net array comparison presented in section 5.2. Given the
magnetization (1), we seek a solution for the scalar po-
tential 9 on the boundaries (a)—(d). Since superposition
applies, the stator windings are ignored throughout the
remainder of this appendix.

In the follwing, we assume that the potentials and fields
are given by a Fourier series, i.e.,

[o ]
b= 3 dne? (16)
n=—co
and o
=Y [ﬂmix +I§rzn2,] e=iknZ’ (17)

n=—0oco

The vertical component of magnetization terminates
abruptly on the upper and lower boundaries and is con-
stant in the volume; this creates surface charges on the
upper and lower boundaries

o
- ==a b )
ot = —fi- [ —poM | =po Y Mype 9= (18)

n=—co

and ol = — b respectively, where 1 is the surface unit
normal. These surface charges are addressed through the
jump conditions

My,
_Mvn

— gt

H:n rn
}:T:‘:n - ﬁgn (19)
and thus do not affect the solution within the magneti-
zation layer.

Since the magnetization has a spatially-varying hor-
izontal component, the volume contains a polarization




charge given by

(20)

n=—oo

(o)
~V - poM = po Z Gk Mpne™ 77",

‘Within the volume we seek a solution satisfying Vx H =

0, and thus H = —V+. Thus it also holds that
n = knn- (21)
The field must additionally satisfy
V- poH = =V - poM. (22)

Since the volume contains charge, we take the approach
of determining a particular solution H, = —V1, and a
homogeneous solution Hy = —Vi, where V - poH, =
—V - puoM and V - poHp, = 0.

In light of (20)-(22) the volume charge imposes the
constraint on the particular solution

7 J M hn
'lxbpn kn

(23)

If we further consider that the total boundary poten-
tials 92 and ¢ are given, then the homogeneous solution
is used to match these potentials, i.e.,

- _ thn sinh k2’
Yhn W~ En )smhk A
c jM}m sinh k, (2’ — A)
—(”»b kn ) sinh kA (24)

Within the magnetization layer Pp = 'l/;,m + Phn. Then,
since H, = —8¢/8z', we find that

.. _ ”b_thn cosh k,z’
Hon = —kal$n - )sinhknA
~ My, cosh A
e — Lmy ORI 2 2) (55

Evaluating (25) at ' = 0 and 2’ = A yields
;:I:gn kn
Hz,
+j [ :I Mhn-

This result gives the transfer relation between the com-
plex amplitudes of the boundary potentials ¢n and ¢n
and the normal magnetic field A2, and HS, given the
volume source Mp,. The first term on the right repre-
sents the homogeneous solution and the second term on

1
—cothkn, A TV YV

cothk, A

4
B P

(26)

T Sinhk.A
coshkp A1
sinhkn, A

__coshknA—1
sinhkn, A

the right represents the particular soultion. This trans-
fer relation may be used to represent any region with a
Fourier-transformable horizontal magnetization which is
not a function of the vertical coordinate.

Since the bounded spaces at (a) and (d) are half-
infinite, the transfer relations of [8], pg. 2.33, simplify
to

az,
rd
H:z:n

'Yn'€b~1?,,
~Tn 'l/’g. .

(27)

Further, since the boundaries are current-free, the poten-
tial is continuous, i.e.,

o= R

v = U

Equations (19), (26), (27), and (28) form a set of eight
equations in eight unknowns which allow us to solve for

the desired potentials on boundaries (a) and (d). After
some manipulation, the result is

(28)

Myn - M, e
=g (e + IR 1 e (20)
and,
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All that remains is to determine the Fourier compo-
nents associated with each magnet array. These are given
by the analysis integrals

)
¥, = % / M, 4! (31)
0

1

Mhn = -]i-/ Mhejk"z,dzl (32)
0

where M, and Mj are the vertical and horizontal com-

ponents of the magnetization within the array. Carrying

out this analysis and then substituting into (29) and (30)

yields the results given in section 5.2.




Halbach Array Motor/Generators
A Novel Generalized Electric Machine

B. T. Merritt, R. F. Post, G. R. Dreifuerst, D. A. Bender
Lawrence Livermore National Laboratory

Introduction

For many years Klaus Halbach has been investigating novel designs for
permanent magnet arrays, using advanced analytical approaches and
employing a keen insight into such systems. One of his motivations for this
research was to find more efficient means for the utilization of permanent
magnets for use in particle accelerators and in the control of particle beams.
As a result of his pioneering work, high power free-electron laser systems,
such as the ones built at the Lawrence Livermore Laboratory, became feasible,
and his arrays have been incorporated into other particle-focusing systems of
various types. This paper reports another, quite different, application of
Klaus' work, in the design of high power, high efficiency, electric generators
and motors. When tested, these motor/generator systems display some rather
remarkable properties. Their success derives from the special properties
which these arrays, which we choose to call "Halbach arrays,” possess.

In August 1979, K. Halbach submitted a paper! entitled "Design of
Permanent Multipole Magnets with Oriented Rare Earth Cobalt Material." In
this paper, he presented a novel method of generating multipole magnetic
fields using non-intuitive geometrical arrangements of permanent magnets.

In subsequent publications 24, he further defined these concepts. Of particular
interest to one of the authors (RFP) was the special magnet array that
generated a uniform dipole field. In 1990 Post proposed the construction of an
electric machine (a motor/generator) using a dipole field based on K.
Halbach's array of permanent magnets. He further proposed that such a
system should be employed as an integral part of "an electromechanical
battery" (EMB), i.e., a modular flywheel system to be used as a device for
storing electrical energy, as an alternative to the electrochemical storage
battery.

This paper reviews Halbach's theory for the generation of a dipole field
using an array of permanent magnet bars, presents a simple analysis of a
family of novel "ironless" electric machines designed using the dipole
Halbach array, and describes the results obtained when they were tested in the
laboratory.
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The Dipole Array

Although electric machines can be constructed using multipole fields
based on the techniques introduced by K. Halbach, the dipole field offers some
unique advantages for the construction of a high speed electric machine.
Figure 1 shows an end view of a dipole Halbach array. Shown in the figure
are the directions of magnetization of the bars and one quadrant of the
computed lines of force produced by the array. Note the highly uniform field
inside the array, and the near-cancellation of the field outside the array.

i

Figure 1. Cross Section and Field Lines of Halbach Array

/I(

Except near the ends of the array, or very near its inner surface, the
dipole field inside a such an array is given by the expression derived by
Halbach:

B, =B, Cy In(r, /17) 1)

withr andr, indicating the inside and outside radius of the magnet array,

respectively, and By representing the remanent field of the permanent
magnet material. If M is the number of segments in the magnet,

Cy =Sin(2rn/M)/(2r/M) 2

giving Cy; = 0.90 for M = 8 and C; = 0.97 for M = 16. These equations are
derived in reference 2.




When Equations (1) and (2) are compared with a computer code using
the correct remanent field of the magnets, the code results agree within a
percent or two of the analytical result. Arrays constructed using the high-field
material, NdFeB, have measured fields that are found to be within a few
percent of the predicted values.

Figure 2 is a field plot of a dipole field constructed using an eight
segment Halbach array. The permanent magnets used for this dipole were
ceramic; the field values measured are uniform to about three percent. The
values for the field strength are those measured inside the Halbach array
cylinder; the field decreases somewhat near the ends of the magnet array. See
references for a detailed discussion and calculation of this decrease.

-82

Figure 2. Measured Values of Halbach Array Field

Construction of the Generalized Motor/Generator

The design of a motor/generator using a dipole Halbach array is
simplicity itself. Furthermore, since there are no iron laminations used in the
design the theoretical prediction of the properties of such motor/generators is
equally simple.

Ih order to construct a motor/generator, all that is required is to insert a
single or multi-phase winding down the axis of the dipole field and provide
relative motion between the field and the winding(s). Relative rotation then
generates an EMF in the winding that is linearly related to the product of the
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rotation speed and the amount of flux intercepted by the winding. In the case
of a generator, the work performed in sustaining the relative motion between
the windings and the field is transformed directly into ac electrical energy that
flows out of the machine. Conversely, ac electrical energy flowing into the
winding, if at the proper frequency and phase, is transformed into mechanical
work that causes a relative motion between the windings and the field. At
this point it is important to note that only a relative motion between the
windings and the field is required; electric machines having either the
windings or the Halbach array in motion could be constructed. There are
advantages to each type depending upon the application.

Figure 3 shows a three phase winding inserted into the Halbach array
field. Single phase or higher phase number machines can also be constructed.
This paper concentrates on the three phase machine in which the dipole
Halbach array surrounding the winding is rotating. This configuration has
been employed by us in the application for which it was first proposed,
electromechanical batteries (flywheel energy storage modules).

HALBACH NAGNET SEDNMENTS

,;;L ] ewrnonrenTaL Barrtzere

€ LITZ WIRE WINDING

Figure 3. Halbach Array with Three Phase Winding

In order to calculate the induced EMF, consider first the simple case of a
single turn winding. Assume for the moment that the winding is stationary
and that the Halbach field, due to the relative motion, is given by

B(t) = B0 Cos(wt) 3)
Owing to the linearity of the system the induced EMF is given exactly by

V() =do/dt, - (4)
where @ is simply given by the product of the dipole magnetic field strength

and the area, A, intercepted by the windings (with a small correction, usually
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of order 10 to 20 percent, depending on the relative length of the windings
and the magnets) for the fall-off of the field strength near the ends of the
magnet array.

This expression then reduces to

V() = Bo' Ao Sin(wt) (5)

where A is the area of the winding, i.e., its length multiplied by its transverse
width, and w is the rotational velocity in radians per second.

For the case of multiple turns per winding, the voltage becomes

V(t) =K N B, o Sin(at) 6)

where N is the number of turns and K is a geometric constant, close to unity,
that accounts for the fact that the winding now has some physical width that
spans an arc along the circumference of the cylinder upon which the
windings are attached. This constant is readily calculated; it accounts for the
relative decrease in magnetic field since a particular turn is no longer exactly
aligned with the reference direction for the magnetic field. For such a turn the
correction factor is equal to cosp, where B is the angle between the reference
for the magnetic field, usually zero, and the angle at which a particular turn
resides. For a distributed winding with angular spread « (i.e. its two sides
intercept a fraction 2a./2w of the circumference), upon performing the average
over this spread the factor K is given by the following expression:

K=2Sin(a/2)/a (7)
If o = 30°, for example, K = 0.989.

Figure 4 is a schematic of the electric machine. It is to be interpreted on
a per phase basis for machines having multiple phases. Note that this
representation contains only linear elements, and also note that the value of
magnetic field B, that is to be used in calculating the induced voltage, is that
of the Halbach array. In this ironless system, and for all feasible values of the
winding currents, there is no "back reaction" between the stator windings and
the inducing magnetic field. There is, of course, an effect of the winding
inductance on the output voltage as well as the usual resistive drop.
However, since the system is ironless, inductances are low, and with good
design, the resistive drops are also low. As will be shown, not only is the
power output very high, but the efficiency is also typically much higher than
that of an iron-core machine of comparable physical size.
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Figure 4. Equivalent Circuit for Electric Machine, per Phase Basis
The equations for torque are also straightforward. Consider again the
case of a single turn winding and only one phase. The vector force on a
conductor is given by '

F=2I(LxB) (8)

where I is the current in the conductor, L is the vector path along the
conductor and B is the vector magnetic field. The torque is then

T=rxF, )
where r is the radius.

For a single turn rectangular winding with longitudinal length L, in a
dipole field, the magnitude of the peak torque becomes

T=2rLIBO (10)

and for the multiple turn case, the peak torque becomes

T=2rLIB) KN, (11)

where K is the geometric factor as before and N is the number of turns.

Owing to the complete linearity of this ironless system these simple
equations form an adequate basis for the design of motor/generator systems
employing a dipole Halbach array. We will later discuss the circuit-related



factors that must be employed in order to calculate the output power and the
efficiency of such generators. Again, as noted, the absence of iron in the
magnetic circuit means that only simple air-core inductances and winding
resistances must be taken into account to calculate these quantities.

If the rms output voltage of each of the 3-phase windings is V,, the
winding inductance is L, , and its resistance is R, , then the output power of
each phase into a resistive load with resistance R; is given by the equation:

P = (VO)Z L Watts/phase (12)
Rp | [1+Ry/R)PHOL/ R P
The efficiency is then given by the expression:
RL
M= R,+Ry (13)

Advantages

A fundamental advantage of a machine of this type has already been
mentioned. That is, the fact that the machine can be constructed without the
use of magnetic material other than the permanent magnets. There is no
need for laminations or back iron. This has two major advantages. First the
conventional core loss and eddy current loss in the laminations or back iron
does not exist. The only loss in the machine will be losses in the windings.
The second advantage is since there is no back iron or laminations required,
the machine is inherently lightweight.

The uniform field also results in several important advantages. Since
the field is truly uniform, the machine design is no longer constrained by the
airgap size. This offers the opportunity to solve other system issues. For
example, in the modular EMB application, it allows a vacuum barrier to be
placed between the windings and the Halbach array without appreciable
degradation of machine performance.

The field uniformity of the dipole Halbach array has another, very
important result for the extraction of very high peak powers over short time
scales. Conventional generators employing narrow gaps and iron laminations
have a problem that is not encountered here. In such systems, where the drag
torque caused by the power is a function of the gap spacing, there can exist a
strong tendency to drive the rotating system into so-called "whirl" instability.
Contrast this with our situation. Since the field is uniform, the torque is not a
function of the displacement of the windings relative to the field (the
windings only "know" that they are in a uniform rotating field, origin
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“unknown"). Thus the potential, from this source, for whirl instability does
not exist. '

As mentioned earlier, the major loss mechanism in this type of
machine is the losses in the windings. These losses can be minimized by
increasing the amount of copper in the windings. There is a trade-off between
the efficiency of the machine and the size of the winding. There is also a
potential loss due to eddy currents in the conductors; since the field is always
present, eddy currents will be induced in the conductors due to the relative
motion between the windings and the field. This latter loss is easily
controlled to low levels, i.e. a few watts, by the use of Litz wire.

Motor Types

Halbach array electric machines could be constructed in a conventional
manner, whereby the Halbach array is stationary and the windings rotate
within the array. As we have mentioned for use in our modular EMBs, the
Halbach array machine has been constructed "inside out”, with the windings
stationary and the magnet array rotating around the windings. There are
advantages to both types of construction; specific applications drive the
choice.

In a conventional machine configuration, the Halbach array machine
would look physically much like a dc machine; that is, the armature is on the
rotor and the field is stationary. Such a machine could be operated as either a
dc or ac device. If one uses slip rings to bring out the windings, the machine
could be characterized as an ac machine. However, if now an electronic
commutation circuit is added, the Halbach array machine can be characterized
as a dc machine. If one desired, one could use a mechanical commutation as
well.

The inherent advantage of this construction technique is that the
inertia of the rotor is dominated solely by the mass of the windings since
there are no laminations required. One can therefor envision the
construction of a very high speed low inertia machine.

If the machine is configured, as we have done, in an "inside-out”
geometry, the windings are stationary and readily accessible. Again, the
machine can be characterized as either an ac or dc machine. The primary
advantage of the inside-out construction is that it is readily adapted to
evacuated systems (such as in our EMB) since there is no need for slip rings.




Our specific application, the EMB

As noted earlier, the impetus for the development of this new type of
electric machine was our application to modular electromechanical batteries.
56,7 The EMB battery consists of a high-speed flywheel with an integral
motor/generator suspended on magnetic bearings and in an evacuated
housing. For practical use, a set of power electronics is coupled to this
module. The flywheel and its motor/generator is a means for energy storage
and extraction; the power electronics conditions electrical energy, both for
adding energy to and extracting energy from the flywheel. Since the goal is to
mimic a battery, the input/output voltage to the power electronics is typically
dc, although ac-based systems can also be contemplated, using so-called
cycloconverters, or the multi-phase devices called matrix converters. A sketch
of the electromechanical battery is given in Figure 5.

As can be seen in Figure 5, the Halbach array machine is an integral
part of the flywheel construction. The array of magnets is designed into the
rotor; the mass of the magnets is used advantageously to keep the composite
material in compression. The advantages listed above are also utilized in this
design. The outer diameter of the stator windings are typically a centimeter
smaller than the inner diameter of the Halbach array magnets. In this space, a
thin vacuum barrier is placed, still allowing for a substantial clearance
between the array and the barrier. This clearance simplifies the design of the
bearing/suspension system, which need not constrain the radial
displacements of the rotor assembly to the fraction-of-a-millimeter tolerances
that would be required in a conventional iron-core machine.

We conclude this section with a summary of the design parameters of
one of the modular EMBs that we have constructed.

Table 1. Electromechanical Battery Parameters

Useful Energy (100% to 50% speed) 0.6 kW-hr

Max Speed 84,000 RPM

Peak Power 50 kW

Open Circuit Voltage 151 Vrms/phase at max speed
Halbach Array Length 18 cm

Halbach Array Outer Diameter 10.5 cm

Halbach Array Inner Diameter 7 cm

Winding - Turns/phase 6

Conductor size 1700 strand, #40 Litz
Inductance per phase 7.4 microhenries
Resistance per phase 10.8 milliohms
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Figure 5. Electromechanical Battery

Using these data and equations (12) and (13) we can calculate the power
output and the efficiency of this generator. We assume that the power from
each of the three phases is summed independently in calculating the output
power, and we ignore the eddy current losses in the Litz wire (it is of order
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one or two Watts). In the table below the power and efficiency are calculated
as a function of the load resistance (the same for each of the three phases) and
at full speed (84,000 RPM). As will be seen at or below the design power the
efficiencies are very high.

Table 2. Generator Efficiency Versus Output Power

R, Power Efficiency
(Ohms) (kW)

3.0 23 0.9964

2.5 27 0.9957

2.0 34 0.9946

1.5 45 0.9929

1.0 66 0.9893

Drive Circuitry

Although the Halbach array machine can be operated as either an ac or
dc machine, there are advantages to operate it as a dc machine. The primary

advantage is that the drive circuitry can use a simple 120° gating waveforms.
Normally, in an ac machine, elaborate PWM techniques are used to generate
sinusoidal waveforms in order to minimize harmonics that can cause losses
in the laminations. Since the Halbach array machine does not have
laminations this is no longer of concern. The resulting drive can then be
greatly simplified, since in this case a simple rectangular wave is very nearly
as efficient in driving the rotor as would be a pure sine wave.

In our specific application, energy is transferred into and out of the
flywheel on a routine basis. In order to add energy to the flywheel, the power
electronics treat the Halbach array machine as an electronically commutated
dc motor, as the voltage is raised across the motor, the speed of the motor
increases. A schematic of the power electronics for spin-up is given in Figure
6. The electronic commutation is provided by six IGBTs connected to the
three phases of the machine. The dc voltage to the commutating bridge is
controlled by the "buck” regulator formed by one IGBT, an inductor, and
diode. The IGBTs in the commutation bridge also serve as an overcurrent
protection scheme. The lower IGBT in each leg can be pulse width modulated
to control the current in the windings. The switching frequency for this
modulation is about 20 kHz, while the electronic commutation needs to
accommodate frequencies up to 1400 Hz to achieve 84,000 RPM operation.
This protection is not for the windings but for the power semiconductors.
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Figure 6. Simplified Schematic of Spin-up Circuit

A schematic for extraction of power from the flywheel is given in
Figure 7. The three phases of the windings are connected to 4 six pulse diode
bridge to convert the ac waveforms to dc. Since the speed changes a factor of
two while energy is being extracted the dc voltage will also decrease by a factor
of two. To accommodate this change in dc bus voltage a "boost" regulator is
added. The boost circuit provides for a constant output voltage by changing
the IGBT duty cycle.

1< mn

M Y Y

BOOSTREGULATOR DIODE BRIDGE HALBACH GENERATOR

Figure 7. Simplified Schematic of Energy Extraction Circuit




Since IGBTs are normally packaged with an antiparallel diode, the
spin-up and extraction circuit can be combined to.one as shown in Figure 8.
This circuit works best when the energy is added to the flywheel on the same
time scale as it is extracted. Figure 8 is an example of circuit that creates a true
electromechanical battery; the flywheel-power electronics system mimics a dc
battery. For those applications where energy compression is important, that is,
the energy is added/extracted on a much longer time scale than it is
extracted/added, there is a cost advantage to separate the spin-up and
extraction functions in order to minimize the cost of the power
semiconductors.

| Z
= —1L/‘-+ =
Nl } ol } -
\ v J v J \ v J
BUCK/BOOST REGULATOR E1 ECTRONIC COMMUTATOR HALBACH MACHINE

Figure 8. Simplified Schematic of Power Electronics for Electromechanical Battery

Performance

Although the flywheel system has not yet been operated at full speed,
the fundamental characteristics of the Halbach array electric machine have
been verified.

AC Operation
Figure 9a is a typical open circuit voltage waveform; the purity of the
sinusoid is given in Figure 9b which shows that the highest amplitude

harmonic is less than a factor of 300 than the fundamental (i.e., more than 50
decibels lower) .
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Figure 9. Open Circuit Voltage
Extraction of High Power

Using the flywheel with an integral Halbach array machine, over 50
kW of power (into a load that was not impedance-matched for maximum
power) in about one second bursts have been successfully extracted. During
this high peak power, the machine did not exhibit any indications of whirl
instability. To perform this extraction, the windings were connected to a six
pulse diode bridge that was then switched into a resistive load. Figure 10
shows typical bridge voltage and current during extraction. The peak power
that has been extracted to date was 65 kW for about one second.

DC Operation

The flywheel with an integral Halbach array machine has been
routinely operated at 40,000 RPM. During the spin-up, a single phase version
of the power electronics as shown in Figure 6 was used. Figure 11 is a plot of
speed versus dc bus voltage. The dc bus voltage is always slightly higher than
the emf to ensure power flow into the motor during spin-up. This operation
is typical of a dc motor with constant excitation.
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Harmonic Generation with Multiple Wiggler Schemes

R. Bonifacio, L. De Salvo and P. Pierini
INFN Sezione di Milano and Universita degli Studi
Via Celoria, 16, 20133 Milano, Italy

In this paper we give a simple theoretical description of the basic physics of the single
pass high gain free electron laser (FEL), describing in some detail the FEL bunching
properties and the harmonic generation technique with a multiple-wiggler scheme or a
high gain optical klystron configuration.

1. INTRODUCTION

Theoretical analysis [1,2] of the Free Electron Laser in the single pass
configuration have shown the existence of a collective instability which leads to
electron self-bunching and coherent emission. This regime, experimentally
observed at Lawrence Livermore National Laboratory [34], is based on the
unstable process of self-bunching of the electrons in the beam [1,5]: the electrons,
subject to the ponderomotive potential created from the combination of the
electromagnetic and the wiggler fields, bunch on the scale of the radiation
wavelength and radiate coherently, increasing efficiently the radiation intensity.

The high gain FEL is interesting not only for the high radiation power that it
can provide, but also for the effects that the process has on the electron beam. A
FEL can be used also as a buncher for high current beams [6]. In fact, just before
the saturation of the radiation power, the maximum spatial modulation of the
electron beam on a scale shorter than the radiation wavelength is produced,
modulating the beam current in a series of periodic spikes [7,8]. This technique is
of great interest in the physics of future electron beam accelerators.

One of the most intense efforts in the FEL research is the production of
powerful radiation in the region of the electromagnetic spectrum where
conventional sources do not exist, as the UV and XUV regions (see e-.g. [9]). It is
well known that harmonic radiation is produced in a planar wiggler, however,
its gain is usually considerably lower than the fundamental gain [10] and the
process is limited by tight constraints on the necessary beam quality.

In this paper we review the scheme for the production of coherent
spontaneous emission on higher harmonics using a multiple-sections wiggler
and/or a dispersive section. In this device the electron beam is strongly
prebunched on the fundamental and all the higher order harmonics in the first
wiggler section (the modulator), as a consequence of the high gain amplification
at the fundamental [11]. Then, the bunched beam emits coherently passing
through the second section (the radiator), tuned on a harmonic of the first
wiggler section. This technique provides an up frequency converter and
amplifier. For a small initial energy spread a dispersive section can be inserted
between the two sections, in order to enhance the bunching after the modulator.
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2. THE FREE ELECTRON LASER BaAsIcs

The high gain free electron laser amplifier is a device in which an electron beam
is coupled to a co-propagating radiation field by a spatially alternating
magnetostatic field produced by a wiggler [12,13,14]. Under proper conditions,
the electron beam looses energy to the radiation field, which experiences an
exponential amplification along the wiggler [1].

From the relativistic equation describing the energy variation of an electron
interacting with an e.m. wave we have the well known resonance condition:

2 _M(+al)
Ve =00
24,
where a,,=eB""S,,/ (k,mc2), is the wiggler parameter.

In the steady state regime, i.e. neglecting the slippage between the electrons
and the radiation field, the system of equations that describe the FEL reduces to
an ordinary differential equations system, and can be easily exploited both
analytically and numerically. In this case the 1-D model equations read:

(1)

do. .

dZJ =D; (2.a)
—‘% =—(4e" +cc) (2.b)
g§=¢%q+mA _ 29

where we have introduced the detuning parameter 8= ((y)o -.) /py, , in which

<Y>, is the average initial electron energy and p is the fundamental FEL
parameter [1], and the bunching parameter b=(e"'°') which describes the electron

bunching on the scale of a radiation wavelength, A..
In the 1D theory, p is the (only) parameter which gives the constraints on the

FEL operation. In particular, to obtain the maximum gain the energy spread and
detuning parameter must satisfy the following conditions:

GsélsP 5<p. 3)

3. EXPONENTIAL AMPLIFICATION AND SATURATION LENGTH

The linear analysis predicts an exponential instability of the emitted radiation
field; nonlinear effects determine the saturation of this growth. The linear
solution of the exponentially growing mode fits well the solution of the full non
linear system up to the saturation of the radiated power. In the case of an initial
radiation signal of intensity |1 Aq!12, the asymptotic behavior of the linear solution
for the radiated power | A12, in the cold beam, resonant case (8=0) is:

|A] = M’%exp[«/gz / lg], (4)
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where lg=7tw/ 4mp. Since saturation occurs at a value close to one, we can write
the saturation length with the following formula:
I, 9
Zsat -\/§ In IAO 2- (5)
We note from this relation that the dependence of the saturation length from
the initial seed power is a slow, logarithmic dependence. The bunching
parameter, the driving term of the radiation evolution, exhibits in the linear
regime the same kind of exponential growth of the radiation field along the
wiggler up to saturation. The saturation of the bunching parameter occurs nearly
at the saturation of the radiated field, and its value is almost equal to one (bsar=
0.8), indicating that nearly all the electrons have been grouped in a spatial region
much smaller that A.. As a consequence, at saturation, the electrons are tightly
bunched on a scale A, and there will be also an appreciable bunching on all the
Fourier components of b [15]. ‘

4. HARMONIC BUNCHING DUE TO NON LINEAR COUPLING

In a linear wiggler, in the case of on-axis propagation, the electrons can couple to
all the odd harmonics of the fundamental wavelength determined by the
resonance condition eq.(1), with different coupling coefficients. It is possible to
extend easily the 1D model to take into account 2 field composed by a
superposition of several harmonics. However, in the linear regime the system
reduces to a set of decoupled equations for the field harmonics, with different
growth rates. This analysis predicts that the growth rate for the high order
harmonics is usually lower than the growth rate for the fundamental and that,
for a case of a pure excitation of the fundamental field, no harmonic emission is
observed. However, a more detailed analysis, extended to the non linear regime,
shows that the nonlinear behavior of the coupled system of equations differs
strongly from the results obtained from the previously mentioned linear
analysis, even well before saturation.
The simplest extension to the system (2.a-c) can be written as:

90 sk () A, | cos(hB; +0,) 6.2)
dz? fodd " h Jo Yk :
-5_;<1Ahlexp[i¢,,]>=F;.(&)(exp[—iheb (6.)

We have introduced the harmonics of the radiation vector potential (Ap, 1
odd) and the coupling coefficients F,(§)= (=D Jo 1y (hE) = Jaay (HE)] with
E=a’/ [2(1+a?v)].' In Fig. 1 we show the numerical integration of the above

system considering the fundamental wavelength and the first two harmonics,
h=35. We can see that, even if the harmonic radiation reaches a power level
substantially smaller than the fundamental, the bunching parameter saturates to
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almost identical values, of the order of the unity. From this figure we can clearly
see that, when the fundamental radiation starts experiencing an exponential
growth, the two higher order bunching parameters exhibit a much faster growth
rate than the fundamental, contrary to the results obtained by the linear analysis
of the system, even if in the linear regime the fundamental mode is dominant.
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Fig. 1 Numerical integration of equations (6). a) to ¢) show the first three
dimensionless emitted harmonics of the field (fundamental, £=35). d)
to f) show the harmonic bunching components. Here we used an input
field tuned on the fundamental component.

This fact can be easily explained analytically neglecting the effect of the high
order harmonics on the evolution of the fundamental radiations (the power in
the harmonics is much lower than the power radiated on the fundamental), and
evaluating the effect of the exponentially diverging fundamental mode on the
harmonics. In this way one can clearly see that the exponential growth of the
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fundamental wavelength drives the instability of the higher order modes, at a
rate h times greater than the fundamental, where k is the harmonic number. In
fact, this non linear analysis, in the case of k=1 and k=3 allows us to write a
closed equation for the evolution of the third harmonic bunching coefficient:
3

S sire, = - Rai o3\ E], %
where \; is the growth rate of the fundamental unperturbed wavelength,
solution of the cubic equation [1]

Y-8’ +1=0. . 8

The left hand side of this relation leads to the standard cubic dispersion

relation for b3 (and hence Aj), in the linear, decoupled limit where the right hand
side can be neglected. The term appearing in the right hand side is due to the
exponentially unstable fundamental mode. Due to this inhomogeneous term the
asymptotic solution for b3 turns out to be proportional to exp(3iX;Z), i.e. it has a
growth rate three times larger than that of the fundamental. More generally, the
solution for the third harmonic bunching is a linear combination of two
exponentials with different growth rates: one is determined by the cubic relation
derived by the linear homogeneous equation associated with eq.(7), the other is
driven by the inhomogeneous term of the same equation at a rate 3A;.This
theoretical analysis can be easily confirmed in the non linear regime by means of
simulations. In Fig. 2 we show the same case of Fig. 1, plotting on the same
picture 153! and 1b;!3 as a function of the distance in the wiggler. As we can
see, a definite proportionality between the two curves exist, up to saturation,
confirming our results. This analysis can be performed on any harmonic of the
bunching parameter, resulting in the fact that the h-th harmonic is driven by the
fundamental at a rate 4 times the growth rate of the fundamental.

10

)
R
3
]
b
lllllllllll%

K I NP N B R VI TPIE HPIE PN PR B P P P

5.0 10.0 15.0

z

Fig. 2 Same case of Fig.1. Here we plot 1531 and 15 13 on the same semilog
picture.
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5. THE OPTICAL KLYSTRON CONFIGURATION

An Optical Klystron [16] is composed by two wigglers, separated by a dispersive
section, that can either be a free space section or a proper magnetic device. In the
first wiggler (the modulator) an electron beam, interacting with a radiation field
(that can be provided either by an external laser or by the spontaneous radiation
emitted by the electron beam itself), receive an energy modulation that is then
transformed into a spatial modulation (bunching) in the dispersive section. The
bunching provided by the dispersive section enhances the coherent emission of
radiation in the second wiggler.

This scheme has, in principle, two distinct advantages over the bunching
produced by the conventional high gain FEL amplifier scheme [15]: first, the
total length of the device can be considerably reduced, second, the electron
bunching in the dispersive section is gained with no additional growth of the
FEL induced energy spread. However, in an Optical Klystron the bunching
efficiency is very sensitive to the initial energy spread of the electron beam,
which needs to be sensibly smaller than the one required for the normal high
gain FEL operation [1}:

Fc small initial field intensities and short modulators the interaction between
the electrons and the radiation field in the first wiggler can be described (as in
the small gain theory of a FEL) assuming a constant field and an induced
sinusoidal modulation of the electron beam [17,18]. This is the typical situation
of the operation of an Optical Klystron in a storage ring [19]. It can be shown that
there exists an optimum value both for the modulator length and the dispersive
section strength, given the initial field amplitude and beam energy spread.

The inclusion of the energy spread in such an analysis introduces a strong
damping term for the bunching obtained in the dispersive section [18]; such
energy spread effects can be partially reduced by increasing the electron
modulation amplitude, i.e. the initial field intensity or the length of the first
wiggler. This can lead to a situation where the constant field approximation no
longer holds, and the modulator operates in the high gain regime. This kind of
operation has been recently proposed by several authors [20,21].

A complete analytical model has been proposed in Ref. [22], useful to describe
the bunching process in both the small and high gain regimes and incorporating
in a natural way energy spread effects. We have shown that strong energy
spread limitations still hold in the high gain regime and, furthermore, we have
described the optimization and evaluated the bunching on the fundamental and
h-th harmonic for both regimes. The model presented in [22] can describe the
bunching process also in a conventional FEL, and even in this case its validity
holds deep in the exponential regime.

The behavior of the dispersive section in an Optical Klystron configuration

can then be approximated by a simple point like region that imposes the
following transformation on the electron phase and energy variables (p = 0):
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6(z,,,) =9(z,) + Dp(z,) 9.2)

P(Z) = P(Z,) (9-b).
where D is the dispersive section strength, that, in the case of a magnetic device,
can be evaluated, given a sufficiently large magnetic field B(Z), by the formula:

Ze (& :
D=pk[ - ) | d&( | dnB(n)) (10)
yme S

For instance, a dispersive section made out of three dipoles of length s/4, 5/2
and s/4 and field values -By By and -Bg, respectively, has a strength
D=(1/48)pk(eB/mcy)2s3.

To evaluate the effect of the dispersive section in a optical klystron, we have
integrated in the first wiggler the linearized equation of motion for the electron
variables 0 and p, using the self-consistent field as solved by the linear analysis
for the driving term of the electron evolution. At the end of the first wiggler the
dispersive section acts with the transformation rules given in eq.(9.2)-(9.b). Using
the new values of the electron phases the harmonic bunching parameter at the
beginning of the second wiggler can be easily calculated from

b = {expl—ih8(Z,,)]) = (exp[—ih(8(Z,)+ DpE ) (11)

Here 6(%;,) and p(Z ;) are the phases and energies at the end of the first
wiggler.

Carrying out explicitly the calculation as outlined in Ref. [22], with the proper
initial conditions and electron initial distribution we can derive the bunching at
the beginning of the second wiggler as a function of the initial beam energy
spread o, the dispersion section coefficient D, the initial field Ag and the length
of the first section, Z.

From the results obtained we can derive the expression:

|, @)| = exp[-1*D** 1 2] 7, (27y(Z. A, S, D)| (12)
where Jj, is the Bessel function of first kind of h-th order and v is a given
function of the dispersive section strength D, of the detuning 3, of the initial field
Ag and monotonically increasing with . Since Jy, is always smaller than one, the
above expression shows the strong damping effect of the energy spread, and that
the requirement Do=1/k, already referenced in the low-gain regime [18], holds
also when the first wiggler operates in the high gain exponential regime. The .
above requirement, in the interesting case D>>1, leads to 6<1/hD, which is much
more restrictive than the condition 6<1, necessary for the high gain operation of
a FEL amplifier. :

From the final expression for the harmonic bunching we can derive the
optimizing criteria for D, given the buncher length, Z, and the initial energy
spread, o, provided that the energy spread constraint is satisfied (hDo<1)[22].
We can maximize the bunching at the beginning of the second wiggler either as

107




a function of the dispersive section strength D or as a function of the first wiggler
length, given the initial beam distribution. In the limit of a very short modulator,
7 <<1, the expression found for the bunching reduces to the usual expression of
the bunching in a small gain Optical Klystron [17,18].

To perform a simultaneous optimization of D and Z, it is useful to look at the
level curves of 156(Z) 1, obtained by plotting the analytical expressions for the
bunching, and reported in Fig.3 and Fig.4, respectively in the case of 6=0.01 and
6=0.1. From these plots it can be seen easily that, increasing o, the advantage of
the Optical Klystron scheme in the overall length reduction becomes irrelevant.
As can be seen in Figs.3 and 4, for 6=0.01 the value 151=0.55 is reached at 7=2.5
(and D=30), for 6=0.1 the modulator has to be increased to 7=4.8 (and D=4). The
normal FEL instability (D=0) generates the same bunching at z=6. There is
clearly an advantage in the decrease of the modulator length with a dispersive
section in the first case, where the energy spread is small, but this advantage is
nearly vanished in the second case, where the energy spread is larger.

100.0 T
D [=AN 3 ‘
0.0-|||I|

0.0 2.0

N.

Fig. 3 Contour plot of the bunching factor (for =1) given by expression (12)
versus z (horizontal axis) and the dispersive section strength
parameter D (vertical axis). Here 6=0.01 and A=0.01.

For even higher values of energy spread the advantage of the dispersive
section over the normal FEL bunching process is considerably reduced with
respect to the previous case, and its use is questionable. In fact, in order to satisfy
the condition Do <1, smaller values of the dispersive section parameter D have
to be chosen, so that the use of a dispersive section becomes a disadvantage, if
not useless.
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20.0

Fig.4 As Figa3, for the parameters 6=0.1 and Ag=0.01.

As a last point we can note that the analytical results for the hth harmonic
bunching at the end of the first wiggler section (obtained by taking D=0) show,
using a different method, the result obtained by the non linear driving model
outlined in a previous subsection. In this case eq.(12) reduces tQ

R EE exp(ﬁz/z>)| (13

From the above expression, since ] 1(X) behaves as x" for small values of its
argument, we recover the result that the growth rate of the h-th harmonic ina
conventional FEL is k times larger than the growth rate of the fundamental [15].
Again, since the maximum value of ], decreases very slowly with i, we have the
analytical evidence that the harmonic bunching near saturation is very large
even if the harmonic field is very small [15]. In conclusion the Optical Klystron
configuration is convenient only for very small values of ¢, and practically is not
anymore convenient as o=0.1 (see Fig.4) whereas in a conventional high gain
FEL high values of the bunching (Ib1= 0.8) are reached until o<1.

6. HARMONIC GENERATION: FREQUENCY DOUBLING AND TRIPLING

It has been previously shown that the high-gain operation in a FEL amplifier
generates bunching at the fundamental wavelength and its harmonics. This has
suggested [11,15] the possibility to use a FEL amplifier as a resonant-frequency
doubling or tripling device, generating strong bunching at the second or third

harmuonics of a conventional input source in an initial wiggler section, then using -

a second wiggler section resonant at the double or tripled frequency to emit
strong bursts of radiation. This offers a new method to generate radiation in a
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spectral range where conventional input sources are not available, as in the XUV
range. Moreover, although the oscillator configuration has the advantage that
does not require an input source, it has the disadvantage of requiring mirrors
with adequate reflectivity to permit lasing, and appropriate mirrors at short
wavelengths become harder to find.

The technique of using a FEL amplifier as a frequency converter is based on
the fact that the spatial bunching in the high gain regime can be very strong and
that in a linear wiggler electrons couple strongly to odd harmonics. Close to
saturation, a large harmonic bunching is generated; by that point the energy
spread induced in the beam by the amplification of the fundamental reaches a
maximum. At some stage before saturation of the exponential gain regime, it is
possible to change the wiggler field, in order to bring the second or the third
harmonics radiation into resonance with the wiggler. The fundamental radiation
in the first part of the wiggler is non resonant in the second, hence it does not
interact with the electrons, while the second or third harmonic becomes the
fundamental.

Since the beam has a large component of bunching at the selected harmonic, it
will start fo emit coherent spontaneous radiation, with a n,2 scaling due to the
prebunching process performed by the first section of the wiggler. It can be
shown that the harmonic radiation produced in the first section-of the wiggler is
inessential to the process, and can be neglected, because the main mechanism of
emission in the second part of the wiggler is the strong bunching of the electron
beam. In other words, the equivalent input noise of the electron beam in the
second part of the wiggler is much greater than the small harmonic component
of radiation generated in the first part.

In Fig.5 we present a case, showing the fundamental, the second and third
harmonics of the radiated field and of the bunching, but with a wiggler length
chosen so to be well into the exponential regime, but before saturation, to avoid
a big induced energy spread in the electron beam. In this figure we have
intentionally shown the second harmonic of the radiation field, which has no
evolution along the wiggler, to stress the important point that, even in the absence
of second harmonic radiation the second harmonic bunching reaches a value close to the
fundamental.

We then change the wiggler, reducing the magnetic field, to bring the third
harmonic into resonance at the fundamental with the same electron energy. The
radiation intensity at the fundamental in the second section of the wiggler, as
shown in Fig. 6, reaches the saturation value of 0.7 in dimensionless units (we
recall that in these units the steady state saturation is about 1). The saturation
value is less than the maximum value of nearly 1 because of the energy spread
induced in the first section of the wiggler by the growth of the fundamental.
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7. PRODUCTION OF XUV LIGHT BY RESONANT FREQUENCY HARMONIC GENERATION
WITH A DOUBLE WIGGLER

For the generation of very short wavelength light, the oscillator configuration of
the FEL has the virtue of being tunable and not to require an input source, but
has the disadvantage of requiring mirrors with adequate reflectivity to permit
lasing. As the signal wavelength becomes shorter, appropriate mirrors become
harder to find. A single pass FEL requires no mirrors but usually requires an
input signal which can be non available at short wavelength.

Single-pass FEL amplifiers can be excited by spontaneous emission in the
wiggler, but a very long wiggler is necessary in this. case and produces a
broader-bandwidth output signal than obtainable from an FEL amplifier with a
coherent input signal. In both the oscillator and amplifier configurations
constrains on electron beam quality limit the wavelength that can be achieved.

The method proposed in Ref. [11] and described in the previous section, i.e.
the coherent spontaneous emission on higher harmonics in a double wiggler
amplifier configuration, requires no mirrors and the input signal frequency is
lower than the output signal one. Also the requirements on the electron beam
quality are relaxed and a higher power at shorter wavelength can be obtained
than is possible in a amplifier excited by noise. This scheme can be used in the
wavelength ranges hardly accessible to FEL. For instance this method allows the
generation of high power radiation output at a wavelength of 80 nm, which can
be used for the ion beam ionization in the scheme proposed by Rubbia [23] for
the inertial fusion. In effect, the range 300-70 nm can be useful to induce
fragmentation and ionization of any atom or molecule, leading to exciting new
scientific possibilities in photo-induced chemistry and physics.

An harmonic generation experiment has been proposed for the BNL
accelerator test facility (ATF) [24].The parameters of the experiment have been
selected to match the electron beam parameters which have been demonstrated
at ATFE. In this experiment it is planned to produce 100 nm radiation starting
from noise and by utilizing two superconducting wigglers and a dispersive
section.

The 3D simulations reported in Ref. [25] presents the results of a series of
GINGER [26] simulations which show the exponential gain starting from a
signal at 240 nm and producing harmonics at 120, 80 and 60 nm, both with a
double wiggler and a triple wiggler cascade without the use of a dispersive
section, using the SLAC linac parameters and the PALADIN wiggler (A= 8 cm,
peak By, up to 0.4 T). The simulations assume no external focusing. We change
the wiggler parameter by changing the magnetic field so to tune on the various
harmonics on the different sections of the wiggler. The first wiggler is optimized
in all cases so to create enough bunching on the harmonics with an induced
energy spread small enough not to suppress the exponential gain in the second
wiggler.




In the first case (case 1 in Table 1) we reached 3 GW of power on the second
harmonic with 15 m (6+9) of total wiggler. No dispersive section has been used.
Detuning optimization on the second wiggler has been tried in case 2, doubling
the output power from 2.4 to 5 GW. Case 3 is the same as case 2, but with a
better energy spread, which allows to use 1 kW instead of 1 MW of input power.
A third harmonic production at 80 nm is shown in case 4 with 1 kW of input

laser.

Case 1 2 3 4 5
I1(kA) 2 25 25 25 2
&, (mm mrad) 35 4 4 4 3.5
E (MeV) 623 485 485 485 623
AY/Y (%) 0.06 013 0.03 0.03 006
P;, (MW) 1 1 0.001 0.001 1
Ly (m) 6 6 11 11 6
a1 398 297 297 297 3.98
Ly (m) 9 9 7 10 4
Ayn 263 1.85 1.8 1.27 263
Lz (m) 8 -
oy 1.57
Pout (GW) 3 24 3 1.86 0.8
Aoyt () 120 120 120 80 60

Table1 Parameters for the simulations

In case 5 we show the first 3D simulation of a three wiggler cascade, tuning
the second section after 6 m to the second harmonic (120 nm) and then, after 4 m,
tuning the wiggler on the second harmonic of the second section (i.e. the fourth
harmonic of the 240 input radiation) and finally reaching, after 8 m of the third
section, 800 MW of output power at 60 nm with a total wiggler length of 18 m. In
all cases the remaining part of the 25 m PALADIN wiggler can be used for
tapering or for a further harmonic cascade to shorter wavelengths.

This method can be extended to shorter wavelengths, allowing to avoid the
possible drawbacks, like spiking and fluctuations, of the shot noise startup[27].
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In Appreciation of Klaus Halbach

Jay Marx

This occasion honors one of this laboratory’s heroes. My own appreciation of
Klaus Halbach’s contributions runs deep and it is only the occasion of my mother’s 80th
birthday that has kept me from attending the Halbach Symposium. In my absence, I hope
these few words can communicate my respect and thanks for Klaus® many contributions,
especially to the Advanced Light Source.

My years with the Advanced Light Source were among the most intellectually
rewarding of my career, and much of this was due to Klaus Halbach. I joined the ALS
after the basic concept was in place and the conceptual design in an advanced state. It
became rapidly clear to me that the essential and driving technology behind the ALS was
the possibility of high precision, high field, tunable undulators that could be integrated
into a low emittance electron storage ring. These undulators were based on Klaus’
pioneering concept of using permanent magnets in wigglers and undulators and on the
developments of this concept that Klaus, Egon Hoyer, and others contributed in the years
preceding the ALS. The bottom line for the ALS was—no Halbach, no undulators, no
ALS. It was as simple as that. :

You might think that this essential contribution of Klaus’ would have saturated
the possibilities for the ALS, but it was only the beginning. Klaus was an essential part of
the ALS team in many ways, some that were recognized publicly and others that were
essential and behind the scenes. I’d like to take a moment to mention just a few.

Klaus was our technical guru. There were many difficult decisions and design
challenges along they way and, for the most critical and subtle, we insisted that they pass
the “Klaus test.” Having Klaus working with us to help evaluate technical solutions was
an important part of our process of design reviews and problem solving. An important
example was the resolution of one of our most difficult problems. Rather late in the design
of the storage ring, at a review of the dipole magnets, Klaus raised a concern that there
might be some saturation of the magnet steel that could lead to poor performance at the
highest energies planned for the ALS electron beam. Solving this problem was non-trivial
(translation--maybe impossible) because the space available for these magnets was fixed
and could not be changed. The challenge was to redesign the magnets so that they gave the
same field integral in the same space with a lower peak field. Klaus, Jack Tanabe, and
others got to work and managed to solve this problem in an elegant way. The result was a
dipole that worked and that allowed the ALS to operate up to 1.9 GeV. In fact, operation
at 1.9 GeV in now one of the most important modes of operation for the facility.
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Klaus’ contributions to the ALS went way beyond just the technical and
scientific. Klaus trained many of the best engineers who made the ALS possible...Jack
Tanabe, Ron Yourd, Egon Hoyer... and many others. Without these graduates of the
“Halbach Institute of Technology,” the ALS would probably have been beyond LBL’s
capability.

Then there is the other of Klaus’ non-technical contributions to the ALS. One day
Klaus came into my office and told me in the most direct terms that he knew of a guy that
I had to bring to the ALS or else I was missing a golden opportunity. That was Brian
Kincaid. Given my deep respect for Klaus’ judgment, I arranged to meet Brian. We hit it
off right away (especially after I learned that Brian had, as a student, worked for a time in
high energy physics with my undergraduate advisor) and the rest is history. Without
Klaus’ strong endorsement, we wouldn’t have Brian at the ALS today.

Klaus also was a great help to me behind the scenes. When I first joined ALS, he
spent time with me and gave me a crash course in the physics of undulators. I often
sought out his wise counsel about important decisions, technical and otherwise, and
always appreciated his willingness to hold my hand and encourage me when things looked
bleak. A long construction project like the ALS is a difficult marathon and having the
support of people you respect deeply is essential. Klaus provided important
encouragement for me at the difficult moments. .

To conclude, I want to thank the organizers of this Symposium. This is a fitting
honor to a great scientist and a valued member of the LBL community. And I want
especially to thank Klaus for his help, encouragement, many contributions, and for
making LBL a unique place to make impossible dreams reality. Thank you Klaus and
happy birthday!!
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An Informal Note to Klaus

Max Cornacchia

I am happy to join the many physicists and engineers who have had the privilege to
collaborate with, and to learn from, Klaus Halbach. I first met Klaus in 1984, when I
became involved in the study and design of synchrotron radiation sources. Over the last 10
years I have admired and enjoyed his creativity, mathematical skill and rigor, but above all
his contagious enthusiasm and appreciation of the beauty that underlines the mathematical
representation of the physical world. Equally important to me and my wife was that the
scientific collaboration led to a friendship with Klaus and Ruth that we both cherish.

In the course of the conceptual design of the Advanced Light Source, Klaus
explained to us the subtleties of magnetic effects and how the tight magnetic field
tolerances of accelerator magnets and insertion devices could be achieved. It was
fascinating to follow the apparent simplicity and impeccable logic with which he could
manipulate the elusive behavior of magnetic fields. Klaus' fundamental contributions to the
theory and design of insertion devices are well known. Because of my particular
professional interest, I often read his beautiful study on the description of beam position
monitor signals with harmonic functions and their Taylor series expansions. In it, Klaus
shows that the integral in the axial dimension of the 3-dimensional potential satisfies the 2-
dimensional Laplace equation. This led to an enormous simplification of the problem of
determining the optimal geometry for the pick up electrodes. His method was applied to
the design of the ALS monitors and, more recently, to the new position monitors of
SPEAR.

I was only an observer of the above research, and thus did not have the opportunity
to interact closely with Klaus. I was fortunate, however, to collaborate with him on an
interesting project. For some time I had been pursuing an idea that, by appropriately
shaping the magnetic field of the chromaticity sextupoles, one could increase the magnetic
aperture and correct the chromaticity. I had no idea how this magnetic field shape could be
realized in practice, and I turned for help to Klaus.

We proposed a new type of chromaticity correction magnets ("modified
sextupoles"), having the property of behaving like sextupoles near the magnetic axis, but
where the field increases less rapidly at larger distances. The study showed that, if certain
particle optics conditions are satisfied, the dynamic aperture increases with respect to the
case with conventional sextupoles. Following a suggestion by Albert Hoffman, Klaus, Jeff
Corbett and I extended the method to octupole fields. I now believe the latter to be a more
promising application of modified magnets for low emittance storage rings. Modified
octupoles behave like octupoles near the magnetic axis, but the field increases less rapidly
as one moves away, in the transverse plane, from the axis. An amplitude dependent tune
shift cari be obtained even in a beam of very small emittance without destroying the
dynamic aperture. This tune shift gives a tune spread in an ensemble of particles of
different amplitudes, and may be used to Landau damp collective instabilities.
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As he started studying the problem, Klaus became fascinated and, I think, amused,
in finding solutions and designing iron shapes for unusual fields like: B=B, z* exp(-k z%),
B=B, z*/cosh(z), and many others. He introduced me to the power and beauty of
conformal transformations, and showed me how one can depart from the conventional
expansion of the field in terms of magnetic multipoles. As is typical of his research, he
derived a general theorem that gives a deep insight: the theorem expresses quantitatively the
fact that if the absolute value of the magnetic field is smaller that the sextupole field
strength at one location (for instance on the horizontal axis), it has to be larger than the
sextupole strength someplace else.

I am thankful to Klaus for the time we spent together and his friendship, advice and
support.




Insertion Device Calculations with Mathematica
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Abstract

The design of accelerator insertion devices such as wigglers and
undulators has usually been aided by numerical modeling on digital
computers, using code in high level languages like Fortran. In the present era,
there are higher level programming environments like IDL®, MatLab®, and
Mathematica® in which these calculations may be performed by writing much
less code, and in which standard mathematical techniques are very easily used.
We present here a suite of standard insertion device modeling routines in
Mathematica to illustrate the new techniques. These routines include a
simple way to generate magnetic fields using blocks of CSEM materials,
trajectory solutions from the Lorentz force equations for given magnetic fields,
Bessel function calculations of radiation for wigglers and undulators and
general radiation calculations for undulators.

Introduction

Among the most valuable and well known contributions made by
Klaus Halbach to the field of magnet physics and technology were his work on
the Poisson/Superfish suite of computer codes. [1] These codes have been
used by hundreds of designers to model magnetic fields in accelerator devices
and in other branches of magnet technology. If he chose to start these projects
in the present time, he might be tempted not to write in Fortran, but in a
higher level programming environment like IDL, MatLab, or Mathematica.
These environments allow the programmer to write in single lines what
might take pages in Fortran, they have easy access to powerful mathematical
routines, and they have superior graphics interfaces. They generally do not
execute as fast as Fortran codes, but on a modern RISC processor, they run
reasonably quickly. IDL and MatLab are general calculational tools, but do not
offer symbolic manipulation capability. A suite of undulator and wiggler
modeling codes has been implemented in IDL [2] Mathematica is more
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general, in that it has symbolic manipulation in addition to numerical
capacity. In terms of programmer time, programs are much easier to learn, to
write, and to debug.

This article comprises a suite of sample calculations used in wiggler and
undulator modeling. It is designed as a Mathematica tutorial, a usable
program with documentation, and as the basis of a package of modeling codes
for the MathSource library. This is a world-wide on-line library of
Mathematica codes maintained by Wolfram Research, the corporate source of
Mathematica. The contents are available to anyone, and it is intended that
designers who have generated additional codes will be able to add their
contributions to the package. We will limit the present discussion to pure
permanent magnet designs based on concepts initiated by Klaus Halbach [3].
The essential things one wishes to model about an insertion device are the
magnetic fields, the trajectories of charged particles (electrons) in the devices,
and the radiation produced by particles that pass through them. We illustrate
the magnetic field calculations with a typical Halbach CSEM model. The
trajectories are solutions to the Lorentz force equations. The radiation may be
calculated for sinusoidal trajectories by analytical Bessel function solutions of
the radiation integrals, or by numerical calculations for non-sinusoidal
trajectories. We show how Mathematica can be used to generate the analytical
solutions, and to calculate numerical solutions.

Analytical Approximations

For both wigglers and undulators, there are analytical approximations
that employ Bessel functions and give spectra for ideal sine wave magnetic
fields. [4] These approximations will serve here as an introduction to
Mathematica calculational techniques. Throughout this paper, Mathematica
code will be written in boldface. One typically breaks up code into 'cells’,
which are separately executed units. We will give examples of whole cells,
and make text comments between cells. A Mathematica comment is
delimited by (* and *). Mathematica considers variable names to be global,
unless purposely localized, and is case, but not font sensitive, so @ =w # W
The 'Clear' command should be used freely to prevent confusion. First we
declare a set of constants and parameters that will be used in our examples
throughout this paper.

<<Graphics Graphics® (* an 'include' for LogLogPlot *)
o = 7.29735308 107-3; ' (* Fine structure constant *)

e = 1.60217733 10~-19; (* Coulombs *)

m = 9.1093897 10+-31; (*Kg¥*)

GeV =9 (* Electron energy in GeV *)
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ElectronEnergy = GeV*10°9 (*eV ¥

ElectronCurrent = 0.100; (*.‘ Amps ¥)
BandWidth = 0.001; (* AE[E =Aolw *)
Y= e*ElectronEnergy/(m*c"Z); (* 1957*E (GeV) ¥)

ElectronsPerSecond = ElectronCurrent/e;

Normalization = BandWidth*ElectronsPerSecond/MilliradiansPerRadian”2

For the NdFeB/iron hybrid wiggler case, we use the following
additional definitions. In Mathematica, one may define a function with an '="'
sign, for immediate execution, or with an ":=" sign, for delayed execution.

Oopen = 0.0005; (* opening angle - radians ¥)

A = 0.250; (* period length - meters ¥)

gap = 0.020; (* meters ¥)

poles = 20;

Bo = 3.44Exp[-gap/A(5.08 - 1.54gap/\)]; (* Halbach formula for NdFeB *)
CriticalEnergy = 0.665ElectronEnergy”*2*Bo; (* keV - Bo in Tesla *)

K = 93.4*Bo*)A; (* K parameter *)

5 = Kfy; (* angular deflection - radians ¥)
Const = Poles*Sqrt[3]*c*y*BandWidth*ElectronsPerSecond/(2*Pi);

Energy[©_] := CriticalEnergy*Sqﬁ[l - ©72/612] (* energy of x-rays - keV #¥)
ysq[O_,Ey_] := (Ey/Energy[O])*2 - (* convenience definition ¥)

Wiggler radiation may be considered to be just a simple addition of
bending magnet radiation, which has an angular flux distribution: [3]

= Lo v%el—fy Ks/3(y) dy 1]
Mathematica has the impressive capacity to perform a symbolic
evaluation of this integral; the result is G1, given below. (try this in Fortran)
G1[O_Ey.] := (ysq[©,Ey]*((-4*Pi*ysqlO,EV]*(1/2))/(3"(1/2)*ysq[©,En]) +

(3*2/(5/3)*ysq[O,Ey]* (1/6)* Gamma[5/3]*
HypergeometricPFQ[{-1/3}, {-2/3, 2/3}, ysq[©,Ey}/4])/ysq[©,E7] -
(3*ysq[®,Ey]A(5/6)*Gammal-5/3]*

HypergeometricPFQ[{4/3}, {7/3, 8/3}, ysq[©,Ex1/41)/2"(11/3)))/4
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The flux integrated over an opening angle and properly normalized is:
F[Ev_] := Const*NIntegrate[G1[O,E],{O,-Oopen, Qopen}]
LogLogPlot[Evaluate[F[EY]],{EY,. 1,25}, Frame -> True, PlotRange -> All]
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Figure 1: Wiggler angular flux density (photons/(sec-O.lA-0.00IBW-mrz))
integrated over a * 0.5 mrad opemncr angle with the other parameters given
above. The critical energy is 13.8 keV, the K parameter is 54, and the
magnetic field has maximum value of 2.3 Tesla.

A wiggler has larger deflection parameter (K >> 1) and emits radiation
like a searchlight sweeping periodically past the observer. [4] An undulator
has smaller deflection parameter (K <' 1) and the observer is always
illuminated by the 'searchlight'. This allows the radiation from consecutive
emission events to interfere, so the spectrum is peaked. The Bessel function
analytical approximation for sinusoidal field undulators is give by the code:

periods = 10;

A =0.04; (* Meters %)

K =2.0; (* K parameter ¥)

& =K 2/(4*(MA + KA2/2)); (* Bessel fanction argument *)
Ef = 9.50*Eer2/(A*(1 + KA2/2)); (* Energy of fundamental - eV¥)

Const = Normalization*o¥periodsA2*yA2¥*¥KA2/(1+KA2/2)/2;

nmax = 6; . (* calculate first nmax harmonics *)
Besselsum[n_] := (BesselJ[(n-1)/2, n*£] - BesselJ[(n+1)/2,n¥E])A2;

Sincfun[E_, n_] := (Sin[Np*Pi*(n - E/Ef )] / Np*Pi*(n - E/Ef)))"2;

Spectrum[E_] := Sum[n"2*Const*Besselsum[n]*Sincfun[E,n}], {n,1,nmax,2}];
Plot[Evaluate[Spectrum{E]],{E,0, 12Ef}, Frame -> True,

PlotRange -> All, PlotPoints -> 20nmax]
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Figure 2: Undulator angular flux density (photons/(sec-0.1A°0.00lBW-er)) for
10 periods, K =2, Ay =4 cm, and electron energy = 3 GeV.

We will now turn to a suite of calculations for the undulator case,
which may be used for the case of non-ideal sine waves. The wiggler case is
similar, but requires much more calculation, because one effectively calculates
the undulator case for very large numbers of harmonics; very wide bandwidth
Fourier transforms are required to satisfy the Nyquist criterion.

Undulator Magnetic Fields

Pure permanent magnet insertion devices are assemblies of blocks of
magnetic materials, with no permeable materials around to concentrate or
conduct magnetic fields. The permeability of modern SmCo or NdFeB
materials is generally considered to be unity in calculations, though it is really
slightly greater. Considering the permeability to be unity makes our simple
calculations possible, because then all fields superpose linearly. The CSEM
model refers to Charge Sheet Equivalent Magnets or Current Sheet Equivalent
Magnets [5]. In this model, magnets may be thought of as sheets of charge or
current on the faces of the block of material. For this paper, we will be
interested in rectangular blocks whose easy axis of magnetization is normal to
two opposite faces. Our CSEM model is two-dimensional; it is assumed that
the transverse width of the magnet rows is great enough that the field is
constant in the x direction.

The Halbach pure CSEM insertion device generates a periodic magnetic

field using an assembly of magnet blocks as shown below, representing the
simplest, but most common case [3].
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Figure 3: Two periods of a Halbach undulator, seen from the side. Each block is
shown with an arrow indicating the easy axis direction of magnetization.

There are two rows of magnets, in this case each has 4 blocks of CSEM
per period, and a typical wiggler or undulator may have tens of periods or
more. We shall begin by showing how the CSEM fields may be calculated in
Mathematica. First, initialize everything, and define global constants; the gap
value is chosen so that we will have K = 2.

A = 0.04; bh = A/4; bw = A/4; gap = 0.0147527; (* distances in meters ¥)
periods = 12; blocks = periods*8 + 2; extra = 3;

There are a total of periods*8 + 2 magnet blocks and we calculate fields
for a distance of several ( extra ) periods on each end. Use the cell below if you
are reading in measurement data from an ASCII file, such as a WORD 'text
only' file. The file must have two columns, separated by spaces, and blocks
entries in each column. The first entry is the easy axis B field measurement,
and the second entry is the error field measurement, taken normal to the easy
axis and the long axis of the block.

Magnetudes = ReadList['"magfile.dat",Number,RecordLists -> True];

Or use the following cell instead if you just want an ideal case data set of
1.2 T along the easy axis, and 0 error fields; we use this case in what follows:

Magnetudes = Table[{1.2, 0.0}, {n,1,blocks}];

The next cell makes the end blocks have half strength, so that the
trajectory has no net displacement, and normalizes the sirength to physical
values. It then calculates the CSEM fields, based on the fields of blocks that are
arrayed in upper and lower rows, and rotated to have the -Halbach sinusoidal
arrangement. The field of the end half blocks points downward. The CSEM
physics is in the BlockField which is a sum of the fields of two current sheets,
flowing in opposite directions, that are equivalent to a block of CSEM with
dimensions bh (block height) x bw (block width).



The BlockStrength function makes the end blocks half the strength of
the center blocks. Bo is complex (I =1i), and BlockField is the field (B* = By -
iBz ) of a block at (y + iz) observed at the origin. By is a spline fit interpolation
that yields the field as a interpolating function that is much faster to evaluate
than TopJawField and BotJawField.

BlockStrength[n_] := If[(n==1)ll(n=blocks/2)Il(n=blocks/2+i)ll(n==blocks), 0.5, 1]
Bo[n_] := BlockStrength[n]*Magnetudes[[n]].{1,1}/(2*Pi)
BlockField[y_, z_] := Log[((y+I*z)A2-(bh/2-I¥bw/2) 2)/((y+1¥Z)"2-(bh/2+I¥*bw/2)"2)]
TopJawField[y_, z_] :=
Sum[I*n*Bo[n]*BlockField[gap/2 + bh/2 - y, n*bw - z], {n,1,blocks/2}]
BotJawField[y_, z ] :=
Sum[IA(2-n)*Bo[n + blocks/2]*BlockField[-gap/2 - bh/2 - y, n*bw - 2], {n,1,blocks/2}]
ByField[z_] = Re[TopJawField[0,z] + BotJawField[0,z]];
By = Interpolation[Table[{z,ByField[z]}, {z, -extra*], (periods + extra)*A, A/10}1];
We may now plot out the results. The real part of the field is in the

vertical or 'y’ direction, and the imaginary part is in the longitudinal or 'z’
direction.

Plot[Evaluate[By[z]],{z, -extra*A, (periods + extra)*A},
Frame -> True, PlotPoints -> 200]
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Figure 4: The By field strength (Tesla) as a function of axial distance
(meters) for the parameters given above.
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Tapered Undulator

And now for a little digression; we will show how a variable tapered
undulator may be designed without any taper of the gap. Consider an
undulator whose jaws have slightly different periodicity, and which may be
moved longitudinally with respect to each other. The different periodicity
creates the taper, and the longitudinal or phase motion varies the amount of
taper. We model the situation quickly in Mathematica with a sum of two sine
functions representing the fields from the upper and lower jaws.

A =0.04; a=2A/1000;
SinSum(z_] := (Sin[2*Pi*z/(A+a) - §/2] + Sin[2*Pi*z/(A-a) + ¢/2])
Plot{EvaluatefSinSum[z]], {z,0,1}, Frame -> True, PlotPoints ->200]
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Figure 5: Sum of sine waves with slight differences of period length with no phase shift (left)
and with slight phase shift (right).

The plot on the left shows the sum of the two sine wave fields with a
difference of period length of a = + A/1000 and ¢ = 0. There is a very slight
taper of about 1%. But when ¢ is increased to 0.57, the taper becomes 20%.
There is an overall decrease of field strength, but this can be compensated by
decreasing the gap. There is also an overall cosine envelope over the taper,
but with a = + A/1000, the deviation from a linear taper is very slight. It may
be more convenient to build an adjustable phase tapered undulator than one
with a tapered gap, so this concept may be worth considering in free electron
laser designs.
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Undulator Trajectbries

Now back to the central task of a numerical calculation of the undulator
fields, trajectories, and spectra. From the fields, we calculate the trajectories of
electrons using the Lorentz force equation: F=d(myB)/dt =e pAB. After a few
definitions, Mathematica can integrate these equations in a single instruction.

M = c*2/ElectronEnergy; (* = e/(m*y) *)
Bz0 = Sqrt[y*2-1.01/y; (* initial velocity /c ¥)

Const = Normalization* o*e*hbar/(4*Pi’2*¥c 2);

The Lorentz force equations are solved using NDSolve.  The
AccuracyGoal is the number of decimal units the solution is supposed to be
accurate to; if it is set much lower than 40, broken trajectory solutions may
occur. After finding the solutions, we employ the /. operator to generate
callable interpolating functions from them.

trajectory = NDSolve[{ (* NDSolve is a numerical DE solver ¥)
DIBx[t],t] = -n*Pz[t]*N[By[rz[t]]], (* N is the numerical evaluation function *)
DIBz[t],t] == n*Px[tI*N[By[rz[t]l],

D[rx[t],t] == c*Px[t], (* rx and rz are coordinates *)

D[rz[t],t] == c*Bz(t], * Bx and Pz are velocities/c ¥)

Bx[0] == 0, Bz[0] == P20, rz[0] == -extra*}, rx[0] == 0},
{rz,rx,Bx,pz},{t,0,(periods + 2%¥extra)*A/c}, AccuracyGoal -> 40, MaxSteps -> 1000¥periods];
x = rx /. First[trajectory]; (* convert rx table to x function ¥) ‘

z = rz /. First[trajectoryl; (* convert rz table to z fanction ¥)

The trajectory is both displaced (because of the use of half blocks at the
ends) and deflected angularly (because we did not use enough 'extra’ length to
include all the magnetic field, or because there is a dipole error). When using
real magnets, corrector fields are used to null the deflection. For purposes of
Fourier analysis, we truncate a period at each of the ends, straighten the
deflection, and null the displacement. The code below is used for these

purposes:
tptotal = (periods + 2*extra)*A/c; (* total t' emitter time ¥)
xmin = FindMinimum[x[tp] - x[tptotal]*tp/tptotal, {tp,(extra + periods/2-1)*A/c,

(extra + periods/2+1)*Ac}1[[1]]; (* minimum displacement *)
xmax = FindMinimum[-x[tp] + x[tptotal]*tp/tptotal, {tp,(extra + periods/2-1)*A/c,
(extra + periods/2+1)*Ac}I[[1]1]; (* maximum displacement ¥)
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xmean = (xmin - xmax)/2; (* mean displacement *)

slope = (x[tptotal] - x[0])/tptotal (* overall deflection *)

The horizontal trajectory, before and after surgery, is shown below:
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T
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6. 10 1. 1078
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4. 10 0
-6
-6 -
2. 10 1. 10
s VTV
0 -2. 10
0 _ _ _ - 0 -10 -9 -9 -
5. 2091, 10015 10702, 1070 5. 10 1.10 1.510 2.10

Figure 6: The horizontal displacement (meters) versus emitter time (seconds). The plot on
the left is the raw calculation; the one on the right has been leveled, displaced to zero, and
truncated by one period at each end.

Undulator Radiation

The flux per steradian per unit frequency interval is given by the
expression [6]:
2

1. e2a? n(t)A [n(t) A B(t)] el@(t - n(t)x(t)/cdt’ 2]
dodQ 47%c|/) o .

where t' refers to the time coordinate of a radiating electron; it is traditionally
called the 'retarded’ time. It requires a time delay t = t' + R(t')/c for the
radiation to reach the observer at a distance R from the emitter. The electron
is moving at nearly the speed of light, so two radiation events (like two poles
of a wiggler) that are separated in space are squeezed very closely in time,
because the photon emitted in the first event is accompanied closely by the

electron. Events are squeezed together by approximately 1/2y2. One must
distinguish here between the concept of the 'observer' in discussions of special
relativity where it refers to the laboratory coordinate system, and the radiation
observer. Both the observer and the emitter time are in the laboratory system;
when one solves for the trajectory, the coordinates are those of the emitter (t').
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The radiation expression may also be written using a Fourier transform [7}:
2 2

d?1  _ e?ot ~ ) eiot 4t =e2at wﬂeimtdt =1 _d*1
dodA ~ 4722 Iwn() 4m22| oo R " R? dedQ 3]

dA = R2dQ is the element of area subtended by the solid angle Q for an
observer a distance R from the source. In formulas [2] and [3],
implementations require attention to boundary conditions, but for high
frequencies and for an observer located far from the source, these formulas are
good approximations [8]. The advantage of the Fourier transform is that it
may be done very quickly by computer; the direct formula has a very rapidly
oscillating phase that is difficult for numerical algorithms to handle; it calls for
the use of very time consuming computation or the principle of stationary
phase [9]. The integrand nx = x generates the horizontally polarized

component of the x-rays, which is dominant in this example.

Here we perform the inversion of the argument of the t' argument in
the integrand, because it must be written in observer time as t'(). In this
calculation, all the "tp" symbols refer to t, the emitter (retarded) time. The "t'
symbols refer to the observer (squeezed) time. The function Tprime gives t'
in terms of t We are using the trick of running Interpolation function
backwards, by reversing dependent and independent variables to generate t' at
evenly spaced intervals of t.

tpstart = (extra+1)*Alc; (* truncated start of emitter time *)
tpend = (extratperiods-1)*A/c; (* truncated end of emitter time ¥)
dtp = (tpend - tpstart)/(50*periods); (* increment of t' time ¥)

Titp_] := tp - z[tpl/c; (* definition of observer time ¥*)

Tprime = Interpolation[Table[{T[tp],tp},{tp,tpstart,tpend,dtp}]];

The time squeezing effect sharpens the peaks of the trajectory when
plotted as x(t), which is nearly sinusoidal when plotted as x(t). The generally
triangular shape of the curve leads to an odd-harmonic Fourier series. The
abcissa is the index of the data in the Table. We must pad the data set with a
generous number of zeros in order to avoid the low frequency background
caused by a small sized rectangular window. Mathematica performs a fast
Fourier transform so it needs a data set with a power-of-two number of

members; here we use 211 data points plus 15 x 211 zeros. We are now able to
perform the Fourier transform on fdata, a table of the massaged x component
of the integrand.
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fpts = 2711; *

points in Fourier transform ¥*)

end of observer time *)

start of observer time ¥)

increment of observer time *)

zero padding ¥)

scaled Fourier transform¥*)

Energy of fundamental in eV *)

Energy conversion factor *)

index of fundamental peak *)

tend = T[tpend]; (*
tstart = T[tpstart]; (*
dt = (tend - tstart)/(fpts-1); (*
fdata = Table[(x[Tprime[t]]- xmean - slope*Tprime[t]), {t,tstart,tend,dt}];
zdata = Table[0, {n,1,15*Epts}]; G
ftrans = Fourier[Join[fdata,zdata]l/Sqrt[16*3*fpts]; (*
xxEfun = 9.50%*GeVA2/(1*(1 + KA*2/2)); (*
Ef = Nhbar*2*Pi/(fpts*dt)]; *
nf = Efun/Ef; *
®o[n_] = 2*Pi*n/(fpts*dt); *

AngularFluxDensity = Table[{o[n-11/(16*w[nf]), *
Const*w[n]*4*Abs[ftrans[[n]]]1*2 },{n,1,fpts}];

angular frequency of x-rays *)

angular flux density *)

The horizontally polarized component of the spectrum is shown below,
normalized for comparison to the Bessel function result in Figure 2.
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Figure 7: The on-axis, zero-emittance undulator angular flux density
(photons/(sec+0.1A+0.001BWemr2)) versus harmonic number, for 10 periods, K =

2, Iy =4 cm, and electron energy = 3 GeV.

Summary

We have presented above the basic suite of routines necessary to
calculate the radiation from CSEM undulators. The exercise was done in order
to show how a higher level programming language may be used to generate a
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simple code set, where the mathematics is not obscured by programming
conventions.

These are the most elementary calculations one might wish to perform
in insertion device design; beyond this one wishes to calculate off axis and
emittance effects. The effects of magnet imperfections are easily taken into
account by preparing an imperfect data set at the beginning of the code above.
These examples were implemented on an Apple MacIl-fx using version 2.0 of
Mathematica and 16 MBytes of memory. They are quite time consuming
(most of a minute/period for B-field or trajectory calculations, but the Fourier
transform is very fast). Mathematica can be used as a front end on a personal
computer with a kernel running on a fast machine; these times will go down
by an order of magnitude when running on a kernel on a RISC processor.
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Letter To Klaus

Karl Brown

Dear Klaus

As I recall we first met at a conference in the late 50's or early 60's when I was
presenting a review paper on the development of TRANSPORT theory for charged particle
optics. After my talk you came up to me and said: "Karl, I think you should write a book on
this!". ] agreed and countered that you should write a book on your magnetic design
principles. Since then we have become good friends and have observed the contributions and
development of each other in the world of science and engineering but neither of us has yet
published THAT book.

I have thought of many things that I might say to you in a letter for your Festschrift, or
a scientific paper that I might present, that would remind both of us of the extensive interaction
that we have had over the past years. But I must confess that none of the ideas that have come
to mind seemed adequate to express how I really feel about our friendship or sufficient to cover
the numerous scientific and technical accomplishments that we have experienced together over
more than thirty years of our productive lives. Both of us, but especially you, have had the
unique opportunity to interact with, and have a profound influence on, the scientific
development of many Laboratories, Universities, and Business establishments. I plead guilty
of getting you involved in many of these activities by introducing you to people who have had
aneed for your particular expertise. Just to name a few of these activities: There is Los
Alamos, SSRL, Varian Associates, KFA, CERN, Saskatoon, and of course the many needs
for your talents here at SLAC. Sol hope you will forgive me for getting you involved in all of
these activities and do not feel that it has been a waste of your time.

We now both find ourselves at what some would say is "the retirement age” but I don't
believe that either of us think in such terms. I would rather say it is an age where we change
the pattern of activity alittle and can sit back and appreciate some of the results of important
things that we initiated in an earlier phase of our careers.

Both of us find ourselves faced with a ‘health’ problem but I am optimistic that, with
the knowledge and life styles that we have, we will be fortunate enough to end up on the
positive tail of the distribution curve for such problems. 1 wish you good luck and want to
express my sincere appreciation of having you for such a good friend over the many years that
we have known each other.

May it continue...

Kl

Karl Brown







Low-Field Permanent Magnet Quadrupoles in a
New Relativistic-Klystron Two-Beam
Accelerator Design

Simon Yu and Andrew Sessler”
Lawrence Berkeley Laboratory
University of California,
Berkeley, CA 94720

Abstract.

Permanent magnets play a central role in the new relativistic klystron two-beam-accelerator
design. The two key goals of this new design, low cost and the suppression of beam break-
up instability are both intimately tied to the permanent magnet quadrupole focusing system.
A recently completed systems study by a joint LBL-LLNL team concludes that a power
source for a 1 TeV center-of-mass Next Linear Collider based on the new TBA design can
be as low as $1 billion, and the efficiency (wall plug to rf) is estimated to be 36%. End-to-
end simulations of longitudinal and transverse beam dynamics show that the drive beam is
stable over the entire TBA unit.

INTRODUCTION

Two-beam-accelerators! (TBA) were first conceived as potentially very efficient
power sources for future linear colliders. For example, the relativistic-klystron version?2
(RK-TBA) can be viewed simply as a klystron with energy recovery by the recycling of the
‘spent’ beam, which would otherwise have been ‘wasted’ in a final collector. Earlier
experiments have demonstrated the extraction of very high rf powers from high current
electron beams in induction linacs3.4. Recently, reacceleration of bunched beams was
demonstrated in a system with three rf extraction cavities and two intervening reacceleration
induction cellsS. The rf power extracted shows amplitude and phase stability over a significant
fraction of the beam pulse, in good agreement with code predictions.

In order for the TBA concept to be realizable as a practical power source for future
colliders, a case must be made for the technical feasibility of a high current drive beam
propagating stably over long distances as well as for the overall economical attractiveness
of an induction-linac based TBA system. To this end, we have recently constructed a new
design for an RK-TBA based power source for a 1 TeV Next Linear Collider (NLC)6 and
have performed a physics, engineering and costing study. A detailed report on the findings
of this systems study is presented elsewhere7.

A novel feature of this new RK-TBA design is the quadrupole focusing system

based on low-field permanent magnets. In this paper, we show the central role played by
this focusing system in the overall physics as well as the engineering design.
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RK-TBA ARCHITECTURE

‘The power source requirement is based on the SLAC design of the “NLC Upgrade”
with 1 TeV c.m. energy®. To generate an unloaded gradient of 100 MV/m in the high-gradient
structures, the TBA must supply 360 MW of rf power at 11.4 GHz every 2 meters. The
output rf field is specified to have a 100 ns linear rise followed by 200 ns flat-top. The
repetition rate is 120 Hz.

To power a 15 km long collider (7.5 km for each arm), we propose an architecture
with 50 RK-TBA units, each 300 m long, operating at an average drive beam energy of 10
MeV, with an average current of 600 amps over the duration of the pulse, and a reacceleration
gradient of 300 kV/m.

The front end of each RK-TBA unit consists of a 1.5 kA injector, followed by an 1f
chopper at 2.5 MeV, and an ‘adiabatic capture’ unit in which the chopped beam (average
current 600 A) is accelerated to 10 MeV and further bunched with idler cavities in preparation
for injection into the main TBA. To enhance the efficiency of the TBA system, an
‘afterburner’ at the end of the main TB A continues to extract if power through 12 successive
output cavities before depositing the spent beam (average beam energy < 3 MeV) at the
beam dump. The overall efficiency (drive-beam to rf) of each RK-TBA unit is 90%. The
10% loss is shared among the beam loss on the chopper (3.7%), beam dump (2.8%), and rf
into induction cells (3.5%).

The new RK-TBA design is based on the technology of long-pulse (~ microseconds)
induction machines that have been studied over the last 15 years for heavy ion fusion
applications8.9. The magnetic material used in this design is Metglas™, which can
accommodate a large flux swing of nearly 3 T before saturation. The induction cores can
therefore be made quite compact. Commercial applications of this material over the last
few years have led to dramatic reductions in the cost of Metglas.

In short-pulse induction machines with large pipes, such as ATA and ETA, it is not
possible to use Metglas because of the excessively large core losses. However, the
introduction of compact permanent magnet quadrupoles with small bore now permit us to
make small Metglas cores with acceptable core losses. The resulting induction cell design
has a transverse diameter of about 34 cm—much smaller than any of the previously known
induction cells. Hence, the permanent magnet system affects not only the focusing system,
but also, indirectly, the accelerating system, and is a cornerstone of the whole design.

The pulse power for the induction cells is a low voltage system. The induction cores
consist of small 20 kV units, powered by pulse forming networks (PFN’s) switched by
ceramic thyratrons. Power is fed into the PEN’s via DC power supplies and command-
resonant-charging systems. The low voltage design bypasses step-up transformers with
associated losses. The main losses in this system are associated with core currents in the
induction cells. The efficiency of the pulse power system (wall plug to drive-beam) is
estimated to be 40%. The overall efficiency of the entire system (wall plug to 1f) is 36%.

The rf extraction cavities are located every 2 meters. Present designs center around
traveling-wave structures with 3 inductively detuned f cells, with an inner radius of 8 mm.
A pair of iris-waveguide structures in the last cell are matched for power extraction.




QUADRUPOLE FOCUSING WITH PERMANENT MAGNETS

In the design of induction accelerators, the size of the beam tube is usually determined
by BBU considerations, since the transverse impedance from the acceleration gap is inversely
proportional to the square of the pipe radius. In our TBA design, the low frequency BBU
arising from the induction gaps is ameliorated by the low beam current of 600 A, and the
Landau damping associated with the large energy spread inherent in the rf buckets. Hence,
with proper attention to the gap geometry, we are able to design a narrow tube with a radius
of 2.5 cm, and predict acceptable low frequency BBU growth.

The small pipe radius allows us to take full advantage of permanent magnets, which
have significant cost advantages when the focusing systems are small. Another major reason
for the use of permanent magnets is the associated efficiency, as they eliminate the need for
power supplies.

Several basic considerations govern the design of the FODO lattice. The foremost
requirement is associated with a “trick” concocted to minimize the high frequency BBU
growth arising from the HEM11 mode in the 1f extraction cavities. To suppress the instability
growth, we demand that the betatron period be equal to the distance between adjacent
extraction cavities, i.e. 2 meters. In addition, the phase advance per lattice period must be
less than 90 degrees to ensure beam stability.

In our design, we use a phase advance of 60 degrees. There are 12 half- lattice-
periods in 2 meters. The physical occupancy factor is 0.48. A modified thin lens formula
then gives a B-field at pole tip of 800 Gauss for 10 MeV electrons. This estimate is within
a few percent of the actual B field required to give a 2 m betatron period, when we include
realistic spatial profile of the magnetic field, as well as the energy variations of the drive
beam as it is accelerated over the 2 m module.

A basic requirement of the transport channel is that the focusing strength must be
sufficiently strong to keep the beam from hitting the beam tube. With a normalized edge
emittance of 600 mm-mr, (which is achievable with a good gun design), we obtain an edge
radius of slightly over 2 mm for the beam.

A very simple and elegant design of the permanent quadrupole magnets was proposed
by Klaus Halbach10. Because of the low magnetic field required for this application, it is
possible to use ferrites (with By of 3.2 kG), which is much less expensive than rare earth
magnets. A preliminary quadrupole design consists of 4 rectangular blocks, each dimension
is 1.1 cm by 3.32 cm by 8 cm. The first nonzero harmonic (n=10) has a strength which is
8.6% of the quadrupole field at aperture radius.

ERRORS AND CORRECTIONS

Since the beam apertures are small, particularly around the extraction cavities, beam
centroid displacements must be kept to a minimum. Quad misalignments, when combined
with energy variations from head to tail, can lead to beam offsets that change over the
length of the pulse, i.e. the “corkscrew” phenomenon. Our strategy for minimizing beam
displacements and associated corkscrew is to impose misalignment tolerances that are not
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excessively tight, design for energy flatness of < 1%, and to correct alignment errors with
closely spaced dipole steerers.

A key ingredient for the suppression of high frequency BBU is that the betatron
period be equal to the distance between adjacent cavities. To ensure that this requirement is
obeyed, a feedback system with 2 correction quadrupoles per betatron period is incorporated
into the design. A possible monitor for the betatron motion is to use the rf output from the
extraction cavities at the dipole frequency.

Steering and focusing corrections are achieved in the present design by means of
low-field (~10 Gauss) DC coils located in the region immediately outside of the permanent
magnets, at radial positions of about 4 cm from axis. These correction coils can be
manufactured inexpensively on printed circuit boards.

RK-TBA BEAM DYNAMICS

End-to-end modeling of the longitudinal as well as transverse beam dynamics for
bunched beams through 300 m long RK-TBA units were conducted as part of our systems
studies. Longitudinal dynamics is simulated with the RKS codes (1-D and 2-D)!1. We have
shown stable beam propagation and f generation over 150 inductively detuned traveling
wave extraction structures12. These code calculations include the front end chopper and
adiabatic capture section. The high frequency BBU instability associated with the HEM11
mode in the traveling wave structures was simulated with the OMICE code!3 constructed
by Tim Houck, and BBU suppression over 300 meters with the betatron node scheme is
explicitly demonstrated12, Sensitivity of the scheme to errors in magnetic field and beam
energy was also explored, and it was concluded that without feedback, the required accuracy
is a fraction of 1%. A separate low frequency BBU mode associated with the induction gaps
was also simulated. It was shown that the Landau damping associated with the energy spread
in the rf bucket was sufficiently strong to suppress this mode to tolerable levels over the
entire RK-TBA unit. Design of the rf extraction cavities were made with MAFIA and
URMEL, while the induction gaps were designed with the LLNL code AMOS.

RK-TBA COSTING

Afirst engineering and costing exercise for the full TBA system has been performed.
The electrical design includes all components starting from the AC power distribution system,
to the DC power supplies, the command resonant charging system, the pulse forming
networks, and the induction cores. Racks and installation, as well as instrumentation and
control, were included in this exercise. The mechanical design and costing includes details
of the induction cells, rf structures, vacuum, alignment, and utilities. Costs were estimated
with a ‘bottom-up’ approach, assuming mass production procedures for fabrication and
assembly. ED&I costs are also included. Conventional facilities and any institutional
overhead are considered as part of the main accelerator project, and are not included in the
present power source costing exercise. Our preliminary cost estimate for the TBA-based
power source for a 1 TeV c.m. NLC is $954 M. The overall efficiency of the system (wall
plug to rf ) is estimated to be 36%.
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On the Smoothness of Electric Fields
Near Plane Gratings of Cylindrical Conductors

David L. Judd
Department of Physics and Lawrence Berkeley Laboratory
University of California
Berkeley, CA 94720

ABSTRACT

The electric field near an infinite plane grating of equally spaced round rods at
the same potential, forming the boundary of a uniform field, is determined
analytically to good accuracy by conformal transformations and evaluated
numerically. This contribution, which has a frankly pedagogical flavor, to the
Klaus Halbach Festschrift is offered to honor his displayed mastery of conformal
techniques. Although the numerical work and the form of its presentation are
new, the transformation used is not original. However, to locate its antecedents in
an archival journal it was necessary to seek out a paper published in 1923 (close
to the year of his birth, and of mine), in a place obscure to modern physicists, so
my efforts cannot be said to replicate recent published work. A new insight is
obtained in the form of a simple estimate of departures from field uniformity at
all distances from rods of any size.

I. INTRODUCTION

The acceleration, transport, handling and focusing of intense beams of heavy ions
is being studied in a research and development project whose ultimate goal is the
production of useful power by inertial-confinement fusion reactions ignited by
such beams. One problem receiving attention is the combining of four such beams
with minimal increase in emittance (i.e., occupied phase area). The converging
beam axes must be bent so as to become parallel, while along its path each beam
must continue to experience a succession of alternating-gradient quadrupole
fields that constitute its "focusing lattice" structure. The final element is the most
difficult to design, because of diminishing space between adjacent beams.
Generation of these combined dipole and quadrupole electric fields in regions
which are separated transversely by only a very few millimeters may perhaps be
accomplished by arrays of small cylindrical rods arranged parallel to the beams
along lines near their expected boundaries, each maintained at the electrostatic
potential appropriate to its location. When contemplating such a design it is
desirable to know how small the rods should be. If they are large and few,
unwanted field components near them will be oo large and will extend too far into
the beam region, but they will be rugged, easier to fabricate and assemble, and
simpler to energize. On the other hand if they comprise a fine-mesh grid they will
be hard to produce, assemble, and install, mechanically delicate or tnstable, and
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complex to energize. Because emittance growth during the combining operation
depends sensitively on the final separations among the beams, it is important not
to make the rods larger than necessary.

It seemed possible that useful guidance might be obtained from solutions of the
prototype two-dimensional electrostatic problem of a uniform electric field
bounded by an infinite plane grating of equally spaced round rods at the same
constant potential. The important parameter defining such an array is the
occupancy fraction p,defined as the ratio of rod diameter 10 rod spacing, also the
ratio of ¢, the rod radius, to b, half the rod spacing, shown on the figure. Because
of reflection symmetry [V(y) = V(-y)] and periodicity [V(y) = V(y + 2b)], only the
region -0 <x<+ %, 0 <y/b<1 needbe considered.

T9

X

It is possible to solve this electrostatic problem by a simple analytic method! with
adequate accuracy if p = ¢/b isless than a few percent; another more complex
analytic methodl:2 with adequate accuracy for ¢ up to and beyond 50 % is also
available. The purpose of this paper is to display these methods, to evaluate
numerically the departures from field uniformity as a function of distance away
from the plane of the rod axes, and to interpret and summarize the results.

II. RESULTS AND CONCLUSIONS

Before describing Figure 1, which shows the most interesting and useful results of
our calculations, we define-the two relative field discrepancies’ Dy and Dy, and the
two maximum relative field discrepancies Dx(max) and Dy(max)- At large
positive x, far from the rods, the electric field approaches Eo = Eop ex; on
approaching the plane of the rods the differences, Ex - Eo and Ey, increase. These
differences, divided by Eo, are the relative field discrepancies

Dy(xy) = [EXxy) - Eol/Eo = Bdxy)/Eo-1;
Dy(-\',}') = Ey(X,)')/ Eo.
We call the maximum values of these at_fixed x_over all values of y within the

field the maximum relative field discrepancies. They depend only on X and on
the occupancy fraction p
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We have calculated many numerical values (not presented here) of Dx and Dy
vs. the dimensionless lengths x/b and y/b at several appropriate values of x/b
and well-spaced values of y/b throughout the physical region, for u =0,1/4, and
172 . [Values for y inside a rod are of course excluded.] From them we have
found the values of the D(max)'s , and plotted all of them (for all three values of p)
on the same semilog graph vs. x/b , in Figure 1. Values for p=0 are denoted by
solid circles, for pu = 1/4 by open circles, and for g = 1/2 by squares. The
points for the two values Dx(max) 2and Dy(max) for each pair (x,pn) are very
close, and are connected by short solid vertical lines, Dy being slightly larger. [At
two points for p = 1/4 their difference is too small to plot, and, only a single open
circle appears.] For each occupancy fraction u , a straight line is drawn connecting
these points at the different distances x . These lines fit the numerical data
remarkably well. At the upper ends of the two lines for rods of finite radius, short
heavy bars indicate the values of x corresponding to the rod radjus.

From this graph we draw our principal conclusions: .

I. Field discrepancies fall off exponentially with distance from the plane of
the grating. [This conclusion is not unexpected.]

II. The decay-rate constant appears to be exactly the same for each of the
occupancy fractions! It is not obvious that this could have been predicted without
the benefit of calculations.

III. The exponential form remains valid surprisingly close to the rod
surfaces.

The three straight lines with the same slope are well represented, in
dimensionless form, by

AE/E = Ce- (10/3)(x/b)
withC =133 for p= 0, 170 for p = 1/4, and 300 for p= 1/2.

From Figure 1 one may read off answers to practical questions; for example, how
far away from the plane of a grid with occupancy fraction 1/2 must one remain to
avoid all field discrepancies greater than 5 %7 The answer, from the graph, is that
x must exceed 1.2 times the rod half-spacing b. Or one might want to know the
largest field discrepancies encountered at X = (3/4)b for rods with occupancy
fraction 1/4 ; the answeris 15 %.

Rather than including extensive tables of field component values, the magnitudes
of the field discrepancies Dy and Dy for each of the three occupancy fractions
are graphed in Figures 3, 4, and 5, which are labeled to make them self-
explanatory.

Another useful result is contained in Figure 2, which shows the relative field.
strength vs. azimuth at the surface of a rod for u = 1/4 and 1/2. [Round rods are
shown below to be badly approximated by equipotentials around a grid of line
charges unless p is rather small; they are out of round by about *10% ifpn is

0.06 , which is too small to be of interest for the application in view here. Further,
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the field strength on such small rods is more than five times the distant field.] As
expected, the back sides of the larger rods are more shielded, and the maximum
field on the smaller rods is significantly greater (2.35 rather than 1.7 times the

distant field) because a smaller fraction of the space is filled with conductor to
receive the field lines. '

Another result obtained below is that even for the larger rods (u= 1/2) the
mathematical model (which does not produce exactlv round rods) departs from
perfect roundness by less than *+ 1 % of their mean radius; for the smaller rods (u
= 1/4) the departure is less than 0.04 %.

III. SOLUTION FOR SMALL W

For p = ¢/b < < 1 the rods may be approximated by the quasi-cylindrical
equipotential surfaces surrounding an array of line charges. We start with two
equal line charges, having charge per unit length A, in the complex z1 plane at
z] = O =1i; their field lines are sketched below.

(y : Ly
\T\‘;{ Zi P ANE’ i 1B Z PLANE
B TL/INIT > A X e
-1 = é +1 @\ —
: RN : -
', f t O . i ~
”/f>\ A - -

We apply to the complex z plane the conformal transformation defined by

z=Inz;

the positive real axis 0 <xj <o0,y] = 0 is transformed into the entire real axis
y = 0, and the negative real axis -0 < x1<0 ,y; = O is transformed into the
parallel line iy = im. The origin zj = O is transformed into the point at x=- oo,
iy = in/2, thus producing the desired field configuration. This problem is so well

known as to be almost a prototype of the method, so only the results will be quoted
here. The complex potential is

W(z) = U(xy) +iV(xy) = - 2AIn [e2Z + 1],

and the real potential is
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U(xy) = -Aln e 4 2e2X cos 2y +1] = -AInKxy),

which defines F: E = - vU. Before evaluating the field discrepancies we replace
x by mx/b and y by (mw/b)(y + b/2) to give a rod separation 2b with y
measured from the center of a rod. Then

Dy = F-1[exp (mv/b) cos (my/b) - 1],

Dy = F-1 exp (7wx/b) sin (my/b),
F = exp (2nx/b) - 2 exp (mx/b) cos (my/b) + 1.

Curves of Dx and Dy vs. y/b (from zero to unity) for several values of x/b are
plotted in Figure 3. [By symmetry, Dy must vanishat y = 0 and b.] From them
one sees, for example, that to encounter only discrepancies less than S 96 one must
stay away from the plane of the rod axes by a distance b. See also Figure 1, on
which are shown the distances required to avoid other discrepancies.
" The equipotential curves are given by
e2nx/b . 2 em¥/bcos my/b + 1 = constant = K.

They are not circles; very near the line chargeat x = 0, y = 0 they have the
approximate form i

(% + yz)(l + 2x) + 4th and higher order = constant.

For small K, approximate relations are
= K/2/% , AR/R = =K1/2/2.

From these relations, and the exact equipotential, we find:

K approximate . exact
® = AR/R% 'R AR/R 9%
0.01 0.032 5
0.04 0.064 10 .
0.095 0.10 -14t0 +18

0.15 0.126 -17 to +23

The equipotentials are out of round by about =.10 % if about 6 % of the grating
space is filled with rods, and are very non-circular for 10 % filling.

Smaller occupancies have the disadvantage of increasing the field strength on tﬁe
rod surfaces. Because all the flux leaving a rod goes into a strip of width 2b at
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large x, Gauss's theorem shows that for very small rods the ratio of field strengths
is

Erod/[:o = 2b/2nc = 1/(mu).

The largest equipotentials that are within = 5 % of being round have p = 0.032;
the fields on these "rod" surfaces are ten times as great as the distant uniform

field. A calculation with round-rod equipotentials that fill much larger fractions of
the space, at least up to p = 0.5, is needed.

IV. SOLUTION FOR LARGE W

Fortunately, an analytical solution of this problem, with adequate accuracy, can

also be given2. To explain it we start with the portion of the complex z plane
shown below.
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The real axis of the z] plane may be transformed into this contour by means of a

Schwartz transformation generating bends of 1/2 atP, R, and S and a bend of
3n/2 at (%
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dz/dzi = Cz11/2(zg -1)-1/2(z1 +1)-12(z; +a)- V2,

in which each exponent is "angle/m - 1" at the position of its bend. The unwanted
square corner at point Q may now be rounded by replacing the factor z11/2- by a
kind of average over points R and P, given by

(z1 + D2 + k(zz - DI/2,
This substitution not only converts the straight segments' PQ and QR into a

smooth arc but also alters the form of the derivative dz/dzj so that it may be
integrated:

dz/dzy = C1il(zy - Dz +@1" 12 +k [z + a1 + )]~ /4 .
By adjusting the real constant k a variety of shapes of the smooth arc may be
realized?, including ones like ellipses and (in appropriate limits) rectangular

boxes and thin-strip shapes, with major axes along x or along y . Integrating, and
imposing the condition that z shall increase by ib as z] traverses a semicircle of

very large radius from zj = (o0) el w0 73 z(oo)ei“, we find
C1 = b/[n (1 +K)];
crl z=1n {1 + [(z1-1)/(z1+)]/2} - In {1 - [(z1-1)/(z1+)]1/ %
+kIn {1 + [(z1+1)/zea)]l/2} - Kin {1 - [(z+ 1)z /2 + C2.
Next we impose the requirements that z1=1+i0 at z = c+ i0 andthat z1 =

-1+ i0 atz=0+ic, so as to get close to a circular arc ; these imply that C2 =0,
and are-equivalent to the two relations
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(a+1)/2 = coth? [ pu (1+K)/2K] , I

(2-1)/2 = cot? [t n (1+K)/2] . \

Subtracting, the following equation is obtained which may be solved numerically
for k asafunciion of u =c¢/b;

sin [ p((1+k)/2] = tanh {m u (1+k)/(2K)] .
Having found k , adding instead of subtracting provides the evaluation of a:
a = coth? [ p (1+k)/(2K)] + cot? [mp(1+K)/2] .

We have chosen to make numerical evaluations for p= 1/4 (grid one quarter
filled with rods) and 1/2 (grid half filled). For p = 1/4, k = 0.90210 and a =
3.3328; for = 1/2, k =0.65326and a = 1.15598. The empirical fit k=
expl - 1.7 y.z] has error less than 3 % in the range 0 <p<0.6 . The empirical fit
a=1+exp[3.8-11.9 ] has asimilar error in 0.15 <p < 0.7.

Now we are ready to describe the physical situations in the two planes. To produce
the desired configuration of conductors, field lines, and equipotentials in the z
plane we must superpose the corresponding configurations of two different
situations in the zj plane. The first of these, called Geometry I, is that of a flat
charged conducting strip extending along the real z] axis (accented below) from
X1 =- 1 (point R) 0 x3j =+ 1 (point P).

(YL

%4 PLANE

The equipotentials (drawn in the 2-D space) are a set of confocal ellipses, and the
field lines are the orthogonal set of confocal hyperbolas. Their equations follow
from -

Wiz1) = U(x1y1) +iVitay1) = Cisinlzg.
Here we choose the potential function to be V, not U, so the electric field is given

by E =- grad V. To exhibit the forms of U and V we temporarily set the scaling
potential equal to unity, and write
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xp+iy] = sinW =sin(U+iV) = sinUcoshV+icosUsinhV,
from which x7 = sin U cosh V, ¥ = cos U sinh V, so that
sin2-U + cos2 U = (x1/cosh V)2 + (y1/sinh V)2 =1
showing the cllipses {or constant values of V, and
cosh? V- sinhZ V = (x1/sin [j)Z - (y1/cos U)2 =1,
displaying the hyperbolas for constant values of U.

By choosing the ends of the conducting strip to beat x3==x1,y1=0, weassure

that the transformed portion of this segment of the real axis (accented below) will
also be a conductor at constant potential.

. ——_‘—_—/ L
__T _ > —
_J, L ~ ~ Z PLANE
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The field generated in the strip 0 <X < co may be defined to be reflection-

symmetric about the x and y axes, so thatin the z plane the field in Geometry 1
may be regarded as shown here:
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For Geometry 11 we seek a configuration in the z plane that will cancel the field of
Geometry | near x =- oc and double it near x = + oo . For positive x this

configuration can be scen 10 be:

A fg"

Z PLANE

\

X

in which the accented contour is the conductor, an equipotential. This region is
mapped from the zj plane provided the flat charged conducting strip there lies
along the real zj axis between x3 =-a (point S) and xj = + 1 (point P).
Therefore the portion of the real axis xj representing the conductor must be

adjusted. The strip ends are located where the arguments of the sin -1 function
are = 1. For Geometry | the argument is zj , but for Geometry II the ends must
beat z3 =-a and zj =+ 1, so the argument must be czj + d, with -ac +d=-1

and c + d =+ 1. These conditions are satisfied by ¢ = 2/(a+1), d = (a-1)/(a+1),
giving

Wii(z1) = Cji sin -1 {(2z1 +2-1)/(a+1)] .

An examinarion of the field of Geometry I in 0 <x <o, 0 <y <b shows that the
desired reflected field as shown belowin —c0o<x<0,0<y<bis produced if Ey
_changes sign under x-— - X.
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If then fields 1 and 1l as shown in-o < X < + oo are superposed we have the
desired configuration:

In this way w.e arrive at
W(z1) = Cf sin-1 z3 + sin1 [(2z1+2-1)/(a+1)]

with the same constant for each term to provide cancellation at X = - 0. If we
consider only the first of these terms in W,

z1 = sin (W/Cy) = sin [(U +iV)/C1 = sin (U/C1) cosh (V/Cy) + icos (U/C;3) sinh (V/C3),

| MY

e E, PLANE
€_:._._......_.._a>l. /‘/ ..\.Zi PL
' W PLANE pa —~£L s e
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v <R
v R

-G © e /2.

with V the potential, we see that the flux emanating from the strip into the.upper
half plane is equal to the increase in U from the value -nC1/2 to + wCi/Z;

A® = nCj. After transforming to the z plane this flux should be that of a field
Eo/2 at x = oo over a width b. [The other half of Eois generated by the second

term in W:l-Equating, niC3 = Eob/2,0r C1 = Egb/(21) .

It is of interest to determine how near 1o round our nearly-round rods are for the
selected value of p. This is accomplished by evaluating z = X + iy as a function of
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z1 along the real axis v1 = 0 at a number of points in therange -1<x3<+1,
and calculating r= (x2 + v—)l/ 2 . Some results are tabulated here for p=0.5:

X3 /b ¥/b r/b % from <r>/b
-1 0 0.5 . 0.5 - 0.96

- 0.5 0.33853 0.37958 0.5088 + 0.84

0 0.41734 0.28849 0.5073 + 0.44
+ 0.5 0.46535 0.19348 0.5040 - 0.16
+1 0.5 0 0.5 - 0.96

The maximum excursions from the central value 0.5046 b of rod radius are less
than = 1 % ; such a rod would be called round by almost anyone! For ¢ =1/4 the

largest excursions are only about 0.03 %.
Now we turn to evaluation of the field components. The complex derivative of the
complex potential is _

dW/dz = (dU + i dV)/(dx +idy)
and for analytic functions OU/O\ = OV/9y and 090U/dy = - OV/0x, so that
dW/dz may be written as oU/dx-i dU/dy oras OV/dy +i OV/0x. ‘Because
we have chosen V to be the potential function, E=-grad V, leading to

iEg+ By = - dW/dz.

In the pages above we have derived the desired forms for W(z1) and z(z1) , but
the field components are wanted in the z plane, where we evaluate them by
ﬁndmg the gradient as the quotient =~ ~

dW/dz = (dW/dz})/(dz/dzy) -
dW/dz) = (Eob/2m)(0/0z1)isin 1 z1 + sin "1[(2z3+a-1)/(a+1)]}
= (Bob/2m)(1-271) “V/2[(z1+1) “1/2 4 (z1+2) "1/2].
dz/dz; = [b/n£1+k)](21+a) -1/2{(21-1) " V/2 4 k (z3+1) 1/2].
dW/dz = [Bo(1+k)/2)[(z1+1)/(1-21]1/2 f(z1) , with
fz1) = [21+2) 12 +(z1+ D12/ [(21+ 1)1/ 2 + k (z1-D)1/2].

Note that [(z1-1)/(1-21]1/2 = = i; thisleads to - By - i Ex = = [iEo(1+k)/2] f(z1) =
+ {iBo(1+k)/2] [fre +i fim] ; with fre and fim the real and imaginary parts of f:

Efo = (-/+) [(1+K)/2) fre(xpyD) ;  By/Bo = * [(1+K)/2] fim (x1y1) -

We choose the lower signs so that the field directions will be those indicated by
the arrowheads on the various drawings above.
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It is still not enough to evaluate the real and imaginary parts of f(z1) without
knowing the position (x,y) in z space that corresponds to each point (x3,y1) in
z1 space. This correspondence may be established numerically in various ways.
Here it has been made as follows:

First select x, a certain fixed value, defining a line along which ¥y varies
from zero (or from the conductor, for x/b<p) to b. Then select a specific
value for x1, and calculate x(xj, y1) for a sequence of values of yj chosen
iteratively so as to converge to a value of y1 leading to the selected value of
x; for this "converged pair" (x1,y1) calculate y . Then select another value
of x7 and repeat, until a set of values of y spanning the range of y has
been obtained; each y along the selected line x = constant is then a
known function of the pair (x1,y1), i.e., of zj. {Alternatively, the roles just
described for xj and y] may be interchanged during the iteration.] Then
repeat the entire process after selecting a new fixed value of x. In the
numerical work here we have evaluated y(z1) along lines x/b = constant,
spaced at intervals of 0.2.

" The results of these evaluations are presented graphically in Figures 4 and 5,in a
manner similar to that in Figure 3; Dx and Dy are plotted as functions of y/b over
the relevant range for each of several values of x/b . As in Figure 3, the curves
for Dy must go to zero, by symmetry, at y= b, andat y= 0O for all values of x> ub
(=b74 or b/2 for our evaluations here); for smaller x, the smallest value of y/b
in the field region is = [p.z - (x/b)z]l/ 2 . However, Dy in these regions is off the
scale, which extends only to * 45 %.

The conclusions to be drawn from Figures 4 and 5, as for those from Figure 3, are
very simple, but numerically different in each case. They are stated in Section If;

*as noted there, the variation of the largest discrepancies with distance from the
plane of the grid is shown in Figure 1, summarizing the most useful result of this
work. ’

Other properties of the field become accessible from the development described
above. Because the imaginary component yj is zero on the conductor, the electric
field strength on the surface of arod, as a fraction of its value Egy atlarge X, is
easily evaluated as a function of the azimuthal angle @, which is zero along x> 0

and 180° along x <0. This field ratio, | Esurf]/Eo ;is shown vs. @ in Figure 2,
for p = 1/4 and for p=1/2. For the forward and back points on the surfaces (9

=0%and @ = 18009, respectively) the ratio is given by the two simple equations
|Esucfl/Eo = [(1+k)/21{[(L+a)/2)]V/2 + 1}

which give the values 2.35 and 0.448 for w=1/4, and the values 1.68 and 0.032
for p=1/2, as shown on Figure 2.

Free-hand sketches of some field lines for p= 1/4 and 1/2 are shown in Figures
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6 and 7, respectively. Because the field strengths near these rods vary by such
large factors, the field line spacing as drawn is greatly altered from the true
spacing, particularly for the larger rod; the line density leaving its forward side is
actually about ten times greater than drawn, relative to that leaving its back side.

All the numerical work for this report was carried out on a HP-32S programmable
calculavor. The wwo principal programs, for finding z vs. z; and dW/dz ys, z1 (all
complex numbers), each contained approximately a hundred instructions. The
HP-32S$ has the capability to carry out a dozen different operations on complex
numbers, without which the work could not have been done using a hand

calculator.
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Operation of a Small-Gap Undulator on the NSLS X-Ray Ring

P.M. Stefan, S. Krinsky, G. Rakowsky, and L. Solomon
National Synchrotron Light Source
Brookhaven National Laboratory
Upton, New York 11973

Abstract

We report results of an on-going experiment being carried out in the X13 straight
section of the NSLS X-ray Ring which explores the limits of the operation of
small-gap undulators. In particular, we discuss the operation of a 16 mm period
small-gap undulator. At an electron beam current of 300 mA the variable gap
vacuum chamber has been closed to an inner aperture of 3.8 mm with no effect
on the electron beam lifetime. Measurements of the output radiation spectrum
at a magnet gap of 7.5 mm are described.

L Introduction -

The development of high-brightness synchrotron radiation sources has been
advanced by the utilization of permanent magnet insertion devices, pioneered
by Klaus Halbach [1]. Such permanent magnet devices provide high field
strength, excellent field quality, and impressive reliability in a very economical
manner. Here, our interest is in the implementation of short-period, small-gap
undulators situated in low-beta insertions of a storage ring. In particular, we
report results of an on-going experiment being carried out in the X13 straight
section of the NSLS X-ray Ring, which explores the limits of the operation of
small-gap devices.

The vertical magnetic field B, in a pure-permanent-magnet undulator has
an approximately sinusoidal dependence on the axial coordinate z,

BB, sin 2/}, ,

where A is the undulator period length. The peak field B, depends exponentially
on the full magnet gap G,

B o exp (—ﬁG/).u) .

From this it is clear that to achieve high magnetic field strength at short periods

*Work perfromed under the auspices of U.S. Department of Energy, under contract DE-AC02-76CH00016.
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requires small magnet gap and hence small electron beam aperture. Placing the
undulator at a location with small vertical betatron function permits long
electron beam lifetimes with small vertical aperture. In the X-ray Ring the
vertical beta function has a value of $,=0.33m at the insertion center.

The motivation for desiring short-period undulators is also clear. The
fundamental radiated wavelength A, from an undulator is

where the field strength parameter K is given by
K= 0.93 B(T) A (cm),

and v is the electron energy in units of electron rest mass. One usually wants K
to be of order unity to have high flux and reasonable tuning range. For a given
electron energy, in order to obtain shorter radiated wavelength in the
fundamental, the period length A, must be decreased. To maintain K near unity,
it is then necessary to reduce the gap G.

Some potential limitations on the electron beam aperture, and hence the
undulator gap, are Coulomb scattering lifetime, transverse impedance of the
vacuum chamber, vacuum pressure in the low-conductance region of the small
aperture chamber, and possible ion trapping in this region. We have
successfully operated the X-ray Ring with a vertical beam aperture of only
3.8mm in the prototype small-gap undulator chamber, and obtained a high-
brightness output radiation beam at 3 KeV in the fundamental from a pure-
permanent-magnet undulator having a 16mm period length, operating at a full
gap of 7.5 mm.

In what follows, a brief description of the small-gap undulator system is
presented, followed by results from studies of the stored beam lifetime as a
function of electron beam aperture. Finally, a measurement of the output
radiation spectrum is described and presented.

IL Description of Small-Gap Undulator System

The NSLS Prototype Small-Gap Undulator (PSGU) is comprised of three
major components: a variable-aperture vacuum chamber with drive system, a
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pure-permanent-magnet small-period undulator with an independent drive
system, and an elevator base stage, upon which all of the above components are
supported. The design concept of the variable-aperture chamber has been
described elsewhere [2], but is summarized using Fig. 1.

(VACUUM)

(VACUUM)

ey
¥

Figure 1 Cross section of the Prototype Small-Gap Undulator (PSGU)
vacuum chamber, as seen along the stored beam direction. Deep
wells from the top and bottom flanges extend toward the electron
beam. Bellows permit the wells to be moved closer together, or
apart. The regions of the wells nearest the eleciron beam are
thinned to 1 mm and the undulator magnet arrays are inserted
into the wells, up to the thinned region. The chamber is about 460
mm in diameter.

The figure presents a cross section of the vacuum chamber, as seen along
the stored beam direction. Deep wells, from the top and bottom flanges, extend
towards the stored beam and can be moved closer together or apart by means of
top and bottom bellows. The central section of the chamber, between the
bellows, is fastened through legs to the elevator base stage below, while
actuators attached between the two flanges control the electron beam aperture.
The portions of the wells near the stored beam are thinned to 1 mm, and the
magnet arrays of the undulator are inserted into the wells, up near the thinned
region. The chamber is cylindrical, about 460 mm in diameter, with its axis
oriented vertically. At present, the electron beam aperture is variable between
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14 mm and 3.8 mm, and the small-aperture region is 104 mm wide and 390 mm
long.

The PSGU undulator magnet is 320 mm long, with a 16 mm period. It
uses NdFeB magnets in a high-performance 6 block/period version of the
Halbach pure-permanent-magnet design (see Fig. 2).

e

=]
a-

"Up” | "Down
Module ' Module

A

Figure 2 Schematic of the six block/period pure-permanent-magnet
structure used in the PSGU undulator.

Tts construction and magnetic field mapping are presented in detail elsewhere
[3], but the mapping results are summarized in Table 1 and Fig. 3.

Table 1. PSGU Integrated Multipoles

Multipole Goals | Measured Units
Dipole 100 7 Gecm
Skew Dipole 100 -20 Gecm
Quadrupole 10 -5 gauss
Skew Quadrupole 100 -18% gauss
Sextupole 50 -37 G/cm
Skew Sextupole 50 -30" G/cm

% Values determined using Ax=+2 mm. All others: +4 mm.
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The magnet gap was fixed at 6 mm for these measurements, which is the

design goal for actual use of the undulator. At this gap, a peak field of 0.623
Tesla was obtained.
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Figure 3 The x and y trajectories in the completed PSGU undulator, at a
magnet gap of 6 mm. Note the different scales for x and y.

The undulator magnet beams are mounted to an indepeﬁdent drive
system which presently enables magnet gaps between 7.35 mm and 26 mm
within the wells of the PSGU vacuum chamber.

Using these parameters, the predicted performance of the undulator is
summarized in Fig. 4 using a "tuning curve". This is a plot of the central-cone
photon flux vs. photon energy for the whole range of possible magnet gaps.
First, second, and third harmonics are illustrated as separate curves. Any single
magnet gap corresponds to only three points, one on each curve. For example,
the prediction for the 7.35 mm gap is indicated where the curves change from
solid to dashed. The second harmonic curve is only roughly estimated, by
doubling the flux expected in the third harmonic. The solid portion of the curve
illustrates the capabilities of PSGU at the present time. However, we plan to re-
work the vacuum chamber and the magnet drive in the near future to permit a
minimum operational aperture of about 2mm and perhaps a magnet gap of as

small as 5 mm. If the 5 mm magnet gap can be achieved, the dashed extension
of the tuning curve results.
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PSGU Tuning Curve
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Figure 4 PSGU theoretical tuning curve, illustrating the first, second and
third harmonics. The second harmonic curve is only a rough
estimate, obtained by doubling the values for the third harmonic.
The solid curves illustrate the present range of PSGU, to a
minimum magnet gap of 7.35mm. If the minimum gap can be
decreased to 5 mm, the dashed extension of the curves results.

The elevator base-stage provides mounting fixtures for the chamber and
its drive, and the undulator magnet and its drive. In addition, it providesa +3
mm vertical translation of the chamber and magnet assemblies about nominal
beam height.

II.  Studies of Beam Lifetime vs. Electron Beam Aperture:
A.  4-jaw Scraper:

While design and fabrication of PSGU components were still on-going, an
existing 4jaw scraper assembly was refurbished and installed in the X-ray Ring,
near the location intended for PSGU.

By measuring beam lifetime as a function of the electron beam aperture
(determined by the scraper blades), we hoped to verify our estimates of the
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existing storage ring limiting aperture and thereby obtain a preview of the best-
case operational aperture for PSGU. The vertical blades of the scraper were
located about 150 mm upstream of the X13 straight section centerline (f,=0.4m),
while the extreme ends of the small-aperture region in PSGU are about 200 mm
from the straight centerline, upstream and downstream. The 4 scraper blades
were uncooled copper, 5 mm thick, two horizontal and two vertical, each on
individually-controlled actuators. Only a single blade was used at a time.

Data were taken by moving one blade of the scraper in small steps and
measuring the beam lifetime which resulted. The DC current transformer is
usually used to measure lifetimes during normal operations shifts, but for these
studies its time-response was too slow, and sometimes became oscillatory.
Instead, lifetimes were calculated by the change in amplitude of a stripline sum
signal over time, which was monitored at 53 MHZ using a spectrum analyzer.

Fig. 5 presents one set of results.
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Figure 5 Vertical scraper results: initial stored beam of 21 mA at 2.584 GeV,
25 bunches, small-vertical-beam-size optics. These results suggest
that a full electron beam aperture of about 2 mm might be
imposed at this location without degradation of beam lifetime.

The initial stored beam was 21 mA at 2.584 GeV, in 25 bunches and used a

small-vertical-beam-size optics [4]. (These optics have since become the normal-
operation condition.) The theory curve [5] contains four contributions: the
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quantum lifetime, the nuclear Coulomb scattering lifetime for both horizontal
and vertical apertures, and the nuclear bremsstrahlung lifetime. Of these, only
the quantum and the Coulomb components depend on the vertical beam
aperture. By decomposing the total lifetime into its components, one finds that
Coulomb scattering dominates for lifetimes above 0.1 hour, but below this the
quantum lifetime dominates. The theoretical curve is fit to the data using a
number of adjustable parameters. The experimental points are offset along the
abscissa by a constant (185 pm), which reflects the lack of absolute position
calibration of the scraper blade. The storage ring pressure is adjusted in the
formulas for best fit in the 10-to-0.1-hour region (0.15 n torr), and the vertical
beam size is similarly adjusted for best fit around 0.1 hour and below (o,=7um).
Of these adjustable parameters, the resulting ring pressure seems somewhat too
low, but the other parameters seem reasonable. The observed ring lifetime with
all scraper blades fully withdrawn (> 19 mm from the beam) was 100 hours or
more. This suggests that the full ring lifetime is attained at a half aperture of
about 1 mm, as seen in Fig.5 or full aperture of about 2 mm. Sucha result is
about half the minimum aperture expected from scaling the aperture at the f3-
max by the square-root of the beta function, and implies that PSGU might
operate down to a 2.5mm aperture without lifetime degradation.

B. PSGU Vacuum Chamber

The implications of the 4-jaw scraper results held true for the operation of
the PSGU variable-gap vacuum chamber. When centered on the electron beam
and closed to the minimum aperture of 3.8 mm, no change in the storage ring
lifetime was observed. This was true not only for low beam currents, but also
for 300 mA at 2.584 GeV, which is above the limits for present normal
operations. No instabiity from vacuum chamber impedance was observed,
confirming expectations from theory [6] and impedance measurements [71.
When the undulator magnet was then closed to a gap of 7.5 mm, with both local
and global feedback systems disengaged, no change in the electron beam orbit
was observed, which is consistent with the integrated multipole field goals listed
in Tdble 1.

To reduce the electron beam aperture below 3.8 mm, the small-aperture
region was offset from its initial position (centered on the electron beam) by use
of the elevator base stage. The results appear in Fig. 6. The stored beam
conditions were essentially the same as for the scraper results presented in Fig. 5.
The theory curve was generated as in the previous case, but offset to match the
data, and reflected about the 0 mm position. The adjustable parameters required
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were 0.3 ntorr for the pressure and ¢,=8.5um, similar to the values obtained
from the scraper measurements. As before, the quantum lifetime dominates the
theory curve for lifetimes below 0.1 hours; otherwise, the Coulomb scattering
lifetime is dominant. The lifetime with the aperture centered on the electron
beam was about 61 hours, as can be seen from Fig. 6. Interpretation of these
results takes a little more care. It seems clear that an offset of the aperture is
possible before any lifetime degradation is seen; offsets between 0.5 mm and 1.0
mm seem reasonable. If we use 0.5 mm as an example, this means that the
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Figure 6 Results of vertical translation of the PSGU minimum aperture
(3.8mm). Initial stored beam of 30 mA at 2.584 GeV, 25 bunches,
small-vertical-beam-size optics. These results suggest that a
minimum aperture 1 to 2 mm still smaller might be used without
lifetime degradation.

minimum half aperture may be decreased by 0.5 mm, or a full aperture
reduction of 1.0 mm, from 3.8 mm to 2.8 mm. While this neglects the effects of
possible ion trapping or other instabilities which may not be well represented in
this offset geometry, it suggests that a full aperture of between 2.7 mm and 1.7
mm may be plausible. This strongly motivates a re-work of the vacuum
chamber to achieve such apertures while centered on the electron beam.

IV.  Measurement of Undulator Radiation:

" Following installation of the PSGU magnet and drive system, the X13
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beamline was modified and a simple single-crystal x-ray spectrometer was
installed to measure the radiation spectrum. The result appears in Fig. 7. The
ultrahigh vacuum portion of the beamline was terminated with a 127 pm thick
Be window, about 17 m from the undulator. The spectrometer was attached
downstream of this window and consists of a 330 mm long flight path and a 450
mm diameter tank containing an entrance slit and a small 6/20 goniometer
system. A Si(lll) crystal was mounted on the 0 axis, while a small, windowless
jon chamber was attached to the 26 arm. The slit was set to 1 mm vertical, which
limited the radiation passed to a fraction of the central cone of the undulator
output. The tank and flight path were filled either with He or N,.

When He filled the spectrometer, the undulator fundamental radiation
could reach the crystal and be diffracted into the ion chamber, where sufficient
photon absorption in the He produced a measurable signal. For the higher
harmonics, however, the He absorption was so low, that the ion chamber
response was very weak. A different result occurred when the spectrometer was
filled with N,. Here, the fundamental was adsorbed in N, before reaching the
crystal, while the harmonics, reached the crystal and produced sufficient photon
absorption in the ion chamber to obtain a measurable signal. Therefore,
combining the two spectra obtained with He or N, in the spectrometer
permitted both the fundamental and harmonics to be measured.

To obtain an absolute energy calibration, a thin Ni foil was attached over
the end of the flight path, where it joined the spectrometer tank. A short
spectrum was taken which included the Ni K absorption feature, at (8.333 KeV)
and was used to correct the other spectra.

The experimental data presented in Fig. 7 were taken at 26 mA at 2.584
GeV, with PSGU set to an inner aperture of 3.8 mm and a magnet gap of 7.5 mm
(K=0.716). The current was kept low to prevent overheating of the Be window.
The theory curve was obtained from the URGENT code [8], by specifying the
basic undulator and storage ring parameters, the undulator K-parameter, and
the location and size of the spectrometer slit. The processing of the experimental
data involved almost no adjustable parameters. The absorption of the Be
window and of the spectrometer gas (either He or N,) was removed, and the
absolute efficiency of the ion chamber was calculated using absorption
coefficients and the chamber dimensions. Finally, the bandwidth of the Si(Il)
analyzer was included. There was a significant scattered background from the
analyzer crystal in the detected signal, especially in the case with He gas. Only
in the He data, a constant background was subtracted to bring the lowest part of
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the curve back to zero. In Fig. 7, the short vertical line in the experiment curve at
about 4.6 KeV is the splice point between the data taken with He gas (to lower
energies) and that taken with N, gas (higher energies). The departure of the
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Figure7  Spectrum measured for the PSGU undulator for a magnet gap of
7.5 mm, K=0.716, at 2.584 GeV, 26 mA, with an inner aperture of
3.8 mm. The theory curve was obtained using the URGENT [8]

code.

experiment from the theory in this region may well be due to the scattered
background, in the case of the He data, and to the influence of the Si(333)
reflection, which produces a peak in the apparent position of the fundamental
from the third harmonic. This peak is erroneously blown up to gigantic
proportions when the absorption correction is applied, and its tail is still
influencing the rising edge of the second harmonic. Despite these complications,
the agreement with the theory is rather good. The data may suggest that the K
parameter is somewhat greater than 0.716, since the peaks of first, second, and
third harmonics all seem to be at slightly lower photon energies than predicted
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by the theory.
V. Concluding Remarks

We have successfully operated a small-gap undulator with a full vertical
electron beam aperture of only 3.8mm, with no degradation of beam lifetime.
Measurements carried out using the elevator stage strongly suggest that
successful operation will be possible for a vertical beam aperture less than 3mm.
In order to verify this, we plan to rework the PSGU vacuum chamber in
December, 1994 to permit a minimum-attainable aperture of 2mm. Also,
consideration will be given to reducing the present clearance between the
magnet and chamber. In this manner we believe we will be able to achieve the
design goal of a 6mm magnet gap.

In the longer term there is the very exciting opportunity to build a device
utilizing an in-vacuum undulator magnet, along the lines of the work at KEK [9].
This would permit the operation of an undulator having first harmonic radiation
at 5 KeV, with a period length of 10mm and a field strength parameter K. 0.7.
Alternatively, a device with the present 16 mm period but 1 m long could be
operated at a 5 mm gap for a K of nearly 1.2.
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Optimum Coil Shape for a Given Volume of Conductor
to Obtain Maximum Central Field
in an Air Core Solenoid

Paul Hernandez
Lawrence Berkeley Laboratory
University of California
Berkeley, CA 94720

Thank you Klaus for the recognition and strong scientific leadership you
brought to the Lawrence Berkeley Laboratory Mechanical Engmeermg
Department. My apologies, Klaus, for not completing the integration. It is
beyond my expertise and an example of why we needed you.

These pages are a modification of an engineering note written in 1961
when superconducting coil wire was scarce - so scarce that at one time in 1961, I
returned from a wire maker with the worlds supply of Niobium Zirconium wire
in my overcoat pocket. At that time it was very important for the LBL
Superconducting Group to make the best use of the wire we had. Given a length
of wire we wanted to know the best shape to wind small test coils so that the
highest magnetic flux density was obtained. Field uniformity was not important.
In general the highest flux density is obtained at the midpoint of the coil on the
axial centerline and when the coil inside radius is the smallest.

From this exercise it was found that the best use of the wire is made when
a circular coil is wound having a cross-section that approximates a Toroid. We
never made any Toroid shaped coils, but this exercise provided a guide for early
test coil length-to-radius aspect ratios.

Coil cross sections for optimum shaped coils are shown on Figure 1. Each
coil has a constant parameter, or shape factor, K. Figure 1 is shown as a function
of coil radius, R, and Axial distance (coil length) z. Constant current density in
the coil is assumed. The work in thls note is in cgs units, as was the custom at
LBL in 1961.

dBz
The constant parameter, K, is proportional to To, and

R
K=z ro7 oy
dBz,
The derivative, —7—, represents the increase in the magnetic field per

dBz
unit volume of conductor. As —&-\70— is a constant, a unit volume of conductor
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applied anywhere on a constant K line will give the same increase in magnetic

field at the center of the coil.

The magnetic field, B z, of Toroid-like shaped coils wound to the Kth ring is:

dmi 12 K2/3R4/3
Bzo, gauss, = 70 | VI-K/SRYS dR 2)
Ry
where: iis the current density, amperes/sq cm,

R is the coil radius, cm, on any K ring,

Ry is the coil larger radius,

R; is the coil smaller radius, and

z is the + or - axial distance, cm, on any K ring.

The volume, V, of coil conductor wound to the Kt ring is:

Ry 2/3
V,cucm, = 4 |[-R {%} -R2  dR 3)
R \J )

1

Development of Optimum Shape and
Expressions for Magnetic Field, (2) and Coil volume, (3).

From Ampere's Law the magnet field of a current segment, where I = total
current in amperes, is:

Ide

dB =152

@

From Figure 1, the field derivative along the central z axis is:

dBz, =dB cosp, _ : 6))
R
cosp = Z 3 RHIZ/ (6)

Obtain (7) and (8) from Figure 1;
12=22+R? 7)

dg = Rde (8)
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Substitute (7) and (8) in (4) to obtain, (9), dB, normal to r at zg, Rp.

IR .
B=-T0Z+R ®)

Substitute (6) and (9) in (5), to obtain, (10), dBz, the field derivative
parallel to z at the coil center, zg, Ro.

IR2d8
dBzo =102+ R?) 372 (10)
From Figure 1;
da =dzdR, sqcm, an
I=1ida=idzdR, and . (12)
dV =Rd8dzdR (13)

Substitute (125 in (10) to obtain (14), dBz, in terms of the volume element,

iR2d8dzdR
dBzo =10 22 + R2) 372

(14)

1. Optimum Coil Shape for a Given Volume of Conductor.

The Optimum Coil Shape for a Given Volume of Conductor is defined

dBzg,
here when— gy~ equals a constant. When a given amount of conductor is added

anywhere on the outside of the coil, the central field changes the same amount.

Substitute (13) in (14), rearrange, and let K equal a constant,

dBzq iR _iK
dV T 10(z2+R2)3/2 T 10 (15)
. R .
with, K= Z+R2) 3T (1) on the first page. (1)
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Rearrange (1) and solve for z, to obtain the Optimum Coil Shapes shown
on Figure 1 for various values of K.’

z= {%} 7 g | (16)

For example, the largest coil cross section shown on Figure 1 was obtained
from (16) by letting K = 0.01 then,

R23
z= {0.01} -R

Determine the Coordinates on the Coil Boundary
for the Maximum Radius and Length.

a. Coil Radius, R, has a maximum and minimum when, z = G.

By inspection of Figure 1, the Coil Radius on any K line is a maximum
and a minimum when z = 0. Substitute, z = 0, in (16) and solve for R,

Rmax = :]_1—1_< (17)

also from (16), R =0, whenz = 0.

b. Find R when z is maximum.

d
Coil length, z, is a maximum when, d—% =
Rearrange (16)
R} 2/3
22+ R2- {K} =0 (18)
Differentiate (18)

E®R*E®" K ar-C

dz2 R2 R}2/3 1
&)

and
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dz R R/

@Rtz zrA=0 (19)

Solve (19) for R,

and continue to obtain (20),

Ratzmax= L. - (20)
3B/AK  2.2795\K

c. Find the Axial Maximum Half Distance, zmax.

To find the maximum coil half length, zmax, substitute (20) in (16),

z= {%} 72 R? ’ (16)

and,

1 1
) \/«JEK "3\3K
2
2 (21)

Zmax = 33/4 '\ji
or, by substituting (20) in (21),

Zmax =V2 R (22)

2. Expression for Magnetic Field, (2).

The Magnetic Field, Bz, of a coil wound to the Kt ring is developed by

integrating (14) with respect to 6, from 0 to 27, and with respect to z from +z to

-~z to obtain (2). The axial distance, z, is defined by (16).
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3. Expression for Coil Volume, (3).

The Volume, V, of a coil wound to the Kth ring is developed by integrating
(13) with respect to 8, from O to 27, and z from -z to +Z, to obtain (3). The axial distance,
z, is defined by (16); and radius, R, from R t0 Rmax is defined by an.

Optimum Coil Shape for a Given Volume of Conductor
to obtain Maximum Central Field, B,
in an Air Core Solenoid. °

R
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Lawrence Berkeley Laboratory
University of California  Berkeley, California 94720

(510) 486-4000 « FTS (510) 486-4000

31 October 1994
Dear Klaus,

The Mechanical Engineering Department was very honored when
you joined us. We all feel very proud of your success, your international
reputation, and the recognition you brought to our department. In
particular, your leadership in permanent magnet wigglers brought world
wide recognition to you and LBL. Your physics background, your strong
analytical abilities, and your broad interests make you a real renaissance
man. ‘

You always had a clear and firm idea of what you wanted to
accomplish. No one ever led you (except perhaps Mrs. Halbach). When I
was Department Head, I tried to create the illusion of directing you by
finding out which way you were going then hoping to get out in front of
you in time.

You are always generous with your help to all of us, teaching us
individually or with your lectures and notes. Many thanks Klaus, and
Happy Birthday.

Sincerely,

W Nomrs
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Powerful Electrostatic FEL: Regime of Operation, Recovery
of the Spent Electron Beam and High Voltage Generator

I. Boscolo J. Gong
University and INFN Southwest Jiaotong University
Milan, Italy Chengdu, P.R. China

Abstract.

FEL, driven by a Cockcroft-Walton electrostatic accelerator with the recovery of the
spent electron beam, is proposed as powerful radiation source for plasma heating. The
low gain and high gain regimes are compared in view of the recovery problem and the
high gain regime is shown to be much more favourable. A new design of the onion
Cockcroft-Walton is presented.

1- Introduction

The problem of building a powerful millimetre radiation source for toroidal plasma
start-up, plasma current profile control and plasma heating had received a partial solution
with the gyrotron device [1].Nevertheless, it is worth to pursue the path of FEL driven
by electrostatic accelerators (FELTRON) [2] because it has the advantage over the
gyrotron of having a relatively simple set-up for the FEL interaction (the gyrotron has the
heavy magnet for the strong axial magnetic field), and of providing high frequency and
tuneable radiation. The disadvantage is that the recovery of the spent electron beam must
be done with high efficiency, around 99%.

In this paper we discuss the design of the FEL, that is its regime and electron beam
energy distribution after the interaction, in relation to the problem of the recovery. We

will see that the high gain+tapered regime with an efficiency €=5% is the most
favourable, because the electron distribution after the interaction allows for a rather

simple collector design. The possibility of exploiting a very efficient FEL, €=50%,
although very appealing, is not viable because a high voltage generator of the needed
level of power does not exist.

The Cockcroft-Walton proposed for this FELTRON has the new design with nested
shells (onion Cockcroft-Walton [3], see fig 1). The design is reviewed after the first test

[4].

Kr S
e-gun (7 > = = ] {collector
g ot oy st et st S s o s o o e ol .
vivi Fig. 1 Mechamical scheme of the
ebchanne]l Wiggler /H Cockcroft-Walton: the onionskin
i storing column 3 disposal of the capacitor plates.
- I u warm column \H’I J’
\ -, )

% % ; % Thving  We will fix our goal to IMW

Electrode continuos power at 300 GHz,
A f O oo be-cause this is the set of

parameters that Fusion
Community is talking about for toroidal plasma heating [5].

183




2- Scheme of the machine and relevant physical and technological
problems.

For the general discussion and philosophy of a CW powerful FEL we refer to the two
papers in ref. [2]. Here we make a short summary for easy reference. CW operation
means straightforwardly static accelerating field, thus an electrostatic accelerator. The
FEL interaction requires a relativistic eb (electron beam), hence a high voltage
electrostatic accelerator. Since the high voltage is a very difficult achievement (unless a
Van De Graaf is used but the Van De Graaf has too low power ), we must get along
with the lowest voltage compatible with the operation of the FEL at that frequency and
power. A reference value for a powerful high voltage generator is 2MV. The most
powerful generators providing that voltage level, can deliver 300 k€W power only [6].
This power level is not compatible with the IMW required, even considering 100%
efficiency. Hence the system must have a second generator. The electrostatic accelerator
for this kind of FEL must have a recovery system for the spent eb (so the overall
efficiency is rather enhanced) and a second generator must be inserted into the system.
The scheme of an electrostatic FEL is then the one shown in fig.2.

o -
pu
i 1 rminal '
I_hg}z]ﬂl(r)nt:%i Termina Fig.2. Scheme of an electrostatic
collector \ power supply FEL: the spent eb must be
g ] €-gun recovered and a powerful low
V voltage generator supplies to the
Z eb the power that it has lost
g' = 1 = within the FEL.
'_‘l —— 2 E
bipgm= |3 o ‘a
'gl — N 1S =y s
SN - -5 5 The spent eb is recovered and
S B B O the second power supply is set
Srm= OF g & between the collector and the
== B 3 \-g high voltage terminal for
i ¢ > replenishing to electrons the
i 5, energy they have lost within the
— [ s FEL and to provide for losses.
; The low voltage generator
mechanical motor feeding the collector (see fig.2)
Refd must be very powerful because it
gerator FEL has to provide both the 1MW

power that the eb transfers to the
radiation field and the power lost
by electrons in hitting the walls
of the collector (the electrons cannot arrive with zero energy onto the collector wall),
which is again around 1 MW. Because of this power loss the collector must be equipped
also with a cooling system (see fig.2). It is clear that such amount of power and heat
cannot be handled with the collector set at the high voltage terminal. The scheme of the
machine must then have the collector at ground potential, so the system becomes the one
shown in fig. 3. The FEL action onto the eb, more specifically, the energy spread
induced by the FEL interaction on the eb, must comply with the possibility of a simple
and good recovery of the eb at the collector. At this point we must look at the maximum
allowed voltage for the collector generator, because it decides the accepted energy
spread of the eb due to the FEL interaction. A reference number might be 100-150 kV, as
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can be figured out from power supplies of powerful klystrons and gyrotrons and from
the power of the high voltage oscillator in refs [3,7]. This problem of the collector
voltage is related also to the relatively small number of stages of an efficient collector.

Once the limiting technological conditions on the initial energy and final energy spread
of the eb are established, the basic relation which guides the FEL design is the relation
between the efficiency and the energy spread induced on the eb by the FEL interaction.
That relation depends on the FEL physics: in LGR-Low Gain Regime [8,9] (Madey
experiment regime and all experiments except for the Livermore experiment [10]) the
relation reads ‘

AE=2€Epa ; e=1/2N (1

where N is the number of wiggler periods; in HGR-High Gain Regime [9,11], the eb
is splitted into two parts with respectively 20% and 80% of the particles-and both have an

energy spread which is approximately the FEL parameter p, that is

AE_, . =_1_(99£°g)
=P p=ylZa @)

but the 80% beam has an energy reduction with respect to the initial one which is

A Egog, = Einigar— { Efinal) = 0—88 E; €))

In eq (2), ag is the wiggler parameter ag=(e By Ag)/ (WV22mnmc) (Ao, Bg are the
undulator period and magnetic field strength respectively), wp is the plasma frequency

and g is the undulator frequency. The value of the parameter p for the FEL under
discussion is typically less than 1%. We remark that in HGR the induced energy spread
is roughly a factor two less than in LGR. This occurs because in the former regime 80%
of the electrons, that is almost the whole eb, are bunched and then the bunch is slowed
down in energy, while in the latter regime the electrons at different positions are
differently depressed in energy (the gain is due to the shift of the electrons average
energy).

In LGR the efficiency can be as high as 2%, so the number of wiggler periods is N =
20 and the induced energy spread results in about 100 KeV (initial energy E; = 2 MeV).
In fig. 4 the results of the simulation are reported; the energy spread comes out to be 140
KeV. We notice that the wiggler and so the FEL length is well acceptable being less than

one meter (L. =N2Xg=N 2¥>X ).This regime of operation leads to a very high current,
I=20 A, in order to obtain the wanted power. The circulating current lowers
proportionally to the increase of the efficiency. Exploiting the HGR operation the FEL
efficiency can be doubled because the energy spread is reduced of about a factor two
with respect to the low gain regime. Therefore, an efficiency of about 5% can be
chosen. The evolution of the eb, in crossing the wiggler, calculated for the FEM
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Fig.4.Diagram of the energy
dispersion after the FEL
interaction for 1 MW output
power for E =2.5 MeV, I =20

A.
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¢ (deg.) 4.1 level of energy.

experiment at FOM Institute Nieuwegein-Nederlands [12] is reported in fig.5. The
energy dispersion results more or lessthe same as the previous FEL operating in LGR.
With this efficiency the 1 MW power requires a current of 16 A only (in the project of
fig.5 the output foreseen power is a bit less). In order to elucidate better the difference
between the two cases we make some simple calculations. In Table 1 we list the
parameters referring to the FEL operating in LGR and HGR regimes. With the energy
spread indicated in the table we can assume in LGR a five stages collector separated by
28 kV one another (as sketched in fig.6) and 4 A current arriving at each stage (we have
assumed a flat distribution of the electrons versus the energy). The total power of the
generators feeding the collector results in
P.oi=Vi Al+Vy Al+ V3 Al+ Vg AI=(140+112+84+56+28)kV x4 A=2.1 MW

Here the Losses amount to 1.1 MW. The estimates losses at the collector are
Plocces=[ (28/2)kV -4 A]- 5 steps =280 kW. The others 800 kW are due to FEL
process. In HGR there are only two generators whose total power is
Pootiector= V- 4 AT+ Vy AI=140kV X 12.8 A +28kV x 32=19MW

There is a reduction of 200 kW, i.e. 20%, of losses. Of these the losses are
Piosses=[AE AL +AE ATy] =280 kW. What is very important is the great reduction
in the complexity of the collector design. In order to understand the great benefit gained
with HGR with respect LGR operation, we point out that the multistage collector
required in LGR (left scheme in fig. 6) mustbe a good spectrometer in order to separate
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TABLE 1

PARAMETERS LGR HGR
Output FEL Power 1MW the same
FEL Efficiency 2% 5%
Charge Recovery 99.5 % the same
Energy 2.5 MeV 1.75 MeV
Current 20A 16 A
Electron Beam Power 50 MW 20
Induced Energy Spread 140 KeV 140 KeV
Losses 1100 MW 09 MW
n® stages of the collector 5 2
LGR scheme HGR scheme

>’

@
/a Fi
g.6. Conceptual scheme
L[‘%_k\/v of the collector in the two

regimes: In LGR the
collector has five stages
because the energy spread
is almost uniform, in
HGR it has only two
stages because the eb is
divided into two streams.

the electron streams with different energies [15], while in HGR the collector could be
ultimately a simple Faraday cup, that is a plate.

The length of the wiggler in this high gain+tapered regime with 5% efficiency, being
L =1.6m is still acceptable from the point of view of the machine dimension. An
higher efficiency would lead to a too big machine* . For completeness, we cite the idea
of the eb cooling of ref.[16]. If technologically viable, that is if it would not require a too
long interaction section, it would lead to an increase of the collector efficiency and,
because of this, to a reduction of cooling problems at the collector.

3- The new Cockcroft-Walton

The powerful high voltage generator proposed for this FELTRON is the onion
Cockcroft-Walton. The name comes from the fact that the capacitors of the two warm
and storing columns (see fig.1) are made up by nesting half ellipsoid foils one within
the other. This multi-shells design brings-about a uniform field distribution and a multi-
shielding of the high voltage terminal from ground. The plates of the capacitors make the
natural voltage divider for the accelerating column in an electrostatic accelerator
configuration. Those features of the onion Cockcroft-Walton increase the reliability of
an electrostatic accelerator. We point out that in this design, the accelerating column
forms a unique block with the multiplying voltage system. This intrinsic unity leads to a
natural control of current leaks and voltage distribution.

The drawback of the design is that the capacitances of the stages are relatively small, a
value less or equal to 2 nF can be reasonable, because they are air volume capacitors. In

+ By the way, we add that it would be worth (o investigate the possibility of substituting the wnggler
tapering with the waveguide tapering [14] in order to simplify the FEL design.
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order to get high capacitance, a very large machine should be built. The small value of
the stage capacitance requires consequently a very small value of the shunt capacitances
between the Cockcroft-Walton stages. In fact, the Cockcroft-Walton is a high-pass
lumped transmission line (see fig.7). Solving the equations of this system, it comes out
that the output voltage V, depends on the number of the multiplying stages N and on the
ratio of the column capacitance C over the shunt capacitance Cp [see ref.7]

=./C A/ S
Vo =4/ o VtanhZITI 2 @

| n n+1

— D>

CII 11

I Cef 1HCe| Fig.7. Scheme of the Cockcroft-
y Walton as a lumped transmis-
- Vot sion line.
- ol il -

11
11 11
The shunt capacitance Cp must be nearby or less 1 pF (Cp = 1/1000 C) in order to

avoid the saturation of the voltage at already a relatively small number of stages. In fig.8
we have considered the typical case of an interstage capacitance C = 1 nF and two values

A%[MV]

14

Fig.8. Output voltage
versus the number of the
stages with C =1 nF and
Cp = 1 pF continuous line,
Cp=2pF dotted line; the
oscillator voltage has been
assumed 100 kV.

of shunt capacitance: Cp,1 = 1 pF and Cp2 =2 pF. Assuming the voltage of the driving
oscillator V= 100 kV and the total number of stages N = 20, the output voltage reaches
respectively 3 MV and 2.1 MV. In view of this, we understand that it prejudicial to the
usefulness of this design that the only contribution to the shunt capacitance comes from
the rectifying diodes. From fig.1 we observe that the rims of the shells of the capacitors
face each other, but we see also that each shell is sandwiched by two other foils. From
general arguments, we can guess that the two nearer plates would attract all the field lines
coming from the inner plate if the interdistance in the sandwich is enough less (more or
equal to one third) than the distance between the two half onion. Using the image charge
argument, since the force felt by a charge depends on the inverse square of the distance,
we may conclude that the ratio between the two distances ought to be higher than three.
The experiment [4] has proven that the two columns are electrically separated, except for
the last inner plates. However , we have also found that because of this coupling the
slope of the output voltage with the number of stages is notably reduced. The complete
decoupling is accomplished with the generator design of fig.9. In fact, the last plates
result completely sandwitched as all others.
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7 Fig.9. Design of the onion

) Cockcroft-Walton with no shunt
AR, capacitance between the two last
plates of the two columns.

4- Conclusions

The electrostatic FEL with electron beam recovery seems feasible and competitive
with gyrotron as high frequency radiation source for plasma heating. The FEL must
operate in the High Gain Regime with 5% efficiency. In fact, in this regime the electron
beam current is minimized, the energy recovery efficiency is maximized and, more
important, the collector is a simple Faraday cup, instead of a set of Faraday cups
arranged as a spectrometer. The multi-layers Cockcroft-Walton (i.e. onion type
Cockcroft-Walton) must have the design with the two stack of metallic layers
geometrically separated, so the shunt capacitance between the two last stages is dropped
out. .
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Radiation and Gas Conduction Heat Transport
Across a Helium Dewar Multilayer Insulation System

Michael A. Green
Lawrence Berkeley Laboratory
University of California
Berkeley, CA 94720

This report describes a method for calculating mixed heat transfer through
the multilayer insulation used to insulate a 4 K liquid helium cryostat. The method
described here permits one to estimate the insulation potential for a multilayer
insulation system from first principles. The heat transfer regimes included are:
radiation, conduction by free molecule gas conduction, and conduction through
" continuum gas conduction. Heat transfer in the transition region between the two
gas conduction regimes is also included.

The cryogenic multilayer insulation system is modeled as a stack of flat
plates. The following assumptions apply: 1) The spacing between the plates is

much smaller than the smallest surface dimension of the plate. As a result the-

form factor F for radiation and free molecular heat transfer is one. 2) The spacing
between the plates is larger than 0.6 times the predominant wave length of the
emitted heat, so there is no radiation tunneling. between the plates. At the lowest
temperature (say 4 K), the plate spacing must be greater than 0.42 mm. On the
room temperature side (300 K), the plate spacing has to be greater than 0.006 mm.
3) The plates shall be metallic or coated with a metal so that they are opaque to the
wavelengths of infrared on the plates. At 300 K, mylar with 300 angstroms of

aluminum on it is opaque to thermal radiation. - At low temperatures, the
aluminum thickness has to increase (to 0.03 mm at 4 K). 4) Since the multilayer -

insulation operates over a temperature range. from 4 K on up, the medium
between the plates is assumed to be helium gas at pressures that vary from good
vacuum (<10-5 Pa) to atmospheric (10% Pa). 5) The medium between the plates is
non-participating. This means that the gas between the plates does not absorb nor
emit thermal radiation. 6) The spacing between the plates is small enough to
prevent convection cells from forming during continuum gas conduction.

RADIATION HEAT TRANSFER BETWEEN PLATES

The radiation heat transfer per unit area Qr between plate N and plate N-1
can be calculated using the following expression:

Qr = E(Tnn-1 o [TN% - TN-14 (1)
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where Qg is the radiation heat transfer between plate N and N-1; E(TN,N-1) is
form and emissivity factor for the heat transfer; ¢ is the Stefan—Bolzman constant
(6 = 5.67x10-8 W m~2 K-4); TN is the temperature of plate N; and TN-1 is the
temperature of plate N-1. The form and emissivity factor for diffuse reflection is
defined as follows:

EN €N-1
eN+(1-€N) &N-1

E(TNN-1) = FenNn-1 = F (1a)

where F is the form factor. In our case, we assume F = 1. As long as F is one,
Equation 1a applies for specular reflection as well as diffuse reflection. Another
implication of F being one is that radiation heat transfer is independent of plate
separation (as long as the plate separation is more than 0.6 times the peak heat
wave length). ey is the emissivity of plate N; and en-1 is the emissivity of plate
N-1. When the plates have the same emissivity- ¢ and the plate emissivity is
small, E(TN N-1) is approximately £/2.

The emissivity of a metal plate is temperature dependent. For metallic plates,
the Hagen-Rubens approximation can be used to estimate-the plate emissivity as
long as the radiation wave length is longer than 5 microns. (Thermal radiation at
- 300 K has a peak wave length of 9.7 microns; thermal radiation at 4 K has a peak
wave length of 725 microns.) When the Hagen-Rubens relationship is integrated
over all wave lengths the following temperature dependent form for the
emissivity &(Ts) can be developed:

&(Ts) = 5.76 [p(Ts) Tsl05 +12.4 p(T9) Ts (2)

where p(Ts) is the temperature dependent electrical resistivity of the metal in the
plate that is at a temperature Ts.

From Equation 2, one can say: 1) The lowest emitters are the best electrical
conductors. 2) The emissivity of the plate increases with temperature. 3) Alloying
a good reflecting metal increases its emissivity 4) Mechanical polishing that results
in work hardening increases emissivity. At 300 K, the theoretical emissivity of
1100 aluminum is 0.0166; at 4 K the emissivity goes down to 0.00034 (provided the
oxide layer does not increase the emissivity)?. In practical terms, the average
emissivity of a stack of multilayer insulation with aluminum should be about 0.02
provided the aluminum layer on each plate is thick enough. If there is a heavy
aluminum oxide coating on the aluminum, the emissivity can go up as high as 0.1.
Gold coated mylar can have a lower emissivity than aluminized mylar because
there is no oxide layer. If should be noted that it does not matter how low the
plate emissivity is, if that plate is not opaque to thermal radiation.
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GAS CONDUCTION HEAT TRANSFER BETWEEN PLATES

Gas conduction between the plates falls in two.general regimes: 1) The free
molecule regime is where gas molecules carrying heat travel from plate to plate
without colliding with each other. The spacing between the plates is much less
than a mean free path for gas molecule collisions 2) The continuum gas conduction
regime is where the gas molecules carrying the heat from plate to plate collide with
each other in the process of traveling from one plate to the other. The spacing
between the plates is much greater than a mean free path for gas molecule
collisions There is a transition regime between the free molecular gas conduction
regime and the continuum gas conduction regime.

The mean free path for collisions between gas molecules can be determined
from the viscosity of the gas. The mean free path is defined as follows3:

ATy = 123532 K Tos 3)

where MTg) is the mean free path for gas molecule collisions for gas at a
temperature Tg; W(Ty) is the gas viscosity at a temperature Tg; Tg is the average
temperature of the gas between plate N and plate N-1; R is the universal gas
constant (R = 8314 ] K-1 mole~1); M is the molecular weight of the gas (for helium
M = 4 kg mole-1); P is the pressure measured by a vacuum gauge looking at a
space with a temperature T. Note: the equations here are all given in SI units. (A
vacuum of 1 torr is 133.29 Pa.) The viscosity of helium gas can be calculated using
the following analytic expression (valid from 5 K to 500 K)4:

WTg) = 5.03x10-7 T,065 (32)

In order to determine the gas heat conduction regime one can define a
dimensionless number called the Knudsen number3 Kn;

o - MT2 o

where S is the spacing between the plate N and plate N-1. The free molecular
heat transfer equations can be applied precisely when Kn > 10. In many cases, the
free molecule equation can be used as Kn approaches 1, but the accuracy is
reduced. The ordinary conductive heat transfer equation can be applied when Kn
< 0.003. The region from 0.003 < Kn < 10 is a transition region. Heat transfer in
this region can be looked at from either the free molecular or the continuum gas
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point of view. Neither method is completely accurate over the whole transition
region, but the accuracy of a given method can be surprisingly good.

Free Molecule Gas Conduction

When the vacuum pressure is relatively low, heat conduction between plates
will be by free molecule gas conduction. Free molecule gas conduction occurs when
the Kn > 10. The upper limit pressure Py for free molecular conduction (defined as
Kn = 10) can be estimated using the following expression:

Py = 0123202 S0 5)

where S is the spacing between plates. 11, R, T, and M are previously defined.

In the free molecular conduction regime, conduction heat transfer is a function
of pressure (or number density). Heat flow per unit area QN ,N-1 by free molecular
conduction between plate N and plate N-1 can be calculated using the following
expression:

OnN-1 = DTNN-1P) [T - T (6)
where the transfer function D(TN N-1,P) takes the form:

_ ON-1 ON k+1 = R 105
DTNN-1P) = FaN+ on-11-0N) k-1 2aM T P (62)

where F is the form factor (F = 1); oy is the accommodation coefficient of plate N;
oN-1 is the accommodation coefficient of plate N-1, k is the ratio of specific heats
for the gas (Use k = 1.67 for helium.); R is the universal gas constant ; M is the
molecular weight of the gas; P is the pressure. When the accommodation
coefficient o is the same for both plates and it is relatively small,

ak+tl R
D(InN-1 = F5 iz

10.5
1 hamr ¢ (6b)

where F, k, R, M, P and T have been previously defined.

At low temperatures (less than 60 K), the accommodation coefficient is
temperature dependent; the helium between the plates collides with molecules of
air gasses that stick to the plates. The accommodation coefficient approaches one
at 4 K. As the temperature rises, the accommodation coefficient decreases until it
drops to about 0.1 between 60 and 120 K. Then the accommodation coefficient

194



increases to 0.25 at 300 K. The following approximate expression can be used to
estimate the temperature dependent accommodation coefficient o(T) of helium to
an aluminum plate:

oT) = 1.23e-T/20 +834x10-4T (7)

where T is the temperature of the plate. Equation 7b applies over a range of
temperatures from 5 K to 500 K. The average accommodation coefficient between-
4 K and 300 K is between 0.13 and 0.17 (the higher accommodation coefficient
applies when radiation heat transfer dominates); the average accommodation
coefficient between 4 K and 80 K is around 0.1.

Ordinary Continuum Gas Conduction

Heat is transferred by ordinary continuum gas conduction when Kn < 0.01.
Gas conduction heat transfer per unit area QN,N-1 from plate N to plate N-1 can
be estimated using the following expression:

dT
onN-1 = KD g : 8)

- TN-1

T
QNN- = KD g (82)

where K(T) is the thermal conductivity of the gas at temperature T; Sy is the plate
separation distance between plate N and plate N-1.

The distance between the high temperature wall and the low temperature
wall Sy is the governing factor for continuum conductive heat transfer. The role of
the plates in continuum conduction is to keep convection cells from forming.

The temperature depehdent thermal conductivity k(T) for helium gas can be
estimated using the following analytical expressiont:

k(T) = 3.83x10-3T0.65 )

Equation 9 is useful between 5 K and 500 K, from 100 Pa to 10 MPa. For a
vacuum space filled with helium gas above 100 Pa, continuum conductive heat
transfer per unit area QN,N-1 from plate N to plate N-1 can be calculated using
the following equation that comes from integrating Equation 9 from Tn-1 to Ti:

[Tn165 - Tn-11-65]
SN

ONN-1 = 2:32x10°3 (10)
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where S is the distance from the plate N at a temperature Ti to plate N-1 ata
temperature Tn-1-

Gas Conduction in the Transition Region

Heat conduction through gas in the transition region may be obtained by
extrapolation from either the continuum region or free molecular region. Lees'
linearized four moment Maxwell molecule model® approaches the problem from
the free molecular end (Kn > 10). Experimental measurements taken by Teagan
and Springer were found to agree favorably with the Lees' four moment modelS.
The ratio of transition region heat flow to free molecular heat flow Qt/QpM using
the Lees' four moment model can be stated as follows:

Qr EKnQ/o~1)
Omi = 1+E Kn(/a-1) an

where Qr is the heat flow per unit area between the plates in the transition
region; QpM is the heat transfer per unit area between the plates if the heat flow is
assumed to be in the free molecule region; E is a fitting parameter. Lees in his
paper proposed that E = 3.166, but £ may have another value that makes the
solution fit better at both ends. (In our case & = 1.8 makes the fit much better.)
One can make a strong case for E being temperature dependent. Kn is the
Knudsen number; and o is the average accommodation coefficient between the
plates. It is interesting to note that if the fitting parameter E is properly chosen,
Qrt will equal Qn,N-1 given by Equation 10 when the Knudsen number is small.
Regardless of the value of &, the value of Qr calculated using Equation 11 will
equal Qn N-1 calculated using Equation 6 when the Knudsen number is large.

COMBINED RADIATION AND CONDUCTION HEAT TRANSFER
Combined Heat Transfer in the Free Molecule and Transition Regimes
The heat flow through a stack of multilayer insulation can be approximated
using a radiation heat transfer term plus a free molecular gas heat transfer term

provided Kn >10. Heat transfer through a stack of multilayer insulation can be
approximated as follows:

_ H(Tm) - H(T,)
- m

QrF (12)

where QRr is the combined heat transfer through multilayer insulation that has an
upper stack temperature of T, and a lower stack temperature of To. There are m
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layers of multilayer insulation in the stack. The values of H(Tr) and H(T,) are
defined as follows: ‘

H(Tw) = E(Tm) Tm? + GTmP) Tm (13a)
and
H(Ty) = E(To) Tot + GToP) To | (13b)

where E is the radiation heat transfer function and G is the free molecular heat
transfer function. :

One can make the simplifying assumption for E and G that neither is very
temperature dependent. If one assumes that E and G are temperature
independent, the following expressions for E and G result:

E = ETw) = KT = 5 (14)

where ¢ is the emissivity of the multilayer insulation (use € = 0.02); and o is the
Stefan-Bolzman constant (6 = 5.67x10-8 W m-2K-4).

ktly R
GP) = GlTmP) = GToP) = et [0S P (15)

where o is an overall accommodation coefficient (use o = 0.14); k is the ratio of
specific heats for the gas ; R is the universal gas constant; M is the molecular
weight of the gas; P is the pressure measured by a vacuum gauge looking at a plate
at a temperature T. The ratio Qt/QpM is defined by Equation 11. (The fitting
parameter Z in Equation 11 should be about 1.8.)

When the high temperature plate is at 300 K (outside an 80 K shield), the
radiation heat transfer term and the free molecular gas conduction term are of the
same order when the pressure is about 0.055 Pa (4x10-4 torr). When the high
temperature plate is at 80 K and the low temperature is at 4 K (inside an 80 K
shield), the radiation heat transfer term and the free molecular gas conduction
term are of the same order when the pressure is about 5.5x10~% Pa (4x10-6 torr).
Since the free molecule heat flow and radiation heat flow equal each other at a
relatively low pressure inside an 80 K shield, it is clear that it is very useful to put
several layers of multilayer insulation between the shield and the helium vessel to
reduce the heat leak in the event that there is a small helium leak into the vacuum
space between the plates.
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Combined Heat Transfer in the Continuum Regime

The heat flow through a stack of multilayer insulation can be approximated
using a radiation heat transfer term plus a continuum gas conduction heat transfer
term provided Kn < 0.01. Heat transfer through a stack of multilayer insulation
with helium in the vacuum space can be approximated as follows:

E(Tm) T - E(To) To* o [T 65 — T 1.65]
= m +232x10 S (16)

Orc

where Qrc is the combined heat transfer through a stack of multilayer insulation
that has an upper stack temperature of T, and a lower stack temperature of To.
There are m layers of multilayer insulation in the stack. Sy, is the distance
between plate at temperature T, and the plate at temperature T,. The values of
E(Tm) and E(T,) are defined by Equation 14.

The heat transfer through a stack of plates in the continuum regime is
dominated strongly by the continuum gas conduction heat transfer unless the
number of plates is small, the plate emissivity is large, and/or Tr, is substantially
above room temperature (300 K). In practical multilayer insulation systems with
Kn < 0.01, the radiation term can be neglected.

A CALCULATION OF COMBINED HEAT FLOW
THROUGH A STACK OF ALUMINUM PLATES

Figure 1 shows the calculated heat flow from 300 K to 4 K through 25
aluminum plates with a spacing of 1 millimeter. The heat flow calculations were
made over a range of helium gas pressures from 10-3 Pa (7.5 x 10-6 torr) to 105 Pa
(0.987 atm). The following constants were used to make the heat flow calculations
that are shown in Figure 1: £€=0.02; E=1.8; Tg =160 K; and o = 0.14.

From Figure 1, one can see that radiation heat transfer dominates the heat
flow through the plates at pressures less than 0.01 Pa. From 0.3 Pa to 100 Pa, heat
flow through the stack of plates is dominated by free molecular gas conduction. In
this region the heat flow through the stack of plates is proportional to the gas
pressure between the plates. Above 3000 Pa, ordinary continuum gas conduction
dominates. Continuum gas conduction is independent of the pressure between
the plates. The four moment transition region solution smoothly connects the free
molecular gas conduction region and the continuum gas conduction region. The
accuracy of the heat transfer calculation is probably at its worst in the transition
region between free molecule gas conduction and continuum gas conduction (at
pressures between 100 and 3000 Pa).



=25S=1mm; € =0.02; a = 0.14; E = 1.8; and Tg = 160 K.
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Fig.1 The Heat Transfer Rate Across a Stack of 25 plates 1 mm Apart
as a Function of the Gas Pressure Between the Plates

CONCLUSION

Heat transfer through a stack of plates in a vacuum is combination of
radiation and gas conduction heat transfer. Radiation heat transfer across the
stack of plates is proportional to the plate emissivity and inversely proportional to
the number of plates in the stack. At pressures below 10 Pa, the gas conduction
through the stack of plates is by free molecular gas conduction. Free molecular gas
conduction is proportional to the gas pressure and the accommodation coefficient
of the gas to the plate material. Like radiation heat transfer, the gas conductive
heat transfer through the stack of plates in the free molecular regime is inversely
proportional to the number of plates. In both the radiation and free molecular gas
conduction regimes, more plates in the stack mean less heat is transferred. In the
transition and continuum regimes, the number of plates in the stack is of less
concern. In the these regimes, conduction heat transfer is controlled by the
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distance between the highest temperature plate and the lowest temperature plate.
A smooth transition from the free molecular region and the continuum region can
occur if the fitting parameter E is correctly chosen.
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Simple Surface Structure Determination from Fourier Transforms
of Angle-Resolved Photoemission Extended Fine Structure

Yu Zhengl2 and D. A. Shirley!
1 Departments of Chemistry and Physics, Pennsylvania State University,
University Park, PA 16802
2 Chemical Sciences Division, Lawrence Berkeley Laboratory,
University of California, Berkeley, CA 94720

Abstract ,

We show by Fourier analyses of experimental data, with no further
treatment, that the positions of all the strong peaks in Fourier transforms of
angle-resolved photoemission extended fine structure (ARPEFS) from
adsorbed surfaces can be explicitly predicted from a trial structure with an
accuracy of about +0.3 A based on a single-scattering cluster model together
with the concept of a strong backscattering cone, and without any additional
analysis. This characteristic of ARPEFS Fourier transforms can be developed
as a simple method for determining the structures of adsorbed surfaces to an
accuracy of about 0.1 A.

Since its introduction by Hussain ef al.! the Fourier-transform (FT)
analysis has been used as a qualitative first step in the atomic structural
determination of adsorbed surfaces from angle-resolved photoemission
extended fine structure (ARPEFS).2-7 In these studies, ARPEFS-FTs were used
to determine the adsorption site geometry directly. In this work we shall
show how ARPEFS-FTs can be interpreted more quantitatively to determine
local structures with fairly good accuracy from the transform spectra alone,
with no additional data treatment.

Inspired by the work of Szdke?® the Fourier-transform analysis has
recently been applied to obtain the real-space atomic images of adsorbed
surfaces from two-dimensional fixed-energy photoelectron diffraction?-11
data. This photoelectron holography method can determine the adsorption
site geometry directly with fair accuracy.12 More recently, two direct methods
for adsorbed surface structure determinations, based on ARPEFS-FT spectra,
have been proposed by Tong et al.13 and Fritzsche and Woodruff,}4 and
successfully tested with experimental data.15-17 Both methods, which exploit
the strong backscattering amplitude near 180°, have the attractive feature of
locating a single backscattering atom in both direction and distance, through
the combination of many ARPEFS-FT spectra taken from different emission
directions. By extending either approach to FT peaks from other neighboring
atoms, local structures could be determined to a comparable level of accuracy.
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We shall discuss these methods, and compare them with similar approaches
which have been considered in our laboratory, in a separate paper.

, In the present work we describe another method for determining local
structures simply from ARPEFS-FTs which appears to possess some
advantages. We show that the positions of strong peaks in FTs of ARPEFS
data from adsorbed surfaces can be predicted with an accuracy of about 0.3 A
based on geometry alone, by using the single-scattering cluster (SSC) model
together with the concept of strong backscattering from atoms located within
a cone around 180° from the emission direction. This leads to a simple
method for determining the adsorption sites of adsorbates, using all the
strong peaks from a single ARPEES-FT spectrum. The bond lengths to the
nearby atoms around an adsorbate atom can be determined with an accuracy
of about +0.1 A.

To test this simple FT method we selected ARPEFS data sets from six
adsorbate systems studied earlier in this laboratory. All involved the (001) face
of a bce or fcc metal lattice, with the adsorbate atom in a fourfold hollow site
and the photon polarization vector essentially collinear with the emission
direction, which was chosen to be off-normal, near the [011] direction, to
emphasize the surface-layer nearest atom as a backscatterer. The ARPEFS data
were fast-Fourier-transformed based on the auto-regressive linear prediction
(ARLP) methodologyl8 to preserve, in the transform spectrum, the resolution
that is inherent in ARPEFS data, but obscured by conventional fast-Fourier-
transformation methods because of the finite data range. In the present work,
a special ARLP method was used, with a window function that is flat over
most of the ARLP-extended data range, and tapered at the ends to suppress
side bands. Fig. 1 compares the ARPEFS-FTs obtained with and without the
ARLP method for p(2x2)S/Cu(001), using an ARPEFS data set taken 40° off-
normal toward the [011] direction and only 5° from the photon polarization
direction.” The ARLP approach improves the apparent real-space resolution
in the transform spectrum and helps distinguish real peaks. At the same
time, the positions of all the strong peaks except the first one (which was
resolved into two components) remained about the same to an accuracy of
about #0.1 A. We have analyzed ARPEFS data sets from five other systems
similarly. All were taken in directions 40°-45° off-normal toward [011] with
the photon polarization vectors parallel or nearly parallel to the emission
directions. Table 1 summaries the (strong) ARLP-FT peak positions up to 15.0
A for the six adsorbed surfaces: c(2x2)S/Ni(001)2 c(2x2)S/Cr(001)3
c(2x2)S/Fe(001) 4 c(2x2)P/Fe(001),5 c(2x2)C1/Cu(001),6 and p(2x2)S/Cu(001).7
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ARPEFS Fourier Transform

path-length difference (A)

Fig. 1. Comparison of the ARPEFS Fourier transforms obtained using the conventional (solid
line) and ARLP-based (dashed line) Fourier transformation methods for p(2x2)S/Cu(100).

Table 1. Summary of experimental and calculated path-length differences for six adsorbed
surfaces.

surfaces P1(A) Pa(A) P3(A) Pa(A) Ps5(A) Pg(A) Py(A)
c(2x2)S/Ni(001) Exp 3.4 44 7.2 94 12.2 14.4
Cal 3.1 4.4 7.5 9.4 12.2 144
p(2x2)S/ Cu(001) Exp 3.2 44 7.5 9.2 10.5 124 14.5
Cal 3.3 44 7.5 9.4 10.2 12.4 14.6
c(2x2)C1l/Cu(001) Exp 2.8 4.9 7.7 10.2 12.7 14.8
Cal 3.6 4.8 8.0 9.9 12.9 15.1
c(2x2)P/Fe(001) Exp 3.8 7.5 12.0 15.5
Cal 4.0 7.6 11.8 15.7
c(2x2)S/Fe(001) Exp 4.0 7.8 12.1 15.7
Cal 4.1 7.6 11.8 15.7
c(2x2)S/Cr(001) Exp 3.9 7.7 12.1 15.5

Cal 4.2 7.5 11.9 15.8
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Earlier ARPEFS studies have shown?” that strong peaks in ARPEFS-
FTs arise from the nearest atoms and atoms almost directly "behind" the
source atom, included within a "backscattering cone" around the direction
opposite the emission direction. This backscattering cone is a consequence of
the peaking of the electron-atom scattering amplitude around 180° in the
intermediate energy rangel® and is enhanced by collinearity of the photon
polarization vector and the emission direction as well as other effects.20 Using
this concept, the nearest atoms and atoms located within a backscattering cone
were identified, and single-scattering path-length differences (SS-PLDs) up to
15.0 A for each adsorbed surface were calculated according to the formula:
P=r(l-cosq), where r is the bond length of a scattering atom and q is the
scattering angle of the scattering atom, and listed in Table 1, using structural
parameters obtained from previous ARPEFS studies.2” Fig. 2 illustrates the
results for p(2x2)S/Cu(001), in which the total opening angle of the

backscattering cone was taken to be about 450 for Cu (the exact value selected
is somewhat arbitrary: the results are fairly insensitive to the choice of the
opening angle). Calculated SS-PLDs are compared to experimental values for
the six adsorbed surfaces in Table 1.

p(2x2)S/Cu(001): 400 off surface normal
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Fig. 2. Calculations of the single-scattering path-length differences for p(2x2)S/Cu(100). Note
that the two dashed lines in the top panel make a backscattering cone.
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The agreement is excellent: always within about $0.3 A, with an rms
deviation of 02 A for all the strong peaks except the 2.8 A peak in
¢(2x2)C1/Cu(001), which is known to be shifted by the Ramsauer-Townsend
effect.21 Thus the positions of all the strong peaks in all of these ARPEFS-FTs
were predicted to an accuracy of about 0.3 A by a SSC model together with
the concept of the backscattering cone. However, previous ARPEFS studies

have shown27 that multiple-scattering (MS) effects are important in ARPEFS.
To reconcile this apparent conflict, we have examined the effects of MS on
ARPEFS-FTs theoretically. We found that MS effects shift the positions of
strong peaks in ARPEFS-FTs by typically less than 0.3 A, and do not produce
additional strong peaks. In particular, MS effects basically do not shift the
positions of peaks in ARPEFS-FTs in the case of exact (180°) backscattering.22
We have also found theoretically that the positions of strong peaks in
ARPEFS-FTs are more strongly affected by atomic scattering phase shifts than
by MS per se. So how do we understand that MS effects are important in
ARPEFS? Let us look at an example in a previous ARPEFS study,? in which
single- and double-scattering calculated ARPEFS Chi curves were compared

for a two-atom cluster. The comparison showed?20 that MS effects changed the
phase and amplitude of the ARPEFS Chi curve, but basically not its frequency,
which corresponds to the peak position in the ARPEFS-FT. If the single-
scattering model is used to fit the double-scattering ARPEFS Chi curve, the
structural parameters cannot be accurately determined due to the phase

change.23 Therefore, MS effects must be included to fit ARPEFS Chi curves in
order to determine adsorbed surface structures with an accuracy of 0.01-0.02 A.

In the above discussion the ARPEFS-FT spectra have been predicted
using known adsorbate-surface structures. Several approaches could be taken
to reverse this process and determine local structures simply from the
ARPEFS-FT spectra. For brevity, we discuss only one method here, chosen for
its simplicity. We first assume that the adsorbate-induced substrate relaxation
is small, and calculate SS-PLDs for the nearest atoms and atoms located
within a backscattering cone aligned along the emission direction for all the
plausible adsorption sites on the unreconstructed substrate, if necessary
varying the parameters through plausible ranges of adsorbate-substrate
interlayer spacings. Typically only one site will give ARPEFS-FT peak
positions that agree even qualitatively with experiment. If two or more are
close, a second ARPEFS-FT spectrum in another direction may be needed. If
none fit, reconstructed surfaces should next be considered, and the algorithm
is repeated. After the adsorption site is thus qualitatively determined, the
local structure around the adsorbate can then be refined by adjusting the
interlayer spacing between the adsorbate layer and the first substrate layer to
achieve good agreement between calculated and experimental positions of
strong peaks in the ARPEFS-FT spectrum. The agreement can be described, for

example, using an R-factor: R=Y(PtPe)2, where Pt and Pe denote respectively
calculated and experimental positions of strong peaks in the ARPEFS-FT
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spectrum. This approach should yield a reasonably accurate structure quickly.
A full multiple-scattering spherical-wave fit of the ARPEFS Chi curve or its
Fourier transform is still required to obtain a very high accuracy fit, including
subtle lattice reconstruction, etc.

To illustrate this method, we take p(2x2)S/Cu(001) as an example. Fig.1
shows that there are seven strong peaks, at 3.4 A 444,724,944, 105 A,
12.2 A, and 14.4 A in the ARPEFS-FT spectrum of p(2x2)S/Cu(001). There are a
priori three plausible adsorption sites for the S adsorbate atom on the Cu(001)
surface: an atop site, a bridge site, and a fourfold hollow site. Adjusting the S-
Cu interlayer spacings for all the three sites to produce a dominant peak at the
observed position of 4.4 A, SS-PLDs for the nearest atoms and atoms located
within the backscattering cone aligned along the emission direction were
then calculated up to 15.0 A, for the three hypothetical sites. There are six
strong peaks at 44 A, 6.6 A, 86 A,9.1 A, 11.5 A, and 14.2 A for the atop site,
seven strong peaks at 3.2 A44A 674,744,934 117 A, and 14.4 A for the
bridge site, and seven strong peaks at 3.2 A, 44 A, 7.6 A, 95 A, 102 A, 125 A,
and 14.6 A for the fourfold hollow site. It is obvious by visual inspection that
only the fourfold hollow site gives acceptable agreement, but in the interest of
establishing one criterion for possibly automating the selection process in the
future, we note that the three sites give R-factors of 2.7, 5.3, and 0.31,
respectively. This provides a strong quantitative criterion for selection, which
can be readily automated.

To refine the local structure further, the R-factor was calculated for
different S-Cu interlayer spacings d(1 for the unreconstructed fourfold hollow
adsorption geometry, yielding R=2.34, 1.31, 0.61, 0.40, 0.21, 0.34, 0.97, 1.91, and
3.16, respectively for dg1=09 A, 1.0 A, 1.1A,12A,13 4,14 A, 15 A, 1.6 A,
and 1.7 A. We can infer that the S atom adsorbs at 1.3 A above the first Cu
substrate layer with the S-Cu bond length of 2.23 A. These values agree ver
well with the S-Cu interlayer spacing of 1.32 A and bond length of 2.26 X

obtained from the multiple-scattering spherical-wave data analysis” which
includes surface reconstruction and relaxation. Similar analyses were also
made for the other data sets in Table 1 and the accuracy of about £0.1 A has
been generally obtained for the determination of the nearest adsorbate-
substrate bond length. '

The method described above makes very effective use of even a single
ARPEFS-FT spectrum, deriving a fairly accurate local structure for simple
cases such as the six examples cited here. It is, however, implicit rather than
explicit in its algorithm, requiring trial structures. The extent to which it can
be automated and thus turned into an explicit structural analysis remains to
be determined. We are optimistic that this is feasible, especially if ARPEFS
data from two or three directions are combined. Another promising approach
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is to exploit the complementarity of this method with those of Tong et al.13
and Fritzsche and Woodruff.14

In summary, we have shown that the positions of all the strong peaks
in FTs of experimental ARPEFS data from adsorbed surfaces can be
determined with an accuracy of about 0.3 A, using the SSC model based on
the concept of the backscattering cone. This characferistic of ARPEFS-FTs can
be used to develop a simple method for determining the local structures of
adsorbed surfaces with an accuracy of about £0.1 A. This new method requires
a very small amount of data and can yield reasonably accurate structural
information.
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Recollections of Klaus Halbach at LBL
David A. Shirley

My earliest encounters with the fruits of Klaus Halbach's ideas came in 1980,
during my first year as Director of LBL. I had an abiding interest in synchrotron radiation,
and had participated in the 1976 National Academy of Sciences report on the national need
for dedicated synchrotron radiation facilities. The committee had struggled mightily to
analyze and understand the best configuration for producing the brightest practical light
sources based on electron storage rings. The principles of magnetic insertion devices such
as wigglers and undulators were known, but no convincing technology was available for
producing magnetic fields of the required homogeneity, combined with sufficient field
strength, on a small enough length scale. The final report therefore recommended the
construction of "second generation” storage rings (NSLS, Aladdin), designed to produce
synchrotron radiation in bend magnets.

Klaus Halbach changed all this at the end of the 1970s, with his paradigm of
permanent-magnet insertion devices. He showed that permanent magnets would
outperform superconducting magnets or electromagnets in the short wavelength limit, and
he also showed that structures based on materials such as SmCo; could be used as
practical, high-performance undulators. By staying close to the design and manufacturing
processes, Klaus was rewarded in 1980 with seeing a permanent-magnet undulator
constructed at LBL for use at SSRL. My encounter referred to above occurred when this
undulator went out the door at LBL, and I realized that a new technology had been born.
To keep this process moving, we developed a collaboration with SSRL and Exxon which
led to the famous 54-pole wiggler featured on the cover of Physics Today in July 1983. By
that time Berkeley's Advanced Light Source, the prototype third-generation storage ring,
was on the drawing board, to be followed by many more around the world.

So Klaus is the father of the permanent-magnet undulator, which in turn made
third-generation rings feasible. But that's not all. Throughout the 1980s and beyond, he
defined the frontier of this field with one good idea after another. Indeed, for a while a
laboratory building its first such undulator did not feel comfortable going ahead until its
design passed the "Halbach test," and indeed Klaus was able to point out design flaws in
several cases.

Rarely does a single individual make such a distinctive, and clearly recognized

contribution to a field that is so dependent on teamwork. That Klaus Halbach is so far
ahead of the curve is reason enough for this Festschrift.
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SOS and the Eternal Struggle for
Human Rights

Andrew M. Sessler and Morris Pripstein

“How”, you may ask, Klaus, “has an article on human rights gotten into this volume?”
Clearly we could rather easily have written a technical article. (Just in the last ten years one
of us [AMS] has been a co-author of 135 scientific papers; one more wouldn’t have been
that difficult.) But, instead, we thought it most appropriate, after all, you have long been
interested in human rights, to tell about our experiences, which occurred during a decade
of very active involvement, in the human rights struggle. We realize that the struggle for
human rights is never ending, and we still are active to a certain degree, but our time of
major activity was limited to a decade; you must recall that our principal profession is
physics.

Perhaps both of us, and also the people we worked with, believed as Thomas Jefferson
has said, “I have sworn upon the altar of God, eternal hostility against all forms of tyranny
over the mind of man.” When we saw what was being done by the Former Soviet Union
(FSU) during those very dark years from (about) 1970 to 1986, we were so outraged that
we became—we couldn’t help becoming—active. Just how we did that, and how others
joined us, and the ultimate success we had, is what we would like to chronicle here. Our
story should be of interest to you—you lived through those times—and for younger people
it may serve as an example, showing how active research physicists sacrificed a paper or
two, but believed—still believe—that the time was more than well-spent; maybe, even,
history will call it “their finest hour.”

We formed, with others who were primarily at LBL, the international organization called
Scientists for Sakharov, Orlov, Sharansky (SOS). Our focus was on these three, but our
interest, and goal, was to improve the situation in the FSU for many more. Thus it was a
tactical choice, and we think the right one, to focus on three, attempt to make widely
known what was being done to them, to make their names “household words.” Let us,
then, to “set the stage,” very briefly chronicle the harassment history of these three.

I. THE THREE

Surely the best known was Andrei Sakharov, an extraordinary physicist, “father of the
Soviet hydrogen bomb” and one of the first to realize the dangers of atmospheric atomic
tests. He spoke to Khruschev about this -danger, starting in 1961, and therefore was
instrumental in developing the Partial Test Ban Treaty, between Kennedy and Khruschev, in
1963. He was the author of the essay on Peaceful Co-existence in 1968, which brought him
international recognition and Soviet wrath. He was awarded the Nobel Peace Prize in 1975,
but wasn’t allowed by the Soviet authorities to attend the ceremonies. In 1980 he protested
the invasion of Afghanistan and was exiled to Gorky. While there he engaged in a 17 day
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hunger strike to allow his daughter-in-law, Alisa Alexeyeva, to join her husband in the
USA. He engaged in hunger strikes in 1984 and in 1985 to allow his second wife, Luisa
(married in 1971) to go to Italy and the USA for various medical treatments. He was released,
in December 1986 by Gorbachev, and allowed to return to Moscow.

Yuri Orlov, also a physicist, is in fact an accelerator physicist and known to AMS, for they
had met, before his difficulties, on a number of occasions. He was noticed by the KGB
(possibly for the first time) in 1973, when the first persecution of Sakharov began and Orlov
supported Sakharov. In 1976 Orlov formed the first Helsinki Watch Group, this one in
Moscow, but by the very next year there were groups in Poland and Czechoslovakia, and
soon they existed in many countries. These Groups were designed to monitor the progress
on human rights made by nations that had signed, in 1975, the Helsinki Accords in which
they promised just that. The Soviets arrested Orlov in February 1977, interrogated him for
more than a year, and brought him to trial in May 1978 at which he was sentenced to 7 + 5;
i.e., 7 years of prison and 5 years of internal exile. After years of torture cells and prison life,
in 1984 he was transferred to Sagar, Kolyai District (near the Arctic Circle). He was
released in September 1986 and sent to USA.

Natan Sharansky, a computer expert, was little known before his problems, but he became
the rallying cry for Jews through out the world. He was arrested in March 1977 at the age of
29. His wife, Avital, left the Soviet Union, one day after their marriage, in 1974. He was
tried in July 1978 after extensive (16 months) of interrogation and sentenced to 13 years in
jail. His wife worked ceaselessly, in the West, for his release, and he was released, in a
prisoner exchange, in January 1986.

II. THE START OF SOS

Perhaps our first action was precipitated by Orlov’s arrest. Within hours we had news of
that event, transmitted by a physicist in Germany, and within a few days we had a petition,
protesting this action, signed by more than 100 scientists throughout the world.

In the Spring of 1978 we, and Denis Keefe, who is no longer with us, in response to the
ever-worsening situation in the Soviet Union, formed a group at LBL called Scientists for
Orlov and Sharansky (SOS).* Later, in 1980, this group evolved into the international
organization known as Scientists for Sakharov, Orlov and Sharansky, still keeping the
acronym SOS.

Our first major public initiative occurred in July 1978 during the Sharansky trial in Moscow.
We invited Avital Sharansky, then living in Israel, to come to the United States and meet
with scientists from around the country so as to galvanize support for her husband. This was
financially problematical, as we had no money, but we charged the expenses to our personal

*The “inner circle” consisted of Owen Chamberlain, Paul Flory (Stanford), George Gidal, Gerson Goldhaber,
Kurt Gottiried (Cornell), J. David Jackson, Joseph Weizenbaum (MIT), and the three of us. Later we were
joined by Michael Chanowitz and Robert Cahn.
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credit cards, hoping to eventually be reimbursed by our colleagues, as in fact, turned out to
be the case.

Locally, we organized a highly successful rally on the Berkeley Campus, which included
the folk singer Joan Baez, as well as Avital Sharansky. There were 5,000 people in attendance,
making it the largest rally there since the end of the Vietnam War. Even more remarkable
was that this large turn-out occurred during the summer when most students are not in
Berkeley. Our speeches in defense of human rights, and most importantly the elegant and
poignant speech by Avital Sharansky, brought many a tear to the eyes in the audience and
produced many volunteers for future efforts.

IIL. SOS

Spurred on by the enthusiastic response to our first venture we embarked, with much
misgiving and much discussion, for it is so against the scientific tradition, on a moratorium
on scientific exchange between individual American scientists and the Soviet Union. We
viewed this as a protest of the blatant mistreatment of our Soviet colleagues by the Soviet
authorities. In an action unprecedented during peacetime, more than 2,400 American scientists
signed the moratorium pledges. Many of the signatories had previously been in the vanguard
of promoting exchanges between the two scientific communities. Of course we made good
play of this action, having a press conference in Washington in February, 1979.

We believed, as we said at that press conference, “that scientists and engineers—acting as
individuals—can have considerable influence upon the Soviet Union. The direct action, as
evidenced by the many who have signed the SOS petitions, will have an effect, for clearly
the Soviets need international scientific cooperation to achieve and maintain first-rate science
and technology. Thus by our activities, we expect to eventually achieve the release of Orlov
and Sharansky and, more generally, modify the Soviet Government attitudes and actions
against those Soviet citizens who are doing no more than exercising their God-given human
rights.”

Reaction from the Soviet Union was swift and strong. Within weeks, we received a
smuggled letter from Andrei Sakbarov and Naum Meiman, written on behalf of many
dissidents, strongly praising our actions. At the same time we were denounced in the Soviet
media, both on Moscow radio news and in a rather long article in Pravda.

Further repression of human rights within the Soviet Union accompanied their invasion
of Afghanistan in 1980. It was at this time that Andrei Sakharov was exiled to Gorky. We,
in SOS, escalated our activities and organized a worldwide moratorium of scientific exchange.
This resulted in 7,900 scientists in 44 countries committing themselves, on behalf of their
beleaguered Soviet colleagues, to this severe course of action.

During this period we worked actively to change the venue of international conferences
scheduled for the Soviet Union. And we worked on American scientists, if they planned to
attend conferences in the Soviet Union, by writing letters to each of them. (We had a mole
within the Washington bureaucracy who sent us lists of such scientists.) We also adopted
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the strategy of publicly protesting visits to the U.S. of prominent Soviet scientists who had
led campaigns of vilification against Sakharov and other dissidents. On several occasions
we established picket lines on the streets outside the meetings where the Soviet scientists
were to appear. The media was generous in reporting our activities and we responded with
appropriate statements like calling a Nobelist, “a great scientist, but a lousy human being.”
Remarks like that went all the way back to Moscow.

Still another action was taken by us in 1984. Elena Bonner desired to travel to the West for
medical reasons, but the Soviet authorities would not let her go alleging that she would use
this occasion to vilify and embarrass the Soviet Union. We decided to challenge the literal
excuse of the Soviet authorities by organizing a hostage exchange program for the release
of Mrs. Bonner. Our scheme was that Western scientists, of great repute, would go there two
at a time, each for a week or two, while Mrs. Bonner was in the West. They would be “good-
faith witnesses” to guarantee that Mrs. Bonner’s trip would be solely for medical purposes.
It wasn’t hard to recruit 55 prominent scientists, despite the danger involved, and—as you
can imagine— the media “ate it up.” Probably the laughter did some good, for a year later
Mrs. Bonner did travel to the West for medical purposes (and did not use the occasion to
make propaganda).

One should note the persistence of SOS; it didn’t just do one thing and then go away. It
kept, and we know this was to the Soviet Government’s surprise and distress, being ever-
more active and, of course, maintaining—and attempting to extend—its moratorium. We
believe this persistence was very important.

In January 1986, Sharansky was released, in September 1986 Orlov was released, and in
December 1986 Sakharov was allowed to go back to Moscow. As everyone knows, within
a brief time all the dissidents in the Soviet gulag were out. On a personal note, we had the
pleasure of entertaining each of the S, O, and S in Berkeley. And with that, SOS “closed up
shop.”

IV. THE PRESENT

Human rights require, as we noted in our title, an eternal struggle. SOS did its job and
now no longer exists, but unhappy actions goes on against people in many different parts of
the world. Other organizations such as the AAAS Committee on Human Rights, the NAS
Committee on Human Rights, the Committee of Concerned Scientists, the Campaigns for
Human Rights, and the APS Committee on the International Freedom of Scientists, are
groups within the scientific establishment, that carry on the struggle. And, of course, there
are many organizations, not just consisting of scientists, such as Asia Watch, the Committee
to End the Chinese Gulag, and Amnesty International, just to name a few, that work hard for
human rights. We like to think that many physicists look up, on occasion, from their laboratory
bench or computer screen, see that all is not well with this world, and devote some time,
effort, and money to working with some of the above groups. The opportunities are there,
and the need is there, for the struggle for human rights is an eternal one.
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Some Ideas on the Choice of Designs and Materials
for Cooled Mirrors:

M. R. Howells
Advanced Light Source, Lawrence Berkeley Laboratory,
University of California, Berkeley, CA 94720

1.0. Introduction

It is a pleasure to join in this celebration of the achievements of Klaus Halbach and to
record my personal gratitude to him for the many insights I have gained both via his written
and spoken presentations and through personal contacts. I am happy to contribute a section
to this book which I believe will be a very unusual document. It offers some special
opportunities to write in a more subjective and speculative way than do the conventional
avenues of scientific publication and I plan to take advantage of that to express some of my
views on how the fabrication of future synchrotron beam-line optics ought to be
approached.

Many of the most interesting new ideas for beam-line mirrors, especially those with
+ a promise of low costs, involve metals. Historically these materials had posed certain
problems, but these have been overcome in recent times' to the extent that the initial
complement of Advanced-Light-Source (ALS) beam-line optics were made of metal and
have met their specifications. To go further along that road we need to get more interested
in the metallurgical issues involved in making high-quality metal mirrors. I will recount the
results of some of my investigations into these materials questions and will try to draw on
some of the experiences and achievements of other communities which have hitherto had
only limited contact with synchrotron radiation researchers.

Most of the directly cooled mirrors used in synchrotron beam lines have fairly
simple designs based on cooling channels of uniform cross section. These are sufficient for
many purposes as we shall see but for the most challenging heat loads a more sophisticated
type of design, the cellular-pin-post system2 employing a very complex coolant flow path,
has been developed. We will return to the cellular-pin-post system later but first we
consider the theoretical description and analysis of a simpler mirror with uniform cooling
channels.
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2.0. Theoretical analysis

The basic layout that we will consider for cooling a heated surface is a layer of
identical side-by-side cooling channels below the surface as shown in Figs. 1 and 2. There
is a thin, flexible layer of material above the water channels (the "hot wall") which has a
temperature gradient across it. Undemneath the water channels is a large thick block; the
~ main mirror substrate, which has a much greater stiffness (thickness) than the hot wall. The
principle of the design is to remove all the incoming heat via the water so that the whole
lower substrate should be at a uniform temperature close to that of the water. With this type
of design the gross bending can be reduced as much as desired by increasing the ratio of
the thickness of the main substrate to that of the hot wall. The most important distortion is
therefore the swelling of the mirror perpendicular to its surface which "maps" the shape of
the incoming power distribution. This distortion has been calculated using simple heat-
transfer theory by the present author and was reported in detail in an earlier paper3 . Only
the general trends and insights provided by that calculation will be presented here. Later we
will try to use the understanding provided by the theoretical analysis as a guide in
developing mirror designs and in choosing substrate materials. -

Following the arrival of an absorbed power density O”(y,z), heat will flow from
the top surface of the mirror to the water with a conductive temperature drop across the hot
wall and a convective temperature drop across the solid-water interface. These are
determined by a conductivity, , and a convective heat transfer coefficient, A (defined as the
rate of heat flow per unit area per unit temperature drop). For a mirror made of a good
conductor, the temperature drop across the coolant interface usually dominates and we
speak of convection-limited heat flow. Conversely, for poor conductors, we expect
conduction-limited heat flow.

To make a quantitative analysis we assume the coolant geometry shown in Fig. 2
which is easy to manufacture, close to optimum in performance and amenable to
calculation. The hot-wall thickness should be enough to provide mechanical strength to
resist the forces due to polishing and water pressure. We consider the rectangular segments
of mirror material between the water channels to be "cooling fins" for the hot wall. The
properties of such structures have long been analyzed in the engineering literature® 3. For
suitably good conductors, a fin can remove much more power per unit area per unit
temperature difference (relative to the water) than can a direct solid-water interface.

We assume that the hot wall is restrained in two dimensions, the length and width
directions of the mirror, and is unrestrained in the thickness direction while the fins are
restrained in only one dimension, their length. This can be accounted for by defining two
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new expansion coefficients ¢; = & (1+v) for the fins and ¢, = (1 +v)/(1- V) for the hot
wall, where v is Poisson's ratio. For a given water-flow rate one can calculate # and
thence, via the standard analysis of fins®, obtain the temperature distribution®

Q'”
T, = (1
2FH
h[ L F]
w
where we have used a fin efficiency factor 7 = tanh(mH)/mH with m= A2h/kw and
the rest of the notation is given in Figs. 1 and 2. The surface-height error is then
ﬂHn +22, 2
(30 = Oyl b 22 (2)
’ >\ 2FH ’
Ui +1-F k2

w

Equation (2) represents our analysis of the "mapping" distortion of the mirror. We
may summarize it as x = AQ” in which case the quantity A, the height error per unit
power density is a measure of the goodness of the cooling and is known in some
communities as the "worm factor". The first term in the brackets describes the growth in
the length of the fins. The second term describes the growth in thickness of the hot wall
due to the rise in the temperature of the fin-hot-wall interface resulting from the convective
heat transfer. The third term describes the growth in thickness of the hot wall due to its
conductive top-to-bottom temperature difference (ATgn). The two £ terms will dominate
for convection-limited heat flow and the & term for conduction limited heat flow.

The significance of the so-called "distortion figure of merit" &/ becomes clearer. It
determines (via the third term of equation (2)) the growth of the hot wall thickness due to
its conductive temperature drop which is the main effect in conduction-limited heat flow.
On the other hand the importance of ¢ /4 in determining the size of the first two terms
which dominate in convection-limited heat flow is also evident. Thus /¢ is not a true,
simple figure of merit in this situation. In a mirror made of glidcop, for example, the last
term, which contains &/¢, is likely to account for only a few per cent of the total distortion.

In Ref. 3 the above theory was applied to an example glidcop mirror design with a
2-mm hot wall and both channels and fins having a 1x6 mm? cross section. The x-ray
source was a ESRF wiggler which deposited a power density of 0.46 W/mm? at the
mirror. The following conclusions could be made:
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* Even in such a high powered beam, the slope errors were in the arc-second or sub-arc-
second range for all the materials considered so that this type of design is useful.

* The slope errors were best for invar, silicon carbide and silicon. They were good for
molybdenum and beryllium and only fair for glidcop, aluminum and stainless steel.
Fused silica had to be ruled out because of excessively high surface temperatures.

* Both the temperature and height values obtained from equations (3) and (4) agreed with
those from finite-element calculations using the RASNA code within less than 5 per
cent.

» For stainless steel, invar and fused silica the heat flow was conduction-limited, for the
other materials it was convection-limited.

» If the materials are placed in slope-error order of merit, they are with few exceptions in
inverse order of ease of fabrication and general convenience.

We do not wish to concentrate on the details of these calculations which are covered fully in

Ref. 3. Rather we wish to explore the consequences of the insights that the theory provides

for mirror design and for materials choices.

3.0. Cooling channel design considerations

The optimum design of the fin structure depends on whether the heat flow is conduction- or
convection-limited as indicated by the values of the thermal resistances
6, =Ty/Q” and 6, =t/k. For conduction-limited cases it is less important to have good
fin design, in fact the fin advantage tends to disappear in such cases, but it is very
important to have a thin hot wall both for better slope errors and lower temperatures. To the
extent that the lower conductivity materials are useful, this is the key to using them. To
have a thin hot wall it is also necessary to keep the channel width small enough compared
to the hot wall thickness to avoid "print through" of the underlying structures but for
materials like steel it should be quite practical to use 0.5-1 mm walls with appropriate care.
The thin hot wall is especially significant for invar because the reduction of the mirror
surface temperature prevents a growth in the expansion coefficient in addition to the other
effects. On the other hand for convection-limited cases the hot-wall thickness is less
important than good fin design. This essentially means increasing the effective area of the
solid/water interface which implies enlarging the number of fins which again means narrow
fins and channels. A’'limit to this is set by the desire to maintain turbulent flow at the
available water pressure. Some examples of parameters for reasonable design scenarios are
given in Ref. 3.
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We need to consider where the ultimate limits lie in the most challenging cases.
They break down into two major categories: (i) extreme heat loads where there is a
difficulty to keep the mirror surface at a safe temperature and the coolant interface below
boiling temperature (an example is the first mirror of the ALS infrared beam line) and (ii)
extreme surface tolerances (an example would be a projection x-ray 'lithography imaging
mirror). For case (i) where distortion is secondary, the design will have the smallest
possible grazing angle and the largest number of channels ome can manufacture. The
material choice will be based on high conductivity and perhaps microyield stress and
glidcop would be a leading candidate. This then puts the onus on providing sufficient water
pressure to achieve enough flow speed to get the required ~ value (k is proportional to
(speed)®-8). The pressure drop needed for a given & is proportional to the flow distance
through the mirror so that even after we have assigned the highest pressure drop we can,
we still have one final recourse which is to make the flow distance through the fin system
short. This was the strategy of Tuckerman® and for many synchrotron radiation mirrors the .
beam footprint is narrow in one direction so a flow distance of a centimeter or two is often
possible. An even better approach to this kind of extreme heat load would probably be a
cellular-pin-post design2 (see section 4.3) in glidcop.

For case (ii), where distortion is the pre-eminent consideration, we need to
minimize o/k for convection-limited and ok for conduction-limited flow. Thus,
considering only the thermal parameters ¢ and ovk, we find that invar (carefully processed
as described later), silicon and silicon carbide become the leading candidate materials.

4.0. Choice of mirror material
4.1. General principles and overview

The question of choosing a mirror (or grating) substrate material is one of the most
difficult and controversial of all the steps involved in planning a beamline. The issues have
to be evaluated in the context of the prevailing requirements and tolerances but they are
roughly as follows:

» Polishing: can a good optical figure and finish be obtained?
« Cooling: can a good thermal design be made?
+ Engineering: can one design and fabricate the mirror to suite beam-line constraints?

]
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* Material quality: can the material be obtained in the required quality and size and will it
hold its shape over long times?

e Cost: is it within budget?

We now discuss some candidate materials in the light of these questions.

4.2. Silicon carbide

Recognition of the x-ray-beam-power problem in the 1970's lead some members of
the community to the notion of silicon carbide mirrors’ which had originally been proposed
in 1976 by Choyke®. In those days the prevailing material in use was glass, particularly
fused silica, and it is certainly true, as we have seen, that the low thermal conductivity of
glass is a fatal disadvantage for high-power applications. Once the idea of a silicon-carbide
solution became known it gained momentum rapidly and has been favored in one way or
another by most of the synchrotron-radiation laboratories. We will consider the trade-offs
involved in using silicon carbide in some detail mainly to show that it has not provided and
still does not promise a credible pathway to building the most challenging mirrors for the
beam lines of the present day and the near future. What it has doné, in essence, is to
provide a way to extend the design style associated with glass optics from low power to
medium power radiation beams. We believe that this is not an adequate return on the large
integrated investment that the community has now made in silicon-carbide mirrors and that
it is time to recognize that this approach to beam-line optics is being overtaken by events.

Most of the bulk silicon carbide available today is made by sintering and/or hot -
pressing powders of silicon carbide leading to the sintered-c and hot-pressed forms of the
material which are less than 100% dense. Another type known as reaction-bonded silicon
carbide is made by isostatically pressing fine mixtures of silicon carbide and graphite
powders which are then siliconized in a furnace. Being 100% dense and fairly inexpensive,
this material is of particular interest for ultrahigh vacuum components. It has been supplied
to the synchrotron radiation community for example by British Nuclear Fuels” as Refel and
Carborundum Company'® as KT. The material has about a 10% excess of silicon which is
non-uniformly distributed and this seems to have prevented the raw material from being
used directly to make superpolished optical surfaces'!. The type of silicon carbide with the
best optical properties (high uniformity, 100% density, small grain size) is the chemical-
vapor-deposited (CVD) material which can be coated on a suitable substrate by pyrolysis of
methyltrichlorosilane in an excess of hydrogen in a low-pressure CVD reactor!2. The rate
of deposition is slow, generally less than 0.1 mm/hour, so thick coatings are difficult and
expensive. They are also prone to excessive stresses. The group at Morton International'®
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have produced some of the largest pieces of optical-grade silicon carbide and have made
extensive measurements to characterize the material' >,

For making mirrors, the preferred approach is normally to coat a fairly thin CVD
layer on a substrate of one of the other forms of silicon carbide or graphitels. The
advantages of silicon carbide for beam-line mirrors are: ‘

e good values of k and ¢,
« capability to be polished to a good finish,
« chemical inertness sufficient to allow acid cleaning in the event of hydrocarbon
contamination,
 high specific stiffness.
Some of these advantages are lost if a graphite substrate is used. There are also a number of
disadvantages to be concerned about. Optical-grade CVD silicon carbide is still a research
and development material which is specially made for each application. Its physical
properties are sensitive to many production parametersls’ 17 and are not yet repeatably
measured-. Only a few laboratories can make optical CVD material and the number that can
make large (hard-x-ray-mirror-sized) pieces in reliable quality is even smaller. The extreme
hardness of silicon carbide (about Moh 9.5) which is advantageous for resisting handling
damage is a major disadvantage in working the material which becomes limited to
specialists. Even more serious is the fact that the use of internal cooling of CVD-coated-
substrates is so difficult that it appears never to have been attempted for a synchrotron-
radiation optic. This has had the effect of locking out the silicon-carbide technology from
the most challenging thermal problems which are specifically the ones for which it was
introduced. Even the polishing step, although capable of good results, is several times
slower and thus more expensive than for competing materials.

The closest so far to the technology needed for a silicon-carbide beam-line mirror
with intensive cooling was a high-power laser mirror reported in 1982 by the group at the
TRW companyls’zo, This was a circular mirror with a layered structure composed of plates
of pure CVD silicon carbide diffusion bonded together. The circular plates had machined
cooling channels and fins similar to those in Fig: 2 and were separately fed with cooling
water. The scheme appeared to be adaptable to the rectangular grazing-incidence geometry,
but further study would have been needed to achieve a UHV technique for coolant
connections. Altogether, the prospect for a reasonably-priced beam-line mirror by this route
did not look very good and it was not pursued.

Another approach to cooling silicon-carbide mirrors which has often been used on
beam lines is indirect cooling of the mirror sides via cooled pressure plates. Although such
schemes can extend the usefulness of simple block-shaped mirrors toward higher heat




loads, we do not believe that they are the natural way to approach the cooling problem nor
that they are the way of the future. Most engineers presented with the task of removing the
heat arriving at a surface would put coolant below the surface. This is what the designers of
high-power laser mirrors have been doing for years and it is what the military do for
"directed energy" mirrors. Thus we must ask ourselves, "if internal cooling is really the
natural way to approach the problem, why is it that indirect (side) cooling is so often used
at synchrotrons"?

In the opinion of this author it is a matter of the evolution and the commercial
availability of the technical capabilities for making high-power beam-line mirrors. There is
an interesting parallel with the cooling of electronic circuits. For the earliest semiconductor
devices, there was no need for any dedicated cooling system and heat was removed via the
connecting pins. Later, cooling was applied to the board carrying the circuit and then, as
the heat output increased, heat sinks and cooling clips were clamped to the devices and
cooling-fin systems were added. In recent times more serious thermal engineering has been
applied and for the highest-heat-flux devices (currently radio-frequency amplifiers and laser
diodes) water-cooling channels have been integrated into the device package while the
Pentium computer chip has internal air-cooling channels. It would appear that the
synchrotron optics technology is in the middle of a similar sequence of developments
where useful incremental improvements have been achieved by switching from glass to
silicon carbide or (more recently) silicon and from cooling via the mirror mountings to
cooling via clamp-on structures. However, as the heat loads and distortion specifications
get tougher, there is an increasing necessity to apply cooling directly to the heated object
(the mirror) and close to the applied heat load. This is not necessarily more expensive than
the other approaches but it leads to different designs and materials (metals and silicon will
be favored) and requires that the optical, mechanical and thermal aspects of the project be
integrated into a single design process. Such an integrated process was behind the success
of the ALS optics programl and a similar pattern will probably be reproduced in other
places.

These changes in the way beam-line optics are built happen gradually. The
industrial infrastructures and manufacturing skills that are needed to implement the evolving
designs take time to get in place. At present only a few companies are able to build
internally cooled synchrotron optics and indirect cooling continues to be a useful and
available technique. However, it is certainly not the route to increasing ultimate
performance levels and it is debatable whether it is a route to lower costs at moderate
performance levels. Both of these R and D goals are best pursued in the view of this author
via internal cooling schemes using less exotic materials than silicon carbide and with a
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"whole-system" approach to the design. Among the ceramics, the one which is best suited
to such an approach is silicon which is already replacing silicon carbide as the leading non-
metallic candidate material and to this we now turn.

4.3, Silicon

Silicon has been a somewhat neglected material for beam-line optics in view of its
excellent properties but that is now changing. Intrinsic single-crystal silicon has a thermal
conductivity and expansion coefficient almost the same as silicon carbide and is readily
obtained in large stress-free pieces of outstanding purity and uniformity made for the
electronics industry. Moreover, there is a great deal of experience in the synchrotron-
radiation community and elsewhere in cutting and shaping silicon for use in x-ray
monochromators and interferometers including the use of designs with internal water
cooling?!. It is a matter of routine to fabricate internal cooling channels in silicon optics and
most of the silicon mirror developments in recent years have involved much more elaborate
structures. Nonetheless, published reports of the use of silicon for making mirrors are
rather few?2, which is due in part to classification. It is known in the industry that first
class figure and finish are obtainable in silicon but this is not yet well-documented in the
open literature.

Fig. 3.




A number of major development programs for cooling high power laser mirrors
were supported by the US government during the 1980's. These schemes were highly
sophisticated and silicon was used in several of them. One, carried out by the group at
Rockwell International 2!, produced a series of silicon mirrors cooled by water in the so-
called “cellular-pin-post” geometry which is explained in Fig. 3. This scheme has been
adapted for use on both beamline mirrors®* and crystals?®. The construction consists of
several silicon plates which are machined by conventional ultrasonic techniques and bonded
together by means of melted glass (“frit" bonding). The design produces a rapid turbulent
flow at the underside of the hot wall and heat transfer is by both the pin fins and the
rectangular fins as well as directly to the underside of the wall. The key to the high
performance is the flow geometry in which the water channels are narrow in the region
where the coolant interacts with the hot wall and wider elsewhere. The effect is that for
realistic pressures the coolant flow speed near the hot wall is as much as an order of
magnitude higher than the values one can normally achieve with channels of uniform cross
section. Since h varies roughly linearly with flow speed, one expects about an order of
magnitude improvement in the heat transfer and this is indeed realized with overall heat
transfer coefficients greater than 1 W/mm?/°C having been achieved. These manufacturing
techniques hold great promise for use with synchrotron radiation beam lines and several
cellular-pin-post beam-line mirrors are at or near completion at the present time.

A different approach to cooling using silicon has been used by Tuckerman®. The
work of this author on the cooling of silicon chips has shown that one can get very
effective cooling with straight fins and channels on the order of 50 pm wide
microfabricated in silicon. This moves the scheme into the laminar flow regime which has
some attractions in mirror design because of "quietness" considerations. The Tuckerman
designs gain an advantage in / value and maintain reasonable pressure drops by using
sufficiently short flow distances. Overall heat transfer coefficients of the order of 0.1
W/mm?/°C were achieved for nominal 1 cm flow paths. The same concept has been applied
by Arthur and coworkers?! to cooling monochromator crystals on synchrotron-radiation x-
ray beam lines and a similar 2 value was achieved. Microchannels are less appropriate for
cooling large objects like grazing-incidence mirrors although they could still be considered
when the beam footprint is sufficiently narrow.

4.4. Metals in general

Metal optics have been used since the earliest days of reflecting telescopes. For
example, in 1778, the astronomer W. Herschel polished a 16-cm-diameter telescope
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objective mirror made from Molyneux's metal (71% copper, 29% tin). He used that
telescope to discover Uranus and went on to try larger mifrors, some weighing hundreds of
kilos, which were less successful. Nevertheless all telescope reflectors continued to be
made of metal until around 1857 when an efficient process for silvering glass was
discovered by Foucault?®. In modern times, nickel-plated metal mirrors, both cooled and
uncooled, adaptive and rigid, particularly of aluminum and beryllium, continue to be used
for telescopes. Now they are in the form of sophisticated grazing-incidence x-ray reflectors
as well as the huge objectives of modern optical telescopes (see later).

Water-cooled metal mirrors?® have long been used for applications involving high
absorbed power densities, particularly from infra-red lasers, and are available as catalog
jterns from a number of vendors. Electroless-nickel-plated copper and molybdenum have
been the most popular materials with tungsten and aluminum also used. The figure
accuracy of these infra-red mirrors is often based on the needs of carbon dioxide lasers (V4
or A/10 say at A=10.6 pm) and the finish is determined by the need for a high laser damage
threshold (10-30A rms is common). Thus, although they have some of the characteristics
needed for high-power synchrotron-radiation beam-lines, the surfaces of standard
commercial metal mirrors have not been of sufficient quality for modemn requirements.
There is another level of high-power-laser-mirror technology which is much more
sophisticated. Custom mirrors made by aerospace companies mostly for the military deliver
very high performances. However, the high costs and the problems of classification have
so far made this sector unattractive to synchrotron beamline builders.

During the period around 1980, opticians tried to achieve the higher quality figure
and finish needed for beam lines using nickel-plated metal substrates. For some time these
attemnpts were unsuccessful. Part of the reason was the low level of investment in optics by
the synchrotron radiation community at that time. The technical problem, as pointed out by
Becker”, was that the electroless-nickel material, and therefore its removal rate during
polishing, was not sufficiently uniform. When the best quality finishing was attempted, it
was also found to have insufficiently fine grain.

This situation has been dramatically turned around by recent developments in both
the production and polishing of nickel-plated surfaces. Figure accuracies in the 0.5-5
iradian range and finishes of 1-4 A mms! (i. e. hardly any different than the best values for
glass) are now being routinely achieved so that metal mirrors are now being made with
both the accuracy and the cooling needed for the third generation light sources. Since these
surfaces were worked in the plated nickel, the same success would apply to any substrate
for which the nickel could be used. The properties of electroless nickel as an optical
material have been reviewed by Killpatrick”.
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4.5. Glidcop™?3

The Berkeley group have now made a number of glidcop optics for the Advanced Light
Source beam lines which meet or exceed their optical specifications and are predicted by
detailed ANSYS calculation to meet their thermal distortion specification. We regard the
success of this program as well-established and well-documented. Apart from giving
references, we do not consider it here since we are more interested in new possibilities. The
key elements involved in making cooled optics of ALS quality are the thermal/mechanical

29, 30

engineering of the substrate electroless nickel plating®!, optical working®? 33, ruling

(in the case of gratings) 34, whole-surface metrology35 and the integration of these into a

real-world solution?» 34 36,

4.6. Aluminum

Aluminum is a convenient and inexpensive material and, with a nickel-plated layer
for polishing, has been popular in varying degrees for making optiés for high powered
lasers, synchrotron beam lines and certain optical telescopes for the last thirty years or so.
Generally, the optics have not been of the first quality figure and finish due to:

* Poor uniformity and grain of the nicke] (as for other metal optics of the period),
* Thermal mismatch with the nickel and consequent bi-metallic bending,
* Dimensional instability of the gross figure of the substrate material of three possible
types (i) metallurgical instability (ii) microcreep under load and (jii) stress relief.
Fortunately there has been considerable progress in recent years on most of these issues so
that we can now consider aluminum for a much higher quality type of optic. Firstly, the
problems of earlier times with nickel quality have been successfully addressed as described
earlier. Secondly, two solutions to the bimetallic bending have appeared: the "metal-matrix
composite" SXA (see later), which can be thermally matched to nickel, has become
available and also the technique of nickel plating all surfaces has evolved which reduces the
bimetallic bending. Use of a stiff mirror shape also helps. Finally, there has been
considerable research and development aimed at finding the most stable alloys and learning
how to use them®’.

A large part of the-effort to rehabilitate aluminum has come from the visible
astronomy community and is driven by three main considerations
* Telescopes have grown too large for the traditional glass-based technologies to be cost-

effective.
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«  Aluminum Has about a hundred times larger thermal diffusivity than glass representing
an approach to thermal equilibrium in minutes rather than hours.

» Adaptive designs have become necessary to hold figure during scanning of the sky so
dimensional instability is less of a concern than hitherto.

A portion of the experiences with aluminum telescope mirrors have been with castable

alloys such as A356 and tenzalloy which would not be considered ultrahigh vacuum

compatible and we discount these for beam-line applications. On the other hand there is

also considerable experience with wrought alloys of which essentially three can be

considered serious candidates: 6061-T6, the 5000 series (including 5083, 5086, 5456 and

5754) and SXA. The 5083 alloy is especially familiar to ALS engineers since it was used in

making the giant ALS vacuum vessel. ‘ :

The "optical grade" metal-matrix composite SXA3 3 has a matrix of 2124-T6
(copper-containing) aluminum alloy and 30% of added fine-grain silicon carbide which
leads to about a factor two higher elastic modulus and a factor two lower thermal expansion
coefficient compared to standard aluminum alloys. The composition is chosen to give a
thermal match to electroless nickel. This family of materials, which was developed to
compéte with beryllium for weight-critical applications, is machinable By conventional and
electric-discharge machines and has improved dimensional-stability, microyield and creep
properties compared to conventional aluminum alloys. An independent measurement of the
dimensional stability of four samples of SXA, heat treated according to the manufacturer's
specification, was made by S. Jacobs at the University of Arizona. It showed an average
shrinkage of 5.7+1.0 parts per million (ppm)/year. From an optical stability point of view,
one should probably attach more significance to the £1.0 spread rather than the actual value
of the shrinkage since the latter would not, on its own, lead to shape distortions. The chief
disadvantage in using SXA will be the difficulty of welding and brazing. One solution is
apparently to plate the surfaces with something like nickel and join them using tin-based
solder.

On theoretical grounds, one can object to both 6061 and SXA because they are
heat-treatable (i. e. thermodynamically-unstable) alloys whose properties depend on

"aging" treatments. However, such data as exist?0-42

on the shape stability of optics made
from these three classes of alloy is not conclusive and good results have been achieved in

certain cases with all three.




Table 1: Thermal cycling treatments for stabilization of aluminum alloy optics*

Author and Before finish High Low Total # Notes

material machining temperature temperature of cycles

[Vukobratovich 193] 4! : 191for3br  -40for0.5hr 2 Rate <8°C/minute
6061-T6

[Vukobratovich 1993 *! 59 for 1 hr 100for 1hr  -59 for 1 hr 5 Rate <3°C/minute
SXA '

Average of several other  Anneal at 520%* 185 Liquid nitrogen 5 Not specified
sources i (-196°C)

Manufacturer's treatment  Anneal at 520%* 177 Liquid nitrogen  several Thought to be
(SXA) (-196°C) non-critical

* all temperatures in °C

**plus a quench and an aging treatment for 6061 and SXA or a slow cool for a 5000 series alloy

A major reason for the inconsistency of the published data on the dimensional
stability of aluminum alloys is that there is no standard stabilizing heat treatment and some
treatments are considered proprietary. In conventional engineering the recommended
temperatures for heat treatment of the various aluminum alloys are 350-450°C for annealing
and about 250°C for stress relief. On the other hand the literature of optical applications of
such alloys shows a general practice of much more rigorous treatments including usually a
solution anneal (at 520°C) after rough machining and then stabilization treatments
consisting of thermal cycling between a moderately high temperature and liquid-nitrogen
temperature. Such cycling is almost universally advocated*? in spite of the effort involved
and the fact that there seems to have been no systematic investigation of its effectiveness.
One of the few authorities in this branch of engineering is D. Vukobratovich at the
University of Arizona and we show in Table 1 his recommended treatments for alloys
6061-T6 and SXA*!, We also show the manufacturer's recommendation for SXA and an
average of the recommended treatments from several other sources which are generally
described incompletely but are, in most cases, more rigorous than those of Vukobratovich.
Some authors even recommend stabilization treatments at sevetal stages during
manufacture® 4,

Although only a few large telescope mirrors have been made of aluminum in the
past (most of which were cast), aluminum alloys are now leading contenders for a number
of important telescope projects. One is the 6 m diameter mirror which will be installed as
the upgrade optic for the 30-year-old McMath-Pierce telescope at the Kitt Peak National
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Observatory in Tucson, USA. Another is the Very Large Telescope (VLT) to be built at the
Furopean Southern Observatory (ESO) in Italy. In order to establish the best technical
solutions for the VLT and other large telescopes, a project known as LAMA (Large Active
Mirrors in Aluminum) was set up*® 4T Two phases of studies and demonstration projects
have been completed involving the manufacture of several mirrors of 0.5 m diameter for the
first phasc:"'8 and 1.8 m for the second*’. A great deal has been learned from which we may
select the following items of interest for our application:

o Of the sixteen 0.5-m mirrors tested, seven showed good stability under thermal cycling
(=20 to +50°C), of which four were castable alloys and three wrought. Two of the
latter were 1000 series (>99.5% pure Al) and one was a 5000 series (3% Mg).

e The 0.5-m figure stability measurements refer to high-spatial-frequency distortions.
Simple focal length changes were not interesting to the investigators and were not
reported.

o There was no correlation between the method of 0.5-m blank preparation (sand cast,
open-mold cast, forged or rolled) and the observed stability of the mirror.

« The nearly-pure aluminum mirrors were expected to show better stability due to lack of
heat-treatability effects but they did not do so. '

 Response to thermal cycling was tested after completion of both types of mirrors and it
appeared that the dimensions were often more stable after four cycles. This is evidence
for the validity of using a stabilization sequence between nickel coating and polishing.

« The best 1.8-m blank was cycled several times between the annealing temperature and
liquid nitrogen temperature before commencement of manufacturing.

o The figure of the best 1.8 m mirror was within 34 nm rms of the required 6.0-m-radius
sphere (100 nm rms was specified) and figure changes due to 32 thermal cycles (20 to
+40°C) were below 20 nm rms.

The evidence on choosing an aluminum alloy is by no means conclusive. The most-
promising but least-known is SXA. A number of mirrors have been made from optical-
grade SXA although none so far for synchrotron radiation. It should be competitive with
glidcop for cooling of low to medium intensity and superior to it for largé mirrors
(especially toroids needing large waster plates) and benders where the specific stiffness and
total weight are issues. This alloy appears to offer the best chance of bringing aluminum
into the realm of first-quality synchrotron optics. For mirrors of lower cost it is still
interesting to consider the question of 6061-T6 versus the 5000 series. The prevailing view
in the literature favors the high-magnesium 5000 series, particularly 5083, for mirrors
where a performance advance over and above the state of the art (of aluminum mirrors) is
being sought. It is commonly available and has more favorable welding and diamond
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turning characteristics than 6061. We may cite its use for both of the LAMA 1.8-m
blanks*”»*° and its advocacy by Taylor45 and Franks®°. For mirrors vx;ithin the state of the
art of aluminum optics the well-tried 6061-T6 has many supporters and will be hard to
beat. It also brazes well which 5083 and most of the other 5000 series do not. 5050 is
better for brazing and might be a compromiée choice if brazing were high-priority.
Whichever alloy is chosen, a critical ingredient of success will be careful application of the
best stabilizing thermal treatments.

4.8. Invar

Invar has the best thermal-distortion performance in the temperature range 0-80°C
of all the materials considered here plus wide availability and most of the eﬁgineering
advantages of a steel-type alloy. Such advantages include the capability to be welded,
brazed and machined without major deviations from the normal practices for dealing with
steels °1* 72, These are very significant advantages but they can only be exploited if the
major issue of dimensional stability can be addressed. We consider this in more detail
below. The importance of invar has lead to a great deal of study and its length-change
behavior for both varying and constant temperature has an extensive literature. Saito and
McCain-and-Maringer >* 3 have summarized most of the work up to about twenty years
ago while Jacobs, in whose laboratory many of the recent measurements have been made,
has reviewed the more recent work>>.

The low expansion properties of the nickel-iron alloys were discovered by Charles
Guillaume in 1886 % 7. Invar (36%Ni+64%Fe) is the alloy with the lowest expansion
coefficient in the neighborhood of room temperature. It is an austenitic (face-centered
cubic) material which is ferromagnetic at room temperature with a Curie temperature of
about 260°C. The low expansion property results from a balance between a decrease in
atomic spacing associated with the loss of ferromagnetic ordering as the Curie temperature
is approached and the normal increase in atomic spacing with temperature. For our
purposes the practical range in which the expansion coefficient is low is about 0-80°C. At
higher temperatures it rapidly reverts to a behavior similar to that of other steels. The invar
property is compromised by certain impurities, particularly carbon, manganese and silicon.
Expressed in ppm/°C/0.1% of impurity, the increase in the expansion coefficient is 0.4 for
carbon and 0.15 for manganese. Impurity silicon does not affect  directly but reduces the
useful temperature range of the invar property. The carbon content is thus of particular
importance and should ideally be below about 0.01% but this is not normally achieved in
commercial invars. Low values of o can also be produced by both heat treatment and cold
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working, although cold working would not be indicated for optical applications because its
effects are neither permanent nor isotropic.

The main difficulty in using invar as a material for making mirror substrates is the
fact that, without careful countermeasures, it changes its dimensions with time. This
property has long been known and was studied by Guillaume who measured one sample at
constant temperature for almost 30 years. The result of this and other studies was that
commercial invar does stabilize within a ppm/year or so after a sufficient time but at room
temperature, it may take many years. The principal effect is an expansion (known as the ¥
expansion) which when complete, amounts to a growth of about 50 ppm. An
understanding of the ¥ expansion and the development of countermeasures to it were first
achieved in a landmark study by Lement, Averbach and Cohen’®. These authors used x-ray
analysis to show that the yexpansion is a true volume, i.e. lattice-parameter, change. They
also found that there are three main effects to be concerned about in using invars (i) stress
relief, (ii) the 7 expansion and (iii) graphite formation. If the invar contains carbon above
about 0.02%, as most commercial invars do, then its presence as graphite must be avoided
or it will raise the coefficient of thermal expansion. Now the solubility of carbon in invar is
0.18% at 830°C and zero at room temperature. Thus the invar must be heated to 830°C to
dissolve the carbon and then guenched in order to suppress the precipitation of graphite.
The consequence of the quench is significant stress but this can be relieved, according to
Lament et al., without precipitating graphite or raising the expansion coefficient provided
the stress-relieving temperature is kept below about 315°C. After these procedures the
material is still capable of undergoing the y. expansion, but results showed that it could be
made to take place rapidly at an elevated temperature and could be fully completed in 43
hours at 95°C. An important related finding was that not only the graphite effect but also the
yexpansion disappears for invars with carbon below about 0.02%.

The conclusion of the work of Lament et al. was thus the following three-step heat
treatment for invar (the MIT triple treatment) that has received wide acceptance in the
literature as providing the best combination of low ¢ and good dimensional stability: after
rough machining and high temperature procedures such as brazes

(i) heat to 830°C for 30 minutes, water quench,

(ii) heat to 315°C for 1 hour in air, air-cool,

(i) heat to 95°C in air for 48 hours, air cool to room temperature.

Tt is clear from the arguments presented, that the triple treatment is essentially a way to deal
with the presence of unwanted carbon and is thus applicable to commercial invars. With its
help one can get expansion coefficients near zero (0.15-0.4 ppm/°C for temperatures 0-
80°C>?) and reasonable length stabilities.




The data on just how good the length stability can be after the triple treatment are
sparse and somewhat contradictory. There is a general belief that the triple treatment favors
good values of the expansion coefficient at the expense of dimensional stability and this has
lead to a practice of replacing the quench in the first step with a slow cool or even of
omitting the anneal altogether. Such procedures were used by Schwab and
coworkers®®who measured o values of 2-2.5 ppm/°C and an (isothermal) length change of
8-11 ppm/year with a standard invar at 38°C and an ¢ value of 0.9-1.9 ppm/°C and a length
change of 0.9-2.5 ppm/year with a low-carbon invar at 38°C. On the other hand Marschall
and Maringer reported a length change of 1-2 ppm/year following a full triple treatment
including a quench. Other results (Table 23 in McCain and Maringer) > suggest that the
first step of the triple treatment is not severely prejudicial to stability and that an aging step
of a month at 70°C after the triple treatment reduces the length change rate to less than 5
ppm/year (these results were only quoted to the nearest 5).

A recent study by Steel and coworkersS! may resolve some of the apparent
contradictions. These workers measured the length changes of high (0.06%) and low
(0.02%) carbon invar after both the triple treatment and the triple treatment with the quench
replaced by a slow cool. They found that the results could be fepresented by two
exponential growth processes: a fast one of time constant 0.26 years with an initial rate of
10 ppm/ year and a slow one of time constant 3.0 years with an initial rate of 4.9 ppm/year.
For the slow process, which is the most important one in practice, the length change rates
were as shown in Table 2.

Table 2: Long-term length change rates of invar measured by Steel et al61

Room Room 38°C 38°C
temperature temperature
High carbon Low carbon High carbon Low carbon
(ppm/year) (ppm/year) (ppm/year) (ppm/year)
Full triple treatment 2.1-3.8 2 2.0-4.6 0.8
Triple treatment with a slow cool 2.3 0.7 2.9 0.5

instead of a quench

Given that there is both a fast and a slow growth rate we at least have the possibility to
reconcile all of the above results from the Schwab, McCain, Marschall and Steele
references. The observed benefits of aging are confirmed and since the Schwab
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measurements lasted 47 days and the Steele ones 258 days the broad picture becomes
reasonably consistent. Furthermore, all studies agree on the benefits of low carbon for both
the expansion coefficient and the stability. The tentative conclusion is that commercial
invars without special reduction of carbon can give expansion coefficients in the range 0-
0.5 ppm/°C and stabilities of 2-4 ppm/year provided the triple treatment and some degree of
aging is used. If carbon is low 1-2 ppm/year may reasonably be expected.

So far we have concentrated on dealing with carbon-containing commercial invars,
however, although invar alloys with carbon below 0.02% are not readily available, they
can be obtained to special order. They should be free of both the ¥ expansion and graphite
precipitation and thus offer another possible route to both low expansion and good
stability. This has been the thrust of recent developments by the Jet Propulsion Laboratory
(JPL) 2 for application of invar to thermal stabilization systems in spacecraft. The basic
approach is to use powder metallurgy to achieve a highly controlled composition with
carbon especially held below 0.01%. The triple treatment was again applied except that
with such a low carbon level there is no longer a need for a quench following the initial
high temperature anneal. The invars produced in this way have been tested by Jacobs'
group and have shown expansion coefficients below 1 ppmy/°C and stability better than 1
ppm/year using the triple treatment with the quench replaced by a slow cool. For
comparison "standard" fused silica has ¢=0.6 ppm/°C and a length change rate of 0.2
ppm/year.

These expansion and stability figures of the JPL invar are certainly within the range
needed for high quality optics. Moreover, the JPL material has already been made in large
enough pieces for beam-line mirrors. It thus appears that both commercial and JPL-type
invar offer very interesting possibilities for beam-line mirrors on condition that the
operating temperature is kept below 80°C.

5.0. Conclusions and ideas for further research

For the most challenging combinations of heat load and distortion specification where there
is a need for very intensive (and thus internal) cooling, the present practice in the
synchrotron-radiation community seems to be to use nickel-plated glidcop or silicon . For
less severe challenges the same materials or silicon carbide are employed and cooling may
be direct or indirect. For the mildest heat loads, fused silica or ULE are naturally still the
most popular.

We are interested in how we can improve both the performance and the price in the
future. For the highest performance mirrors, where the emphasis is on dealing with an




extreme heat load we believe that the way forward is to continue the glidcop developments

perhaps to cellular-pin-post systems. When the emphasis is on complying with extreme

distortion specifications then it appears that silicon is indicated and that invar offers a

promise of both improved performance and lower price. For less extreme challenges but

still with cooling, it seems clear that nickel-plated metals have the cost advantage and that

SXA and other aluminum alloys can be added to glidcop and invar as candidate materials.

For mirrors with sufficiently mild cooling requirements, stainless steel would have many

advantages including low cost and minimal technical risk. In the opinion of this author,

once the internal cooling designs are established, they will be seen as more cost-effective
and reliable than clamp-on schemes and the latter will gradually lose popularity. Continuing
down the scale, there is a fange of optics where no coolant is needed and radiation cooling
can suffice. Silicon and silicon carbide are indicated here, in part due to emissivity
considerations. Finally, for the range where no special cooling arrangements are to be made
and the mirror is a simple rectangular block, the ceramics silicon, silicon carbide and the
glasses have the advantage. From this analysis it appears that, although silicon carbide
offers certain capabilities, it is almost never the simplest and most cost effective solution to
beam-line mirror needs. _

For future research we identify the following as interesting items to pursue:

* apply the cellular-pin-post design to glidcop,

* study the long-term dimensional stability of the materials we use now as well as new
candidates,

* include the effect of electroless nickel layers on cooling designs (it is often neglected at
present),

* develop a way to finish nickel that is compatible with multilayers, i. e. achieve low
roughness at all spatial periods down to near-atomic dimensions implying surface
measurement by atomic force microscope as well as the optical profiler (Wyco or
equivalent).
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Some Selected Recollections About My Fellow Student
and Close Friend Klaus Halbach

Eugen Baumgartner

We both studied physics under the guidance of Prof. Paul Huber at the University
of Basel. Both of us were impressed by the profound wisdom of Prof. M. Fierz
(theoretical physics) and of Prof. E. Baldinger (electronics and engineering) at our
department. There was a stimulating, lively atmosphere and both of us worked hard.
Frequent outings with the Professors and our fellow students gave us much joy and
contacts which lasted for a lifetime. (see photographs).

Klaus was married and had a daughter. He lived in Grenzach, which was at the
time in a French zone of Germany. This meant, that he had to cross daily, with a
complicated procedure, the border to Switzerland. Regardless of the weather, he had to
use his bike. Sometimes Klaus and I spent a full night till sunrise discussing our open
problems in physics. It may have sounded like: “You have a monochromatic beam of
electrons. N ziturally we can calculate the electromagnetic fields. But if you sit on an
electron ...!"” We were not satisfied with our partial solutions. A long time later, 1964, we
found the correct quantitative answers in Feynman’s “lectures on physics.” I wonder
where Richard Feynman got that question. '

During those days Klaus had to do experimental physics with his own hands. For
example, he had to invent and to build electronic circuits. At that time, all electronics
were done with valves. Burns on the knuckles from the soldering iron and dense smoke
were accepted with coolness. But if that thing oscillated, instead of producing what Klaus
had calculated, you could hear him swearing in good German.

It happened once that we overestimated the possibilities of our constitutions, or
perhaps our knowledge of the mountains. One day (summer 1950), we decided to go on a
extended trip to the mountains. Ruthli, the wife of Klaus, and a fellow student Conrad
Biber joined us. After three days of riding bicycles, we reached the region of the sources
of the Rhine. There is not much to report from these lovely days, only that the chain on
Klaus’s bike broke. We then bought food for four days, stored it in our knapsacks, and
hiked successfully to the first mountain cabin (Terrihiitte). We were on our way to Piz
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Medels (see photograph). The next day was a Sunday, but not for us. Unexpected things
happened: A bridge over one of the cold, wild mountain streams was destroyed. We had
to climb up until we found a bridge of snow to pass the torrent. The snowbridge was not
thick. At the thinnest part Klaus decided to fall with the heavy load on his shoulders. God
did save him and nothing happened, except that the weather turned cold and it grew
foggy. We could not find the next cabin. We stumbled the full night all around in those
steep mountains. In the early morning, we found the cabin of a shepherd. On the
beautiful, warm open fire, he prepared coffee for us. Klaus received a coffee with goat
milk. He hates coffee; ask him sometime to describe the smell of the mixture. A
photograph of him showing our exhaustion from the night trip, his recovery and a picture
of the cabin at Medels with Klaus and Ruthli shall terminate this short survey of my
many invaluable recollections of Klaus.

Klaus Halbach, E. Baldinger,
and the author, Summer 1949.
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The Effective Field Boundary in a Parallel-Plate Condenser of
Different Electrode Width

B. Pfreundtner*, A. Tolmachev', and H. Wollnik*

* II. Physikalisches Institut, Universitdt Giessen, 35392 Giessen, Germany.
T Russian Academy of Sciences, Institut of Energy Problems
of Chemical Physics, 142432 Chernogolovka, Russia.

Abstract

The position and the curvature of the effective field boundary of
a parallel-plate condenser of electrode separation 2go and electrode
width 2b has been calculated. This investigation requires the solution
of a three—dimensional Dirichlet problem which in the present paper
has been achieved by the surface charge method. It is shown, that the
description of the required charges at sharp edges can be improved by
the use of singular functions.

1 Potential calculation

For potential calculations we like to use the integral equation method [1]
combined with the method of surface charges [1,2], which has advantages
as compared to the finite-difference method (3] and the finite-element me-
thod [4,5], i.e., the Laplace equation is always fulfilled, no knowledge of
the potential far from the system is needéd, and three-dimensional pro-
blems are reduced to two—dimensional ones. Most importantly the surface
charge method determines to high accuracy the real potential distribution
produced by electrodes that only approximate the designed electrode geo-
metry while the three~dimensional grid methods use a stepwise exact elec-
trode geometry to determine a potential distribution that fulfills Laplace’s
equation only approximately. To solve a boundary-value problem by the
surface-charge method on the other hand, a charge density o is assumed,
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distributed along the electrode surfaces F' from which one finds the spatial
potential distribution as:

v = [[ Ak

The charge density o is then varied such, that V on F reproduces the
potentials on the electrode. In order to solve this problem, the surface
of the system under investigation is dissected into a finite number of M
elements. The potential at an arbitrary point then is the sum over the
effects of all elements:

o(r
v =3 [, Foker. ®
7=1
where F; denotes the surface of the ju, element. The surface—charge density
o within each element we describe by a two—dimensional interpolation:

N
o) = 3 Li(u,0)o(7). @)

=1
where N is the number of control points for polynomial interpolation.
The interpolation functions £; are here chosen to be modified Lagrange-
polynomials of third order, described by surface coordinates u(7), v(7).
Considering, that the surface-charge density must increase to infinity at
any edge or corner of an electrode, it is obvious that the description of the
surface charge by a polynomial of limited power is inadequate. Thus, it is
useful to add a singular function to the dependence (2), which behaves as
the inverse square root of the distance to the singular edge. This function
should be expressed in a form of linear combinations of K singular func-
tions f; multiplied by some scalable amplitudes o;,¢ = N +1,...,N + K. In

this way an additional set of functions can be defined:

1 1
fi(\/'zT— u*’ \/v -
where u*,v* denote the points of singularity, N* = N4 K. The substitution
of the egs.(2) and (3) into eq.(1) leads to a system of linear equations

Li(u,v) = =), i=N+1,.,N” (3)

N*
Vk('l-"k) = Z Mk,io'i("_{i))

=1
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from which one can determine the charge values o; at these points. Here
the coefficients M. ; determined numerically from:

=2 ], e

2 The potential distribution in an ideal pa-
rallel-plate condenser

Using the described method, we calculated the potentials in an electrostatic
condenser that consists of two rectangular, thin parallel plates of area I x2b
separated by a distance 2go. In detail we have calculated geometries in
which 2b = 440,696,890,1090,1290,1440,16g0 and | = 6b. Thanks to the sym-
metry, only 1/8 of the electrode surface must be dissected into elements.
This was done using 49 rectangular elements. The obtained surface—charge
densities for a region close to one corner of one of the electrodes are shown
in fig.1. Obviously the singular functions lead to a fast increase at the edges
as postulated by Laplace’s equation. The surface charge distribution in the
inner region on the other hand is smooth and nearly constant.

The field strength in and perpendicular to the midpotential surface of the
condenser is shown in fig.2. The accuracy of the calculated values is about
1073 in the main field region of the condenser and 10~2 to 10~ near the ed-
ges. For condensers with different width 2b = 440,690, 890, 1090, 1290, 1490
and 16g, the distance v*/go between the effective field boundary and the
electrode boundary is shown in fig.3 as well as the corresponding curvaf.ures

go/R".
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Figure 1. Calculated surface-charge density o in the corner region of one condenser electrode. The charge
density values are not plotted exactly up to the edge but rather stop at a short distance from the edge.

-15 -10 -5 0
u/ go——>
Figure 2. A contour plot of the field strength perpendicular to, and in the midpotential surface of, an
electrostatic condenser of an electrode separation 2g, is shown for electrodes of width 6go. The dashed line

denotes the effective field boundary. For the determination of the position v'/g, and the curvature of the
effective field boundary (see Figure 3), a much larger area had been used than shown in this figure.
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Figure 3. The position v'/g, as well as the curavture g,y/R* of the effective field boundary, i.e., in the
middle of the electrostatic condenser, is shown for different electrode widths 2b = 49, 6G,, 89, 108, 12,,

14g0’ 1 6g0.
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The First Insertion Devices at SSRL
- Some Personal Recollections -

Herman Winick
Stanford Synchrotron Radiation Laboratory
Stanford Linear Accelerator Center

It is now about 15 years since insertion devices were first used as radiation sources
at SSRL and at the Budker Institute of Nuclear Physics (BINP) in Novosibirsk. The
increased photon flux and brightness delivered by the first wiggler and undulator insertion
devices led to their widespread adoption in existing storage rings around the world and also
to the new generation of third generation rings, designed specifically around insertion
devices as the primary sources. Many thousands of scientists and engineers around the
world are now actively involved in the design, construction and utilization of wigglers and
undulators.

These developments are due in no small measure to the fact that very powerful
wiggler and undulator insertion magnets can be made with permanent magnet material.
Klaus Halbach understood the immense capability of this technology at a very early stage.
During the past 15 years he has had many innovative ideas about the design of permanent
magnet devices and has been a tireless and effective consultant and promoter of this
technology around the world.

The first insertion devices used at SSRL were electromagnets. Now virtually all
undulators and most wigglers are now made with permanent magnets. The origin of this
transition at SSRL was rather fortuitous and humorous. It reflects some of the personality
characteristics of Klaus Halbach.

SSRL experience with insertion devices started with a modest six pole, 1.2 meter
long, 1.8 T electromagnet wiggler which was installed and tested in SPEAR in October,
1978 in a project led by J. Spencer [ref. 1]. Earlier wiggler magnets (called Robinson
wigglers {ref. 2] after their inventor, Kenneth Robinson working at the Cambridge Electron
Accelerator (CEA) at Harvard University) were used to redistribute damping to convert the
CEA alternating gradient synchrotron at Harvard to a storage ring. The experience I gained
in participating in that project before coming to Stanford made me enthusiastic about
wigglers and led to the SSRL proposal for the first wiggler, an electromagnet as was the
CEA damping wiggler.

The immediate success of the first SSRL wiggler led to a SLAC/SSRL
collaboration to design and produce two longer (2 meters long) 8 pole, 1.9 T electromagnet
wigglers which would be used for both enhancement of luminosity in colliding beam
research and as the source for two beam lines at SSRL. The original 6 pole wiggler was
loaned to Cornell University where it provided hard x-rays for CHESS users for many
years and is now on its way back to SSRL where it may be used to jump-start a new beam
line until we get funding for a permanent magnet wiggler. The 8 pole wigglers were
installed in SPEAR in 1980 and are still major sources of intense hard x-rays at SSRL..

While electromagnet wigglers were being developed at SSRL, a superconducting
undulator magnet [ref. 3] was being developed at Orsay as part of a free electron laser
program using the ACO storage ring. Undulators, like wigglers, are periodic magnetic
structures which deflect the electron beam in alternate directions while producing no net
bending. In an undulator the deflection angle in each pole is small; of the order of the
natural angle of emission of synchrotron radiation given by mc%E, or only 10 radians for
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a5 GeV electron. In a wiggler this angular spread is 5-100 times larger, resulting in wide
beams.

The small angular spread of electrons traversing an undulator produces a very
narrow beam, preserving the intrinsic high brightness of synchrotron radiation. In addition,
in an undulator, interference effects in the radiation produced at the many collinear source
points leads to enhancement of the radiation at certain wavelengths and suppression at other
wavelengths; i.e., a quasi-monochromatic spectrum which further enhances the brightness
at certain wavelengths. Although wiggler spectra exhibit interference peaks at very low
photon energies, they are mostly used at high photon energies where the spectrum is a
smooth, featureless continuum, similar to a bending magnet spectrum. For most purposes,
a wiggler spectrum can be thought of as the superposition of the bending magnet spectra
from each pole.

I followed the Orsay superconducting undulator development with interest and
wished that we could follow up our success with electromagnet wigglers at SSRL by
building a high brightness soft x-ray undulator. At the time I, along with most others,
thought that the only way to reach high enough magnetic field in a short period undulator
suitable for use in a storage ring was to use short superconducting-coils for each pole, as
was being done at Orsay. However, SSRL's 50% use of SPEAR for dedicated
synchrotron radiation runs was just beginning and I felt that we should wait a few years
before complicating this shared operation with a superconducting device in the SPEAR
tunnel.

This all changed sometime in 1979 when Klaus Halbach and I were both at one of
the parties given at SLAC to celebrate reaching a major milestone in the construction of the
15 GeV PEP colliding beam storage ring. PEP was a joint LBL/SLAC project and Klaus
was a bona-fide member of the team, contributing his knowledge on the design of various
electromagnets. I had no involvement with PEP, except to dream of its future use as a light
source. However, I liked parties and the opportunity to socialize with many SLAC and
LBL friends, so I was there also. Klaus had been working on the design of permanent
magnet quadrupoles, primarily for use in proton linacs. His knew something about
synchrotron radiation from his participation in a workshop that I ran in March of 1977 on
wiggler and undulator magnets. In particular, he listened to Albert Hofmann and others
describe the high brightness, quasi-monochromatic radiation that could be produced by
short-period undulator magnets.

Klaus later told me that when he saw me in the distance at the party, he remembered
about undulators and the proverbial light bulb lit up in his head. In an instant, he realized
that the scaling laws and other properties of permanent magnets that made them suitable for
quadrupoles could also be exploited in making short period, permanent magnet linear
arrays; i.e., undulators. An undulator can, in fact, be thought of as a circular multipole
magnet with many alternating polarity poles stretched out in a linear fashion. Much of the
analytic work that he had been doing on permanent magnet quadrupoles could be readily
adapted to the undulator geometry.

He ran up to me excitedly and pulled me away from the party into an adjacent empty
conference room where he proceeded to tell me of his realization while filling the
blackboard with equations. I was rather dismayed by this turn of events because I was
really eager to stay at the party with my friends and could hardly follow Klaus' rapid fire
and excited presentation of these new concepts, particularly after having had some beer.

At the time I hardly knew Klaus. To me he appeared to be a fanatic, making the
(apparently) absurd assertion that simple blocks of permanent magnet material could be
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assembled into short period structures which would produce magnetic field strength that
matched or exceeded those produced by superconducting magnets. I found this difficult to
believe because my previous experience with permanent magnets was primarily in their use
in holding notes on refrigerator doors. However, I listened dutifully and nodded at
appropriate intervals until Klaus released me to go back to the party which, by that time,
was almost over.

About a week later, I received a call from Klaus. He said, "Hello Herman; what
have you done with the ideas I gave you about permanent magnet undulators?” I cleared my
throat a bit and mumbled some response. Klaus quickly realized that I had done nothing
since our discussion at the party. I equally well remember his next statement. He said, "I
think I have to come to speak to you again". And he did! Those who know Klaus at all
know that he does not give up easily when he is convinced that something ought to be
done. It took about three sessions to educate me about this new approach to undulator
design.

Within a short time, we embarked on an LBL/SSRL collaboration to design and
build a 2-meter long, pure samarium cobalt, permanent magnet undulator [ref. 4] which
Klaus calculated should reach a field of almost 0.3 T with a 2.7 cm gap and 6.1 cm period.
A photograph of the device is shown in figure 1. Each of the 60 poles of this device would
produce a maximum angular deflection (or K-value) of about 1.5 (mc¥E). This deflection
angle could be lowered, and the peaks in the spectrum tuned, by lowering the field. This
could be accomplished simply by opening the magnet gap mechanically. We could fit 30
periods in the 2 meter space available in SPEAR so that we could expect significant
interference effects and an increase in brightness by about two orders of magnitude over a
SPEAR bending magnet.

The first LBL/SSRL permanent magnet undulator.
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The magnet was installed and tested in SPEAR in December of 1980. It met all
expectations. It was used for the first experiments [ref. 5] in 1981. Since then Klaus has
stayed closely involved with the design of many insertion devices at SSRL, including the
first permanent magnet hybrid wiggler; the 54 pole wiggler for SSRL beam line 6 which
used a variable gap vacuum chamber to achieve a magnetic field in excess of 1 Tesla.

The first undulator has since been removed from SPEAR and replaced by the beam
line 5 multi-undulator array. It is now on loan to the Synchrotron Radiation Center in
Wisconsin where it is installed in the ALADDIN ring and doing yeoman service as the
source for the MAXTIMUM project. With MAXTIMUM scheduled to move to the ALS soon,
this first undulator will again become available and may be used as a radiation source
elsewhere.

In subsequent years of close association with Klaus, I have learned that his
apparent "fanaticism" is due to his enthusiasm for a good idea (including ideas from others
as well as his own ideas) and to a missionary zeal to make sure that all who might benefit
from it are informed. The synchrotron community in general, and SSRL in particular, owe
a great deal to these characteristics of Klaus Halbach.
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The "First" Problem

Ronald F. Holsinger
Aster Enterprises, Inc.

Introduction

This paper describes the first magnet design problem that Klaus and I worked
on together. At the'time, over 30 years ago, Klaus was working as a plasma
physicist in the Controlled Thermonuclear Research (CTR) Group, and I was
assigned from the Mechanical Engineering Department to help with the
design of experimental equipment for various research projects. Klaus'
primary research program was to develop a "plasma gun" for injecting
plasma into "mirror machines." As described below, the magnet design aspect
of this plasma gun was a challenging task, and led to some innovations that
were quite advanced at that time.

The Problem

The magnetic field configuration that was required for this experiment is
shown in Figure 1. This figure shows the axial field strength distribution that
was needed for the experiment. The task was to conceive a design of co-axial
cylindrical coils which would efficiently produce this field distribution with a
high degree of accuracy, and at the same time be practical to build and
energize.

The First Approach

This magnetic field design problem was very complicated to attempt to solve
by analytical methods, i.e. "by hand.” Therefore, we investigated the
possibility of using a computer to aid in finding the solution. At this time
neither Klaus nor I had any experience with digital computers, but the "Rad
Lab" had just installed a state-of-the-art IBM 7094 digital computer!. We
learned through colleagues in the CTR program and in the Computer
Department at the Lab that a computer program, which would run on the
IBM computer, had been written for evaluating the magnetic fields in
axisymmetric systems2. This computer program was called COILS.

At the same time, soon after the IBM 7094 computer was installed, a course in
FORTRAN II programming was offered at the Laboratory. I signed up for this
course, and Klaus began formulating the magnet design problem as a
mathematical system which could b solved by a suitable computer program,
combined with the existing COILS program. Thus was launched a new
direction for the analysis and synthesis of magnetic field and magnet design
problems.
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Over a period of several months, we worked diligently to bring together the
components of theory, mathematics and computing to solve the specific
problem. The first approach was to formulate the problem as a linear system
of simultaneous equations relating the current in a number of coils to the
total magnetic field distribution that they produced. The region which would
be occupied by the coil system was divided up into 20 equal length solenoid
coils, and the desired magnetic field distribution was specified at 20 points on
the axis of the coil system. This is illustrated in Figure 1. Since the fields bp

are linear functions of the currents im, this system, b = | Al i, could be solved
for the currents in the 20 coils, i.e.i= |Al-1b.

;

8
AMPERES /INCH X 107}
(SURFACE CURRENT)

B8 8wy y B
8

82 {KILOGAUSS)

20

Z AXIS (INCHES)

Figure 1

After initially getting some "wild" solutions with very large positive and
negative currents, we learned our first lesson in appropriate parameter
selection. This was soon recognized by Klaus as the "spacing and width of the
influence function" problem, and the solution shown in Figure 1 was arrived
at after many iterations to find the correct relationship between the number




of coils and the number of field points at which the simultaneous equations
were determined. In recent times I have seen this understanding of
appropriate parameter selection for similar problems replaced both literally
and figuratively by the "Fuzzy Logic" approach.

The Solution

The solution for the current distribution in the 20 equal length coils suggested
a logical way to design the coil system with a smaller number of coils. By
grouping coils with similar currents into single coils, the number of different
coils with different currents was reduced to 6, and the coils with the large
currents at each end were made with an appropriately larger cross section.

The final design and resulting field distribution is shown in Figure 2.

The optimization of this 6-coil system was greatly complicated by the fact that
the parameters that were available to adjust the field distribution were, in
addition to the currents, the lengths of and the gaps between the coils, and the
magnetic fields are nonlinear functions of these geometry parameters. Thus,
we launched the effort to develop and understand iterative nonlinear
optimization procedures.

The problem now could be stated mathematically as Ab = |MAv, where the
Abn, field changes result from the Avm parameter changes in coil currents

and positions. The COILS program did not allow the direct calculation of the
obn/0vm M| matrix elements when vin was a geometry parameter, so these
derivatives were approximated by difference quotients. Also, since the
equations relating the Abp and vm are nonlinear, the optimization process
was an iteration of successive approximations to the solution to minimized
the Ab deviations from the desired values. This iterative solution method is
shown in Figure 3, and can be described as "Newton's Method in Many
Dimensions." A complete computer package was eventually developed for
the optimization of these axisymmetric systems called "Coil SYstem Design
(CSYD), which incorporated many of the features of the Program for the
Inversion of System Analysis (PISA)%

259




4
ot b s s s s e e SYEDYEL - - P S S S S S S S S ST N S T . J‘
I PR O O D S 1 I g Anadan 1 £ Pl
| LW ] | N ¢ —
| —— ——thir

152061 M0ve

S

A

!
=~

=
-t

I

[ | \
/. s \
¥ AN X
1 !

crmnre e

e @t #03

h
'
i
1

vomure .
.

TSI M0IN0D 10 O $I90L 10V Y3407 INDUN 19D 'SED § ¢ WO VIS

133l v 7

Figure 2
260

—

==Ew

i

]

|
L]

T
!
.\
T
v
]
)
!
i
b
\
U
tsowscuns ke

i

|
y
i

bimp

[UPY PRYY FYVS PYOY PY) JYON PN

il

i

i W
LN

!

7d

4
& L

K]
\

(L8 CETR CXTY T2 S

FRY FYYS PYT) PPPR FPNY




Start

First

Approximation

Finish

Desired

* Coil

System

Conclusion

N Coils

~ Program//

e
———

(Simulates
Coil
System)

Ve

Abg

AV il e

Matrix
Equation
Solution

Coefficient Matrix
Formation

Mn.m

Figure 3

At the time this work was done in the early 1960s, this was a pioneering
effort. To our knowledge, no other practical magnet design problems had
been solved by such a digital computer-based synthesis method. It was my
good fortune to have had the problem to work on, the tools to solve it
available, and, most of all, to work with Klaus, who had the insight and
imagination to formulate the problem and guide the work to a successful

solution. And of course this was the beginning of a chain of developments in
more complex iron core magnet design problems with POISSON, MIRT, etc.,

and the beginning of Klaus' interest in magnet design and theory.
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To Grosser Klaus

Klaus H. Berkner

Dear Grosser Klaus,
“Hello Klaus. This is Klaus......the other Klaus.”

My earliest Halbach recollections go back to the homopolar device days in Building 52--
you and Bill Baker having lively discussions about the experiments: Bill with his superb
intuition and lack of mathematical formality (he always talked of magnetic flux in “lines
per”), and you with your “starting from first principles” approach were quite a
combination. I could swear that in those days you made comments that the only people
who used digital computers were those who were too lazy (or not smart enough) to obtain
analytical solutions....but I probably mis-remember.

At last I will confess: I never was very successful at running the PISA code (in the days
of punch cards, of course). I tried to use it to design the coil configuration for a plasma
target I needed for a HILAC experiment......and I always ended up with virtual coils in
non-physical locations. Some years later I thought I should learn to use the WOLF code,
but when I found out how tedious it was to generate the mesh just to get started, I decided
to leave that to people with greater patience.

I’'m glad that others, all over thé world, persevered and mastered your techniques, for you
have truly had a global impact—-wherever there were magnetic challenges, there was input
from you.

Without your insertion-device creations there would have been no third-generation light
sources, and without an ALS, LBL would be quite different today.

Congratulations on a truly remarkable career.

Sincerely yours,
Klaus H. Berkner
Deputy Director for Operations
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Transition Undulator Radiation as Bright Infrared Sources

Kwang-Je Kim
Lawrence Berkeley Laboratory
University of California
Berkeley, CA 94720

I thank Klaus Halbach for sharing his unique insights in physics, and for his support and
encouragement from the very early days of our association.

ABSTRACT

Undulator radiation contains, in addition to the usual component with narrow spectral
features, a broad-band component in the low frequency region emitted in the near
forward direction, peaked at an angle 1/y, where Y is the relativistic factor. This
component is referred to as the transition undulator radiation, as it is caused by the
sudden change in the electron's longitudinal velocity as it enters and leaves the undulator.
The characteristics of the transition undulator radiation are analyzed and compared with
the infrared radiation from the usual undulator harmonics and from bending magnets.

1. INTRODUCTION

Undulators in modern synchrotron radiation facilities are normally optimized for bright
soft x-ray and x-ray radiation in the forward direction. It is well known that the spectrum
of the undulator radiation at a large angle, away from the forward direction, is red-shifted
to a low frequency. It is probably less well known that low frequency radiation is also
generated in the near forward direction, peaked at an angle 1/y, where 7 is the relativistic
factor. The origin of this radiation lies in the fact that when electrons enter or leave an
undulator, their average longitudinal velocity changes suddenly. The situation here is
similar to the case of the transition radiation [1,2] which is generated when a charged
particle passes through an interface separating two optical media. Thus, the low
frequency radiation in the near forward direction may be referred to as the transition
undulator radiation (TUR). In this paper, we derive the characteristics of the transition
undulator radiation in the infrared region, and compare with those of the bending magnet
radiation and the red-shifted normal undulator radiation. It is shown that the TUR could
be an intense, bright, infrared radiation source.

2. TRANSITION UNDULATOR RADIATION

The flux per unit solid angle into a frequency bandwidth Aw due to a beam of
relativistic electrons moving on a curved trajectory is given by (See, for example, Ref.

[3))

?F Aol 2
—_— .———A(o , 1
20" % ot ) @

where o = 1/137 is the fine structure constant, @ the radiation frequency, I the beam
current, e the electron charge and A(®) , the electric field amplitude given by
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T/2 t
1 d(nx(mxB)) . Ags?
A(O)) = 57—; .[ dta(—-—]'c—) €Xp 1(.0‘([ K(t )dt . 2

-T/2

Here T is the time interval during which the acceleration is non-zero, n is the observation
direction, P(t) the electron velocity divided by c (the speed of light) as a function of the
emitter time t [3], and (t)=1—n-p(t).

We apply the above formula for electrons passing through an undulator of length
L = NA, where N is the number of the periods and A, is the period length. We
consider the case where the frequency ® is so small that

T/2 T
® I k(t)dt’ = @ <K >= Nv(0) <1 . 3
0

In the above, <k > is the average of k in one period, © is the angle of observation with
respect to the forward direction, and

_MO__e
v(6) = 1}» OR @

Here A;(8)=A, <x> is the fundamental wavelength of the undulator radiation as a
function of 0, and A is the radiation wavelength, and () =2nc/A;(6) .

The integral in Eq. (2) can be evaluated by expanding the exponential functiori as
t t
exp im [x(t)dt’ =1+im [x(t')dt"+... ®
[o} o)

Keeping to the second term in the above expansion, Eq. (2) becomes

-T/2 -T/2

A(w)= iﬂ[l‘ﬁ_(%@ T)/'Z dt x(t) -—'TJ{Z dmx (nx B(t))il ©®

Here Bo =B(T /2)=B(-T/2) is the value of B before and after the undulator. Assuming
that there is no angular deflection in the undulator, we have

Bo =Be, 0

where e is the forward direction and Bc is the electron speed (which is a constant for a

motion through a static magnetic field). Assuming further that there is also no net
displacement in the transverse coordinates through the undulator, Eq. (2) can be
evaluated as follows:



BcT-L

i
A(@)=—nx(nxe,)—— .
(@) 27tcn (n eZ)l—B cos 6

®

In the above, BcT is the arc length of the curved trajectory in the undulator, while L is
the straight distance between the undulator ends. Thus, we have, in terms of the
transverse velocity 3, ,

BcTz(1+%<[3_,_2>)-L . ©)

Here < > implies taking the average over an undulator period. Equation (8) becomes

i® L<B%>
A(®)=—nX(nx 10
(@) 47tcn (n ez)1 B cos © (10)
Finally, we obtain, by inserting Eq. (10) into Eg. (1), and assuming 6 <<1,
2 202
’F Aol L 6
——= oc——(—) <y 2?1 a1

According to Eq. (11), the angular distribution of the low frequency radiation vanishes
in the forward direction, peaked at angle 6=1/v , and decreases as 1/6% for

7262 >> 1 .According to Eq. (10), the polarization is radial, i.e., directed away from the
forward direction. These properties are very similar to those of the transition radiation
[1,2]. The similarity is due to the fact that the low frequency radiation from undulator
analyzed here arises from the fact that the electron's average longitudinal velocity ¥,
within the undulator is slower than that outside of the undulator, v =c. In fact, a factor
occurring in Eq. (8) can be written as

L.l L @
vV Vv, V

If v, =v , then Eq. (8) vanishes and hence it is necessary to consider higher order terms
in the expansion (5). We are therefore justified to refer the low frequency radiation from
undulator as given by Eq. (11) as the TUR.

By integrating Eq. (11) over the solid angle, one obtains the total flux. Since the angle

integration is logarithmically divergent, one must specify the upper limit of 6. Assuming
that photons in 6 < 3/ are collected, one obtains

2
AonI| L 20 2 3
F =l4ng———< >|; 8= . 13
TUR © 3[7\.72 Y B_L :| » (13)
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When 7NV(8)>1 , then the above formulae are not valid since the inequality (3) is not
satisfied. However if

v(8) <1 , 14
then one can still obtain similar results by rewriting Eq. (2) as follows.

A(®) =_1__[M9_)] Mj/ & a(t)exp (imjtc(t’)dt’} . (15)

21| sinmv(0) Ay /2 5

The exponential function in the integral of the above can now be expanded in a Taylor
series when the inequality (14) is satisfied. Keeping to the second term as before, the
final result is that Eq. (11) becomes modified as follows:

) N2 2 '
d?F Ao I{sinNmv(e) ) ( L 20 2.2 Y62
S —=0 —| <Y B> —_— . (11.a)
a“Q ® el Nrv(6) Ay (1 + 7292)
Se+ll T T T T T T T T T
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Figure I—Angular density of the flux from Super Aco SU2 undulator at A=100L as a
function of the longitudinal angle ¢.
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Figure 1 shows the angular distribution as a function of the horizontal angle ¢ at
A=100 p from the SU2 undulator (A, =0.129m, N=24, K=6.9) at Super Aco
(beam current = 0.2A, electron energy = 0.8 GeV) calculated by C.X. Wang with his
RADID code [4]. The double peaks near the center is due to the TUR. The curve in this
region agrees very closely with Eq. (11.a). Note there is also a ring of radiation near

¢ =40 mrad. This is the red-shifted undulator radiation to be discussed in detail in
Section 3.1.

Transition—»
Undulator
Radiation

K272

YIN
L —»
e ___ Shortwavelength
———————————— undulator harmonics
—————— —>

Undulator

Mirror

Figure 2—A schematic illustration of a beam line. The TUR is reflected by a mirror and
the usual undulator radiation is transmitted through a narrow aperture in the mirror.

The TUR is bright because it has a small angular width less than a few times 1/y. It can
be collected in an optical arrangement schematically shown in Fig. (2), where a mirror
intercepts and reflects the TUR, while the short wavelength undulator radiation is
transmitted through an aperture in the mirror with an angular opening

(1+K2/2) /vJN.

3. COMPARISON WITH OTHER INFRARED SOURCES: LARGE-ANGLE
UNDULATOR HARMONICS AND BENDING MAGNET RADIATION.

3.1 Large-Angle Undulator Harmonics.
The nth harmonic undulator radiation at angle 6 has the frequency

27nc

c a6
Ay <x> (16

0=m,(0)=

269




We are interested in frequencies much lower than that of the undulator harmonic in the
forward direction:

®
<<1 . amn
®1(0)
Since
2
<K >=<K >g-0 +-—2— , (18)

The undulator harmonics are red-shifted to very low frequencies at a large angle. An
infrared radiation beam line collecting the large angle undulator harmonics was
constructed at Super Aco [5].

The angular density of the undulator flux at a large angle can be calculated starting from
Eq. (15). The argument in the exponential function is decomposed into two-terms:

t t
ofk d = o<x>t+ofAkdt’ , (19)

(o) (o)

Here Ax is the deviation of k from its time average value <k>. In the low frequency limit
defined by the inequality (17), it can be shown that the second term in eq. (19) is
negligible. Thus the integral appearing in Eq. (15) simplifies as

Anl2c N
[ at a@e@mi) (20)
-Ay/2c

It can be shown that the acceleration a becomes, in the large angle limit,
a= (ax,ay) ~ 62—([3,C cos2§ +By sin2€, B, sin2E— Py cos 2&_,) . (21)

Here, we have decomposed the transverse direction into x and y components, € is such

that Ocos§ and Osin& are respectively the x and y components of the observation
direction, and the dot represents the derivative with respect to the time variable.

Inserting the resulting expression into Eq. (1), one obtains the angular density of flux.
Integrating over the angular distribution, which is sharply peaked around O determined
by Egq. (16), and summing over the contributions from different harmonics n, it can be

shown that the total flux in the undulator harmonics at frequency ® satisfying the
condition (17) is given by

Il L .23 2
Fyg=an—|—5< . 22
UH ane[kyz Y B_L >:l (22)
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Here the subscript UH refers to the undulator harmonics. Note the close resemblance of
this expression to that of the undulator transition radiation Eq. (13). Both expressions
contain the factor

L 2
< > . 23
7\,'}’2 Y B_L (23)

i=
However, Eq. (13) is quadratic in f while eq. (22) is linear.
3.2 Bending Magnet Radiation

The spectrum of the bending magnet radiation extends to very low frequencies. This fact
has been utilized by several infrared radiation beam lines [6] .

The flux of the bending magnet radiation per unit horizontal angle ¢ and integrated over
the vertical angle is given by

dFp _ 3 AwI
—B oy ==y [Kss3(y)dy” . 24
a Y YJ sr3(y")dy 2

y

Here y=o/®,, ®, (the critical frequency) = 3'y3c/ 2p, p = the bending radius, and

Ks3 is the modified Bessel function of the 2nd kind. In the limit
y—0, yJ:K5/3(y')dy’—>2.15 y1/ 3. The bending magnet flux with a horizontal

collection angle A¢ in the infrared limit, then, becomes

Ao ] 113 0}
Fp ~0.59 oyAp——=:| —| ; ——>0 . 25
B~ Y¢ " ((DCJ ~ (25)

3.3 Comparison of the Performances

In view of Egs. (13), (22) and (25), we obtain the following ratios between the fluxes of
the transition undulator radiation, the large angle undulator harmonics, and the bending
magnet radiation:

F
FT[?HR =14§ . (26)
Fp _ 0.59yAd(e/ coc)” 3

Fyg f @D

The factor f was defined in Eq. (23).

Let us now consider an explicit example for 30 m infrared radiation at ALS (1.5 GeV).
The undulator parameters are those of U8, a hybrid design with A, =8 cm. At the pole
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gap of 2.4 cm, the deflection parameter K = 5.67. We will assume that the undulator field
is sinusoidal. The fundamental wavelength in the direction 0 is given by

1+K2%+ YZGZ)M 242
(6 =( = 1+—2 (0.0 . 28
1(8) 292 ( +1+K2/2J( 79um) 28)

With N = 61, the inequality (3) is satisfied for y8<3. The ratio Fryr /Fyn =1
becomes

L K2
= =0.31 . 29
f o 2 (29)

-]
The ALS bending magnet radiation (p =4.8m) has the critical wavelength A, ~8A .
Assuming the collection angle A¢ =100 mrad , we have

Fe _s5. (30)
Fun

‘From these results, we have Fpygr : Fyg : Fg= 1: 3.2 : 17.7; Compared to the flux

of the transition undulator radiation, the fluxes of the undulator harmonics and the
bending magnet radiation are larger by a factor of 3.2 and 17.7, respectively.

However, it should be noted that the undulator harmonics and the bending magnet
radiation require much larger collection angles; The transition undulator radiation is
collected in an angular cone 8 <3/v , which in the present case is about 1 mrad. The
undulator harmonics is collected in a thin annular region centered at an angle 6 such that
A1(8) =A . In the present case, this leads to © =78 mrad. For the bending magnet, we
have assumed the horizontal collection angle of 100 mrad.

The large collection angle places demanding requirements on the optical system. Even
more important, it has implication on the transverse coherence. For the bending magnet
radiation with the horizontal collection angle A¢, the rms phase space area is

approximately p(A¢/ 2)3 . In the present case, this is about 6 X 10™*m-rad, and is larger
than the minimum coherent phase space area (A / 47c) by a factor 250. This means that
the radiation is incoherent transversely. The maximum horizontal collection angle A

that is transversely coherent is Ad =2(A/ 411:p)1/3 , which is about 16 mrad in the present

case. The coherent flux is therefore smaller by a factor 6 compared to the 100 mrad
collection.

For the undulator harmonics, the source size viewed at an angle 78 m-rad is large, about
20 cm. This large source size can, in principle, be compensated by the small width of the
angular annulus. However, the angular divergence of the electron beam, the near field
effect, etc., will rapidly destroy the transverse coherence.
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Use of the Halbach Perturbation Theory for the Multipole Design of
the ALS Storage Ring Sextupole

S. Marks
Lawrence Berkeley Laboratory
University of California
Berkeley, CA 94720

Abstract

The Advanced Light Source (ALS) storage ring sextupole is a unique multi-purpose mag-
net. It is designed to operate in the primary or sextupole mode and in threc auxiliary trim
modes: horizontal steering, vertical steering, and skew quadrupole. Klaus Halbach developed a
perturbation theory for iron-dominated magnets which provides the basis for this design. Many
magnet designers, certainly those who have been exposed to Klaus, are familiar with this theory
and have used it for such things as evaluating the effect of assembly alignment errors. The ALS
sextupole design process was somewhat novel in its use of the perturbation theory to design
essential features of the magnet. In particular, the steering and skew quadrupole functions are
produced by violating sextupole symmetry and are thus perturbations of the normal sextupole
excitation. The magnet was designed such that all four modes are decoupled and can be excited
independently. This paper discusses the use of Halbach’s perturbation theory to design the trim
functions and to evaluate the primary asymmetry in the sextupole mode, namely, a gap in the
return yoke to accommodate the vacuum chamber.

Prototype testing verified all operating modes of the magnet and confirmed the expected
performance from calculations based upon the Halbach perturbation theory. A total of 48
sextupole magnets of this design are now installed and operating successfully in the ALS storage
ring.

1 Introduction

1.1 Halbach Perturbation Theory

The subject of this paper is the practical use of a theory of perturbations in iron core
magnets developed by Klaus Halbach [1}. In this context, a perturbation is under-
stood as any violation of 2 magnet’s natural symmetry. The theory is therefore quite
general. It can be used to evaluate unintentional violations of symmetry such as due
to assembly errors, and in this way be used to establish appropriate design tolerances.
It can also be used to design deliberate violations of symmetry to achieve excitations
not consistent with normal symmetry, as was done for the magnet discussed in this

paper.

I make no attempt at a general discussion of the theory itself, but illustrate its
usefulness with a particular example: the design of the Advanced Light Source (ALS)
storage ring sextupole. While the perturbation theory is only one of many important
contributions Klaus has made to the theory and design of accelerator magnets and
other sophisticated magnetic devices, its relevance, quality and generality are typical
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Figure 1: ALS Storage Ring Sextupole

of Klaus’ contributions in general. As will be illustrated in the example discussed
here, the theory contains not only information required for quantitative evaluation,
but also contains valuable qualitative information to guide design practice. Indeed,
for the case of the ALS sextupole design, the Halbach perturbation theory represents
a unique and essential tool; I don’t believe the multi-function aspect of the design
would have been conceived and successfully implemented without this theory.

1.2 Features of the ALS Sextupole

Fig. 1 shows a cross-section view of the ALS sextupole. Several prominent features
are evident. The magnet is constructed from laminations in three separate sections
labeled as A, B, and C in the figure. The return yoke has an asymmetric gap at
the midplane; i.e., it is 2 C-magnet. This is to allow for vacuum chamber clearance.
Despite this asymmetry, which results in section A being different than sections B
and C, a single lamination is used. The laminations for section A are sheared to
produce the required vacuum chamber gap.

Each pole has three coils. The inner coills produce the sextupole excitation. These
consist of 15 turns of hollow, water-cooled conductor. The outer coil bundles shown
in Fig. 1 consist of a single water cooling circuit with two solid core coils of 56 and 28
turns except for poles 2 and 5. The larger of the two coils in the outer coil package
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is modified for poles 2 and 5. The coils have 54 instead of 56 turns. This is to
compensate for the effect of the C-magnet asymmetry on horizontal steering. This
point will be discussed in Section 4.2.

Note that the poles are asymmetric about their axes. Look at pole number 1.
The pole contour near the vacuum chamber is different than that on the side away
from the vacuum chamber. This geometry is required to avoid pole saturation at
the base (the junction of pole and return yoke). The width at the pole base is what
is required to avoid saturation at this location. The vacuum chamber clearance, in
combination with the required coil dimensions does not allow for a symmetric pole
base width. However, the poles are symmetric within the region designated by the
dashed circle in Fig 1. Asymmetry beyond this radius is far from the magnetic axis
and will therefore not have a significant influence. The pole geometry has three-fold
symmetry, instead of the ideal six-fold symmetry. This arrangement provides the
greatest possible symmetry consistent with a single lamination pattern.

The ALS sextupole features four primary asymmetries which will be discussed
in the sections below: C-magnet asymmetry, and excitation asymmetries associated
with horizontal steering, vertical steering, and skew quadrupole. Engineering design
calculations for this magnet design are documented in several LBL Engineering Notes
[2] [3]- The major parameters of of the magnet are summarized in Table 1.

2 Procedure for Calculating Perturbations

The Halbach perturbation theory develops perturbation coefficients for a reference
pole centered on the horizontal axis at § = 0. The effect due to errors on a set of
poles is calculated from this sensitivity coefficient, the strength of the perturbation,
and a geometry factor which accounts for the actual position of the poles. The
perturbation to the nth harmonic is formulated as

|H,| _n

|Hn| N
where n designates the particular harmonic being considered, N designates the fun-
damental, and AC,, is the perturbation to the nth multipole coefficient

AC, = AC,(0)gne (2)
=T ®)
3
where AC,(0) is the perturbation corresponding to the reference pole, g, is the ge-

ometry factor for the nth harmonic, € is the strength of the perturbation, and the 6;
are the angle locations of pole centers.

AC, (1)

Normalized sensitivity coefficients can be calculated directly from a set of equations
given in Halbach’s paper or from tables which include values for the most important
cases. The tables give values for

n. 1 AC,(0)
NTN e ®
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Parameter Value

Magnet Aperture Radius 3.5 cm

Good Field Radius 3.0 cm
Sextupole Mode: 500 T'/m?

Pole Tip Field 0.6125 T
Amp-Turns 5868 (infinite permeability)

Horizontal Steering Mode:

5923 (finite permeability)

Field Strength 0.07T
Current 42.9 Amps
Vertical Steering Mode:

Field Strength 007T
Current 35.7 Amps
Skew Quadrupole Mode:

Field Strength 0.75 T/m
Current 29.1 Amps

Table 1: ALS Sextupole Parameters

For production of a particular multipole field, the required perturbation is
|Ha| N

I . A 5
|HN l jrn ( )

Perturbation values are calculated at the pole radius; values must be adjusted for
other radii.

€

3 Effect C-Magnet Geometry

A break is made in the return yoke to accommodate the ALS vacuum chamber. This
break violates sextupole symmetry and therefore represents a perturbation in the
multipole signature of the magnet. In particular, a new set of “unallowed” multi-
poles will be present that would normally not be present if sextupole symmetry were
preserved.

The perturbation results in a modification in the pole surface scalar potential
values; i.e., this is equivalent to a perturbation in excitation. The magnitude of the
excitation error due to a gap of 2a can be determined by starting with an unbroken
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Figure 2: Perturbation due to C-magnet geometry

yoke. That is, assume that the yoke is continuous as indicated by the dashed line in
Fig. 2. Now apply Ampere’s law to the integral path represented in the figure.

1
/ H-dl = SHyry+ Bil + Hy(ls + ) (6)

where H, is the pole tip field, r, is the radius to the pole tip, H; and H; are the
average field values in the pole and return yoke, respectively, as illustrated in Fig. 2,
and l; and I, are the respective path lengths. The iron section corresponding to the
gap can be removed and replaced by a coil with excitation Hja without resulting in
any change to the magnitude of the integral in Eq. 6 . Therefore it is clear that the
magnitude of the excitation error, I resulting from the removal of the iron is

I = sz (7)

This will result in excitation errors +I at poles 1, 2, and 3, and —I at poles 4, 5, and
6. ’

An important qualitative result is evident from Eq. 7 without any further analysis.
The magnitude of the perturbation is proportional to the average field level in the
return yoke. Therefore the affect can be kept arbitrarily low by increasing the cross-
section of the return yoke. It is particularly important to avoid saturation in the
return yoke.
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n ﬁA—G}’;—@ gn ]%@3.5cm %11@3.0cm

9.79 x 102 | 4.0 | 2.51 x 1073 3.42 x 10~3
1.67x10°! | 20| 214x10"® | 214x10°2
7.09x10°2 | 40| 1.82x10°® | 1.34x107°
—1.34x102 | -4.0| 343x10™* | 1.85x10~*

-3 Ot O =

Table 2: Multipoles due to C-Magnet Geometry

Now let us evaluate the change in multipoles due to C-magnet geometry. The
geometry factor, to be inserted into Eq. 2 for this case is

gn = 2t [sin (Pér-) sin (%) sin (5—?{)] (8)

From Poisson calculations the value of Hy is 4.6 Oe for full sextupole excitation, and
the half gap is about 10 cm. This gives a perturbation strength of
.Hza

2t _ o -3
e= S =809 10 (9)

The results of calculations are summarized in Table 2. Relative multipole strengths
are given at the pole tip radius of 3.5 cm and at the good field radius of 3.0 cm. Note
that some multipoles are not allowed by symmetry. Only non-zero values are shown
in the table. The dipole term represents a change in the magnetic center which can
be eliminated by repositioning the magnet. The small perturbation in the sextupole
term is also of no consequence. The higher order mulitpole errors are small enough
to be acceptable.

4 Horizontal Steering

4.1 Elimination of Sextupole Coupling

We will now consider pole excitations for producing trim fields. The excitations
should be such that the different modes are not coupled. Because of symmetry, the
three trim fields are independent, however, care must be taken so that the trim modes
do not produce a sextupole field. We will first consider the excitations required to
produce a vertical dipole used for horizontal steering.

Tt is clear from symmetry that to produce a vertical dipole, the magnitude of
excitations for poles 1, 3, 4, and 6 are equal, with that for 4 and 6 being of opposite
polarity of that for 1 and 3. Let us call this Iz;. The magnitude of excitation in poles
2 and 5 must also be equal and opposite. Let us call this I5;. We want to set the

280




ratio of the two excitations, I; and I, to eliminate a sextupole component; that
is, we want the sextupole contribution from the two excitations to cancel. The two
sextupole contributions are proportional to the two geometry factors. The geometry
factors for sextupole contributions, ¢gs; and gs», corresponding to excitations I; and
I1,, respectively, are given in Egs. 10 and 11 below.

ga1 = ei7r/2 + ei51r/2 _ e—iﬂ'/2 _ e—5i1r/2 — 43 (10)
gaz = e37r/2 _ e—3i7r/2 =9 (11)

Therefore, in order that the horizontal steering mode not produce a sextupole, the
strength of Ij; should be double that of I;. This is easily accomplished by connecting
all coils in series and using twice as many turns in the coils for poles 2 and 5.

Now let us calculate the required value of the excitations. The value of the nor-
malized dipole sensitivity coefficient is 0.0979. The geometry factor for n =1 is

=2 (sin%+sin§g- +2sin%) — 6

Using Eq. 5 we can calculate the perturbation, which multiplied by the normal
sextupole excitation gives the required horizontal steering excitation.

0.07 1 1
€= (0.6125) (0.0979) (6) =0.1946

Therefore the two excitations are

Iy = (0.1946)(5688) = 1107 amp-turns

Ipo = 21y = 2214 amp-turns

4.2 Effect of Return Yoke Gap on Horizontal Steering

During prototype measurements a coupling between the horizontal steering and sex-
tupole modes was discovered. This was attributed to the effect of the return yoke
gap which modifies the ideal two to one ratio between the two coil excitations. This
effect was not taken into account in orginal design analysis, which is summarized in
Section 4.1 above. A two turn reduction in the coil at poles 2 and 5 was empiri-
cally determined to effectively remove the sextupole coupling. This effect is analyzed
below.

Consider an integration path through the top half of the sextupole. It passes
through the return yoke gap, the return yoke, and then passes back along the hori-
zontal midplane. The enclosed current in this loop is zero. Since all field components
in the return yoke parallel to this path are in the same direction and there is no
contribution.from the part of the path along the midplane (symmetry requires that
field lines are perpendicular to the midplane), application of Ampere’s law produces
the following requirement on field in the gap:

Hga = Hll + Hzl -+ H3% (12)
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7 Hy Hy
n XJn gn {H_Nll- @ 3.5cm 'ILIE% @3.0cm
51 7.00%x10"%2 | 3.0 | 8.28 x 102 6.08 x 102
7 —1.34x10"2|-3.0 1.56 x 10~2 8.42 x 1073
11 9.72_ x10-% |-3.0| —1.14 x 1072 | —3.32 x 1073
13| —1.01x103| 30 | —-1.18 x103 | —2.52 x 10~*

Table 3: Multipoles for Horizontal Steering Mode

where H, is the gap field, a is the half gap, Hi, H; and Hj are horizontal steering
excitation field levels in the return yoke between poles 1 and 2, between poles 2 and
3, and pole 3 and the midplane, respectively, and [ is the average path length in the
return yoke between two poles. H,a represents an excitation perturbation that is
equal for each pole.

Since we need to keep the horizontal steering excitation at poles 2 and 5 twice that
at the other poles to eliminate sextupole coupling, the value of Hya is the magnitude
of the required correction. From Poisson runs typical values for Hy, Ha and Hz are 0.7
Oe, 1.9 Oe, and 2.6 Oe, respectively for full horizontal steering excitation. The value
of [ is approximately 30 cm. These result in a value for Hja of 117 Oe-cm, which
corresponds to 93 amp-turns. The full current value for the horizontal steering is 43
amps. So, the calculation is in close agreement with the required two turn reduction
discovered in the prototype measurements.

4.3 Multipoles due to Horizontal Steering

Given the perturbation value from Section 4.1, a full set of multipoles can be calcu-
lated for the horizontal steering mode. The results are summarized in Table 3. Only
the non-zero values are compiled. Notice that the relative values of the multipoles is
fairly high. Also note that since the multipoles are not allowed by normal sextupole
symmetry, pole shaping can not be used to cancel them. This is the primary negative
feature of this method of producing auxiliary excitations.

5 Vertical Steering

Now consider excitation for production of a horizontal dipole field for vertical steering.
From symmetry we know that this can be accomplished with an excitation of poles
1, 3, 4, and 6. The magnitude will be equal for all four poles, with the polarity at
poles 3 and 4 opposite that at poles 1 and 6. Poles 2 and 5 are not excited.

‘We use the same dipole sensitivity coefficient 0f 0.0979 as for the horizontal steering
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n Hn Hn
n 2 Jn 9 | {5 @35 cm | 2l @3.0cm
5| 7.09x1072 | 3.0 | 828x102 | 6.08 x 102
7 |-1.3¢x1072 | -3.0| 156x10"2 | 8.42x 103
11| 9.72x107® |[-3.0| 1.14x10"2 | 3.32x107°
13| -1.01x 1073 | 3.0 | —1.18 x 1073 | —2.52 x 10~*

Table 4: Multipoles for Vertical Steering Mode

mode. The geometry factor is

gn = eimr/G + e—imr/s _ esimr/G _ e-—Simr/S (13)

For n = 1, the value is 3.464. We use Eq. 5 to calculate the perturbation

0.07 1 1
€= (0.6125) (0.0979) (3.464) = 0.337

From this we can determine the required current.

I, = (0.337)(5688) = 1917 amp-turns

Using the value for €, the full set of multipoles can be determined. The results are
summarized in Table 4

6 Skew Quadrupole

A skew quadrupole mode is produced by excitation of poles 2 and 5 with the same
magnitude and polarity. This arrangement is consistent with skew quadrupole sym-
metry. The geometry factor for this excitation is

S Gn = "2 4 =2 = 9 cos %zr (14)

An alternative is to excite poles 1, 3, 4, and 6 with the same magnitude and polarity.
The geometry factor for this case is

g; — eimr/G + e—imr/G + eSimr/Z + e-simr/2 =9 (COSEGE + cos _512_7_{) (15)
Examination of the two geometry factors for n = 3 shows that both modes are
decoupled from sextupole excitation. By substituting n = 2 we see that the sign
of the two modes is opposite. Therefore, they can be used in any combination to

produce a skew quadrupole if their excitations are opposite in sign.
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n Hy, Hp
n X gn {fl_ﬁ% @3.5cm -I|H—N% @ 3.0 cm
4] 1.33x10° | 2.0 3.65x1072 3.13 x 102
8 | —1.07x10"2| 2.0 | —2.94 x 103 | —1.36 x 1073
10| 9.13 x10~® |-2.0 | —2.51 x10~% | —8.53 x 10~*

Table 5: Multipoles for Skew Quadrupole Mode

Because of the trim coil arrangement we chose to excite only poles 2 and 5 for
skew quadrupole production. Each pole has two trim coils of 28 and 56 turns, except
at poles 2 and 5, where the larger coils have 54 turns. Let us call these coils 1 and 2,
respectively. For horizontal steering mode, coil 1 at poles 1, 3, 4, and 6 are connected
in series with coil 2 at poles 2 and 5. The vertical steering mode uses coil 2 at poles
1, 3, 4, and 6 connected in series. This leaves coil 1 at poles 2 and 5 for the skew
quadrupole mode.

Let us calculate the required excitation for this arrangement. The normalized
quadrupole sensitivity coefficient is 0.156. The geometry factor is

. . nw
gn = ezmr/2 +e inmf2 _ 9 cos —

2

For n = 2 the value is —2. For the required field gradient of 0.75 T/m, the pole tip
field is 0.02625 T. Using Eq. 5 we determine the perturbation value.

0.02625\ / 1 1
€= (0.6125) (0.156) (’2’6) =0.1374

The required excitation then is

(16)

I, = (0.1374)(5688) = 781 amp-turns

The full set of multipoles are summarized in Table 5

7 Conclusion

Trim modes can be produced in a magnet by excitations that violate the magnet’s
natural symmetry. Halbach’s theory of perturbations of iron core magnets [1] provides
an indispensable design tool for accomplishing this. The procedure described in this
. paper for implementing vertical steering, horizontal steering and skew quadrupole
trim modes in the ALS storage ring sextupole has proven to be successful. Prototype
testing of the magnet demonstrated that the functions operated as expected from
analysis using Halbach’s theory. The only surprise was the discovery of a coupling
between the horizontal steering and the sextupole modes. This was shown to be
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due to the effect of the C-magnet geometry on the horizontal steering mode. This
effect was not accounted for in the original design. However, calculations after the
fact showed the effect can be fully accounted for. Corrections were made in the final
design to eliminate the coupling.
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Working With Klaus Halbach: A Scientific Memoir

David Goldberg

Like many alumni of Halbach U., I welcome the opportunity to acknowledge my
personal debt to a valued mentor as well as pay tribute to him. I suspect that many of
Klaus’s other former pupils have found themselves, as I did, wanting to write something
that would give others a feeling of what it was like to work with Klaus, rather than
presenting a formal scientific paper. Hence the following memoir.

Something over ten years ago, when I was affiliated with the Magnetic Fusion
Energy group, I was working with Oscar Anderson and Bill Cooper on developing a high
current accelerator for producing a high power neutral beam. Oscar had just come up with
his invention of the Transverse-Field-Focusing (TFF) accelerator, a device which
combined the strong (horizontal) focusing and multi-stage acceleration needed for a high-
voltage, high-current beam, and was configured to accept a beam from what was then the
highest current negative ion source available (a source developed by LBL’s Ken Ehlers
and Ka-Ngo Leung), which had a roughly 1 meter by 1 cm exit aperture. An alternate
biasing scheme to the same TFF electrodes could also be used as a strong-focusing low-
energy beam transport (LEBT) electrode system. For both the accelerator and the LEBT,
there was concern about possible radial defocusing in the gaps between successive pairs
of electrodes, so we needed to calculate the gap fields, preferably without resorting to a
high-powered (read: expensive and time-consuming) field code.

‘When I brought the matter up at our weekly meeting, Bill suggested that a solution
might be found through what at LBL was, in effect, the fifth Maxwell equation: “Klaus
Halbach might be able to help you with that.”* And indeed, when I presented the problem
to Klaus, those were almost his exact words, “I think I may be able to help you with
that,” or something quite close to it. As I came to realize later, that was Klaus’s
wonderfully gentle way of saying that what you had brought him was a trivial problem
whose solution he had worked out years earlier. Surely enough, when I came back a day
or so later, he had written out the full solution, concluding with a simple analytic form for
the solution of the fringe fields, all this on two single-sided hand written sheets of paper.
These he handed to me, telling me that if there was anything about it that I didn’t
understand, I should feel free to get back to him.

At this point, a small digression is in order. As those who have worked with
Klaus are well aware, when he is involved in solving electro- and magneto-statics
problems, Klaus generally inhabits his alternate residence in the complex plane, a place to
which he conformally maps himself by a mystical process known as the Schwarz-

'I subsequently came to learn that there were a number of variants of this law, obtained by
substituting the names Glen Lambertson, Jackson Laslett, among others, but after all this is
Klaus’s festschrift.
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Christoffel transformation. Those of us who have taken a graduate course in
electrodynamics have all been exposed to the conformal mapping technique as a means of
solving two-dimensional Laplace equation. However, I suspect that most of us regard this
approach—particularly in the Age of the Chip—as something of 2 museum piece, a bit of
arcane lore which one studies more out of deference to historical tradition than in the
expectation of learning anything particularly useful. I learned otherwise from Klaus.
Computational tools, like mechanical ones, may have become much more sophisticated in
recent years. And if the desktop workstation is the physicist’s equivalent of the
numerically-controlled mill, then perhaps the conformal mapping technique is his/her
Swiss army knife, a portable and wonderfully serviceable tool, particularly in the hands of
an expert. And Klaus is such an expert.

To return to the story, when Klaus handed me his solution, he quickly went over
what he had done, and I nodded dutifully at his references to such familiar objects as the
Schwarz-Christoffel transformation and his descriptions of various steps in his derivation
as “trivial,” all the while thinking that there was a hell of a lot of physics in here, and I
would really have to sit down and read this note over carefully when I got back to my
office. When I did that, T quickly realized that the familiar was not at all familiar, and that
the trivialities were anything but trivial. Well, Klaus had said that if there was anything I
didn’t understand about what he had done, I should get back to him; I decided to take him
up on his offer.

It was not without some trepidation that I did so. It is not easy to admit to a
colleague that you haven’t understand something he has done, particularly a colleague you
have only just met, and one who has described what he has done as “trivial.” However,
my desire to learn the power of this simple analytical tool was stronger than my fear of
making a fool of myself, and so I presented myself once more at Klaus’s office, and asked
him in effect if he could go over with me exactly what he had done. He responded by
asking me if I really wanted see what it was all about, because it might take some time;
from the way he said it, it was clear that he would be more than happy to do it, in fact
welcomed the opportunity, but was somewhat hesitant for fear of taking up more of my
time than I had intended to give. Upon being reassured of my interest, he sat me down at
the conference table with him, and he proceeded to give me what must have been a one-
hour tutorial, not merely on the example at hand, but on conformal mapping in general,
the electric vector potential, various tricks using the Schwarz-Christoffel transformation
for a variety of geometries, and much, much more. And all delivered with the enthusiasm
and excitement that I imagine he felt upon first learning it all himself. And far from making
me feel foolish, Kiaus made me feel almost as though I had done him a favor, by allowing
him the pleasure of teaching.

This then was what it was like to work with Klaus. (The word “with” is probably
a misleading description of the division of labor, but it was Klaus’s nature to make you
feel that you were a participant in the process, rather than, as was more nearly the case, a
spectator.) One came with a question, and came away with an education. An education
given gladly and unstintingly. He showed you all the wonderful physics—and he made it
fun.




In his contribution to a festschrift for his teacher, Felix Bloch, Kiaus paid Bloch
the compliment of saying that in addition to being a fine physicist, “he was also
exceptionally generous, gentle, and sensitive in his interactions with men [who] were less
than his intellectual equals.” Klaus has honored his mentor by carrying on that tradition in
his own conduct towards those of us who have been privileged to study at Halbach U.
And perhaps we can pay no higher honor to Klaus than by passing that tradition on to
the next generation of our colleagues.
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Your Magnet Disciples at GSI

Bemnhard Langenbeck

Dear Professor Halbach,

The crew of the magnet laboratory is happy to have an opportunity not only to
congratulate you on your 70th birthday and to express our good wishes for your future
health and continuing professional success, but also to say thank you for all your help
and advice at any time we needed it, especially during the early times of GSI.

To make it easier for you to remember our faces, we arranged a photo of our group
and a measurement equipment whose design and construction traces back to a suggestion
of yours in the early 1970s. On the left you see Klaus Zweig, who, soon after the
foundation of GSI, was helping me powerful in setting up the facilities of the laboratory.
For example, he constructed the multipole analysis for the drift tube quadrupoles of the
UNILAC, which you see in front of us. First of all, the precise positioning and fixing of
the wire bundles of the two coil system on the support has been very laborious. But the
system was used very successfully and is still in operation as you see.

Next to Klaus there is Franz Klos. Perhaps you never met him during your much-
to-rare visits to Darmstadt. We won him for work on the SIS/ESR magnets when the
project became approved. He is a very good programmer and responsible for evaluation
and preparation of the measurement results. He also has always a careful eye on the
running measuring processes.

From left: Klaus Zweig, Franz Klos, Gebhard Moritz, and Bernhard Langenbeck.
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The next in the row in Gebhard Moritz. You know, he is a member of the organizing
and program committee of the IMMWs. Since the beginning of the SIS/ESR project, he
takes care about the measurement tasks of the laboratory. He designed the equipment for
the synchrotron and storage ring magnets, and also our big 3D field mapper is his work.

Finally, on the right you see whom you met as the proverbial greenhorn in magnet
affairs in your lectures during September 1971 in Jiilich. I tried to note down the lectures
and to refine and supplement the text in the evenings. Perhaps you remember, once you
trapped me at that work in my hotel room. At that time, as well as nowadays, I am very
thankful for your start-up help into the magnet business. There has been also an earlier
contact. As a beginner, I was doubtful about a first small quadrupole prototype for drift
tubes and sent it to Berkeley “for a measurement” (that is, to get an experts opinion). It
was in June or July 1971. To my relief, the magnet found grace in your eyes. The
quadrupole jobs were running quite well also later, thanks to the Heaven and again to you.
This may be the reason why it happened that I was addressed in GSI sometimes instead
of with “hallo Langenbeck” by a “ha Quadrubeck!”

Once more, all the best wishes to you from your magnet disciples in Darmstadt!

G emntnd é‘%/a{é aé;.

Bernhard Langenbeck




