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Abstract

During the past dec_de, o_ganisations have increased their scope and operations beyond their tra-
ditional geographic b,oundaxies, At the same time, they have adopted heterogeneous and incompatible
information systems independent of each other without a careful consideration that, one day they may
reed tobe integrated,As a .result_fthisdiversity,ma_y importantbu6inessapplicationstodayrequire
Lcceu todata storedinmultipleautonomous datab_.

This paper examines s problem ofinter-data.ba_einformationretrievalina heterogen_usenviron-

ment, where conventionaltechniquesa_e no longere_cient.To solvethe problem,broaderdefinitions

forjoin,_xtion,intersectionLad se.lectionoperatorsareproposed.Also,a probabilisticmethod tospecify

the selectivityoi theseoperatorsisdi_ussed. An algorithm,tocompute thesepzobabiJ.itiesisprovided
inl_eudocode.
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1 INTRODUCTION

1.1 Heterogeneity in environment

During the past decade, organizations have increased their scope and operations beyond their traditional
geographic boundaries. In order to survive the stiff market competition, the number of mergers, joint ventur_
and takeovers both within and across national boundaries have increased at a tremendous rate. At the same

I

time, significant advances in technology have provided opportunities for dramatically increasing the number,
type, size and complexity of the information systems. The organizations had initially adopted these diverse
and incompatible systems in an uncoordinated way, independent of each other without, a careful consideration
that one day they may need to be integrated. As a result of such a diversity in existing information systems,
many important applications in the 90's will require access to multiple disparate information systems both
within and across organizational boundaries.

The present information processing environment in large organizations can be characterized by a growing
number of business applications that require accessing and manipulating data from various preexisting, au-
tonomons databases. These databases are often located in heterogeneous hardware and software environments
and distributed among the nodes of computer networks. The Database Management Systems (DBMSs) in-
volved are heterogeneous because they use different underlying data models, different data definition and
manipulation capabilities, and function in different operating environments. Data conveying the same infor-
mation contained in heterogeneous data sources may have different logical and physical representation and
even different values [Bre90].

1.2 Database Integration

The objective of our research, in a broad sense, is to develop techniques that will provide the user with
a uniform or infegra_ed view of the data in heterogeneous databases. In general, such integration can be
achieved in two ways:

Physical Integration: A single large database physically replaces ali preexisting databases, i.e., no het-
erogeneity is allowed in any way.

Virtual Integration: Such integration creates an illusion of a single database system and hides from the
users the intricacies of different DBMSs and access methods, without imposing any restrictions on the
individual databases.

The latter approach generated significant interest in the database research community. Physical conver-
sion of large, independently managed databases to a common, globally acceptab|e model may be infeasible
not only due to the huge time and' monetary investment required, but also because of the lack of hardware,
aoftware, and technical staff support. Some of the users will have to learn a new system, which could be
inconvenient as weil. Because of the large overhead associated with physical integration, it is predicted that
most organizations will opt for virtual integration of their information systems.

Efficient virtual integration of heterogeneous databases requires the solution of the, following problem_:
(1) Schema integration, (2) Data heterogeneity, (3) Query optimization, (4) Transaction management, and
(5) Object-orientation in heterogemmus environment. A review of heterogeneous database literature shows
that considerable amount of progress has been made in Schema integration (ref Se.ction 3.1). We believe
that. there are significant opportunities of farther research in the remaining areas. The focus of this paper
will be on resolving data heterogeneity problems.

1.3 Contributions of the paper

t Probabilistic information retrieval techniques developed in this paper can be applied in many settings.
Most of these application areas deal with medium to large data sets managed by special or general purpose
databasemanagementsystems.Traditionally,thedataheterogeneityissuesusedtobe clericallyresolved.
However,asmany oftheseproblemsoccurrepeatedly,clericalinterventionbecametoocostly,unrepro-
ducible,error-proneand timeconsumingtobe a viableoption[Jar89].As a result,researchersinvarious
fieldscomputerizedtheresolutionprocessand emergedwithseveralspecialpurposesolutionswhichthey
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incorporatedintheirsystems.Our goalistoprovidea generalpurposesolutiontotheseproblems.To this
end,we _ccomplishthefollowinginthispaper:

• Identifyand definethebasicconceptsand taxonomy ofdataheterogeneityproblems

s Developrepresentationalmodelsthatfacilitatetheresolutionofdiscrepancy,heterogeneityand incom-

patibilityamong the data.
t

s Formulateprobabilistictechniquesforidentificationand retrievalofnecessaryinformationfromvarious

databasesusingincompleteand insufficientknowledge.

• Designalgorithmsand controlparameterstoprovideuserswiththe flexibilityofspecifyingdataaccu-

racyrequirements.

1.4 Applications

ltisourobservationthatdataheterogeneityproblemsoccurinmany settingsand theproposedinforma-
tionretrievaltechniquewillhavenumerous applicationsinbusiness,social,biologicaland physicalsciences.

In thissection,we lista number ofexamples which willbe directlybenefitedfrom thisapproach. The

applicationscan be classifiedintothreebroad classesdependingon the natureofthe underlyingproblem

one istryingtosolve.These classc_areasfollows:

Approximate Matching of Common Objects: Inthisclassofapplication,the objectiveisto identify

recordspertainingto thesame objectfrom multipledatabases.Examples of suchapplicationsare:frame

creationinU.S.census[CB88],coverageestimationinsurveys[Key79],longterm medicalfollowup studies

in epidemiology [CFg0], immigration control [CH90] and forensics [Taf70].

Finding Similar Objects: In this class of application, the objective is to find other distinct objects from
same/different databases which ha,va the similar characteristics as the test object. The problem in this case
is of identification as the name or the identification number of the object being retrieved is not be known
in advance. So the retrieval is bared on the similarity of other attributes between the test and the retrieved
objects. Applications in this category are: document matching [SM83], comparison of chemical properties
[JMg0],clusteranalysis[Lor83]and matched pairsampling[Ros89].

Classificationby nearest neighbor: The constructionoftaxonomy isa fundamentalundertakinginsci-

ence.This classofapplicationisan extensionto theone discussedabove.The objectiveisnot onlytofind

objects(orgroupsofobjects)similartothetestobjectbut alsotoa_signthetestobjecttoagroup basedon

thesesimilarities.Examples belongingtothiscategorycan be foundinbiology[SGJ86]and politicalscience

[MW64],
We believe that most of these applications will be directly benefited from this research. These issues are

discussed in detail in [CS91].
The ultimate business value of our research is to help organizations achieve competitive advantage through

superior database management techniques. Higher precision in information retrieval involves higher cost.
The model proposed in this paper provides sufficient flexibility to the users to strike a balance between cost
and accuracy. Thus, for R,pplications where precision is crucial, the model parameters could be adjusted

to meet the application/user specifications. Techniques derived in this research can also be built, into a
management Decision Support environment.

Whilethe problemofdataheterogeneityislikelytobemore pronouncedina heterogeneousenvironment,

itcouldalsooccurwithina singledatabase.Forexample,the datapertainingtothe sazneobjectcan be

entereddifferentlyby thedifferentusersin a singledatabase.The resultsprvsentedin thispapercan be

effectively used in such a situation. The current commercial systems do not provide much safeguard against
this situation. They mostly leave it up to the user and/or the Database Administrator to ensure that the

data representation is consistent and standard across the datab&_e.

1.5 Organization of the paper

The following is the organization of the paper. In Section 2, the data heterogeneity problem is discussed
in detail. In Section 3, the research that has been done in this area is reviewed. Section 4 presents a



quaJitative introduction to our model. In Sections _-7, new operators are defined for inter-database join,
union, intersection and selection operations. The issue of estimating the Comparison Value is discussed in
Section 8. The concept of threshold probability is discussed in Section 9. In Section 10, an algorithm to

, estimate the probabilities is presented. The paper is concluded in Section 11 with a summary and directions
for future research.

_t

2 DATA HETEROGENEITY

In order to process queries in a heterogeneous environment, attributes of a relation in one database
often needs to be compared with the attributes of another relation in another database. Conventional
operators require that such comparisons be done between compatible attributes. Considerable amount of
research on establishing compatibility or equivalence between attributes has been reported in literature

[LNE89, SG89, SSG+91]. A simple definition of compatibility for the purpose of this paper is given below.

Definition 1 Compatibility. Let dora(A) and dorn(B) be the domains o.f attributes A and B respectively.
Then, a neceasar_ condition for compatibility of A and B is

do,n(A) n do,n(B)¢ 0.

Compatibility does not necessarily require the _tiributes involved to have identical domains or names. How-
ever, for the comparison of A and B to bf meaningful, they need to have the same semantics.

For example, names and numbers are not compatible and hence cannot be compared. This is because
their domains have an empty intersection although a number and a name may refer to the same object in
real life.

Data heterogeneity problems occur due to incompatibility among similar attributes resulting in the same
data being represented differently in different databases 1. We distinguish between two type.s of incompati-
bility: s¢ructural and semantic.

Structural Incompatibility

Structural incompatibility occurs when the attributes axe defined differently in different databases, Some
of the sources of structural incompatibility are:

Type mismatch: The same attribute may have incompatible type definitions in different databases. For
example, social security number could be of type 'character' in one database and 'numeric' in another.

Similarly, an attribute may be set-valued in one database and single-valued in another.

Formats: Different databases often use different formats for the same data element, e.g., date in
day/month/year versus month/day/year.

Units: Different databases use different units for the same data element. For instance, quantity of raw
material may be expressed by the 'number of truck loads' or the total weight in tons or the dollar
ValUe.

Granularity: Data elements representing measurements differ in granularity levels, e.g., sales per month
orannualsales.

" Semantic Incompatibility

Semantic incompatibility occurs when similarly structured attribute_ take on different semantics and

, values in different databases. Some of the sources of semantic incompatibility are as follows:

1Thin problem h_ been &hto referred to in the literature aa the Lmttaace Identification [WM89] or the Key Equivalence
problem [Pu91].
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Synonyms: When the same entity is identified using different identifiers in different databases, the identifiers
constitute synonyms. For example, sn entity, IBM, may be identified as the 'international Business
Machine' or 'IBM Corp' or simply as 'IBM' in different databases.

Homonyms: When different entities share the same identifier in different databases, they become homonyms.
For example, a popular name like 'John Smith' may identify many persons.

Codes: Codes are used for various reasons, such as saving storage space. Code_ are often local to the
databases, and therefore non-uniform even when referring to the same domain.

Iz_complete Information: Missing and incomplete information is represented by _ull values in relational

databases. While some databases allow nulls, others do not. Moreover, the meaning of nulls (e.g.,
unknown, not applicable, unavailable) varies aznong databases.

Recording Errors: These could be due to typographical mistakes or variations in measurement. Typing
errors happen frequently with similar sounding names, e.g., 'Smith', 'Schmidt' and 'Smythe'.

Surrogates: Surrogates are the system generated identifiers, used in different databases. They could have
the same domain and meaning, but be otherwise unrelated.

Asynchronous Updates: These happen when data items, replicated in different databases, get updated at
different points in time and become inconsistent. These axe more likely if the data iterm_ are inherently
time varying, such as a person's weight or age.

The definition of semantic incompatibility presented above is more restrictive than some of the definitions

suggested in literature. For exampl.e, Sheth and Larson [SLg0] defines semantic heterogeneity to include both
the structural and semantic incompatibility, as defined in this paper. This is so because, sometimes it is

difficult to decouple incompatibilities caused by differences in structures from those resulting from semantic
differences. For example, the use of different codes may be considered by some as a structural difference.

We feel it is necessary to make a distinction between the two types of incompatibilities in our model. This
is because, if the attributes are structurally incompatible, it is often meaningless to compare them directly,
e.g., comparing weight in kilograms with that in pounds. In these cases, a transformation such as conversion

of units, has to precede the comparison step in order to make the attributes structurally compatible. Semantic
incompatibility, on the other hand, is harder to detect and resolve, e.g., no transformation could eliminate
typographical errors.

The sources of heterogeneity listed above are not meant to be exhaustive. Other cases of heterogeneity
are discussed in [DH84, BLN86, BOT86]. As the relational data model is extended with newer data types,
heterogeneity from other sources will have to be addressed. For example, using the subsets and cardinalities
to compare the Bet-valued attributes. It is also possible to have combinations of different cases, like synonyms
and asynchronous updates, occurring at the same time which adds to the complexity of the problem.

3 LITERATURE REVIEW

In this section, we first review some of the research done in heterogeneous databases in the context of the

problems identified in Section 1.2. We then discuss in detail the solutions to the data heterogeneity problems
proposed in literature.

3.1 General Research Issues

In this section, the major areas of current research in virtual integration of heterogeneous databases are

briefly described. Most of the recent work has been concentrated in the following areas: Schema integration, t
Transaction management, Query optimization, and Object-orientation in heterogeneous databases.



Schema Integration

Schema integrationinvolvescreationofan integratedschema fora givensetof localdatabaseschemas

insucha way thateachlocalschema can be consideredas a viewofthe integratedschema. Both physical

and virtualintegrationofheterogeneousdatabases(discussedinSectionI°2)requireintegrationofschemas.

Many approachesand techniquesforschema integrationhavebeenreportedinliterature.A comprehensive
. comparisonoftwelvesuchintegrationmethodologiesisprovidedby [BLN86].

• 1"snsaction Management

The majortaskoftransactionmanagement ina heterogeneousenvironmentistoensureglobalconsistency

and freedomfromdeadlocksinthepresenceoflocaltransactions.The problemhasbeenextensivelystudied

in two basicdirections:restrictedautonomy [Pu87,Pu88] and completepreservationof localautonomy
[AGMS87, DE89, BS88].However,thereisno satisfactoryalgorithmwhere no restrictionisimposedon the

localDBMS. Allthealgorithmsproposedsofareitherimposea restrictionon thetypeofglobaltransaction
orassumethestructureofthe localconcurrencycontrolmechanism.

Query Optimization

Query optimizationinheterogeneoussystemswas firstaddressedinMultibase[LR82].ltwas done in
two steps:Globaland Local_Duringtheglobaloptimizationstep,the querywas subdividedintovarious

sub-querieswhich were thensentto the differentlocalsitesforprocessing.The localsitesthenlocally
optimizedthe sub-queriesthatwere allocatedtothem. Many heterogeneousprototypesystemsincludea

queryoptimizerbut not many havebeen d_scribed.At thistimethe researchinthisareaisat a veryearly
stage.

Object Orientation

Researchinobject-orientedheterogeneousdatabaseshas juststartedand a few papershave appeared

so far[BNPS89]. Severalauthors([Kim89,Bre90])believethatpotentiallyobjectorientedsystemsmay

be veryimportantand contributetothesolutionofdomain mismatch,transactionmanagement and query

optimizationproblems.However,much more researchisneededtoevaluatethebenefitsofthisapproach.

3.2 Data HeterogeneityResolutionMethods

In thissection,we reviewthesolutionstodataheterogeneityproblemsproposedinliterature.A simple

approachcouldbe tomake thesystemprompt theuser,usingsome triggeringmechanism,eachtimethere

isa conflict[DH84].Clearly,sucha system willtakea fairlylongtimeto processquerieswhich makes it

impractical.Anotherpossiblesolutioncouldhe tostandardizethenames. Thisisa viableoptionwhen, for
example,thedatabasesaresmalland/orautonomy isnot crucial.But among autonomous databases,itwill

be extremelydifficultto developand practicallyenforcesuchcomprehensivestandards[Bre90].

lthas beensuggestedthatone couldstoretheidentifiersofallpossiblesynonyms ofa particularobject
in a table and use it ibr conflict resolution [Mar91]. This is an ideal solution, but for large databases, this

could be impractical since (1) this table could get very large and have to be duplicated, and, (2) referential
integrity rules have to be adjusted. Alternately, one could remane the entities in case of conflicts [BOT86].

The use of rules to resolve this problem has been suggested by Wang and Madnick in [WM89]. This
approach is similar to ours in the sense that the non-unique attributes are used to identify instar, ce. The
rule based approach introduces more semantics to the solution. However, this approach does not model

" the uncertaintyintheidentificationprocessinany way. Secondly,the rulebasesare nontrivialto create

and maintainand may be too specifictobe portableacrossdifferentapplications.Further,rulesrequirea
detailedsemanticknowledgeof theunderlyingdatabases,which may not be available.

• A qualitative probabilistic approach to this problem has been suggested in [Pu91], This approach requires
creation of a table of all possible values of an attribute (e.g., different spellings of names) to identify instances.
Thus, this approach is somewhat similar to the one suggested in [Margl] except, for the use of probabilities.

Maybe tuples were used as qualitative measures of uncertainty while processing queries over incompatible
domains [DeM89]. However, if there were any inconsistencies among the common attributes, the tuples were
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considered inconsistent and subsequently ignored, An information theoretic approach to model imprecise
information in databases can be found in [Mor90]. Retrieval of multimedia documents using imprecise query
specification is discussed in [RSg0].

4 THE PROPOSED MODEL- A QUALITATIVE INTRODUCTION

In this paper, we present a probabilistic model for resolving the data heterogeneity problem. It has certain
advantages over conve:ltional data manipulation methods as explained later. The model allows matching
of records across databases when the identifying attributes (e.g., the keys) are structurally or semantically
incompatible. We assume that the steps preceding the application of our technique will identify attributes
in different databases which are compatible to each other.

In order to match entity instances in two relations 2, our model employs a special tactic. We compare
not only the identifying attributes as per the conventional methods, but ali attributes which describe the
entity instances and are common to the two relations s. This helps in the following way. Consider two tables
which have structurally or semantically incompatible keys. Matching entity instances in these two tables
could result in the following problems:

1. The two tables might use different identifiers to identify the same real world instance.

2. The tables might use the same identifier to identify different real world instances.

The conventional data manipulation operators will not be able to resolve either problem. In the first
case, a straight forward comparison of the keys (if such comparison is possible 4) will indicate that the entity
instances they identify are different, even if they are the same. In the second case, the conventional operators
will wrongly identify two different entities to be the same.

On the other hand, when ali common attributes are compared according to our model, the potential
for such errors is considerably reduced. In the first case, even if the keys are different, most of the other
common attributes would match if two records describe the same real world instance. In the second case, if
the two records sharing the same key refer to two different real world instances, the common attributes are
less likely to match. Thus, by considering ali common attributes, the probability of accurate identification
is significantly improved. The idea of using non-key attributes to help identify tuples has been mentioned in
literature [WM89, SG89].

There is some uncertainty associated with the identification of instances in this model from the possibility
of a wrong match. The uncertainty exists because it is difficult to determine ibr sure if two records identify
the same real world instance. A probabilistic approach is used in this paper to model the uncertainty. After
comparing a pair of records from two relations, a value, called the comparison value is assigned to the pair.
This value measures how well one record matches the other record in the pair 5. This value can also be used
to rank the records for presentation to the user.

The above concepts are utilized to develop the theory of the Entity Operators (in short, E-operators).
The significance of "Entity" i_ that we are interested in identifying the tuples that refer to the same entity
instances in different databases. The E-join operator is discussed in detail in the next section. Other data
manipulation operators are developed in the subsequent sections.

The advantages of this model over the existing approaches are:

• it reduces explicit user involvement in query evaluation and consequently reduces the response time

• it saves communication and storage cost_ by not having to store and access large amounts of data on
synonyms

• it provides a unified treatment of a number of semantic incompatibility issues, and

• it provides an estimate of the accuracy of matching by modeling the uncertainty in a natural way.

2 We assume th6t the relationa are from two different databases. Tlae propo$ed model can _ be applied to relations from
the same database.

3This is true for union, intersection and join operators. The _se of selection is slightly different and is discuaaed in Section 7.

4In some c._es of structural incompatibility, a direct comparison is not possible, e.g., type mismatch.
SThe meaning of compariJon value in the context of ,election ii explained hater.
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5 THE ENTITY JOIN

The Entity Join (in short, F_rjoin) can be used to join records across different databases. A pair of tuples
is selected, one each from the two relations being joined. (These relations could be from different databases.)
The join attribute of the two records as well as other useful attributes which are common between the two
relations are compared, if and when they are compatible. Depending on the number of matches between

• these attributes, a comparison value is assigned to the record pair. This value estimates the correctness in
joining the records in the pair.

Let r(R) and r(S) be the two relations to be joined, where, R and S denote the schemas for the two
relations respectively. Assume the join attribute to be aj, where aj E R, S. Let the tuples of r(R) be r_,
i - 1,..., K. Similarly, let the tuples of r(S) be denoted by si, i = 1,..., L.

Let A4 be a set containing the accurate result of joining r(R) and r(S) on aj. Then A4 can be expressed
as"

= r(R) MKS)
= r(R) x

such that ri[aj] =. sj[a_]

The symbol "=" is being used to indicate equivalence. Due to heterogeneity, the join attributes are often
incompatible although they may be equivalent, i.e., may refer to the same object in real life. The cross
product:

r(R) x r(S)= {(r,,sj): r, Er(R),s t er(S),Vi, j}

can now be expressed as the union of two disjoint, sets:

M = {(,,, s,). r,[aj]---s [aj]; e si e
and

U = {(r,, si)' r,[aj] _ s_.[aj]; r, e r(R), si e r(S)}

Our ultimate objective is to estimate .£4 and hence the result of the join. This would require resolution
of the data heterogeneity problems introduced in Section 4. These problems can now be mathematically
formulated as follows:

1. for a given i, j, ri[aj] # s/[aj] or ri[aj] incomparable with sj[a.r] but (r_, s,i) e _.

2. ri[aj] = s.c[aj] but (r_, s_) E//for a particular i, j pair.

It is important to identify the set of useful common attributes in the two relations R and S that can

be used to compute the Entity join. The identification of useful attributes depends on (1) whether the join
attribute(s) are keys in their respective tables, (2) the cardinality/informativeness of the attribute, and, (3)
the cost of including an additional attribute compared to the gain in accuracy. The influence of these factors
on the usefulness of an attribute is under further research.

Entity joins can be computed over a wider range of conditions than those of a conventional join. E.join
allows the join attributes to be structurally and semantically incompatible. Even when conventional join is
possible, E-join is recommended if the existence of recording errors or asynchronous updates is suspected.

It may be noted that when there are no attributes common between the .joining relations other than
the join attribute, the _join defaults to the conventional join. A conventional join is thus a trivial case of
the E-join. Unless specifically mentioned, ali future reference to the E-join would refer to the non-trivial case.

Example 1. A company wants to create a list of customere with good credit rating by joining itsb

CUSTOMER table with the CREDIT table obtained from the Credit Bureau. The tables have the following
schema:

CUSTOMER = {Customer Number, Last Name, First Name, Street Address, City, State, Zip, Total
Purchase Year to Date, Date last purchased}



CREDIT = {Social Security Number, Last Naane, First Name, Street Address, City, State, Zip, Credit
Rating).

Note that the identifiers used in the two tables are different (the identifiers are in bold type). We assume
that no inconsistencies exist among the common attributes and all of them can be meaningfully compared.
Thus, the useful common attributes are:

CUSTOMER N CREDIT - {Last Name, First Name, Street Address, City, State, Zip].

Consider a record from the CUSTOMER relation:

r = (_, Smith, John, 51st Street, New York, NY, 10006, _, _)

and the record of the same person from the CREDIT relation,

8 = (., Smith, Jorn, 51st Street, New York, NY, _.0006, .).

In these records only the common attributes are shown. The other attributes are irrelevant for the example.
A conventional join on last name-first name combination will not be able to match these two records as

the first name is misspelled as "Jorn" in s. A join on last name alone will not be very useful as record r will

get joined to ali CREDIT tuples which have "Smith" as the last name. So, we need to perform an E-join in
thiscase.(The exampleiscontinuedinsection8.) []

6 THE ENTITY UNION AND ENTITY INTERSECTION

In this section, two important relational database operators, the Entity Union and the Entity Intersection,
are introduced. The reason for treating these two operators together is that the result of an intersection of
two relations is a subset of their union. Thus, issues related to the union apply to the intersection as well.

The conventional union (or intersection) of two relations requires the two to be union compatible. Union
compatibility can defined as follows [Datg0]:

Definition 2 Union Compatibility. Two relations are union compatible if they are of the same degree, n,
and the lth attribute of each (i = 1, _, ..., n) share the same domain. Note that this does not mean _hat
they need to have the same name.

The union compatibility is imposed to guarantee the closure property, that is, to ensure that the result

of union (or intersection) is still a relation and not a heterogeneous collection of dissimilar tuples.
The result of a union of two relations is the set of tuples present in either or both the relations. Using

relational calculus, union can be defined as follows:

Let two relations be r(XZ) and s(XZ), where X is the key and Z the set of non-key attributes. The
result of a union of r(XZ) and s(XZ),

r u s = { t i ((*e ,-̂ ($u)(_es^ (.[x] = t[x])))
v(_e _^ (_u)(_e _^ (_[x] = ,[x])))
v(3., _)(_e _^ _e, ACt[X]= _[x] = _[x])A(vc)(c e z ^ (t[c]= _[c] = v[q))))}.

The intersection of the two relations results in the retrieval of those tuples which are present in both the
relations. In terms of relational calculus, this can be defined as

rna = {t I (0u, v)(u e r A v e s A (_[X] = u[X] = v[X]) A OC)(C e Z A (t[q = u[C] = v[q))))}.

The relations r and s are inconsistent if

(3_,_)(_e_A,,e s A(_[x]= _[x]),^(3c)(cezA(_[c]# _[c5))).

Thisisclearlya strictconditionforunionand intersection.In a heterogeneousenvironment,when the

two relationsarefrom two independentlymanaged databases,theyare verylikelyto be inconsistent(ac-

cordingto the abovedefinitionofinconsistency).This couldbe due tothe existenceofstructuraland/or



semantic incompatibility between their key and other common attributes. Thus, its clear that conventional
union (or intersection) may not be possible in such situations though such opelations may be crucial for
many applications.

Example 2. Consider two mailing list relations, r(R) and s(R) having the same schema, R = {Name,
Address, Total-purchase-year-to-date, Most-recent-activity}. Consider a tuple of r(R), ra = {John Smith,

" Sacramento, 465, 7/6/91}. The tuple corresponding to the same person in s(R), sl = {J. Smith, Sacramento,
325, 3/3/91}. The Total-purchase-year-to-date is different in the two tables because s(R) does not record the
latest purchase John made. Also, $(R) uses an abbreviated form of the name. (Note that John Smith and
,]. Smith are synonyms.) Ideally, an intersection of the two tables should identify John's record as present in
both tables. Unfortunately, the conventional intersection will not be able do so because of the mismatched
key and an inconsistentcommon attribute. D

In order to union and intersect tables across different databases, the Entity Union and Entity Intersection
are defined. These are abbreviated to E-Union and E-Intersection respectively. These operators allow the
attributes of the common tuples to be incompatible across the two relations. To compute the union (or
intersection), the key attributes are compared. In addition, the values of the other common attributes are
compared as weil. lt should be noted that all attributes common to the two relations belong i,o the useful
intersection of R and S, unless there is some incompatibility between them.

Let .A4 be a set containing the accurate result of intersection of r(XZ) and s(XZ). Then, .A4 can be
expressed as:

={t: t[x]=r,[x]-
As before, the symbol "_=" is used to mean equivalence. Our objective is to estimate ft4, the result of the

intersection. This may not be easy due to data heterogeneity, msthe keys may not be identical although they
may be equivalent, i.e., they may refer to the same entity in real life. Synonyms can cause ri[X] _ si[X] for a
given i, j, though the corresponding tuples may belong to A4. Similarly, homonyms can lead to ri [X] = st [X],
when the tuples do not belong to .A4.

In order to estimate .A4, pairs of records are selected, taking one from each of the two tables being unioned
(or intersected). Depending on the number of matches among the common attributes, a comparison value

is assigned to the pair. This value plays the key role in determining if a record belongs to .A4. The result
of intersection contains only the tuples that are present in both the relations. So if the comparison value is
high, it is indicative of the fact that the tuple exits in both the relations and should be included in A4, the
result of intersection. If, on the other hand, this value is low or zero, then the tuples being paired actually
refer to different entities. For such tuples, no corresponding tuples exist in the other relation. Such tuples

are to be ignored during intersection; and included in/4 as distinct tuples during a union. The result of
E-union is then the union of/g and .A4.

Thus E-union and E-intersection allow union and intersection to be computed over broader ranges of
situations. Even if the same entity has been identified differently in different databases or if some of the
common attributes of common tuples are inconsistent due asynchronous updates, the E-operators will be
able to identify them correctly to a large extent.

7 THE ENTITY SELECTION

In this section, the problem of selection in a heterogeneous environment is analyzed. Using the notation
of relational calculus, conventional selection can be defined as follows:

• Let r(XC) be a relation, where X is the key and C, a single attribute. Then, the result of selecting
tuples for which attribute C = z is

• ,,x =,,.(xc) ={t e ^ (t[x] =

This,again,isa strictconditionforselection.The constraintt[C]= z,assumesthattheuserknows ex-
actlywhat (s)heislookingfor.Inaheterogeneousenvironment,theusersoftenhaveonlypartialinformation,

particularlywhen theyarequeryingotherdatabases.Thiscouldbe due tothegeneralunfamiliaritywitha

foreigndatabase,or thepresenceofsynonyms,homonyms, unfamiliarformats,codesand structures.Also,



_adependently managed databases can get asynchronously updated _,t any time, making even the duplicated
tuples inconshstent. In such situations, strictly conventional selection may not be adequate to capture the
necessary data.

In order to retrieve records from different database.J, Entity Select, which we shall abbreviate to E-select,
has been defined. Let A4 be a set containing the accurate result of selection. Then, A4 can be mathematically
expressed as:

= = ,,(xc) = {tI t e, ^ Ct[X]-
Our objective is to estimate J_4, the result of the selection. We define two types of selection conditions:

primary and secondary. The constraints like t[X] = z are caJJed the primary conditions. The users are most
interested in the tuples that satisfy th_ primary conditions. However, due to heterogeneity, none of the tuples
may satisfy the primary conditions, hi such situations, it is often worthwhile to consider the records which
cagisfy the secondary conditions. The secondary conditions are the additional filter conditions obtained from
the user, which are expected to be true for most of the tuples selected by the prima_y conditions. For a
primary condition X = ;_ and a secondary condition C - z, one rn_y compute 2_4 as:

=, ^c =,r(xc) = (t l t e , ^ ((tiC] = z ^t[x] = z)
v (tic] = ^ # z)
v ([63 # ^ t[x] =

The F.,-select assumes a wider selection condition than its corresponding conventional counterpart. It will
always retrieve the tuples _,hich match the primary criteria. In addition, it also retrieves the tuples which
satisfy the secondary conditions. The result of an E-select is thus a superset of the result of a conventional

select. The power of the E-select comes from the fact that it provides a lot more flexibility and selectivity
to a query.

A compariaor,, value, is assigned to each selected t,uple depending on the number of selection conditions
it satisfies. This v_lue indicates the axcuracy of selection, that is, to what extent the selected tuple satisfies
the selection criterion. If this value is high, it means the corresponding tuple satisfies a large number of
conditions. A low value indicates otherwise.. Of course, for the E-select to be useful and non trivial, there
must be at least one selection condition. Otherwise, E-_lect wall default to a conventional one. This is

because, if there are no conditions, the issue of satisfying the selection criteria does not: sxise. The section is
concluded with _ interesting application of E-select.

Example 3, Consider the problem of key word searching in a library, where the objective is to retrieve
the documents which contain ali the specified keywords. If this is posed as a conjunctive query, often no
records are retrieved. This is because, there may not be any record in the database which contains ali the
keywords, or, the documents might be using synonyms of t.he requested keywords. Clearly, posing the query
as a disjunctive one is not preferable, as far too man.,,' records may be retrieved. An F.,-selection is very useful
ia this situation. The important keywords may be requested in the primary conditions. Other preferred
keywords may be requested in the secondary conditions. Even if there may not be any document which
contains aJl the keywords, E-select will retrieve the documents which contains some of them.. Further, the
documents may be ordered by their selection value, so that the documents which best satisfy the selection
criteria occur at, the top of the output file. ,D

8 COMPARISON VALUE ESTIMATION

In this section, a probabilistic framework t_ estimate the comparison value is presented. Since the
treatment of union, intersection and join is slight}y different from that of selection, these are discussed as
separate cases.

o

8.1 Union, Intersection and Join

The resultofcomDarimzthecommon attributesofa pairoftuolesisstoredas thecomparisonvMue for

thepair.A simplequalitativee_tinmteofthecomparisonvaluecan be obtainedinthe Ibllowingway.Ifali

I0



thecommon attributcsmatch duringthecomputationofE-joinor E-union/E-intersection,the comparison

valueisperfect.Ifon theotherhand,thereaxeany inconsistenciesamong thecommon attributes,the value

probable.
" However,thereareapplicationswhichrequirea more preciseestimationof thecomparisonvalue.We

describea fra_n_eworkfora probabilisticestimationofthecomparisonvalueintheremainderofthesection.

Assume thata E-joinorE-union/E-intersectionneedsto beperformedon two relations,r(R) and r(S).
, Let theusefulattributescommon betweenR and S be {a#,j = I,...,n) .C_{R N S). Let t = (rb,nj'):

r_ E r(R), s# E r(S). Let us define a vector, called the comparison rector, as "r(t) = {Tx(t), 72(t), ...,
7n(t)), where tne number of components of _(t) is equal to the number of common attributes between R
and S [FS69, Tep68]. (We denote vectors in bold type.) The result of comparison of the two tuples ri and
ej is stored in this vector.

The "r(t) function can be defined in various ways. Since each component refer to a specific common
attribute, different weights can be attached to it based on the informativeness of the attribute. Similarly,

"tj (t) can be made to take on continuous values over a range depending on how close the values of aj are in
the two records. For the time, let us assume a binary vector which a_signs equal weights to all the useful
common attributes. Thus for union, intersection and join,

"ra(ri,sk)= I ifri[al]=sk[al]

-- 0 otherwise

"r2(r,,,k)= I ifv_[a2]= ek[a2]
= 0 otherwise

"r,(ri,sk) = .! ifvi[a,]=8klan]

- 0 otherwise

8.2 Selection

Duringselection,a comparisonvalueisassignedtoeach tupledependingon theselectioncondition(s)
itsatisfies.If_atuplefullysatisfi¢_theselectionconditions,the selectionvalueisperfect,otherwise,itis

probable.A preciseway toestimatethecomparisonvalueisgivenbelow.

Assume E-selectionneeds to be performedon relationv(R). Let the comparisonvectorbe definedas

beforeexceptthe number ofcomponentsof-r(t)now equalsthenumber ofconditionsintheselectionquery.

Let therebe n such conditions.The resultof checkinga tuplevi E v(R),againstthe selectionquery is
storedin thecomparisonvector,"y(ri)which isusedtoestimatehow wellthetuplerisatisfytheselection
condi¢ions.Thus,we have,

71(vi) = I ifcondition1isatisfied

- 0 otherwise

"r2(ri)= I ifcondition2 issatisfied

= 0 otherwise

%(r_) = I ifconditionn issatisfied

= 0 otberwise

t

8.3 DefinitionofTupleProbability

The comparisonfunctionservestopartitionthetuplesintociasses.Two tuplesbelongtothesame class

• iftheircomparisonfunctionsaxeidentical.For example,(tl)belongsto thesame classas (t_)if"r(tl)=
-r(t2).The setofallpossiblerealizationsof"rconstitutesthecomparisonspace,r.

The comparisonvMue can now be definedasa functionofthisvector,thatis,CV(t) = f[_(t)].The users

might want to definefunctionsof theirchoice.We presentherea probabilisticmodel to estimateCV(t).

brucethecompaxmon valuesaxeprobabli|tiesinour mode|,we denotethem a_tupleprobabil_ties,Plupte(t).

11



Definition 3 Teple Probability. GiT_en the results of checking the tuple against fhe query conditions, the
r_ndifional probability that the tuple belongs to A4, the result of the query. Formally,

p,uple([) = Pr { t ¢ M [ _,(t) }.

We say that t E A4 with certainty, when we have a 'perfect match', i.e., the comparison vector is a unit
vector. Mathematically,

Pr { tem I(t) = x } = 1.

Similarly, we say that t _. Ad with certainty, when we have a 'perfect mismatch', i.e., the comparison
vector is zero. Formally,

Pr{ t6., =o } =0.

In order to estimate P_.ple(t), we use the Bayes' Theorem. i

P,,,1,t,(t)= Pr{t 6..A4 I'Y(t)}

Prtr 6. A4, _,(t)]

Pr['T(_)]

Pr[_,(_) lt 6 At]. Prtr 6. .M]

-- Pr[-fCt)]

Thus, to evaluate the tuple probability, we need to estimate the two unconditional probabilities Pr{-j'(t)}
and Pr{t 6. A4} and a conditional one, Pr{-y(t) I t 6. .A4}.

Example 1. (Continued from Section 5.) Comparison of the two records, r and s, results in the following
comparison vector, having six components, one for each field in common:

,) = [I,o, I, I, I, I].

There is a zero in the second position as the first name in the two records do not match. Using this
information, one can now estimate the comparison value:

CV(r,s) = p,_rte(r,s)

= Pr{(r,s) 6.A4 [ "7(r, s) = [1, 0,1,1,1, I]}

This calculation however is beyond the scope of the current paper. Qualitatively, it can be said that the
probability will be high as five of six attributes match, implying that r and s most likely refer to the same
individaal. The conventional approach could not have made the inference with the same level of confidence
as theprobabilisticone. ra

9 THE THRESHOLD PROBABILITY AND DECISION RULE

A highvalueof pa,_,_e(t)means thata largenumber of common attributesare consistent,in caseof

union,intersectionorjoin,or thetuplehassatisfieda largernumber ofselectionconditions.A low Ptupl,(_,)
indicatesotherwise.The tupleshavingahighvalueofpr,rrcshouldbeincludedintheResul$setand therest

shouldbe excluded.This requiressettinga cutoffvalue,Pth,suchthatalltupleshavingtupleprobabilities
greaterthan thisvalueareconsideredgood enoughtobe includedintheResult.A correctcutoffvaluecan

significantlyimprovetheselectivityofa query,therebyenhancingthepower oftheE-operators.

Noticethatthereisa differencebetween the setsA4 and Result. The setA4 isa hypotheticalset
thatcontainsthemost accurateanswerto s query.The setResult,isan estimateofA4. ltmay be that

Result = .,%4,but due to the probabilistic nature of the problem, Result might also (erroneously) contain
some tuples whose key attributes are not equivalent. This issue is discussed in detail in Section 10.

There are several ways to set a cutoff probability. The users could be requested to provide the threshold
value and a decision rule to go with it. For instance, the user could set the threshold at 0.5. A simple

instance of rule to go with the threshold could be: "Reject ali tuples with PtupSe less than the threshold".

12



An alternate way to calculate the threshold value using cost data is given below [MS86]. According to
this decision rule, the topics with ptuple(t) = 1 are to be included in the Result, whereas if pt_p:e(t) = O,
the tuples are to be excluded. However, if 0 < pfupl,(t) < 1, then further analysis is required. The decision
regarding these tuples sre subject to two types of errors.

Type - I. A type.! error (or an omission) occurs when t _ M but t ¢ Result. That is, a tuple that should
have been a part of the Result has been accidentally left out.

Type., H, A t_pe-II error (or false alarm) occurs when t ¢ M but t £ Result. This means, an incorrect
tuple has been included in the Result.

Tuples are retrieved in responses to queries. There are costs associated with the inclusion of incorrect
tuples and the exclusion of a relevant ones.

Let Cn be the cost of including a wrongly matched tup]e in the Result. This includes the cost of searching
the database, storing of any intermediate and final results as wel[ a_ any loss the user might incur from using
this result. This loss is incurred every time a type - II error is committed. Similarly, let the cost of omitting
a relevant tuple from the Result be Co. This is the cost of making a type - I error. Notice that these costs
depend on the particulars of the computer, the storage device and also on the possible use of the result of
the join,

Thus, the expected cost of including a non relevant tuple in the Result is given by Ca x (1 - p,,_:e).
Similarly, the expected cost of omitting a relevant tuple from the Result is Co x p, upte.

Then pfh is defined as the probability that minimizes the sum of these costs. This give_:

Cn
P'"= (CR+ Co)

This is intuitive because, a higher cost of retrieval, Cn, results in a higher threshold and fewer tuples get
included in the Kesult. As a result, the number of type - II errors is decreased.

A decision rule d('r) can be now defined as a mapping from F, the comparison space, to an action space
{A_, Au } where,

Am = include the tuple in the Result set

Au = do not include the tuple in the Result set

Using the threshold probability obtained above, the optimal decision rule is defined as:

Au if 0 _< P, uple(t) < p_h
d['t(t)] = Am or Au if p,,_l,(t) = p,h

Am if P,h < P, uple(_) < 1

10 AN ALGORITHM TO ESTIMATE TUPLE PROBABILITIES

The tuple probabilities can be computed most accurately if one has the knowledge of the set A4 and the
distributions Pr{_/(t)} and Pr{t 6 .g4} and Pr{-r(t) [ t 6 A4). Typically, however, these would be some
general distributions whose properties may not be available. An iterative algorithm is provided below which
will enable us to estimate the probabilities in such situations.

Notice that the expression of tuple probability is recursive. Tuple probabilities are needed to estimate
.M, but the calculation of the tuple probability assumes the existence of A4. The set Result, which was
introduced in the previous section, is therefore used as the estimate of .,%4. It is important to realize that

• the contents of the Result ma3, vary over time. A tuple that was included in the Result because of its

common attributes being consistent has to remain consistent to be included in it in future; a tuple that was
prev/ously excluded due to inconsistent common attributes may find a place in Result when the attributes

" become consistent. Given the probabilistic nature of the problem, this is intuitively desirable.

In the absence of A_, Result is utilized. Replacing .g4 by Result, an estimate of P,u_e is obtained as
follows:
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Pr[t_ Result, '_(t)]
- Pr[-y(t)]

Pr['dt) I t e Result]. Pr[t E Result]

- Pr[-_(t)J

Note thatthe denominator,thatis,thedistributionfunctionofthecomparisonvectorisindependentof

whether Result or .44 is used. Actually, to begin with, the set Result is also unknown and the purpose of
the query is to find it. So, the algorithm starts with an initial estimate of Result, say, R (°). This estimate
can be one of the following:

1. A stored copy of the Result from the last computation of the query

2. The outcome of a conventional query

3. Provided by the user

In addition, one needs the distribution function of the comparison vector. Again, the user might provide
the information or the system could be made to estimate it. Since the ultimate objective is to free the user
as much as possible, it is assumed that the system would maintain the necessary statistics. Option (1) or
(2) is assumed to be the initial estimate of Result.

The following describes the working of the algorithm. First calculate "_(t) for ali t. Using them, update
Pr{-y(t)}. Next, using the initial estimate of Result, R (°), calculate the expressions Pr{_,(t) I t E R (°)} and
Pr{t E R(°)}. This enables one to calculate p, uple(t) for all t and using the threshold probability and the
decision rule, a new version of the Result set, R (I) is obtained. Replacing R (°) by R {1), the above steps are
repeated till there are no changes across two iterations. The algorithm is given below in pseudocode.

Step 1. i := 0

Step 2. Obtain "_(_) for ali t.

Step 3. Update Pr{')'(t)}.

Step 4. Use R (_) to obtain Pr{'7(t) Jt E R (0} and Pr{_ E R(i)}.

Step 5. Calculate PtuvJe(t) V t.

Step 6. Using d(-y) obtain the new Result set.

Step 7. If Result _ R (i)

Theni :=i+l

R (i) := Result

Go to Step 4

Else Stop

II CONCLUSIONS

The heterogeneous environment will be a prevalent data processing environment for the next decade.
Resolution of data heterogeneity problem is central to information retrieval in such an environment. This
paper considers the problem of inter-databa.se information retrieval in a heterogeneous setting. The problem
arises due to the presence of heterogeneity among data caused mainly by the users who name entities
independent of each other in different databases.

In this paper, we proposed broader definitions for data manipulation operators. We discussed the E-join,
E-union and E-intersection which allows information retrieval across mismatched, incompatible domains.
The E-selection allows the retrieval of tuples which partially satisfy the selection conditions. A probabilistic
model was presented for estimating the accuracy of the operators in a heterogeneous environment.

We are looking at the following areas for further research:

• Extending the models to cover other source_ of data heterogeneity. The extended models will take
into account the characteristics of the attributes, vtz., their specificity, frequency of updates, number
of duplicate copies and correlation with each other.



• Extending the results of this paper to optimize more complicated queries, like combinations of selection
and join.

• Device query computation algorithms using graph theoretic results like bipartite graph matching and
its variants.

• Perform coot analysis for the proposed algorithms.

• Conduct performance analysis of the algorithms, and implement selective ones, if possible.
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