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Department of Physics 
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Thermal vacancy concentrations in crystals of 3He- 4He mixtures 

have been determined from accurate measurements of. the ·temperature de-

pendence of the x-ray lattice parameter. A new x-ray diffractometer-posi-

tion sensitive detector system is used to make measurements of the absolute 

lattice parameter of the helium crystals with an accuracy of 300.pptn, and 

measurements of changes in lattice parameter to better than 60 ppm. The 

phase separation of the concentrated 3He- 4He mixtures has been studied in 

detail with the x-ray measurements. 

Vacancy concentrations.in crystals with 99%, 51%, 28%, ·12%, and 0% 

3He have been determined. The vacancy data in the nearly pure 3He crystals 

confirm prev:j.ous x-ray results from pure 3:He. The first direct measurements 

of vacancies in pure hcp 4He are reported, along with study of vacancies 

in bee 4He. The vacancy concentrations in the 51% and 28% 3He mixed crystals 

are found to be as large as 5%. Progress is made toward characterization. 

of the detailed temperature dependence of the vacancy concentration in all 

the crystals· •.. · The low temperature x-ray ·molar volumes of the crystals are 

determined to better than 0.1%. Vacancy volumes of formation are inferred 

by several methods. 

Phase separation has been studied in mixed crystals with concentra-

tions of 5i%; 28%, and 12% ::lHe and melting pressures het~een 3.0 and 6.1 MPa. 
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The phase separation temperatures determined in this work are in general 

agreement with previous work. The pressure dependence of T , the phase 
c 

. . 
separation temperature for a 50% mixture, is found to be linear: dT /dP 

.c 

-34.mdeg/MPa. The x-ray.measurements are used to make several comments 

on the low temperature phase diagram of the helium mixtures·. 
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I. INTRODUCTION 

Solid helium is a remarkable subject for study from both theoretical 

and experimental viewpoints. The basis of this interest is that the quantum-

mechanical zero-point energy (ZPE) of solid helium is comparable to its 

potential energy.l/ .The ZPE is large due to the small masses of 3He and 

4He and the weakness of the attractive part of the van der Waals interaction 

between the atoms. 2/ 
Solid helium is called a quantum crystal- because for 

it the harmonic approximation, which· is the basis of the usual theories 

of lattice dynamics, breaks down, forcing a quantum-mechanical treatment of 

the system. 

One manifestation of the large ZPE in helium is that the root-mean-

k: . 
square deviation (<u2> 2

) of an atom from its lattice site is large: in 3He 

it can be as large as 1/3 of the near neighbor distance R.l:/ The large ex-

. 3/ . 
cursion of the atom from its lattice site has three results:- (1) neighbor-

ing atoms are encountered at distances on the. order of their hard core radii, 
.. . 1 

(2) the "small" parameter of classical lattice dynamics, <u 2 >·'2/R, is not 

:small, and (3) neighboring atoms tunnel.and exchange lattice sites. Theories 

of solid helium are .therefore forced to acknowledge the non-localized de-

·scription applicable to the a~oms on their lattice sites by describing t~e 

. h f . h" h 11 k b G.:.. . h 2/ atoms w1t wave .unct1ons, w ~c are usua y ta en to e auss1an 1n s ape.-

This description allows easy visualization of the tunneling and exchange 

between the atoms. They are seen simply as due to the overlap of the atomic 

wave functions; 
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The low temperature phase diagrams of 3He and 4He illustrate both 

the importance of the ZPE and the wealth of interesting features present 

in this quantum solid. The pressure-temperature (P-T) phase diagrams for 

both pure 3H~/ and pure 4H~/ are shown in Fig. 1. Among the obvious 

points of interest in this figure are: (1) both 3He.and 4He are liquid all. 

the way to zero temperature at low press~res, (2) 3He requires a pressure 

of 2.9 MPa before it solidifies,. while 4He solidifies at 2.5 MPa, (3) both 

3He and 4He melting curves have minimums, although that of 3He is much more 

pronounced, (4) the bee phase exists from 2.9 MPa to about 10.5 MPa in 3He, 

while it is only a small (at most 50 mdeg wide) sliver. along the melting 

.line in 4He,. and (5) liquid 4He becomes superfl~.lid He II at about 2 K. Not 

9/ . 
shown are the superfluid 3He phases whi~h occur at about 2 mK,- the mag-

netically ordered phase in solid 3He (at ~1.1 mK on the melting linelQ1), 

and the fcc phases of both 3He and 4He which occur at ~100 MPa and 15 K. 

This wide variety of different phenomena at low temperatures ih helium is 

ample reason for interest in helium. 

The bee phase of 3He has been the focus of much interest in recent 

. 3/ . 11/ 
years (see reviews of nuclear ·magnetic resonance (NMR)- and thermodynaml.c-

experiments).· The bee phase is the least dense, shows the largest effects 

·due to atomic delocalization, and has the largest ZPE of the solid phases 

of helium. D~~ferences between a quantum solid and classical solids are . 
. ,• 

evident in many properties. The heat capacity of 3He, for example, has many 

contributions other than the Debye T3 behavior normally expected in an in-

sulating 1. d ll/ so ]. .- Among these are a nuclear exchange contribution at low 

temperatures and the hi&h temperature anomaly due to vacancies. 
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Figure 1. P-T phase diagrams of pure 3He and pure 4He. The 

pressure.:..temperature phase diagrams of both 3He and 

4 He a·re plotted. The dashed lines are 3He phase 

boundaries, while the solid lines are those of 4He. 

Also shown is the superfluid A line in 4He. These 

curves are compiled from the data in references 4-8. 

• 
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Vacancies have been studied in bee 3He with heat capacity tech-

. 12-17/ 
niques by many workers. Their meas~rements are sensitive to the 

model of the normal lattice heat capacity which is used, because the lat-

tice properties of hypothetically perfect quantum solids are not in general 

known with high accuracy. Vacancies in bee (and hcp) 3He have also been 

studied with NMR experiments. The diffusion data of ReicJ&I and the T1 

f S 11 . D . 11 d L d 19 I . . . . measurements o u l.van, ev1. e, an an esman- g1.ve act1.vat1.on energ1.es 

for vacancy motion that are in general ag~eement with the activation energies 

obtained in the heat capacity work. Finally, the ~-ray measurements of 

Heald201 have directly determined the vacancy formation energy in both bee 

and hcp 3He. Heald has found that the concentration of vacancies at melt-

ing in bee 3He is about Sxlo-3, approximately il!depende'nt of the molar vol-

ume of the sample. The x-ray formation energies are in qualitative agree-

ment with the other determinations in the .bee phase. 

The microscopic nature of a vacancy in a quantum solid is an inter-

esting subje.ct for discussion. As mentioned above; there is t:unneling and 

exchange of the atoms in the solid. Thus the vacancies also tunnel through 

the crystal, since a helium atom situated next to a vacancy has a finite 

probability of tunneling into the vacancy. Thi~ rapid tunneling results 

in the vacaricy· having a wave-like character. This excitation, called a 

d 1 1 . d 1 1' d 211 . 221 . f h e oca 1.ze or non oca 1.ze - vacancy or a vacancy wave,·-: - l.S one o t e 

interesting ~anifestat:ions of quantum mechanics which is present in helium. 

The delocalization of the vacancy should cause the vacancy formation 

energy to widen into a band, in a manner analogous to that of conduction 

electrons in a solid. Imagine a vacancy and a helium atom which are placed 

in a lattice, and given an interaction strength t. The energy of the two 
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possible vacancy states (the vacancy on either of the two lattice sites) 

is split by the interaction, so that the vacancy energy <P = e becomes <P = e ± t. 

Allowing the vacancy to have z near neighbors would result in <P = e ± zt. 

This. result for the width of the vacancy band is essentially the same as 

h f d '1 d 1 1. . 211 d '11 h f . t at rom a more eta1 e ca cu at1on,-- an 1 ustrates t e ormat1on 

of the band. 

12-20{ . All the previous vacancy measurements have been 1nterpreted 

in terms of the .usuai localized vacancies. Attempts have been made to use 

delocalized vacancies to explain deviations from normal vacancy .behavior in 

. 13/ . 20/ 
heat capac1ty-- and x-ray-- measurements, but have not been successful. 

. . 13/ 20/ 
The vacancy formation energies obtained in heat capac1ty-- and x-ray--

work also appear to differ from each other, especially at high molar volumes. 

This disagreement is typical of the situation: it is believed that the prob-

lems are connected with delocalization, but they are not explained by the 

present theories. 21~ 241 

The original goal of this work was the st·udy of vacancies in bee 

4He. Solid 4He is somewhat simpler than 3He since there are no nuclear 

spins. Because of·the different spin states of the two isotopes, the de-

localized vacancies in th~ two solids are qualitatively different. In 4He, 

the·excitations are waves, with well-defined wave vectors, while at high 

temperatures in 3He, the vacancies move by diffusion since the random spins 

destroy the periodicity of .the lattice.~/ If. the delocalizad.on of vacan-

cies is important, then a qualitative difference ·in the nature of vacancies 

in 4He and 3He should yield more understanding of the whole situation. 

The present measurements of vacancy concentrations are made with 

x-ray diffraction using the well-known Simmons and Balluffi method, 251 in 



which the COncentration of vacancies X iS given.by 
v 

x = 3(~1/1 - ~a/a) 
.v 

(i-1) 

~1/1 is the change in mac~oscopic length of the crystal,· and ~a/a the 

change in lattice parameter, both with respect to some low temperature 

reference state in which there are few thermal vacancies present. For 

experiments which are done at essentially constant macroscopic volume 

7 

(such as the present one), ~1/1 is zero, and the vacar:tcY concentration is 

given directly by the change in lattice parameter. It is impossible, how-

ever, to study bee 4He directly using this technique: the bee phase does 

not exist in a large enoug.h temperature range to allow determinat.ion of 

the low temperature reference state necessary for the vacancy measurements. 

To overcome this difficulty, the present work in bee mixtures of 

3He and 4He was undertaken. A small amou~t of 3He added to pure 4He re-

sults in an enlarged bee phase in the solid. This enlargement is shown 

\ 
in Fig. 2, which dep;icts the low pressure phase diagram for a mixture with 

5% 3He (x 3:0.05). These sound velocity data of Vignos and Fairbank261 show 

that even with x3=0.0S, the bee phase is already much larger than in pure 

4He. Through the study ot"" vacancies in 3He- 4He mixtures, it is hoped that 

the behavior of vacancies in pure 4 He can··. be ascertained.· Further interest 

in study of vacancies in helium mixtures is due to the NMR measurements 

made by Miyoshi, Cotts, Greenberg and Richardson.IL/ They found vacancy 

activation energies in a 32% mixture (x3=P.321) that correspond to a vaGancy 

concentration of ~2% at the melting temperature. Further study of this re-

sult is clearly of interest. Finally, because the experimental apparatus 

... d. .d bl . h . f H ld 20/ has been 1mprovc · cons1. era .. y s1.nce t. e vacancy measurements o ea ,-
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Figure 2. Low Pressure P-.T phase diagram for x 3=0.05. The solid 

lines show the phase boundaries for a mixture with 5% 

3He (x3=0.0S). The dashed lines show the pure 4He · 

melting line, A line, and bcc-hcp transformation. AO.OS 

is the A transition for x=O.OS, and A is the A line for 
0 

pure 4He. Note the increase in size of the bee phase in 

the mixture compared to that of pure 4He. The melting 

curve minimum is also made more prominent by the addition 

of 3He to the 4He. 

.. 
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knowledge of vacancies in 3He, and particularly the effect of delocaliza-

tion on their behavior; can be improved. 

The study of solid helium mixtures also has two benefits unrelated 

to vacancy knowledge. The state of knowledge of the bcc-hcp transformation 

in mixtures as a function of 3He concentration (x 3) and pressure (P) is not. 

satisfactory. The P-T phas.e diagrams published by Vignos and Fairbank, 261 

Miyoshi, et al.,lr/ Berman and. Rogers, 281 and Grigor'ev, Esel'son, and 

Mikhee~/ do n~t seem to be-self-consistent with respect to the bcc-hcp 

transformation. The consistency of the various melting curve determina­

. 26 27 29-33/ t1on ' ' . seems somewhat· better. The present experiment is the 

first to study mixtures with x~ray diffraction. The present work may 

be able to shed some light on the discrepancies in the phase diagrams men-

tioned above. 

One important feature of the mixture phase diagram that is studied 

in great detail in this work is phase separation. Phase separation of 

1 . 'd 3H 4H · t 1.'s well known.~/ 1qu1 e- e m1x ures Separation of the solid mixture 

into 3He-rich.and 4He-r~ch components on cooling below the phase separation 

temperature (T ) was first seen by Edwards·, McWilliams, a~d Daunt151 in 
ps 

1962. 
35/ . 

A more. complete study by the same authors later in ·1962- found. 

. . 36-39/ 
that T =0.38 K for x3=0.S and P=3.63 MPa. Later exper1.mental and ps 

. h . ! 401 . k h f. d h . f h . . . . h t eoret1.ca -. wor as con 1rme t e ex1.stence o p ase separat1.on 1n t e 

solid. 

Phase separation is interesting in helium because the atomic tunnel-

ing and exchange that are present in solid helium allow the macroscopic s.ep...,. 

aration into two components to proceed <;m a reasonabie time scale. The 

present investigation is very useful, because. it (1) makes the first 
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microscopic measurements of phase separation in concentrated mixtures, 

(2) makes these ·measurements over a much larger pressure range than any 

previous studies., (3) allows accurate determination of the phase separation 

temperature T ; and (4) makes inference of the low temperature phase dia-ps . . . . 

gram possible. Phase separation data are also useful because thermodynamic 

information about the mixture in general can be obtained from the behavior 

of the solid at phase separation. 
. . . 

The final reason for the present work is that x-ray absol~te lattice 

parameters may now be measured with the present x-ray diffractometer with 

an accuracy of about 300 ppm. This equipment, in· conjtinction·with the 

3He- 4H.e dilution refrigerator used in this work, makes absolute lattice 

parameter measurements possible at temperatures of 0.05 K. This capability 

is of much use in understanding vacancies in helium, and in the study of.· 

phase separation. 
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II. THEORY 

The fact that the substance studied in this work is a mixture of 

two isotopes is perhaps the dominant factor in the results which are pre~ 

sented in later chapters. A brief summary of ther~odynamic results which 

are relevant to the present study is therefore given here. The mixture 

thermodynamics then naturally leads to two important points: an explanation 

of the phase separation which occurs in solid helium ~ixtures, and a dis-

cuss ion of ·the interesting low ·temperature. phase di~gram of 3He-.4He mix.tures. 

The last half of this chapter is devoted to the study of vacancies. 

A general review of the relevant thermodynamic relations is given for the 

normal case of non-interacting monovacancies in a homogeneous host crystal. 
. . . 

Vacancy contributions to the me·asured properties of the crystal, such as 

.. -~ ' 
heat capacity and thermal expansion, are a useful result of this discussion. 

The section is concluded with short discussions of various complications to 

the non~interacting monovacancy picture. Included are multiple vacancy 

aggregates, soiute-vacancy binding in the mixtures, and deiocalization of 

vacancies. 

A. Mixture Thermodynamics 

1. Regular Solution Theory 

A generai review of.the thermodynamics of regular solutions is 

given below. Solid helium mixtures turn out to be nearly regular solutions, 

although for reasons far different than the usual explanation of regular 
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behavior of a solid.40/ In the discussion that fol~ows, the Helmholtz 

free energy F is used because most solid helium experiments are done at 

essentially constant volume. The Gibbs free energy G will be referred to 

from time to time, in order to make·contact with usual thermodynamic treat-

ments. In this chapter, and.throughout the rest of this work, all energies 

.will be measured in degrees. Thus entropies are simply numbers. In general 

molar quantities are used. For clarity in this chapter, the 3He concentra~ 

tion x3 is sometimes called x. 

The free energy of mixing, fM, is defined as the change in free 

energy on mixing of two pure substances:. 

f(V,T,~) - xf(V,~,x=l) - (1-x)f(V,T,x=O) (II-1) 

There are similar expressions for other qu~ntities, such as the energy of 

mixing uM, the entropy of mixing sM, and the pressure of mixing pM. The 

·relationships between Gibbs and Helmholtz fr~e energies s.till hold, 411 such 

as 

M M M 
f = g - Pv (II-2) 

where gM is the Gibbs free energy of mixing, and vM is the volume of mixing 

given by 

M 
v = v - xv(x=l) - (1-x)v(x~O) (II-3) 

An important point is that the usual derivatives are also valid, for example 

M 
s 

M 
p 

. (II-4) 

(ii-5) 
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A discussion of the energy of mixing uM is useful at this point. 

Consider a helium crystal with Nx 3He atoms and N(l-x) 4He atoms, with a 

lattice coordination number z (z=S for the bee lattice).. In this case 

there are as nearest neighbors Nzx2/2 p~irs of 3He atoms, Nz(l-x)2/2 pairs 

of 4He atoms, and Nzx(l....:x) pairs of one.3He.and one 4He atom. If the energy 

of a nearest neighbor pair of atoms is defined to be eij' where i and j are 

either 3 or 4 depending on the isotopes of the atoms involved, then e .. =e ... 
1.] J 1. 

The molar total energy of the crystal due to interatomic interactions is 

h 42/ 
t en--

[ ( e33 + e44J~ 
f~e33 + (l-x)e44 + 2x(l-x) e34_ - 2 ~ 

Rewriting this equation in terms of the molar energy of mixing 

1 1 
noting that u(x=l) = 2 ze33 and u(x=O) = 2 ze44• we have 

uM u - u(x=l) - u(x=O) = zx(l-x) [e,, -
033 

: 

0

"
4

] 

: .- = x(l-x)w 

w is called the interaction energy. 

(Il-6) 

M 
u ' and 

(II-7). 

A solution is called ideal if w=o. 431 Therefore, for an ideal 

solution uM=O, so that 

T[xtn(x) + (1-x)tn(l-x)] (II-8) 

A more useful characterization is that of. a regular solution, which has 

sM=sM(idea1), but with w1-o. 441 The differences between ideal solution 

properties ~nd those of a regular solution (o~ in fact any solution) are 
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usually discussed in terms of.excess properties. For example, the excess 

free energy, fE, is defined as the deviation from the ideal free energy: 

(II-9) 

E In regular solutions, properties such as the excess energy u , excess volume 

E 
v ' d E 'd . 1 h . . 1 ( M M d an exc~ss pressure p are 1 ent1ca · to t e m1x1ng va ues u , v , an 

P
M) . M M M 

because we have u ' v ' and p equal to zero in. an ideal solution. Thus 

for a regular solution, 

· E M E 
f = u = u x(l-x)w 

. . E 
The sign of the interaction energy w (or equivalently the sign of u ) 

determines the behav.ior of the system at low temperatures. If w<O, then the 

atoms are more likely to be found next to the other isotope present. This 

. . 44/ 
results in ordering or clustering of unlike atoms at low temperatures.-- In 

. solid helium w>O, and so at low. temperatures where entropy ·effects are small, 

the free energy is lowered by minimizing the number of pairs of unlike atoms. 

This is the basic cause of the phenomenon of phase separation. 

2. Phase Separation. 

Before a detailed discussion of phase separation, a qualitative 

look at several different phase diagrams is useful. In Fig. 3 the relat~on-

ship between the free energy (F) versus x diagram and·the T-x phase diagram 

are schematically shown for a hypothetical material.at three different 

t~mpcratures. 

The simplest of the three diagrams is (b), which shows a single 

phase region. The mixture is in the solid a.i-phase ever)iwhere because at 

T=T 2 , the free energy Fcx. is everywhere smaller than FJiq Figure 3(a) 
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Figure 3. Phase Diagram Examples. Three sample T-x phase diagrams, 

and their associated free energy F versus x d·iagrams. (a) 

shows the liquidus-solidus region of the phase diagrams. 

At temperature T=T 1 , the concentration of the liquid present 

is x1 . =xB, while x l'd=xA. (b) shows the single phase re~ 
lq . so 1 

gion with T=T 2 • The free energy F of the solid a.-phase is 
Ct. 

everywhere lower than F
1

. 
lq 

(c) shows the solid phase separ-

ation at T=T3. Solid in the a.-phase atx=xE .can lower its 

total free·energy by separating into two ·components which 

have x=xc and x=~· The "hump" in F between xc and XD is due 

to the fE x(l-x)w term in F, where w>O. If w<O then the 

"hump" in F is inverted, so that phase separation does not 

occur. XA and .xB, and xc and x0 
are determined by a line 

(dots in a and c) drawn tangent to the free ·energy minimums. 
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shows the situat.ion at a higher temperature T1 , where .. part of the mixture 

-is solid and part is liquid. The two minimums in the F-x picture mean that 

there is a mixed phase region. At this temperature, any solid in contact 

with the liquid has a concentration xA, while. the liquid has a concentration 

xB. The curves in the T-x picture on which the solid and liquid concentra­

tions (at this temperature T1 ) are found are called respectively the· solidus 

and the liquidus. As an example of the use of this T-x diagram, suppose one 
I 

has a liquid with concentration xB, which one cools in an attempt to grow a 

crystal. When the temperature reaches T1, solid would form. However, the 

solid would have concentration xA. On further cooling, the concentration 

of the "liquid present would follow the liquidus curve, and the concentration 

of the newly grown solid would follow the solidus curve, until the sample 

was fully solidified. This type of behavior is generally true in other kinds 

of mixed phase regions. 

Phase separation (sometimes -~alled a miscibility 44/) gap-- is shown 

in Fig. 3(c). As can be seen in the F-x diagram, F no . longer has a simple 
' 

shape. The solid solution is unstable between concentrations xC and xD. 

when xc;<x<~, the solution then separates into two parts, one with·x=xc; and 

the other with x=~· The two inflection points between xC and xD in the F-x 

diagram are cal~ed th~ spinodes. At concentrations between the spinodes, 

the mixture spontaneously decomposes; while outside ·the spinodes, the de-

. . . . 44/ 
composition must take place by nucleation and growth processes.-- A useful 

approach to the subject of composition fluctuations has been made by Cahn 

and Hilliard, 451 but this is clearly beyond the scope of this work. 

The temperature of critical mixing, T , is the highest temperature 
c . 

at which -~~~~e separation occurs. This is determined by finding the 
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t t t h. . h h . . . h f . fM b f 1 . 4 3 I empera ure a w 1c t e m1n1mum 1n t e ree energy ecomes at, 1.e.--

M/ af ax = o (II-11) 

and 

0 (ii-12) 

The calculation of T for a regular mixture is straightforward. 
c 

For a regular .solution we have 

M M· M [ . J 
f · = u - T s = x(l-x) w + T~~n(x) + (1-x)~n(l-x) (II-13) 

since uM is given by II-7 and sM by II-8. Substituting into Equation II-11 

yields 

This equation gives the phase separation temperature T as a function of 
ps 

concentration.· 

To obtain the relationship between T and w, Equation II-12 must 
c 

be employed. Substituting II-13 into II-12 gives 

1 
2w/T = x(l-x) (II-15) 

At the maximum of the T curve, x=l/2, II-15 gives T =w/2. Therefore, 
ps c 

the phase separation curve for a regular solution is given by Equation II-14, 

with w=2T , 
c 

(II-16) 

This equation describes a curve which is symmetric about x=0.5 and which 

reaches its peak temperature T at x=0.5. T is in general a function of 
c c 

volume (or equivalently, a function of pressure). 
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There are several quantities of experimental interest that can 

now be disc·u.ssed. The excess pressure due to phase separation has been 

. . 36/ 
measured by Panczyk, et al. - In regular solution theory, we have 

M E M 
p =p ·'where p is defined in Equation II-5.· Using II-9 and 

we find 

E 
p 

E 
p 

. E 
-(Clf /ClV) 

, T 

-x(l-x) (Clw/ClV)T = -i(~-x)Z(dTc/dV) 

(II-17) 

. (II-18) 

The excess pressure pE is therefore determined by the volume dependence 

of T (and hence w). The excess volume on phase separation can be de.ter­
c 

mined by performing the analogous calculation using the Gibbs excess free 
. . 40/ 

energy:-

E . E 
v = (Clg /ClP)T = x(l-x)2(dTc/dP) (II-19) 

Mullin401 has made a quantum mechanical calculation of phase sepa­

ration effects which is based on a generalization of the Nosanow theory~· 46 / 

of the pure phas~s of solid helium. His calculation finds 

E 
· v =- -c.x(l-x) (II-20) 

where c=0.4 cm::lfmoi. This result is especially important because it has 

been used in the determination of all helium mixture molar yolumes in all 

previous work.·. See also Equation IV-1. 

The other major result of Mullin's theoretical treatment is that 

a small deviation from regular solution behavior is found. In particular, 

gE(x,P) = x(l-x)[a(P) - b(P)x] (II-21) 

35/ 
At 3. 63 Mra (the pressure of the Edwards, et al.- measurements), a '\,l, 0 K, · 
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while b~O.l K. This non-regular behavior should cause the T -x curve to 
ps 

be unsymmetric, with the low x part of the curve at higher temperatures 

than predicted by II-16. The calculation also gives Tc~0.47 K, ~ompared 

35/ to the experimental result T =0.38 K of Edwards, et al.-- at 3.63 MPa. 
c ----

One final result is obtained by comparison of Equations II-19 and II-20. 

Mullin's theory thus predicts that dT /dP ~ -24 mdeg/MPa. 
c 

3. Phase Diagram of Solid Helium Mixtures 

Solid helium is an excellent material with which to study the 

richness of phase diagrams that are thermodynamically possible: many 

interesting features are present. As an example, one particular pressure 

has been chosen, and in this section the helium phase diagram at that 

pressure will be discussed in some detail. This discussion will serve two 

purposes: an introduction to the solid phases present in helium mixtures 

at l~w temperatures, and an example with which to demonstrate some rules 

for phase diag·ram construction. 

The Gibbs phase rule is the general rule which is used in the con­

struction of phase diagrams. It can be written as441 

f = r - cp ·f 2 ·(II-22) 

where.:f is the number of thermodynamic degrees of freedom, r is the number 

of components in the mixture, and cp is the number of phases. As an example, 

in a binary mixture (r=2), if there is a mixed phase region in which two 

phases are present (cj>=2), then f=2. This means that only two degrees of 

freedom can be varied while keeping the system in the same region of the 

phase diagram. For example, the pressure and temperature could be varied 

without changing the phase. A second example is three phases coexisting 



in a binary solution. The.phase rule then allows the variation of one 

variable. 42/ A univariant line on a T-x phase diagram is such a case.--

The univariants that are mentioned below are horizontal lines on a T-x 

diagram because the pressure and temperature are fixed, so that three 

phases can only coexist on the horizontal. univariant line. 
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The T:_x phase diagram for 3He- 4He mixtures at a· pressure of 3. 0 

Mp d . b T d d L 301 . h. . F. 4 1 . h h a, as rawn y e row an ee,-- 1s s own 1n 1g. ,. a ong .w1t. t .e· 

33 35 47-49/ measurements ' ' on which the diagram is based. This pressure 

was chosen because of the· many interesting features in the diagram, and 

because this is near the pressure at which some of the present work was 

done. The first important point to be made is that much of the diagram 

is uncertain, as there have been no appropriate measurements made along 

many of the phase boundaries. 

The pure 3He (x=l) and pure 4He (x=O) behavior in this diagram is 

easily related to that seen in Fig. 1. 4He is hcp from above 1. 7 K to 

zero temperature, with only a .small sliver of bee along the melting line. 

3He, on the other hand, is bee from melting down to its lower melting 

temperature (G). The liquidus (A) and solidus (B) are shown in Fig. 4, 

apparently separated by as muchas 0.2 d~g. The single data point on the 

solidus, that of Tedrow and Le~, 301 is discussed in Chapter V. Although 

the difference between the two curves need not be as large as is shown, 

the phase rule (Eq. II-22) shows that a difference exists, and that this 

difference goes to zero as the pure substances are approached by changing 

42/ the concentration. At some pressures, for example at 2.59 MPa,-- there 

is a maximum in the liquidus and solidus curves as a function ·of concen-

tration. At this· maximum, the liquidus and solidus curves meet aL an 
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Figure 4. Helium. phase diagram at 3.0 MPa. The T-x phase diagram· 

for helium below 1.8 Kat P=3.0 MPa is shown here as drawn 

. . 30/ 
by Tedrow _and. Lee.-- Several points of interest are noted: 

A, liquidus curve;· B, sol:idus curve; C, phase separation 

variant; F, 3He upper melting point; G, 3He lower melting 

point; H, 4He melting point; I, 4He bcc-hcp transition; J, 

mixed bcc~hcp region. The cross-hatching belqw the phase 

separation curve is a reminder that the sample never has a 

compositio~ x and temperature T which are inside this region. · . 
. The data points ·(and experimental methods) shown are: 0, 

T d d L . 30/ ( . ' · b '1' ) A e row an ee-- stra1n gauge or suscept1 1 1ty ; ~ , 

Vignos and Fairbank471 (sound velocity); [] , Le Pair, 

. 48/ 
~ al.-- (pressure); • 149/ ( . . . ) , Baum, . et ~-;- stra1n gauge ; 

• 35/ , Edwards, et al.--.. (heat capacity)_ (Tps); \J, 

Zinov'eva331 (visual observation). 
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azeotropic point, as they must to satisfy the.Gibbs~Konowalow rule. 501 An 

' azeotropic point is the only point at which a crystal can1 be grown that has 

the same concentration as the liq~id from which it is grown. 

At low concentrations, a mixed hc.p-bcc region exists. ·Again, al-

though this mixed reg"ion must exist, there is no condition on its width. 

The endpo.int is not determined either. Although the mixed phase must ter-

rninate at a.·horizontal line (univariant) when it meets the phase separation 

curve (C), this could occur at any place along the phase separation curve. 

The data point· at which it terminates in Fig. 4 is a heat capacity deter-

rnination of the phase separation temperature,. and has nothing to do with. 

the mixed phase. 

The phase separation region in Fig. 4 is shown cross-hatched to 

reinforce the idea that the mixture never has a composition and temperature 

which are underneath the curve (C). As a mixture is cooled from the bee 

phase, it separates into two components when it reaches the phase separa-

tion curve. Each component has the concentration given by the phase sepa~ 

ration curve at that particular temperature, as has been described in the 

.last section and Fig. 3. The phase separated region is split into three 

parts by the two univarian~ lines (D) and (E). The 4bcc- 4hcp- 3bcc uni-

variant (D): shows that at that particular temperature, all three. of these 

phases coexist. In this notation, 4bcc means that the 4He-rich component. 

is bee. At temperatures above this, both the 4He-rich and 3He-rich corn-

· ponents are only bee along th·e phase separation curve. The univariant (E) 

shows the coexistence of three phases also: 4hcp- 3bcc- 3liq. As is shown 

in the lower right corner of the diagram, the 3liq- 3bcc mixed phase must 

meet the phase separation curve (C) on the horizontal·univariant (E) to 
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satlsfy the Gibbs phase rule. The width of the flat (horizontal) part of 

·. the phase. sep·aration curve that results is not known. It should be re..: 

iterated that.the relationship of the two univariants (D) and (E) is not 

fixed by ~xperiment. None of the measure)llents·at those temperatures have 

determined the· hcp-bcc boundaries or the bee-liquid boundaries at low 

temperatures. 

B. Vacancy Thermodynamics 

1. Monovacancy Formation·and Contributions 
to Thermal Properties 

The calculation of the equilibrium concentration of vacancies in 

a homogeneous crystal at constant volume proceeds by minimizing the Helmholtz 

free energy of the crystal with respect to the number of monovacancies present . 

. The total free energy of the crystal at constant volume, F, is 

F(V,T) = F0 (V,T) + n f (V,T) - T£n(W) . . v v (II-23) 

where F0 is the free energy of the vacanc·y-free crystal, n is the number 
. ..v 

of vacancies, N is the number of atoms, f is the vacancy free energy of 
v 

formation, .and W is the usual configurational term: 

W = (N + n )!/N!n ! 
v v 

(II-24) 

Note that except for differences in notat;i.on and emphasis, Eq. II-23 is. 

exactly the result obtained for an ideal solution in. Section A-1. (See 

Equations 11~1 and II-8.) B · "F/" o d · ·s·1· ·, f -1 44 / y sett1ng a an = an us1ng t1r 1ng s ormu a-,-
. v 

the concentration of vacam.:ies x is obtained: 
v 

n 
v X .;... 

v N + n 
v 

exp(-f /T) • e:xp(.,-e /T + s ) 
v · v· v 

(Il-25) 
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The usual thermodynamic relations hold for the vacancy formation parameters: 

f .- e Ts (II-26) v v v 

'S -(af/aT)v (II.,-27) 
v 

p = 
v -ca·fv/av)T (II-28) 

s is th.e non-configurational entropy of_formation of a vacancy. The ex­
v 

pression for p , the pressure of formation of a vacancy at constant volume, ' . v 

·can be easily related to the quantity which is more usually considered, v , 
p 

the volume of formation of a vacancy at constant pressure. Using 11-28, 

we have 

(II-29) 

The number of vacancies at any particular temperature and pressure is in-

dependent of how they were formed, so 

g = f 
p v 

(II-30) 

The derivation used to obtain 11.,-25 is analogous to that performed in the 

constant pressure case to obtain g . 11-29 may now be simplified, since 
p 

(ag/ar)T = v p· (II---31) 

and the isothermal bulk modulus is defined as 

BT 
1 [:~JT v 

(H-32) 

The result is therefore 

v 
p =_..e. BT v v 

(II-33) 

Vacancy contributions to crystal properties can be calculated using 

. ' 51/ 
the expression for the crystal free energy, Equation 11-23.-- Starting 



with II.:..23, wehave for the energy E 

. 0 . 
E = E + n e vv 

28 

(II-34) 

The heat capacity of the real crystal C = -(aE/aT) is then given by 
v v 

c 
.v 

(II-35) 

If. the heat capacity of the vacancy-free crystal, C 0
, is known, then from v . 

. the experimental heat capacity c. one can infer·information about vacancy 
v 

. . 

formation parameters. This technique has been used on solid he.lium most 

. 13/ 
recently by Greywall.-- In this 

retical calc~lations of de Wette, 

0 . 
case, C was obtained from . v 

52/ 
Nosanow, and Werthamer.--

the theo-

Vacancy contributions to other properties are calculated analo-

51/ 
gously.-- Several useful results are 

v 

t~ [:;P]r + fJ 0 _E. X - XT X T v v 
a p 

(Il-36) 

v 
[ h 1 [~].] 0 _E. -~ + a. - a. X 

v v v a p 
. (II-37) 

v 
. 0 
- v n v v p 

(II-38) 

Here;·· xT is the isothermal compres·sibility, a. is the coefficient of volume 

thermal expansion:; v is ·the volume· of formation, v is an atomic yolume, 
. p ·a 

and h is the enthalpy of formation at constant pressure. 
p • . 

2. Divacancies and Vacancy Clusters 

Aside from monovacancies, there may also be'aggregates of vacancit;!s 

present in a real crystal. I "b . 1. . 531 d 1 h b . n a v1 rat1ng att1ce,-- an a so on. t e as1s 

f 1 . "d . . 441 h b" d" . b o genera stra1n energy cons1 erat1ons,-- t e 1n 1ng energy etween two 
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near neighbor vacancies is expected to be somewhat negative, so that the 

two monovacancies are bound into a single divacancy. Ignoring the exis-

.tence of higher order clusters and interactions between divacancies, the 

(2) 
derivation of the concentration of divacancies, x , proceeds exactly 

v 

as in Section B-1. The result is 541 

(II-39) 

where j=2 for div·acancies, A. is a constant geometrical factor that depends 
J 

on the. number of ·ways the def·ect can be oriented in the lattic~/ (A2=4 

for a bee lattice), and f (j) e (j) and s (j) are the free en_ergy, energy . v , v , v 

and entropy of formation of the cluster of j vacancies. Equation II-39 is 

54/ true for larger clusters also.--

The binding energy of the cluster of j vacancies can be defined 

( 1) . relative to the monovacancy formation energy e 
v 

e. (j) 
v 

. ( 1) . e (j) 
] e - b -. v 

Here," the binding energy of the cluster is eb (j). 

termines the effect of the cluster on the system. 

(II-40) 

The size of e (j) de­
. b 

Using the binding energy 

eb (j), the ~otal number of vacant lattice sites in·the crystal (tiN) may be 

expressed simply: 

t.N/N 
total L jx (j) X 

v . v 
J 

I jA. (x )j exp [ eb (j ) IT) (II-41) 
J v . j 

In this equation, the cluster entropies have been ignored because no general 

(2) 
.relationship (between s .. and 

v 
.·· . . 54/. 

ments that have been made.--

s (l) for example) is evident in the measure­
v 
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3. Vacancy-Solute Binding 

The binding of vacancies to each.other is not the only binding 

possible. Whenever there is a positive biriding energy between vacancies 

d . . t. . th 1 . '11 b b d . . . . 551 an ~mpur~ ~es ~n. e crysta , some vacanc~es w~ e oun to ~mpur1t1es.--

In the case of helium, the possibility of such a binding is shown easily, 

although there are complications which may overwhelm the following naive 

argument. At some pressure P (3.0 MPa, for example), the molar volume of 

3He is much larger than that of 4He at the same pressure P. This larger 

molar volume is the result of the smaller mass, and hence larger zero point 

energy, of 3He • ..!/ Therefore, when ~He atoms are present in a lattice of 4He, 

they will be compressed, raising theirenergy. A 3He next to a vacancy 

should have a lower energy, because the vacancy will allow· the 3He more 

room, thus lowering its energy. This naive picture is certainly oversimpli-

fied. 56/ For example, Locke and Young-- have pointed out that formation of 

this bound state will localiz'e the vacancy, thereby raising its energy. 

The size of· the effect of this localization on the vacancy energy is unclear, 

because the effect of delocalization itself ·is not completely understood. 

Sec Section B-4 for more discussibn of de~OC8jiz~tinn. 

There has been much study 'of vacancy-impurity binding in dilute 

metallic solution·s ~ 54 / In the present work, however, the concentrations 

of·solute and solvent are the same order of magn:i,tude. The large number 

of vacancies present in solid helium prevents any easy limiting .case to be 

studied. The derivation of the equilibrium ~oncentrations of bou~d vacancy-
· •.... 

so],.ute states and free vacancfes ~s ·straightforward, but very complicated 
.::·· 

unless approximations are made which are l:lOt valfd here. 

The results of ~he relevant ~er:i,vation by LidiardiZ./ are given 

here to demonstrate the method used. This is just an 'expansion· of the 
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method used in Section B-1. If there are N solvent atoms, N. solute atoms, 
1 

n free vacancies, and N.p solute-vacancy bound states (s-v's), then·the 
v . 1 

free energy of the crystal is 

(II-42) 

where F0 is the free energy of the vacancy-free crystal, f is the vacancy 
V· 

formation free.energy, fb is the s-v binding free energy, and W is the 

configurational .term. n and pare determined by minimizing the free. 
v 

energy: 

aF/an = 0 
v 

aF/ap 

The difficulty is that W is complicated: 

(II-43) 

w = A X B X c (II-44) 

A is the number of ways of arranging N.p s-v's on N sites: 
1 s 

(N.p-1) 
( )N. p 

1 

A 
z . 1 

II(N + N. + N.p + 2s) .. (N.p)! 
n 

1 1 v 
1 .· 

s=O 

(II-45) 

where z is the number of near neighbors. Band C·are, respectively, the 

number of ways. of putting the N.(l-p) free soi"ute atoms, and the·n free 
1 v 

vacancies, on the lattice without. either having a near neighbor of the 

other or of the s~v's already on the lattice. 

B 

c 

(N + N1 (l-p) + nv)! 

[N; (r-p) J! (N + n ) ! 
1 . v 

(N- zN.(l-p) + n )! 
1. v 

1he difficulty in treating this gen~ral case is obvious. 

(II-46) 

(II-4 7) 
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The problem is much simpler in the dilute mixture case. When 

x . <10- 3 one find~/ for the total concentration of vacancies solute ' 

tot 
X exp(-f /T) (1 - zx + zx exp(fb/T)J . v . solute solute (II-48) 

This result, .which was apparently first derived by Lomer, 581 is good onli 

for x 
1
· <10- 3, even though it has often been applied to much higher 

so ute . 
. . • . 59/ 

concentrat1oh. m1xtures.--

4. Vacancy Delotalization 

The delocaliz~tion of vacancies in 3He and 4He has been discussed 

. 21 23/ 22/ 60/ by several workers, including Hether1ngton, ' . Guyer;- and Andreev .-

The motion of vacancies in 4He is generally believed to be wave-like, while 

the vacancies .in 3He move by diffusion. As discussed in Chapter I, the 

effec-t of the large tunneling frequencies of the helium atoms in the solid 

is to cause the vacancy formation energy to split into a band of formation 

energies. The most detailed calculation of this vacancy band is that of 

21/ 
Hetherington,- ·who has used as the basis of his work the Nosanow theory 

Of l .d h 1. 2,46/ so 1 e 1um.--

The two main results of this calculation, however, are somewhat in 

disagreement with experiment. Hetherington calculates the tunneling param-

eter t, finding a value trv0.7 K. This should be compared to the value of 

t inferred from NMR expe~~ment 18 •19 •611 which varies from 0.04 to 0.2 K. 

His result for the minimum vacancy band energy is also too high when com-

pared to experiment. This may be related to the fact that lattice relaxa-

tion around the vacancy has been ignored, so that there is a term in his 

energy whi.c.h should be Pv :lnstead of Pv . Inclusion of the correct vacancy 
P a 
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formation volume could significantly lower the energy, since Pv is of 
a 

the order of 10-20 K. 

A phenomenological approach to the problem has also been attempted. 

0 h d . . d b h . 241 . h f . 1 ne met o suggeste y Ret er~ngton-- ~s t e use o an ana ytical approx-

imation to his calculated density of states for the vacancy band. The use 

of this function, 

. p (E) N(E-$) 4 exp(-2(E-$)/cr) E > $ 

0 E < $ (II-49) 

allows analytical calculations to be performed. Of particular interest i~ 

the present work is whether any-non-exponential temperature dependence in· 

the vacancy concentration should be visible. 

II-49 gives 

x = F(cr,S) exp(-S$) 
v 

\vhere 8=1/T, $ is the band minimum~ and 

F(cr,8) (1 + crS/2)-s 

20/ As shown by_Heald,-- use of 

(Il-50). 

(II-51) 

Precise enough·x-ray vacancy measurements should allow measurement of this 

extra temperature dependence if it is pr~s.ent. 
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III. EXPERIMENTAL TECHNIQUES 

A. Introduction 

Following the pioneering x-ray study of vacancies in .solid helium 

. . 62/ 
by Balzer and Simmons,-.- a great stride was made by Heald with his study 

f . . b 3H· 20/ o vacanc~es ~n cc e.-- The dilution refrigerator cryostat that he 

designed, built, and used for that work solved many of the problems asso-

ciated with the work of Balzer and Simmons. It allows careful crystal 

preparation and adequate time to perform the delicate vacancy measurements. 

Described in detail in this chapter are major improvements to the 

x-ray diffractometer system. These greatly improve the consistency of 

the vacancy measurements and al$o make precise absolute lattice parameter 

measurements possible. Another improvement was made in the area of temper-

ature measurement, where a new measurement bridge, new thermometers, and 

new and more complete calibration of those thermometers· improve the re-

liability of the· temperature measurements. Also described in this chapter 

are the operation of. the cryostat and dilution refrigerator, crystal growth, 

and the measurement of the concentration of 3He in the helium mixtures 

which are the sul;>ject of this work. 

B. Cryostat and Dilution Refr lgt!n:iLur 

The rigid tail cryostat and dilution refrigerator used in this 

631 work was designed, built, and described by S. M. Heald. -- The cryostat 

is of rigid tail design so that (1) the sample cell stays fixed in space 
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regardless of the levels of liquid helium or liquid nitrogen in the cryo-

stat, and (2) there are no cryogens in the path of the x-rays. A cross-

sectional view is shown in Fig. 5. ·The dilution refrigerator is based 

. 64/ 
on asimple design given by Anderson.- The refrigerator is shown in 

Fig. 6, which also shows the present position of the heaters and thermom-

et~rs. Figure 7 shows the present ~onfiguration of the dilution·refriger-

ator pumping system. 

Some mention should be made of the numerous low temperature leaks 

which developed.· These included leaks in the sample cell high pressure 

seal, dilution refrigerator inlet, and exchange gas pumping line, all of 

which appe~red orily at 77 K or below. Problems were also caused by cracked 

·welds between the pumping lines and the flanges in the probe (the probe is 

the dilution refrigerator and its pumping lines, and lifts out of the 

cryostat): After months of conservative efforts, the problems were solved 

by remaking all accessible jo:i,nts on the probe. 65/ Soft solder and/or epoxy-

were used to fix the cracked welds. These changes necessitated rewiring 

the cryostat,..which helped correct some long-standing problems in that 

The operation of the refrigerator has been. refined, e·specially 

since the calibration· of the ca·rbon thermometers on the still and the 4He 

cold plate ("pot"). The starting and normal operation of this dilution 

:refrigerator are now understood. As the 3He- 4He mixture is·condensed 

into the refri~erator, the pot temperature warms to about 1.8 K, while 

the still warms to 1.1 K. As more mixture is forced in, the still begins 

to act as a 3He refrigerator and starts to cool. This allows the pot to 

return to its normal operating temperature of about 1.2 K. When enough 
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Figure 5. Cross-sectional view of the cryostat used in the present 

;:.· 

work: (A) Upper o-ring plate showing pumping lines for the 

dilution refrigerator, exchange gas, and 4He pot, along 

with ports for transfers and electrical leads. (B) Stain-

less s.teel bellows to absorb thermal contraction. (C) Nitro-

gen rese~voir vent (fill tube on opposite side) showing o-ring 

seal and stainless steel bellows to absorb thermal contraction. 

(D) 10 £ gold plated brass liquid nitrogen reservoir. (E) 5 £ 

stainless steel helium reservoir. (F) Main vacuum pumping port. 

(G) Fiberglass supports. (H) 1 K cold plate. (I) Sample 

chamber. (J) Beryllium x-ray windows, the outer one is 0.05 em 

thick and the inner one is 0.025 em thick. (K) 0.0012 em alumi­

nized Mylar x-ray window. (1 1 , 12, L~) Indiumo-ring·~. (M) Connec­

tion for vacuum gauges. (N) Supportflange. (0) Removable. top 

plate. 
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Figure 6. Cross-sectional view of the sample chamber, including the 

dilution refrigerator: (A) 1 K cold plate ("pot"). (B) Flow 

impedance. (C) Still. (D) Still thermometer (carbon). 

(E) Coaxial tube heat exchanger, Inner tube is 0.04 em o.d. x 

0.025 em i.d. cupronickel, Outer tube is 0.12 em o.d . x 0.1 

em i.d. cupronickel. (F) Mixing chamber with sintered copper 

filling. (G) Germanium thermometer (#Gl5559). (H) 0.001 2 em 

aluminized Mylar x-ray window. (I) Pot thermometer (carbon). 

(J) 3He fill line, 0.08 em o.d. x 0.015 em i.d. stainless steel. 

(K) Thermal ground for electrical leads. (L) Graphite support 

rod. (M) Nylen support for lower 3He fill line consisting of 

rvl m length o± U.U4 em o.d. x 0.025 em l.d. t.;UlJLutde:.kel tubing. 

(N) Carbon resistance thermometers. (0) Control heater. 

(P) Sample tube. (Q) Gradient heater. (R) Germanium thermom­

eter (//Gl5678). 
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Figure 7. Dilution refrigerator pumping system. The diffusion 

pump is a eve model KS-200 pump. The sealed. forepump 

is a Welch. model 1402 KBG. The oil trap is a 2.5 em 

. tube filled with copper mesh. A dot by a valve indi­

cates that it is open during normal operation. Tel 

·and Te2 are thermocouple vacuum gauges. 
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liquid collects in the still, the refrigerator starts. While at low 

temperatures, the still temperature is maintained at about 0.7 K by the 

still heater. This heater also allows easy control of the cooling power 

of the ~efrigerator. 

Temperatures as low as 0.055K were easily obtained with there-

frigerator. However, after two to three.weeks of continuous operation 

the refrigerator becomes plugged. Now that there are calibrated ther- . 

mometers on the still, p~t, and at the bottom of the helium bath, it is 

clear that hydrogen from the pump oil is mainly responsible. Three ac-

tions can help alleviate this problem: (1) replace the molecular sieve 

. in the 77 K cold trap more often, (2·) put a more effective oil trap after 

the sealed forepump in the refrigerator pumping system, and (3) warm the 

bath and refrigerator above 35 K while pumping out the hydrogen that has 

collected in the refrigerator. 

C. High Pressure System 

The high pressure system and Lucite sample cell are basically 

20/ 
~nchanged from_previous work,- although several minor·additions have 

been made. The present configuration of the system is shown in Fig. 8. 

The basis of.the.system is the separator, which allows high pressure 4He 

to pressurize the 3He (or mixture in this case) with.a stainless steel 

bellows arrangement. Changes were made in the system to make the prepara­

tion of .3He- 4He mixtures and the measurement of their ratio of 3He to 4 He 

possible. Sample preparation and analypis are described in a later section. 

The Lucite sample cell, which is shown in the inset of Fig. 8, is 

20/ s.imilar to those used in the previous work.- One change in the cell 
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·Figure 8. High pressure gas handling system and sample cell. All 

tubing is 0.16 em o.d. x 0.025 em i.d. stainless steel. 

4He gauge is Heise model CMM 4526 (0-5000 psia), and 3He 

gauge is.Heise model CM 4527 (0-2000 psia). The metal 

bellows-sealed separator used to pressurize the 3He is 

shown schematically. The inset shows the Lucite sample 

cell. Note the spike of In solder used to minimize crystal 

rotation. · The valves on either side of the separator are 

electrically operated solenoid valves which prevent over­

pressurizition of the separator. 
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itself is that there are flats on the wide part of the bottom of the cell, 

and on the nut, so that wrenches may be used to tighten the nut on the 

cell. This small change has made a significant improvement in the ease 

with which the -sample cell is sealed. The second change was made because 

the first crystals grown (crystals 1-8) showed an unnerving tendency to 

rotate in the cylindrical sample cell, sometimes at speeds as high as 

1 deg/min. To.counter this problem a small (< 1 mm) spike of indium 

solder was placed on the stainless steel fill line inside the cell. The 

spike destroys.the cylindrical symmetry of the cell and has improved the 

stability of the crystals. Although the crystals still rotate, especially 

near the melting temperature, this rotation usually is now measured in 

hundredths of degrees instead of tens of degrees. 

Originally intended to be a major improvement in the capabilities 

of the system was a capacitive strain gauge mounted on the sample cell. 

This would make accurate pressure measurements possible during the ex­

periments. It had been found previouslylQ/ that a large BeCu strain gauge 

66/ (similar to that used by Straty and Adams--), mounted at the bottom of 

the sample cell, made crystal growth all but impossible. Therefore, a 

strain gauge was designed, built, and tested ·that (1) had small thermal 

mass, and was m~de totally of Lucite, so as not to interfere with crystal 

growth, (2) measured the actual pressure on the crystal, not that at the 

end of the cell,. and (3) did not interfere with the x-ray experiments. 

Unfortunately, the last characteristic forced ·the plates of the capacitor 

to be so small that the gauge was too insensitive to be useful. Details 

on this attempt are given in Appendix A. 
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The major change made in the cryostat and its associated elec-

tronics has."been in the temperature measurement apparatus. A new four-

terminal ac resistance bridge is used which eliminates all lead resistances 

from the measured thermometer resistances. New germanium thermometers are 

employed which are us~ful to much lower temperatures than those used pre-

viously. The new thermometers are more thoroughly calibrated than before .. 

Several calibration methods have been used, including the use of a NBS Super-

conducting Fixed Point device. Previously uncalibrated carbon thermometers 

on various parts of the dilution refrigerator have been calibrated by com-

parison with a calibrated germanium thermometer, allowing much more effec-

tive op~rational control of the refrigerator. 

1. Four-Terminal Bridge 

The four-terminal ac resistance bridge used here is a modification 

of a bridge described by Rubin and Golahn~/ (which itself is a modifica-

68/ 
tion of the original version of Ekin and Wagner--). A simplified schem-

atic is shown in Fig. 9. One of the most important features of the bridge 

is .the use of low power bipolar .·input operational amplifiers 
··. I 
(opamps) ,M 

for which batteries may be used_as the power supply, thus limiting the 60 

Hz:pickup by the bridge. A phase sensitive lock-iri amplifier·is used as 

the output stage of the detector, as is usual with ac resistance bridges JjJ_/ 

Two ·changes have been made in the bridge design of Rubin and Golahny. 

The fourth opamp, which was used as a preamplifier, was removed. This pre-

am!J caused additional noicct while the gain WAR unnecessary because the 
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Figure 9. Four-terminal bridge. The three opamps A1, A2 , and 

· A3 are Analog Devices model 153 J. Transformer T1 is 

a United Transformer model 0-1, and transformer T2 is 

a Triad G-24. The decade resistor is a General Radio 

model 1433-F. Capacitors C1 are 110 ~f, capacitor C2 

is 6.85 ~f, and R2 is 100 Kn. The resistance o~ the 

germanium thermometer (Rth), and the lead resistances 

(RL ) are shown separately. 
i 
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lock-in amplifier used 701 already had adequate sensitivity. The second 

change was the addition of capacitors c1 and c2 , resistor R2 , a shorting 

plug across C2.and R2, and the bias adjustment to opamp A1 (see Fig. 9). 

The purpose of these additions was to prevent any de current from flowing 

through the thermometer. This can cause heating at low temperatures .. 

Experimentally, it was found that with these improvements and the shorting 

plug removed, there were no overheating prob~ems even at temperatures as 

low as 0.025 K. 

The present four-terminal bridge is much more effective than the 

three-terminal bridg~/ that it replaces, especially at low temperatures. 

Great care was taken to assure that the power level of the signal put 

through the thermometer was not large enough to cause heating in the ther-

mometer. 
71/ 

The usual rule-of-thum~ for the power dissipated in the ther-

mdmeter is P(watts)<(3xlo- 7 )T4 • 5 • Because the power actually dissipated 

in the thermometers is not measured, but is calculated, a safety factor 

of 2 in temperature (a factor of 20 in power) was used. here. The attenu-

ation of the signal input is adjusted so that the power dissipated at 

T""0.6 K is 3xlo- 11w, while that used at 0.025 K is 9xi0-15w. 

The wide range of input power used has brought an important feature 

of the bridge to light. The resistance that is ~easured is a function of 

the. power level used. As the power level gets smaller, the measured re-

sistance goes up: with P=9xl0- 15W, the error for a lOQ resistor is 90%, 

while it is only 6% for resistors between 100 and 10 KQ. In practice this 

is just an annoyance. All the thermometers have been calibrated using 

this bridge at specific power levels between specific temperatures. There-

fore the power dependence should not affect the measurements made using 

this system. 
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2. Superconducting Fixed Point Device 
and Bridge 

A .d . f. d . d . 721 b . d f supercon uct1.ng 1.xe po1.nt ev1.ce- was o ta1.ne rom the 
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National Bureau of Standards, and used to assist in thermometer calibra-

tions. Amutualinductance bridge, from a simple design given by Soulen, 

S h 1 d E 73/ d · . . . h h d . A h c oo ey, an vans,- was use 1.n con]unctl.on w1.t t e ev1.ce. sc e-

matic showing both the device and the bridge is given in Fig. 10. The de-
.· 

vice and bridge measure the superconducting transitions of lead (7.1999 K), 

indium (3.4145 K), aluminum (1.1796 K), zinc (0.851 K), and cadmium 

(0.519 K) reproducibly to ±1 mK.~/ Note that the temperatures quoted 

. 75/ 
are from the EPT-76 temperature scale.-

The device itself consists of iwo concentric coils with long, thin 

cylinders of the five materials inside. A similar set of coils is the 

basis of the bridge, and thus will be described in detail. The primary 

is 400 turns of 1138 Cu wire (Formvar coated) wound in two layers .on a 

0.6 em o.d., 2.5 em long bakelite cylinder. The secondary is 2000 turns 

of /140 Cu wire (Formvar coated) wound on a 1.1 em o.d., 1 em long bakelite 

cylinder which fits over the primary. Both coils are covered with GE 7031 

varnish. The resistance of the primary is 18.2 n, while that of the secon-

dary .is 294 n. 

The reference signal is inpvt, and the output analyzed, by a 

phase sensitive loo.k-in amplifier which is operated at 230 Hz. The vari-

able, ten turn 10 Kn potentiometer in the bridge is used to null the in-

phase part of the output signal, while the variable capacitor is used to 

balance the resistive part. It was found experimentally that the resis-

tive pa:rt is so small tha·t the varible capacitpr is unnecessary. A 
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Figure 10. Superconducting fixed point bridge and device. The 

r 
bridg~ Goils are described in the text. RBal is a 

ten turn, 10 K Helipot. The variable capacitor C is 

effectively zero, and so has been removed from the 

present version of the bridge. 
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variable resistance is part of the reference input line so that the power 

input can be easily changed (this is important at low temperatures). 

The procedure usually used was to warm(cool) through the super-

conducting transition in question, and then to cool(warm) back to the 

center of the' deflection of the lock-in due to the transition. The re-

frigerator was controlled at this temperature, which was operationally 

defined as the superconducting transition temperature, T . The fixed 
c 

point device.was not shielded from stray magnetic fields due to space 

limitations in the cryostat, and so the actual T 's were lower than those 
c 

quoted. The ·appropriate correction factors are given by Schooley, Soulen, 

74/ and Evans.-- They range from 3.2 mdeg for the cadmium T to 1.5 mdeg 
. c 

for lead, because the field measured at the cryostat was 3xlo-s T. 

3. Thermometer Calibration 

Several new germanium thermometers, and the previously used ger-

manium and carbon thermometers were calibrated carefully by several dif-

ferent ni.ethocfs. The primary calibration was performed on a new germanium 

76/ thermometer, Gl5559,-- which was calibrated in a separate cryostat against 

a germanium thermometer which was calibrated against 3He vapor pressure 

above 1 K, against a CMN magnetic thermometer below·l K~ and checked 

against a set of NBS fixed points. All temperatures quoted are from the 

. . 77 I EPT-76 temperature scale.---·-

CalibraL.i.ons of the other thermomP.t.ers were determined by compari-

son with Gl5559. This calibration was performed by removing the sample 

cell and replacing it with a copper block in which were mounted four· ger-

manium thermometers and the NBS fixed point device. The new calibrations 
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were consistent with, but more comprehensive than, the old calibrati.ons 

of C-lOOA (a carbon thermometer) and G4317, the old calibrated germanium 

thermometer. They also agree with the temperatures as determined by the 

fixed point device. The temperature measurements are therefore believed 

to be accurate to better than 1/2% over the range from 40 mK to 7 K. 

E. Sample Preparation and Analysis 

Preparation of the 3He-4He mixture to be studied, growth of a 

crystal adequate for precise x-ray measurements, and the analysis of the 

concentration of the mixture which was studied are three important facets 

of the present work. The first is important, though straightforward, be­

cause there is no second chance without much expense f~r new 3He. The 

second two are crucial. The third part, analysis, is particularly crucial 

because again there is only one chance to obtain the necessary measurements. 

1: Mixture Preparation 

The main difficulty in preparation of the mixture was the desire 

to dilute the 3He with 4He in successive steps, thus using as little 3He 

as possible. This was accomplished by preparing the new mixture in the 

3He gauge and 3He side of the separator $hown in Fig. 8, using as its basis 

the last mixture. This mixing is accomplished easily by letting high pres-

. sure 4He (~13 MPa) rush into the 3He side of the high pressure system. 

The pressure difference (>7 MPa).assures that there is no contamination 

of the 4He side with 3He. The difficulty experimentally is that the bellows 

in the separ~tor expands when the 3He (mixture) press·ure increases, thus 

increasing the volume inside the separator .which is available to the mixture. 
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This problem is avoided by maintaining the piston travel indicator (PTI) 

in the same place by pressurizing the 4He· side of the separator also. Be-

cause of the slow response time of the separator, this process takes hours. 

After the correct pressure (and thus concentration) was obtained, 

an attempt wa? made to improve the homogeneity qf the mixture, which was 

residing .both in the separator and the 3He gauge. The separator was com-

pressed so that most of the mixture was forced into the 3He gauge, which 

then read typically about 8.7MPa. The separator was then depressurized, 

and the mixture forced back into the separator, leaving the 3He gauge 

typically at 2.0MPa. This prescription was followed 'once or twice, depend-

ing on how mu~h time was available before the cell needed to be pressurized 

with the new mixture . 

• 
2. Crystal Growth 

: The growth of good quality single crystals is essential to the 

success of the present x-ray measurements. The crystals must pass strin-

gent tests befori th~y are used for data collection~ of which the usual 

examination of the quality of spots from Laue photographs is only the first. 

. 20/ 
In the previous work,-- only crystals that were single over the whole 

length of the sample cell w.ere acceptable, as the others were found to ])e 

unstable. With the development of the new diffractometer drive and.posi-

tion sensitive detector, which are described later, thts :.condition was 

found to be unnecessary. This is very important: it was also found to be 

impossible to grow a crystal of a concentrated mixture that was single 

through the whole cell. Without the new diffractometer system, the present 

expe.riil1ent would be impossible. Even with this easing of the quality· 
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requirement, more than 80% of the crystals grown were discarded because 

of insufficient quality. 

The normal method used here for growth .of helium crystals, and 

the results of growth of 110 crystals of pure bee 3He and pure hcp 4He, 

have been described by Fraass, Heald, and Simmons.~/ The crystals are 

grown slowly from the liquid at constant pre?sure, since the fill line 

~s kept unplugged until after growth is completed. A plug in the fill 

line is then formed to keep the crystal at constant volume. The crystals 

grow from the top down in the cell~ because the cold firiger of the dilu­

tion refrigerator is at the top of the cell. A computer is used to lower 

the temperature of the cold finge~ and the top of the cell slowly. A 

crystal growth curve is obtained by recording the temperature of the 

germanium ther.mometer at the bottom of the sample ce1·1 as a function of 

time on a chart recorder. The stated melting temperature is the tempera-

ture at which the crystal finishes growing. 

Several typical growth curves are shown in Fig. 11, one for each 

mixture concentration that was studied here. Surprisingly, the curves 

tor each concentrat.iuu are qualitatively different. The. r..nr.ves for pure 

4He and nearly pure 3He (99%) are normal, although the 3ne curve shows a 

small amount of sup.ercooling before growth begins. The important points 

are ·that the beginning and finish of growth are obvious, the temperature 

gradient during·growth is fairly small, and the growth time of 0.5 to 2 

hours is easily determined. Note the differences in the mixture growth 

curve~. It is nearly impossible to determine the melting temperature of 

the 51% mixture since there is no clear finish of growth, and the 28% 

mixture is different only in degree. ·This is related to the fact that the 
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Figure 11. Crystal growth curves for several different 3He concentrations. 

The five curves (labeled by 3He concentration) are schematic 

representations of the temperature of the thermometer at the 

bottom of. the sample cell plotted versus time, as the top of 

the cell is cooled at a constant rate. The ~'flat" region in 

the center of each curve occurs as the crystal grows. The dip 

seen in the 12% mixture before the growth begins corresponds 

tb supercooiing of the liquid. A typical temperature range for 

the growth curves shown here is about 200 mdeg, while the extent 

of the time scale is typically 1 to 3 hours. 

.. 
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mixtures are non-azeotropic and thus the crystals do not grow at exactly 

the same concentration as that of the liquid from which they are grown. 

The growth curves of the 12% crystals are also interesting: there is 

always a large amount of supercooling before growth begins, no matter what 

the cooling ·rate is. The other interesting point found at this concentra-

tion is that the crystals all grow in the same orientation: six in sue-

cession were grown in the same orientation, and then three more grew in 

the same (but different from the previous six) orientation. This behavior 

has not been seen in any of the other concentrations studied in the present 

. 20/ 
work, or in that. of Heald.-- Similar behavior has been seen by Osgood, 

1 
791 . h' . d f b 4 h h 11 h f ~ ~·-- 1rt t e1r neutron stu y o cc He. T ey .saw t at a eig t o 

their crystals had an [001] reflection within 5 degrees pf the others. In 

the present study, each of the six crystals had a [110] reflection within 

one degree of the others. 

It had been hoped originally that the melting temperatures, as 

determined from the growth curves, would be a useful check of the concen-

tration measurements. Unfortunately, there were two problems with this 

d~sire. The first is easily seen in Fig. 11: for the concentrated mixtures, 

the melting temperature is all_but impossible to determine .. Secondly, the 

:temperatures that were determined from the growth curves were lower than 

. 31-33 I 
the melting temperatures expected (from published phase d1agr.am data ) 

by as· much as O.l deg. This "disagreement" is due to. the difference in the 

liquidus and solidus curves, as discussed in Chapter II. Most of the P-T 

melting line ·data are obtained on the liquidus, while the temperatures ob-

tained from the present growth curves are on the solidus. The point at 

which growth starts on the growth curve should be on the liquidus. However, 
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the determination of this temperature from_the growth curve is unreliable 

because there may be a large temperature gradient in the cell, between 

the thermometer at the bottom, and the top of the cell where the crystal 

begins growing. Therefore, neither the indicated starting nor finishing 

·temperature obtained from the growth curve is any help in checking the 

mixture concentration. 

3. Sample Concentration Analysis 

The concentration of 3He in the mixtures studied here was measured 

with the mass spectrof!leter in a Dupont 24-120B Leak Detector. The sensi­

tivity uf the spectrometer to· 3He and 4He was checked before each set of 

measurements.·with 3 He and 4He standard leaks, 801 with sensitivities gener­

ally about 2.0xlo- 10 atm cm 3/sec for 3He and 3.0xlo-lO atm cm 3/sec for 4He. 

The method used should measure the ratio of the two isotopes to about 500 

ppm (0.05%). 

The procedure followed during the concentration measurements in­

volves warming the cryostat to 77 K. The warmup is easily accomplished 

simply by allowing the liquid helium to run out, after which about 24 hours 

is required before the sample cell warms to 77 K. During this time the 

separator is used to lower the pressure in the fill line and sam~le cell, 

while saving the gas by compressing it into the 3He gauge. At the same 

tim~. the leak detector is 11SP.n to pump out the high pressure ~y~Lem, up 

to the last valve before the fill 1 inP. When the cell i8 near 77 K, Lite 

fill line and sample cell are pumped out with the ·diffusion pump ~of the 

leak detector, while the ratio of 3 He to 4He that is coming out is measured 

every minute or two. The gas initially pumped out is from the fi_ll line 
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only, and so its concentration is not desired. Also not desired is that 

which is measur·ed after the cell pressu're is low because it is sensitive 

to the vapor pressures of the gas in the cell at 77 K. Only the concen-

tration of the gas pumped out between these two extremes is useful. Be-

cause the readings taken at different times during the pumping are some-

what different~ the choice of readings which are used to calculate the 

concentration is the largest contribution to the possible errors. in th~se 

measurements. The nominal mixtures, concentrations, and estimated un-

certainties are given in Table 1. 

TABLE 1.--Mixture concentrations. ·The ~ominal mixture, measured 3He 
concentration (x3), and the uncertainty in x 3 are listed for the various 

crystals measured in this work. 

Nominaf Mixture x3 Uncertainty Crystals 

0% 0 ------ .0-14 

99% 0.989 0.0005 16-19 

51% 0.506 0.012 20-26 

28% 0.280 0.005 27-28 

12% 0.125 0.015 29-30 

F. PuslLluu Sen::;ltlve Detector· 

A position sensitive x-ray detector (PSD) was designed and built 

for use with the newly rebuilt diffractometer (described in the next sec-

tion). The PSD is a recently-dev~loped type of proportional counter that 

was.first describ~d by Borkowski and Kopp. 811 From this detector both 

position and energy information ar~ obtained from each ionizing event. The 

advantage of this type of detector is obvious: a complete Bragg peak may be 



.• 

62 

obtained at once, without scanning the detector as is done with the usual 

scintillation counter. The PSD also allows much flexibility in the dif-

fractometer design and use. 

The PSD used here is similar in design t6 that des~ribed by 

.·Borkowski and Kopp. 
821 

The detector is a gas-filled proportional counter 

with a very high resistance collector wire. Each ionizing· event occurring 

in the detector causes a current pulse to travel both directions down the 

collec.tor wire.. ·A comparison of the rise times of the pulses at each end 

of the wire.yields the position of the event which caused the two pulses. 

As with any proportional counter, the ampl;i..tude of the pulses is propor-

tiona! to the energy of the event. 

A schematic drawing of the detector is shown in Fig. 12. The body 

is Lucite, with a cavity machined into it.. The three sides of the cavity 

have 0.025 nuri aluminum foil smoothly fixed to the Lucite with a mixture of 

a graphite compound831 and GE 7031 varnish. Electrical connection to the 

high voltage supply is made wit·h a wire in a groove at each end of the de-

tector, attached to the foil with silver pai~t. The Be window on the front 

of tl~ detector i6 electrical!~ connected to the foil. A mixture of 90% 

Ar - 10% CH4 gas at a pressure of 0.·12 MPa above atmospheric pressure is 

run through the detector at abo.tit 6 ml/min. 

The collector wire is a 0.025 mm diameter pyrolytic carbon-coated 

f ... b . h . . . . f 8000 "/ 84 I Th . . d . quartz ~ e.r, w~t a res~st~v~ty o ~· mm.- . e w~re ~s mounte ~n 

a guard ring assembly.at each end of the detector. The guard rings are 

very important: a preyious version of the detector, without guard rings, 

showed obvious and important end effects, and also a lack of sensitivity 

and linearity. The guard rings, shown in Fig. 13, have eliminated Lltese 
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Figure 12. Position sensitive detector. Both the right and left 

sides of the PSD are the same. For clarity, they are 

drawn in this cross-sectional view showing different 

parts of the design. The 0.25 nun Be window (A) is 

epoxied into the Lucite frame (B), which is sealed to 

the body of the detector (D) with an o-ring (C). One 

of the two gas flow connections (E) is shown, as well 

as one of the two holes in which the two guard .ring 

assemblies are mounted (G). The grooves for the high 

voltage wires (F) are shown, as is the S.lx0.9Sx0.48 em 

cavity (H) which is m.achined into the Lucite. body. 
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Figure 13. Guard ring assembly. The quartz fiber (A) is fastened 

with epoxy and silver paint (H) inside a 0.4 mm diameter 

CuNi tube (G), which itself is then epoxied into an in­

sulating Lucite tube (I). The guard ring is a 1.6 mm 

diameter, 0.1 mm wall CuNi tube (C) which is soldered 

into a threaded brass piece (D). This piece screws into 

the body of the detector (B). The fiber assembly slides 

through the guard ring and is fixed in place and pressure 

sealed with a rubber a-ring (E) which is tightened with a 

brass cap (F), to which the guard ring electrical connection 

is made .. 
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pr.oblems. The .entire assembly is recessed into the body of the detector 

in order to minimize the distortion of the electric field near the detector 

edges. The rings are at ground potential (the wire is near ground) so that· 

leakage currents do not degrade the response of the wire. For additional 

protection there is a long insulating path between the high voltage and 

the rings. The purpose of the guard ring design is to allow easy replace-

. f h f.b 0 . d h f h . 851 h h h ment o t e · 1 er. ur exper1ence, an t at o ot ers,- as s own t at 

the fiber is very susceptible to damage. In fact, even though very great 

care was taken in order to prevent this degradation during the present ex-

periment, the detector performance deteriorated noticeably. 

One of the advantages of this type of detector over other types 

f PSD ' . h . 1· . f h 1 . h. h . d. 861 A o s 1s t e s1mp 1c1ty o t e e ectron1cs w 1c are requ1re .-

block diagram of the PSD electronics is shown in Fig. 14. Charge-sensitive 

. preamplifiers are mounted immediately adjacent to each end of the wire in 

the detector, in order to. keep the capacitance of the signal leads as small 

as possible. Each pulse is doubly differentiated by the linear amplifiers, 

and the times at which the resultant pulses cross zero are detected by the 

crossover pickoffs (CP's). After time delays in the CP's, the two pulses 

("start" and "stop") are fed into the time to amplitude converter (TAC), 

which converts the time difference to the height of a voltage pulse. This 

pulse height is then analyzed by the multi-channel analyzer (MCA), which 

stores the event in a particular channel which corresponds to a position 

in the detec.tor. The data stored in the MCA are displayed on a cathode ray 

tub~ monitor (CRT). 

The heights of the pulses from the linear amplifiers are propor- · 

tional to the energy of the event, and so energy discrimination is possible. 
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Figure 14. PSD electronics. Shown are the electronics with which 

the "start" and "stop" pulses from the PSD are analyzed. 

The preamps are·Tennelec model TC 112, the two amplifiers· 

are Tennelec TC 202BLR Linear Amplifiers, and the cross­

over pickoffs (CP) are Tennelec model TC 446. Shown also 

are the Fluke 412B High Voltage ~upply (HV), the C~nberra 

1465A Suni-Invert Amplifier (Sum Amp), the Canberra 1437 

Timing Single Channel Analyzer (TSCA), the Tennelec TC 861 

Time to· Ampli.tude Converter (TAC), the Tracer-Northern 

TN-1706 Multichannel· Analyzer .(MCA), and the Tektronix type 

604 monitor (CRT). 

.. 
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The."start" and "stop" pulses are added in the sum amplifier (Sum Amp), 

and the discrimination is performed on the resulting pulse by the timing 

single channel analyzer (TSCA). If the energy of the sum pulse is within 

the desired. limits, the TSCA gates the TAC, allowing a "start"/"stop" pulse 

combination to be registered. The discrimination is mildly position-depen-

dent, but this is only bothersome if one wishes to use a small energy 

window. 

It is important that the.resolution and linearity of the PSD be 

well-characterized for its use in the diffractometer system. The usual 

discussion of PSD resolution involves the full width at half maximum (FWHM) 

from a well-collimated incident beam. The minimum FWHM of this PSD is 0.5 

nun for Cu Ka. x,.-rays. This agrees with that found in other detectors of 

this.type,§l../ although smaller FWHM's are possible with different incident 

radiation. 86 •871 However, it is not the width of the peak that is important 

here, but the reproducibility with which the peak centroid may be determined. 

Experimentally, we have found that the peak centroids·are stable to better 

than 0.2 MCA channels, which corresponds to 12.5 J.im .. This i$ dependent on 

·(1) having enough counts for adequate statistics, (2) correctly handling 

the backgro{ind, and (3) a fairly synunetric.peak. This· sensitivity to peak 

movement corresponds to a change of lattice parameter of about 60 ppm at a 

Bragg artgle of 15 degrees in the present diffractometer system. 

The tinearity of the PSD is measured by comparing the.peak centroid 

channel against position as the detector is moved so. ·that the peak moves 

across the detector. Shown in Fig. 15 are two plots, one of which is dis-

tance versus peak centroid channel number. Also shown is the derivative 

of the distance versus centroid data. The error bar shows the uncertainty 
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Figure 15. PSD Linearity. Shown plotted is PSD position (•) versus 

peak centroid channel number. Also shown are the deriva­

tives of those measurements, plotted as channels moved per 

mm moved (+) versus peak centroid channel number. The 

error bar on the derivative measurements shows the effect 

of the. uncertainty of the distance measurement (0.01 mm) ' 

on the derivative. 

•. 
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. . 
in the distanc·e measurement, which was 0. 01 mm at each position. Apparently· 

all the deviations from the basic linear dependence of this derivative on 

channel number can be explained by this reading uncertainty. Note that 

the distance versus peak channel curve shows none of the s-~haped character 

. . . 86/ 
that other workers. have seen.--

. G. X-ray Diffractometer 

The pre$ent diffractometer is the third version of a diffractometer 

88/ originallydesigned and built in this laboratory by Kabat.-- The first 

and second 201 .versions were equipped with a 8-8 drive, that is, a drive 

mechanism which moves the x-ray source and detector at equal speeds in 

opposite directions. The development of the PSD has made 'this type of drive 

unnecessary. This improvement allows the use of a gear drive which makes 

precise absolute·lattice parameter measurements possible. 

1. Mechanical Description 

A gene:ral view of the cryostat and diffractometer is shown in Fig. 

16, which als~ .shows the various coordinates used in the following descrip-

tion of the 'diffractometer. An exploded view of the diffractometer is 

shown in Fig. 17a-d. Fig. 17a shows the x-y·motion. Both the x and y 

motions are driven by computer-controlled stepping motors. This allows 

automatic centering of the dHfractometer on the. sa~ple. cell (which is in-

side the cryostat) to within 0.03 mm. The bottom plate of the x-y motion 

sits on a .commercial elevating table which is macie rigid with vertical 

stainless steel bars and linear ball bushings held in an external frame. 

This z coordinate is read. with a dial indicator. Three screw jacks 
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. Figure 16. Relative .. positions of the three-circle·diffractometer, 

cryostat, and cryostat support frame. (A) Concrete in-

·ertia block. Diffractometer adjustments in angles 8, x, 

and <P are available. The rectilinear motions X, Y, and Z 

permit centering of the specimen sample cell in the dif­

fractometer. (B) Cryostat. (C) X-ray tube. (D) Detector. 

· .. · 

• . 
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Figure 17a. Diffractometer x-y motion. The x and y motions shown 

·here consist of stainless.steel bars sliding inside 

linear ball bushings. Both motions are driven by 

comptiter-cont:rolled stepping motors ·(I and H), and 

the motion is measured by dial indicators, which are 

not show.n .. The motors are Superior Electric Co. Slo-syn 

M092~F ~,tepping motors. 

. \ 



'· 
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Figure 17b. Diffractometer <P.and x circles. Mounted on a plate 

above the x-y motion is the 56 em diameter <P circle 

(G). ·This circle, which is divided and can be read 

directly to 5 minutes of arc, rides on a race of balls 

at the periphery, and is held by a post arid ball bearing 

at the center. On this circle is mounted the x circle 

cradle (D). These brass runners have a 40 em radius, 

and are the base upon which matching stainless steel 

runners move with low friction. The declination angle 

x is 'read to ± 1 minute using a Watts 360" clinometer. 

The x circle is moved by the friction of a 1. 2 mm di-. 

ameter braided steel. wire ori a stainless s;teel drum (.T), 



... 



80 

Figure 17c. Diff.ractometer· gear drive. The 384 tooth worm gear (N) 

is the heart of the drive mechanism. The worm gear can 

.be attached to either of two arms: (0), which can be 

attached to the 8. table, and (C), upon which the PSD is 

mounted. · Each of the arms, and the gear, are supported 

on the .• center I>OSt by New Departure type H20305 ball 

bearings. The worm gear is driven by a long gear train, 

which'includes the stepping motor (M), a bevel gear set 

(L), and the stainless steel worm (F). The worm shaft 

position is measured by the digital shaft encoder (E). 

·The stepping motor is a Slo-Syn HS-50L, and the encoder 

is a Datex model C-713-20 shaft encoder. The stainless 

steel 2:1 bevel gear set is PIC Nl-2-S, while the worm 

shaft is maintained in position by a Bearden SR168SS bearing. 

between the worm and the encoder; and by two opposed Andrews 

DM-15 Thrust Bearings (K). The bearings which keep the bevel 

gears .in position are Bearden type SR155SS, and SR133SS, one 

of which is not shown for clarity. Also· shown in this figure 

are the sti:linless steel x cradle runners (D). All machined 
. . . . 
parts except the aluminum bronze worm ~ear and the brass· locks 

for parts 0 and C are stainless steel. 
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Figure 17d. Diffractometer 8 table.. The 74 em diameter 8 table (B) 

is shown here. The table turns on a 50 em diameter 

bearing which rests· in a stainless steel .support attached 

to the x cradle. The General Electric CA-8 Cu x-ray tube 

(S) is mounted on thee table, as is the 0.10 em i.d. ~-ray 

collimator (R). The 8 table is attached to.the worm gear 

with a lock (Q) when e table motion is desir~d. The. PSD 

·is mounted on an arm which can also be attached to the worni 

gear. A lock for preventing 8 tablemotion (P) is also 

shown. 
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attached to the external frame allow leveling of the whole apparatus. 

Mounted above the x-y motion is the ~ circle and x cradle, which are 

shown in Fig. 17b 

Shown in Fig. 17c are the runners of the x circle, upon which 

is mounted the newly designed gear drive mechanism. A 20 em diameter 

d f 1 · · b 89 / ' h b . f h d . Th worm gear rna e o a um1num ronze-- 1s t e as1s o t e r1ve. e gear 

is supported on a ball bearing at the center post~ and a race of balls at 

. 90! 
the edge. The 384 tooth-- worm gear is driven by a 1.3 em diameter stain-

90/ less steel wor~.-- The position of the worm shaft is maintained with a 

bearing on one side of the worm, while two opposed thrust bearings at the 

other end of the shaft prevent both lateral and longitudinal motion of 

the shaft .. The worm is driven by a stepping motor which is at a right 

angle to the worm because of space limitations. This corner is turned 

with a 2:1 stainless steel bevel gear set. The gears are maintained in 

position with bearings on each shaft, one of which is not· shown in Fig; 

17c for reas.ons of clarity. Also not shown are the Plexiglas shields 

which protect both sets of gears from dust and other objects. 

The final part of the gear train is the digital shaft encoder, 

which is mounted on the end of the worm shaft. This 100 revo.lution ab-

. solute encoder reads the position of the worm shaft to 0.001 revolutions, 

·which corresponds to 3.4 sec of arc on the worm gear. For comparison, the 

stepping motor, which gives 200 steps per revolution, moves the worm gear 

8.4. sec per step. Although the alignment of the worm with respect to the 

worm gear is very important, as long as precautions are taken to avoid 

backlash, the position of the worm gear is correctly measured by the en-

coder. In practice, it was found that the worm was not correctly centered 
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when it was cut, and so there is a sine wave variation of the worm gear 

motion which has as it::; period one revolution of the worm. This motion 

was accurately measured, and is automatically corrected by the computer 

as it reads the shaft encoder position. 

The motion of the worm gear must be transmitted to the 6 table 

(on which the x-ray source sits) and/or the PSD (see Fig. 17d). This 

is accomplished by two "arms" shown in Fig. 17c •. These arms are.con-

strained to move only around the 6 axis, because they are supported by 

bearings around the center post, and by a runner arrangement which pre-

ve~ts ver·tical or "twisting" motion of the arms. The arms can be locked 

to a "lip" above the gear. These locks slide radially (even when locked) 

to prevent binding in case of some misalignment, but when locked allow no 

lateral movement of the arm with respect to the gear. The PSD is mounted 

on one arm, while the other arm can be clamped to the 6 table. This lock-

ing arrangement allows the gear to drive the 6 table, the PSD, or both. 

Additional locks are put on the runner on either side of the detector arm 
. . . 

to keep the PSD fixet;l, when that is desired. 

The 6 ·table .is shown in Fig. 17d. It is a 1.3 em stainless steel 

plate, 74 em in diameter, with a 30 em hole in the center. The x-·ray tube 

·is mounted on the table~ as well as the x-:ray collimator. The circle is 

divided and can be read.to 5 minutes of arc. It can also be locked to 

prevent motion. 

Alignment of the diffractometer is important. The centers of the 

<j>, x, and 6 circles must coincide with the center of the x-ray beam and 

with the axis of the gear drive. The worm must be aligned so.as to mini-

mize backlash~ while at the same.time preventing any binding of the motion. 
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With much effort, the diameter of the sphere of confusion due to miscenter-

ing of the various circles was reduced to less than 0.15 mm. The accuracy 

of the motion of the 8 table is limited to 4 seconds of arc only by the · 

resolution of the shaft encoder when care is taken with the locks which 

fasten the gear to the e table. 

2. Computer Control 

The electronics with which the diffractometer-PSD system is con-

trolled are shown schematically in Fig. 18. 7he LSI-11 microcomputer which 

controls the experiment is interfaced to the laboratory equipment through 

the "Blox" system developed here at the University of Illinois. Several 

machine language subroutines have been written for the LSI-11 that allow 

communication with any particular module in the Blox with one simple Fortran 

statement. These are listed in Appendix B, with comments and explanations. 

This system of computer control allows each of several types of scans, and 

:their accompanying analysis, to be performed .;mtomatically. 

·The stepping motor driver is used to step any of the .three motors 

on the diffractometer under computer or manua;l control. The x and y motors 

·are used when qentering the diffractometer on the sample cell, while the 8 

motor is used to scan the 8 table and/or the .PSD. Each lock on the diffrac-

tometer is equipped with a microswitch. Th.e status of these ··switches is 

analyzed by logic in the driver which prevents stepping motor pul~es when 
,. 

an incorrect combination of locks is closed. There are also limit switches·· 

(with a similar function) on each of the motions. The computer can deter-

mine if the motor in use is blocked. Finally, one stepping motor is used 
\ 

in conjunction with the sample _;temperature controller so that·· crystals may 

be grown under computer control. 
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Figure 18. Diffractometer Computer Contr9l Electronics. The basis 

of the computer control for the d.iffractometer is the 

LSI-11 microcomputer. This is interfaced to the laboratory 

equipment through the Illinois Blox. System. The stepping 

motor driver allows computer or manual control of all the 

motors on the diffractometer (x, y, 8), and the motor which 

is part of the temperature controller (T control). The 

driver also analyzes microswitches on the various diffrac­

tometer locks to prevent undesired movement (logic switches). 

The interface decodes the information from the shaft encoder, 

and also allows control of the MCA, and output of the data 

from the MCA to the LSI-11 at 3000 baud. A separate line 

directly from the MCA to the Blox (Sea out) carries a pulse 

for each count (anywhere on the PSD) to a Blox scaler. The 

x-y plotter is used to plot the data during acquisition, and 

also during the later analysis. The data are stored on floppy 

disks, and are later stored on magnetic tape associated ~ith 

the DEC 2040 computer. The data are transmitted to the 2040 

over a.phone line (mod~m), or by directlyreading the floppy 

disks into the computer through a separate LSI-11-floppy disk 

system directly interfaced tu Lh~ 2040. 
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An interface was designed and built which performs several dif-

ferent functions. The MCA is controlled through the interface: functions 

such as start atquire, stop acquire, siart I/0, and stop I/O are initiated 

by the computer, which can also check the status of these functions. This 

makes possible great flexibility in the method of data collection. A 

second section of the interface allows the data from the MCA to be read 

into the computer at 3000 baud. Detailed computer analysis of the Bragg 

peaks can thus proceed seconds after the end of the scan. A third section 

of the interface translates the position.information which comes from the 

shaft encoder in a 28 bit grey code into 6 BCD digits, which are displayed 

on the front of the interface with LED's, and also stored so that the com-

puter can read the encoder position. Part of this section is also used 

so that data from a 6 digit frequency meter and 6 digit voltmeter can also 

be read into the computer (these were used with the strain gauge described 

in Section III-C and Appendix A). A final section of the interface uses 

a 12 bit digital to analog converter to display any .three digits from the 

frequency meter.on a chart recorder. Functional block diagrams, simplified 

schematics, and more complete descriptions of the interface are.given in 

Appendix C. 

3. Scan Types 

The present diffractometer system is used for two separate types 

of.measurements. Absolute lattice parameter measurements ("a") are made 

with one type.of scan. Measurement of the concentration of vacancies 

present in the crystal ("x") is made with several different types of 
v 

sca~s, since ·onl-:f knowledge of changes in lattice parameter ("Aa/a") is 
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required for these measurements. Vacancy concentrations are obtained by 

the method of Simmons and Balluffi. 25/ Because the crystal is maintained 

at essentially constant macroscopic volume in the present work, the Simmons 

and Balluffi..expression for x becomes 
v 

x = -3t,a/a 
v 

(III-1) 

where t,a is the change in lattice parameter from some low temperature refer-

ence state in which there are few thermal vacapcies present and whose !at-

tice parameter is a. The constant volume a$sumption is valid because a 

plug of solid helium is used to seal the fill line. Volume changes due to 

. . 20/ 
the Lucite cell should be less than 0.01%,- which is about the limit of 

. . 

sensitivity of the present measurements. Information about the different 

scan types used in the a and x measurements is summarized in Table 2. 
v 

TABLE 2 .--Diffractometer scan types. 

Scan Type Use Errors (t,a/a) 

a a 200 ppm 

PSD 120 ppm 

w :t,a/a 60 ppm 

Comments. 

More sensitive than 200 ppm 
to changes in a 

No mechanical movement 
Very fast 

Mosaic structure obtained 
Detector more sensitive 
t:,a/a insen~itive to crystal 

rotation 
t:,a/a insensitive to crystal 

quality · 

The simplest method of measurementof lattice parameter changes 

(and thus x ) , called PSD scan, uses only the position sensitive capabilities. 
v 
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of the PSD. There is no mechanical movement. The x-ray source is placed 

at the Bragg angle, and the PSD positioned so that the Bragg peak falls 

on the detector. The Bragg angle changes as the lattic:e parameter changes, 

and the peak moves along the PSD. Although theoretically the source should 

also be moved as·· the Bragg angle changes, in practice this is not necessary. 

The width of the peak due to the mosaic structure of the crystal is about 

0.2 degrees,. while the Bragg angle changes are less than a fourth of that . 

. The PSD scan has severa.l advantages over· the other scan types. There 

is no mechanical movement,- so that only thePSD linearity and response are 

important. A second advantage is that the data may be obtained quite rapidly. 

This is important during melting, for example. Two to three minutes is 

sufficient time for accumulation of adequate statistics, even for the weak 

Bragg peaks that are obtained from solid ,helium. In this context, the 3000 

baud output from the MCA to the comput~r is a necessity. It is the differ­

ence between waiting 30 seconds for the output, and the 20 minutes that 

would be required at 110 baud. 

Another type of scan allows measurement of. latt:ice parameter changes 

to better ·than 6.0 ppm. For this. measurement, c,alled w scan, the- PSD is 

fixed to the e·table. ·The source and PSD are scanned through the Bragg peak. 

TWo types of .data are collected during each scan:· (1) 'the total number of 

counts into the PSD per unit time at each e table (and hence. source) posi­

tfon,·and (2) the PSD peak which accumulates in the MCA. The first set of 

data (called "sea" data) gives the mosaic structure of the crystal and t:he 

position in space at which the source is at the Bragg angle. The second 

set of data ("mea") measures the Bragg angle, independently of the mosaic 

structure of the crystal. The sum of.the changes seen in the "sea" data 
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plus those seen in the "mea" data gives the Bragg angle change, while the 

difference of the changes shows how much the crystal has rotated. The 

tendency of helium crystals to rotate at temperatures near the melting 

temperat"ure was the cause of much of the instabili.ty of the crystals studied 

20/ . 
by Heald,-- and the present method of data collection effectively solves 

that difficulty. All of the vacancy data and.lattice parameter changes 

displayed in.the present work were obtained by thew scan method. 

The w scan has ma.ny advantages. Its insensitivity to crystal ro-

tations has already been discussed. The data obtained from the MCA are 

very insensitive to crystal quality because the mosaic .of the crystal is 

a~eraged by the scan. Crystal quality and mosaic structure are checked 

with every scan. This is especially important near melting and below phase 

separation in the mixtures.· Finally; this method is by far the most stable· 

and reproducible. Although the "sea" data are obtained as counts ver·sus 

encoderposition, and so should be limited to the 3.4 sec ofarc sensi-

tivity of the.encoder, the .centroids of the peaks in the sea data are re-

producible· to about 0.6 sec of arc. This corresponds to about 10 ppm in 

!::,.a/a. The PSD is twice as sensitive when it is fastened to the moving8 

. . . 
table than when stationary. Therefore, lattice parameter chan'ges are 

measured to better than 60 ppm by this method. 

Absolute lattice parameters are measured with a third type of s'can, 

the "a" scan. This scan is somewhat related to the method used by Bond. 911 

The data collected here are the same as the "sea" data mentioned above: 

the total number of counts into the PSD versus the source position. The 

geometry of the a scan is somewhat complicated, and. is illustrated in Fig. 

19 . · The first step is placement of· the source at angular position 1 and 
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Figure ·19. Absolute lattice parameter measurement geometry. The 

first scan takes place about diffraction vector n 1 , with 

the x~ray source at angular position 1, and the PSD at 

position 2. The PSD is then moved by hand to position 4, 

while the x-rays·are scanned accurately to position 3. 

A second scan is then performed about the diffraction 

vector nz .. The difference in angular position between 

the peak found by the first scan, and that found by the 

second scan, is twice the Bragg angle eB. From 8 , the B . 

lattice parameter is c,alculated using the Bragg equation. 
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the PSD at position 2, so that the diffraction is performed about diffrac-

tion vector n1. The x-ray source is scanned through the Bragg peak, while 

the PSD remains stationary, since its position sensitive capabilities are 

unneeded. This scan determines the encoder reading (E 1) at which the source 

is at the Br?gg angle. The PSD is then moved manually to position 4, while 

the source is accurately scanned to position 3. Another s.can is performed 

here, this time with the diffraction about .. the diffraction vector n2. From 

this scan is obtained the encoder reading (E3) at which the source is again 

at the Bragg angle. The difference between E1 and E3 is twice the Bragg 

angle, from which the lattice parameter is calculated from the Bragg equa-

tion. A second set of similar measurements, with the scans in the opposite 

direction, is made, and the results of the two measurements are averaged 

tb. obtain the lattice parameter. This metho.d, which is carefully analyzed 

in the next section, allows measurement of absolute lattice parameters, 

generally to i>etter than 200 ppm. 

4. Lattice Parameters: Error Analysis 
and Calibration Measurements 

The lattice parameters of single crystals of silicon, lithium 

fluoride, and sodium chioride have been mea$ured with the·_present diffrac~ 

tometer system. The purpose was twofold: (1) experimentally to determine 

possible errors, and (2) to find the angular dependence of the measu~ements. 

Diffractometers,- especially at low Bragg angles, are.susceptible to many 

92/ 
kinds of errors which depend on Bragg angle.-

Two kinds of errors which can have a large effect on a diffrac-

tcimeter of this sort are absorption in the spe·cimen and eccentricity error 

(error in centering the crystal with respect to the various circles of the 
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diffractometer). With great care, the eccentricity error can probably be 

reduced to 50 ppm, but in the present work th"e centering error is respon--

sible for most of the probable errors in the absolute lattice parameter 

measurements. Errors due to absorption in usual x-ray specimens can be 

very large, and are discussed in detail below. 

In the present work, peak positions (both the "mea" data and the 

"sea" data) are determined by subtracting from the peak a sloped back-

ground, and then calculating the centroid of the top 90% of the peak that 

. Th" h d 93/ . . . h ff f h d"ff" 1 d . rema~ns. .~s met o - m~n~m~zes t e e ect o t e ~ ~cu t-to- eterm~ne 

tails of the peaks on the centroid determination. However, it is important 

that the peak be fairly symmetric so that consistent resul.ts are obtained. 

The effect of absorption on line shapes and positions of powder lines is 

discussed by T~ylor and Sinclair.~/ Qualitatively, it is seen that as 

the product of ~ (the absorption coefficient) and r (the crystal diameter) 

gets larger, the peak shapes are distorted. This causes inconsistent re-

sults in the present system. 

Asid~ from the shape problems, abso~ption also causes a shift in· 

the peak ~osition. This shift, which is a function of Br~gg angle, is 

analyzed by Nelson and Riley. 951 ·They found that if lattice parameter re-

suits from several reflections are plotted ·against the function 

extrapolates ·to the correct lattice parameter at SB = 90°. In order to 

·~heck thi's dependenee, lattice parameters of Si, LiF, and NaCR. were measured. 

The NaCR. data are shown in Fig. 20a , while those of Si and LiF are shown 

in Fig. 20b • · Both figures show (a -a d)/a · d plotted versus expt accepte accepte . 

the function mentioned above, although the scales of.the ordinates are 
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Figure 20a.. Lattice parameter measurements of NaCL Shown plotted 

is ~a/a .for NaC£, where a is the accepted value of 
a a 

the lattice parameter for NaC£, and ~a is the difference 

between the value obtained here, and a . The different 
a 

reflections measured are labeled with the appropriate 

Miller indices, and are plotted against a function of 

line is·a guide to the eye only. 

p. Lattice parameter measurements of Si and LiF. Results 

for Si(•) and LiF(x) are shown here, plotted in the same 

fashion ·as above, except that the vertical scale ·is.mag-

nifi~d ·lOOx. The error bars show the standard deviations 

of the various measurements done on the same reflection. 

The LiF <220> reflection was m~asured o~ly once, so no 
. . 

error bars are shown.· ·See text for more discussion. 

i 
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different. The accepted value of a used for Si was 5.43101 A,~/ this 
I . 

being the result of measurements of the same crystal used here by a.pre-

97/ cise x-ray camera.- The single crystal results are more appropriate 

than the powder results of· the In.ternational Union of Crystallography 

P ' ' L ... i . P . P ' 981 Th b .d f 'F rec1s1on att ce arameter roJect.- e num er use . or L1 was 
0 

4.02570 A at 20° C, this being an average of two values from the liter-

t 
99 • lOO/ .The d 1 f d f N C" . . 5 63961 A0 

.a ure. . accepte .va ue. o a use or a "' was . · at 

The-difference between the results displayed in Fig. 20 for NaC£, 

and those for Si and ~iF can be understood by looking at the quantity ~r 

mentioned above·.. For the crystals used in this work, ~r was as follows: 

rvl5.2 for NaC£, 5.4 for Si, and 0.93 for LiF. The large absorption in 

the NaC£ crystal is the cause of both the slope of the data in Fig. 20a, 

and the scatter of the data about the line, which is just a guide to the 

eye. The data for Si and LiF show little or no slope because the absorp-

tion in thos.e crystals was much smaller, For the helium crystals studied 

here, ]Jr ·is .rvO. 005. Therefore, there is no need to worry about the ab-

sorption errors~ 

The error bars shown in Fig. 20b. correspond to the·:?tandard de-

viations of the tesults of the scans done on each refle~tion~ These de-

viations are·about 200 ppm in lattice parameter. This scatter is due 

mostly to factors inherent in the diffractometer design. The smallest 

change possible in encoder readings corresponds to 50 ppm in ·b.a/a, while 

one step of the stepping motor is about 125 ppm. Crystals can be centered 

only to abo1.1tO~os mm, which can cause a 200 ppm error in lattice parameter. 

It is interesting to note that measuring the lattice parameter to 200 ppm 
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at a Bragg angle of 14° is comparable to an accuracy of 9 ppm at a typical 

back reflection Bragg angle of 80°, since ~a/a is proportional to ctn8B. 

Two ~orrections are made to the data which are due to mechanical 

difficulties with the diffractometer. The locks between the gear and the 

x-ray·arm, and the arm and the 8 table (labeled 0 and Q in Fig. 17c ) flex 

during motion of the 8 table through large angles. This flexing of the 8 

table lock is measured with a dial indicator, and is at most 80 ~m, which 

corresponds to between 150 and 250 ppm in ~a/a. The table always lags 

behind the gear (and the encoder), so the correction is always subtracted 

from the apparent angle. This same sort of correction must be applied to 

the lock between the gear and the arm, which unfortunately cannot be fitted 

with a dial indicator. This second correction of approximately 200 ppm has 

riot been made to the data in Fig. 20b, which explains the fact that the 

data appear to be about 200 ppm low . 

For completeness, a discussion of the usual x-ray corrections is 
. . . . 

included, although most turn out to be much smaller than the errors which 

have been dis.cussed. above. One possible error is crystal tilt error, which 

is the result of x or cp being set incorrectly by an angle ~. The Bragg 

equation then becomes 911 d = mA./(2cos~sin8'). In the present work both 

X and cp are set to better than 15'. ~ = 15' results in an error of only 

10 ppm. The axial divergence error is proportional to the square of the 

. . 91/ 
divergence,-- and here is about 30 ppm. When refraction is included, the 

Bragg equation ··becomes1021 rnA. = 2dsin8 (1- (1-v) I sin28), where (1-v) = 2. 7 x 

0 

10-6>..2pz/A, with A. the wavelength in A, p the density in g/cm3 , Z the number 

of electrons/atom, . and A the atomic number in g/mol. For helium this 

correction amounts to 'only 1 ppm. . Finally, an expression given by 
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S~gmuellei031 gives .the correction for both the Lorentz and Polarization 

Factors: ~a0 = ~H2 /8a0sin6, where ~H is the half width of the reflection. 

In all cases studied in the present work, this correction was.less than 

20 ppm. Several other possible errors affecting the vacancy measurements, 

such as volume changes _caused by formation of dislocations, and diffuse 

20/ . 
x-ray scattering, have been analyzed previously- and found to be small 

enough that they cart be neglected. Therefore, it appears that all of the 
. . 

errors mentioned in this paragraph .are small enough that they may be 

ignored in comparison to experimental corrections discussed previously.· 

The conclusions of the calibration measurements are fourfoid. The 

reproducibility of the lattice parameter measurements is better than 200 

ppm. If careful corrections are made for the flexing of x-ray arm locks, 

then the Si and LiF data are found -to agree with the accepted values within 

200 ppm. Absorption in the helium crystals is very small, ·and s6. there is 

no n~ed .to make corrections to the :lattice parameters because of the small 

Bragg angles involved in these measurements; Finally, due to the somewhat 

limited reproducibility of the measurements, there is ·no need to apply 

further c:orrec.ti.ons to the lattice parameter meaourcmcnts. 

5. ~~neral Procedure 

A short description of the method of data. collection that was 

usually used is giv~n below. Crys·tal growth was followed by at. least 

several hours of. annealing with the fill line unplugged. Then as the fill 

line heaters were turned down, a series of transmission Laue photographs 

was taken with a Polaroid XR-7 Cassette. These pictures were taken at 

different heights on the cell, and at different angles (<P) •. until a sui table 
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reflection was found. The orientation of the crystal was found using the 

spot and a stereographic projection. The diffractometer was.then placed 

at the angles x and cf> determined by the projection. With. the PSD placed 

at approximately the Bragg angle, the 9 table (and source) were scanned 

until the Bragg peak was seen on the PSD. 

The correct X for the reflection was easily found by maximizing 

the intensity of the spot as a function of. X· Several w scans were then 

performed at different heights on the cell to determine the grain structure 

of the .crystal. In the concentrated mixtures·, the only useful grain was 

always at the.top of the cell, while for the pure crystals, a single grain 

usually filled the whole cell. The correct angle <ji was then determined 

by performing a ·lattice parameter measurement. · cf> was adjusted so that the 

average of the two Bragg peak positions (which are determined during the 

lattice parameter measurement) agreed with the known.zero position of the 

diffractometer. 

Data acquisition then began in earnest. An absolute lattice 

parameter measurement was usually performed first, at the temperature at 

which the crystal sat during the above alignment procedures. This was 

followed by a vacancy run, which consisted of two w scans at each temper-

ature. Two scans were done to assure that the PSD was ·not drifting, and 

that unexpected results were real. The same region of the PSD was used 
· .. ' .. 

for the w scan·s on all the crystals. In some of the earlier crystals, 

absolute lattice parameter measurements were made again ~t low temperatures 

to .check the consistency of the vacancy and absolute lattic.e parameter 

measurements. 
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IV. DATA 

A. Introduction. 

Data. of. several differe.nt sorts have· been obtained in the present 

work on.solid mixtures of helium. Measurements of the absolute lattice 

parameters of most of the crystals have been obtained, with an accuracy 

of about 300 ppm. Measurements of changes in lattice parameter have beeri 

made with the w·scan which is discussed in Section III-G-3. These data 

have made accurate determination of vacancy concentrations possible over 

a wide range· of temperature, pressure, and conc.entration in 3He- 4He mix-· 

tures. They have also made the determination of low temperature molar 

volumes of the mixtures possible. ~inally, changes in x-ray peak shapes, 

and lattice parameters allow accurate determination of the phase separa­

tion temperatures as a function of pressure and concentration. There are 

also many other novel and interesting observations which are discussed 

below. 

In Section B, a summary of the· results of the various ·t;ypes of 

me.asurements is given. The data: on each particular specimen, .some repre­

s~.ntative descriptions of various phenomena, and detailed descriptions of 

the results and observations for:·::each specimen are given in Section C. 

B. Summary 

The method of lattice parameter measurement has been discussed 

above, in Chapter III. The results are listed in Table 3. In the crystals 
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TABLE 3 .--Absolute. lattice parameter measurements. The estimated uncertainty 

of the lattice parameter measurements (a) is 300 ppm. Also listed are 3He con-
. . 

centration (x3), crystal s~ructure, reflection (hkl), melting temperatur-e (Tm), 

melting pressure (P ), and the temperature of each a measurement (T). The m . 
possible error in ·p is 0;008 MPa, while T is accurate to better than 0.5%. *see 

m 
the discussion of crystal 13 for its melting temperature and pressure. 

Crystal 

13 

14 

16 

17 

18 

19 

22 

23 

24 

25 

26 

27 

28 

29 

30 

0 

0 

0.99 

0.99 

0.99 
.. 

0. 99. 

0.51 

0.51 

0.51 

0.51 

0.51 

0.28 

0.28 

0.12 

0.12 

Struct. 

HCP 

BCC 

HCP 

BCC 

BCC 

BCC 

BCC 

BCC 

BCC 

BCC 

BCC 

BCC 

BCC 

BCC 

· BCC 

BCC 

hkl 

1010 

llO 

lOll 

llO 

llO 

llO 

llO 

llO 

llO 

llO 

llO 
.. 
llO 

llO 

llO 

110 

·no 

T (K) 
m 

* 

1. 798 

0.561 

2.040 

2.043 

2.017 

2.01 

1.99 

1.2~ 

1.35. 

. 1.33 

1.87 

1. 58 

1. 701 

1. 656 

. I 

P (MPa) 
m 

* 

3.137 

3.061 

1.853 . 

7.847 

7.812 

6.187 

6.187 

T{K) . 

1.624 
0.822 
0. 921 . 
1. 716 
L727 
1. 731 
1.751 

1.760 
0.947 

0.504 
0.280 
0.303 

1. 961 . 
1.090 

L989 

1. 923 
1.161 . 

1.893 

1.823 
1. 052 

3. 220 . . 1. 089 

3.56.5 

.3.565 

4.681 

3.475 

3.240 

3.041 

1. 246 

1.284 

1.700 

1.352 

1. 566 
1. .)62 . 

1.381 

. 0 

a(A) 

3. 65996 . 
3.66205 
3.66207 

4.10252. 

4.09881 

3. 64774 
3. 64725 

4 .. 34868 
4.35182 
4.35440 

4.l1276_. 
4; l1505 

4.10929 

4.l1614 
4.l1815 

.4.1UJ9S 

4 .. ll090 
4.l1210 

4.22903 

4.20306 

4.20132 

4.12644 

4.17393 

4.12907 
4.12786 

4.14074 
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·of pure 4He,. and· almost pure 3He (x3=0.99), measurements.were made near 

. melting, and then again at a low temperature, where few thermal vacancies 

are expected.•. These measurements were made· as a check of the sensitivity 

of the absolute lattice parameters, as opposed to their absolute accuracy . 

As can be seen (see for example, crystal 17, Fig. 32), the sensitivity is. 

much better than the 300 ppm accuracy quoted for the lattice parameters. 

The absolute accuracy of only 300 ppm is largely the· result of difficulties 

in centering the diffractometer ori the sample cell. The lattice parameters 

for crystals 13 through 25 have been corrected for centering errors. ·The 

corrections were determined by repeated lattice parameter measurements on 

crystal 24, with different centering of the diffractometer each time. 

The.:absoiute lattice parameter data, in conjunction with the vacancy 

(change in lattice parameter) measurements, have been used to obtain the 

molar volumes of the various crystals at low temperatures,.MV 
0 

Lattice 

parameter determinations of molar volume at various temperatures are cor-

rette~ for vacancy concentration, and then averaged together. These results 

are shown. in Table .4 •. The errors quoted for the x-ray molar volumes are. 

the standard deviations of the different measurements, Shown also are the 

G 
. 
11 

4. 5, 8 I . 
molar volumes bbtained from the PVT measurements of n. y, - using 

the formula 

where V3(P) is the molar volume of 3He at pressure P, x 3 is the 3He con~en­

tration, V4 (P) is the 4He .molar volume, and C is a constant which Mullin
401 

has calculated to be -0.4 cm3/mol. The disagreement between the PVT molar 
I 

volumes and the x-ray molar volumes is discussed in detail in Chapter V. 
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TABLE 4.--Low temperature x-ray molar volumes. The x-ray molar volumes (MV ) 
0 

are corrected for vacanc~ content. The molar volumes on the melting line 

(MVPVT) are obtained from the melting pressure (Pm), the melting line data of 

Grilly, 4 •5 •8 I and the excess volume of the mixtures calculated by Mullin. 401 

The uncertainties shown for MV are the standard deviations of thedifferent 
0 

measurements made. The possible ·error in MV. is 900 ppm, which corresponds to 
0 . 

0. 019 cm3 /mol. The possible error in MVPVT is about 0. 5%, .which corresponds 

to O.J,. crn3/mol. 

Crystal x3 T (K) 
m 

P (MPa) 
m 

MV (cin3 /mol) 
0 

}1VPVT(cm3/mol) 

14 0 1. 798 3.137 20.638±0.014 20.56 

16 0.99 0.561 3.061 24.867±0.005. 24.70 

17 0.99 2.040 7.853 21.000±0.022 20.95 

19 0.99 2.017 7.812 21.046±0.014. 20.97 

23 0.51 1. 99 6.187 20.945±0.007 20.43 

24 0.51 1. 22 3.220 23.443 22.44 

26 0.51 1. 33 3.565 23.306 22.12 

27 0.28 .1.87 4.681 21.478 20.54 

28 0. 28. 1. 58 3.475 22.327 21.35 

29. 0.12. 1.701 3.240 21.246 20.:95 

30 0.12 . 1.656 3.041 21.469. 21.10 
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The low temperature x-ray molar volumes are used for.crystal identifica-

tion throughout this chapter. 

The vacancy data are summarized in Table 5. The results of two 

fits to the.data are shown~ along with the melting temperature and pres-

sure, and the low temperature molar volume.· The firs·t fit is a. simple 

~xponential fit using Equation II-25, where s is held equal to zero. 
v 

This is included for comparison with all the previous vacancy data on 

solid helium, which are not accurate enough to·be used to determine more 

than one fitting parameter. The last two columns in the table list the 

results of fits in which both e and s (from Eq. II-25) were allowed to . v v 

vary. Although the results of .this fit are very sensitive to small vari-

ations in the. data, comparison of this fit with the s =0 ·fit shqws c.learly 
v 

that the fit wi~h s varying is a better parameterization of·the data. The 
v 

errors quoted for both fits are the probable uncertainties calculated from 

the.fit. Figures showing both fits for each crystal are found in Section C . 

. Phase separation has also been studied in the present work. The 

phase separation temperature (Tps) found for each concentration and pres­

sure is listed in Table 6. These transition temper:.;ttures were obtained 

in two different ways. The most obvious metho4 was simply to watch the 

· X":"ray peak shape as the crystal was cooled. · There i.s a clearly recognizable 

·.change beginning at the' phase separation temperature. An example of the 

peak shape changes is shown in Figs. 41 and 42 for ~rystal 26. The second 

method of determination of T was equating T· to the t.emperature. at which 
ps ps 

the lattice· parameter versus temperature curve went through an inflection 

point. This is· an analogy with the method used by Pancyzyk, s·cribner, 

. 36/ 
Gonano, and Adams- in their strain gauge study of phase separation. The 



TABLE 5.-....:Results of .fitl:) to vacar..cy data. 

' ' 

The results of two exponential fits to the data are given. e is 
v 

the formation energi, and s is tr:e apparent formation entropy. In the first· fit, s =0, while in the second v . v 
both e and s are varied. Also listed are the low temperature x-ray molar vo~ume (MV ), the melting tempera-v v . 0 

ture and pressure (1 and P ) , an~ the 3He concentratiqn (x3) .. The probable errors from the fits are also listed. 
· . m m . · . . 

Crystal Jo:3 Mv · (cm3 /enol) . T. (K) · P (MPa) .e· (s · =0) (K) e (K) s 
0 m m. v v v· v 

0 0 20.206a 1. 979 3. 710 12.6 ±0.1 27.7 ±0.1 7.8 ±0.1 

13 0 20.900 b b 8.6 ±0.1 8.2 ±0.1 -0.2 ±0.1 

14 0 20.638 1. 798 3.137 10.62±0.05 9.59±0.05 -0.62±0.03 

16 0.99 24.867 0.561 . 3.061 2.6 ±O.lc 5.14±0.0lc 
. c 

5.30;!:0.02 

2.6 ±0.5d 5.2 ±0.3d 4.9 ±0.5 
d 

17 0.99 21.000 2.040 7.853 11.9 ±0.3 15.8 ±0.3 2.0 ±0.2 

19 0.99 21:046 2.017 7.812 11.1 ±0.4 20.1 ±0.2 4.5 ±0.1 

23 0.51 20.945 1. 99 6.178 11.8 ±0.6 35.4 ±0.3' 12.4 ±0.2 

24 0.51 :2:3.443 1,.22 3.220 3.8 ±0.1. 4~94±0.03 1. 02±0. 03 

26 0.51 23.306 1.32 '3.565 4.1 ±0.1 4.40±0.04 0. 28±0.03 . 

27 0.28 21.478 1.87 4.681 ·6.8 ±1.3e 27.16±0.02e 11. 78±0. 01 e 

8.6 ±2;0£ 37.0 ±0.3f 17.2 ±0.2f 

. 28 0.28 22.327' 1.58 3.475 5.8 ±2.3 15.2 ±0.1 7.3 ±0.1 

29 0.12 21.246 . 1. 701 3.240 9.3 ±0.4 16.5 ±0.2 4.7 ±0.1 ... 

a 
:t-'N calculated from P ·only 

b m 
~ee discussio~ of crystal 13 for details 

c Cooling run before melting e:t l::>w temperature 
t-' 

d 0 
Warming run after low temperature melting 00 . 

e Cooling before phase separation run 
f 

Warming after phase separation run 

·.;. 
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TABLE 6.--Phase separation temperatures. These temperatures (T ) were determined 
. p.s 

from the shape changes in the x-ray peaks, and the inflection points in the lattice 

parameter versus terpperature dat~L Also listed is· the 3He concentration (x 3) and 

melting pressure (P ) . 
m 

Crystal ·.x3 

23 0 . .51 

24 0.51 

26 0.51 

27 0.28 

28 0.28 

29 0.12 

30 0.12 

The quoted uncertainties for T are the probable errors ps 
in its determination. 

P (MPa) 
m 

T (K) 
ps 

6.178 0.299±0.004 

3.220 0.399±0.006 

3.565 0.388±0.006 

4.681 0.330±0.003 

3.475 0.367±0.006 

3.240 0.267±0.009 

3.041 0.267±0.003 
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fir$t method is more definite, because the inflection point method is 

sensitive to the details of the behavior at the phase.separation point 

T This behavior is not always simple, as will be described in the ps 

.next section. 

One quantitative measure of the peak shape changes which are the 

result of phase separation is the width of the crystal mosaic. This is 

the width of. the p~ak in the "sea" data described in Section III-G-3. The 

widths for various crystals are plotted near phase separation in Fig. 21. 

All the data shown here were obtained on cooling runs. An example of the 

behavior of the mosaic width on warming back. through phase separation is 

?hown in the discussion of crystal 23. 
. . 

The hcp-bcc transition has been observed in several different 

circumstances during this work. In crystal 13, which was pu~e 4He, the 

transition between the bee and hcp structures was carefully studied. The 

transformation of one of the separated phases.(below T ) from bee to hcp . . . . ps . 

was observed in several of the concentrated mixed crystals. Fina+ly, 

phenomena which might be associated with the. bee to mixed bcc-hcp phase 

transform<~.tion have been observed in crystals 27, 29,. and 30; Details of 

these observations are given in the next section. 

C. Details and Observations 
.··,. 

This section contAins a detailed description of the data obtained 

on each specimen. The lattice parameter, vacancy, and phase separation 

data are plotted, and the measurements described. There are also examples 

of other characteristics, such as peakshapes and peak widths, which apply 

to more than one of the crystals. For the vacancy concentration plots and 
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Figure 21. Crystal mosaic width at phase separation. The width 

of the crystal .mosaic for various crystals is plotted 

versus temperature near phase separation. This is the 

width of the "sea" data peak which is discussed in 

Chapter III. Identification of the various symbols is 

given in the figure. •. 
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fits, all points taken at the.same temperature are averaged. On each 

figure, the crystal is identified by number, low temperature x-ray molar 

volume (MV ), melting temperature (T ), and 3He concentrat~on (x 3). 
· . o m 

1. Crystal 0 

The vacancy data which are shown in Fig. 22 were obt.ained with 
. . 

the 8-8 drive mechanis~ which was used prevfously by Heald. 201 Absolute 

lattice parameter measurements were not pos~ible with the older version 

of the diffractometer drive. Unfortunately, the measurements do not ex-

.tend to a low enough .temperature to accurately determine the low temper-

ature reference value of the lattice parameter. This makes the large 

value of s which was obtained somewhat doubtful. 
v 

2. Specimens 1-12 

Specimens 1 through 12 were prepared in attempts to measure the 

vacancy content of pure 4He crystals near a molar volume o~l8.8 cm 3/mol. 

.. This is th~ mol.ar volume at. which Heald measured vacancies in a pure 3He 

. . 20/ 
crystal.- Unfortunately, it was impossible ·to obtain any consistent 

data from any of these specimens. The specimens were very unstable, some-

times rotating in the sample ·cell at speeds of a degree a minute while the 

indicated temperature remained constant. A~ter specimen 8, the indium 

spike.was put inside the sample cell to prevent this rotation. It has not 

been totally effective. Specimens grown after ·crystal 30, at thi& same 

pr.essure and ·composition, have rotated more than 20 degrees while at con-

stant temperature. There is some evidence that the temperature of ther-

mometer Gl5678 at the bottom of the cell seems to fluctuate back and forth 

a small amount (mil~idegrees) during the rotation~ but there is no definite 

proof of this. 
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Figure 22. Crystal 0 vacancy measurements. The data were obtained 

on cooling with the p.revious .version of the diffractometer 

used by Heald. The solid line is a least squares fit to 

Equation II-25 in which both e and s are varied. The 
v v 

dashed curve is the tit with s =0. v . ' . 
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3. Crystal·l3 

Crystal 13 requires detailed explanation. The crystal·was origi­

nally .grown:fr~m pure 4H~ at a pressure of 3.ll0 MPa, with a melting temper~ 

ature of 1. 787 K. ·. Apparently the fill line heaters were turned down in 

such a manner that.iiquid was trapped in the fill line. During the over-

night anneal, a strange warming was seen qn the thermometer at the bottom 
. . 

· of the samp,le cell. This was perhaps the pressure equilibration between 

the higher pressure crystal in the. cell, and the lower.pressure soiid in 

the fill line which resulted from the solidification of the.trapped liquid 

at·constant volume (since the fill line was plugged above the trapped liquid). 

The result of the above events was that the next morning there was ~ good. 

single crystal of bee 4He at 1. 735 K. 

The data taken in the bee phase are shown in Fig. 2J. The pure 

bee phase is seen to extend from 1. 70 K to about 1. 735 K. At temperatures· 

below 1. 70 K, . the crystal begins going throu.gh the phase transitio~ to a 

mixed hcp-bccphase •. The Bragg peak disappears as a function of temper~ture 

(by losing intensity only; not by changing shape), arid it returns as the 

same function of temperature. There is apparently very little hysteresis 

in ·either t,he lattice parameters or peak shapes. Fig. 24 shows the "mea," 

peak as the crystal goes from the hcp to the mixed phase.. The peak shape 

behavior at: the bee to mix.ed transition is the same. 

The circles shown in Fig.· .23 are from several different warming· 

and cooling· runs through the bee-mixed transition. Wheri· the crystal was 

warmedabove i.735 K~ however, the ~attice parameter changed irreproducibly. 

When cooled back below 1.735 K, the lattice parameter again was a repro-

ducible function.of temperature. The crosses in Fig. 23 are the data 
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Figure 23. ·.Crystal 13 bee phase lattice parameter measurements. 

The initial lattice parameter changes me~sured are the 

circles. The crosses are the measurements made after 

the crystal was warmed above 1.735 K. The two absolute 

measure.ments (x) were made after the study of the hcp 

phase. The vertical error bars are 300 ppm in lattice 

parameter although the possible error he.re is l~rge, as 

discussed in th.e text. The horizontal error bars show 
. .. 

the temperatJJre change during each of the absolute 

measur'ements, since the crystal was then wat;ining with 

·very little temperature control. MV is the low temper­
a 

. ature x-:ray molar vol4me iu Lhe hcp phase.. See text for · 

discussi~n of the melting temperature. 
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Figure 24. Bragg (''mea") peak behavior at the bcc....:hcp transition 

in pure 4He. The Bragg ("mea") peak is shown plotted 

at three different temperatures as crystal ~3 undergoes 

the hcp to ·mixed phase transition. The behavior at the 

bee to mixed phase transition is exactly ·the same. The 

peaks were obtained at the following temperatures: (A) 

1.600 K, (B) 1.621 K, and (C) 1.630 K. One degree in 

Bragg angle corresponds to 101.3 channels on the MCA. 
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taken on several runs through the lower transition after being above 

1.735 K. Apparently 1.735 K is the melting ~emperature, above which the 

plug in the fill line started slipping, allowing the lattice parameters 

to change. The lattice parameter of the second set of data is lower than 

that of the first.because the external pressure was higher than that of 

the crystal, so that when the plug slipped, the pressure ori. the crystal 

was increased, compressing the lattice. 

One very interesting point that shoutd be made is that even in 

the 35 mdeg temperature range in which the bee phase exists, vacancy 

generation is clearly occurring. The change in lattice·parameter seen 

corresponds to a change of vacancy concentration of 4xlo-3, This fairly 

large number of vacancies, and the proof of the. ability to make useful 

measurements in this phase, make ·further study here useful. 

Before leaving the bee phase, the absolute lattice parameter 

measurements should be discussed. These measurements·, which are shown in 

Fig. 23, were made after the work done in the hcp phase, on adifferent 

(110) reflection than that which was studied before going into the hcp 

phase. Unfortunately, the dilution refrigerator was in the process of 

plugging, and so -there was little temperature. control.· The large error 

bars on the temperatures in Fig~ 23 are due to· the warming during the 

me.asurements. The crystal melted at 1. 774 K, but because the fill line 

was plugged, this is not the actual melting temperature of the crystal. 

Each of the lattice parameter meas~rements is the result of scans in only 

one direction on the diffractometer. They·are therefore accrirate only to 

about 500 ppm. 
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After all the data discussed above (except the lattice parameter 

measurements) ~ere taken, the crystal was cooled to about 1.62 K. More 

Laue photographs were taken, revealing a single hcp crystaL A lattice 

parameter measurementwas made on the (lOlO) reflection, and then the 

crystal was warmed and cooled through the transition from the hcp to the 

mixed phase. The Bragg peak disappeared and re.turned just as it had for 

the bee-mixed transition. If the transition to the mixed phase begins 

when the intensity of the peaks starts decreasing, the .mixed phase is 

found to extend. between 1.595 K and 1.70 K. 

The.data taken in the hcp phase on crystal 13 are shown in Fig. 25. 

The cooling run (circles) shows a very different behavior near the mixed 

phase transitiotithari the warming run (crosses).. The vacancy data for 

this crystal, obtained on the. cooling run, are pictured in Fig. 26. The 

determination of s from the fit to the data is especially uncertain, 
v 

since· the data stop more than 0. 3 deg below the mel.ting temperature. 

· 4. Crystal 14 

Crystal 14 was an attempt to get a better measure of the vacancy 

concentration in the hcp phase of 4He at high molar volume than was ob­

tained with crystal 13. As can .. be seen in Fig; ·27, the· ·prc;>bl~ins of crystal 

13 were not completely avoided. Figure 27 shows the first cooling run on 

crystal 14, with two lattice parameter measurements which confirm the un-

e~pected hi&h temperature behavior~ The vacancy measurements, shown in 

. Fig.· ~8, exclude the data above 1.65 K. Further warming and cooling runs, 

although very inaccurate because of experimental problems, generally show 

qualitative agreement with the cooling run which is shown in Fig. 28. 
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Figure 25. Crystal 13 molar volumes determined from lattice 

.parameter measurements. The molar·volumes obtained 

from lattice_parameter and fla/a measurements m~de 

in the hcp phase on cooling runs (circles); and on 

warming (crosses) are shown. The absolute lattice parain­

.eter measurements· (x) are shown with error bais which 

correspond to 300 ppm in.lattice parameter. The­

absolute lattice parameter at 1.624 K was obtained 

during the cooling run. The bee phase molar volumes 

are also shown. Due to the increased uncertainty in 

the lattice parameter me.asurements, the molar ·volumes 

in the bee phase are more.uncertain than those in the 

hcp phase. Theerror bars which are shown, however, 

correspond to the uouol 300 ppm errors in lat~ice 

parameter. 
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Figure 26. Crystal 13 hcp phase vacancy measurements. The data 

shown here were obtained on the cooling run made on 

crystal 13 in the hcp phase. The data above 1.5 K 

were excluded because of the anomalies associated with 

the.hcp to bee transition in this crystal. The solid 

line is a least squares fit to Equation ll-25 in which 

both e and s are varied. The dashed line is the fit 
v v 

. with s so. See text for a discussion of T • 
v m 
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Figure 27. Crystal llt lattice parameter measurementp. .These 

data were obtained on the initial cooling run on 

the crystal. .The high temperature and low temper-

. ature absolute lattice parameters (x) were measured 

before and after the cooling run. The error bars 

on the absolute measurements correspond to 300 ppm 

in lattice parameter. 
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Figure 28. Crystal 14 vacancy measurements. The data were obtained 

on warming. The solid line is a least squares fit to 

Equation II-25 in which both e and s ate varied. The 
v v 

dashed line is the fit with s =0. 
v 
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Finally, the Bragg peak was monitored as the crystal was warmed through 

the melting temperature with the fill line still plugged. The lattice 

parameter stopped decreasing and abruptly started increasing as the crystal 

was warmed through T , with the change occurring within 2 mdeg of T . The 
. m . m 

peak. showed few shape changes up· to a temperature of 1. 86 K, where the 

fill line was unplugged and the crystal disappeared. This behavior is 

·similar to that seen in ·the bee phase data from crystal 13. 

5. Crystal 16 

Crystal 16 .was grown in or.der to facilitate comparisons between 

the ·present mixture data and the 3He measurements of Heald. The melting 

pressure bf about 3 MPa also makes the molar volume of this crystal very 

large, so tha·t ·possible anomalous. behavior of the vacancies at high molar 

volumes. could be checked. Inspection of Fig. 29, which displays all the 

data obtained on crystal 16, shows no lack of anomalous behavior. The first 

' cooling run (circles.in Fig. 29) follows an absolute lattice parameter 

measurement which confirms the unexpected increasing lattice parameters of 

the highest temperature points. These three points are excluded from the 

vacancy analysis of the cooling run which is shown in Fig. 30. 

After a lattice parameter measurement at. the .end of the cooling 

run, the crystal was cooled to 0.18~ K. As is seen in Fig • .29, below 

0.3 K the lattice parameter increased, and then sharply began to decrease 

at abuut 0.208 K as the crystal w~s cooled. This behavior was repeated on 

warming with very little hysteresis. There was no change of peak shape 

during either.cooling or warming. This effect is probably due to cooling 

through the lower melting point of the crystal, as discussed· in Chapter V. 
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Figure 29. Crystal 16 lattice· parameter measurements. The absolute 

lattice parameter (x) at 0.5Q4 K was obtained after crystal 

growth was completed .. The cooling vacancy measurements 

(circles) were then done, followed by the absolute measure­

ment at 0.280 K. The cooling run (circles) then continued 

to low temperatures. The return warming run is the crosses . 

. A third absolute measurement at 0.303 K was performed~ followed 

by 'the final warming vacancy run (squares). The error bars on the 

absolute measurements correspond to 300 ppm in lattice parameter. 
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Figure 30. Crystal 16 vacancy measurements taken on coolirig. 

These data were obtained on the initial cooling 

of this crystal. The solid line is a least squares 

fit t.o Equation II-25 in which both e and s are 
v ·v 

varied. The dashed line is the fit with s =0. v . 
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Another measurement of the lattice parameter after warming b~ck to 0.3 K 

showed a small change in lattice parameter which could be due to the ex-

cursion below the lower melting point. 

A warming run was made after the lattice parameter measurement at 

.about 0.3 K. These data are shown in Fig. 31, and are the squares in Fig. 

29. Several interesting points should be noted. The data were taken right 

up to the melting temperature, 0.561 K. At low temperatures.,. there is an 

apparent dip in the vacancy concentration as ·the crystal is warmed, after· 

which the change in lattice parameter is very steep. This dip had been 

observed by Heald in pure 3He at high molar volumes, but he thought it was 

due to scatter in the data. This is clearly not the case here.: two points· 

were taken at each temperature, with close agreement. The final point to 

be made is that even though the cooling run (Fig. 30) and the warming run 

(Fig. 31) have so many differences, both give almost exactly the same re-

sults for e (s =0), e , and s • It thus appears that the exponential fits 
v v . v v 

to the data are useful in describing the vacancy content in general, inde.:.. 

pendent of details in the temperature dependence. 

6. Crystal 17 

The data obtained on crystal 17 are shown in Fig. 32. All the data 

shown were obtained on warming, except the absolute lattice parameter meas-

urement at 1.961 K, which was done immediately after growth of the crystal. 

The cooling run .which was done between thelattice parameter measurement 

and the data which are shown here qualitatively agrees with the warming run, 

although experime.ntal problems caused excessive scatter. On the warming run, 

two points were ·taken Ftt each temperature. This allowed a correction to be 



137 

Figure 31. 

. :· 

Crystal 16 vacancy measurements taken on warming. 

These data were obtained onwarming after the crystal 

had been cooled beiow its lower melting temperature. 

The solid line is a least squares fit to Equation 11-25 

in which·both e and s ·are varied. The dashed line 
v v 

is the fit with s =0. 
v 

.. 
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Figure· 32 .. Crystal 17 vacancy and absolute lattice parameter 

measurements. The vacancy data shown here were ob-

tained on warming and have been corrected as described 

in the text. The solid line is a least squares fit 

to Equation II-25 in which both e and s are varied. 
v v 

The dashed line is the fit with s =0. The absolu.te 
v 

lattice .parameter (x) at 1.961 K was measured immedi-

ately after .crystal growth, and the absolute measure-

ment at 1.090 K was performed before the warming run 

which is shown here. The error bars correspond to 

300 ppm in the lattice parameter. 

• 
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made for drift in the "mea" data (which was probably due to insufficient 

gas flow in the PSD). The agreement of the lattice parameter and vacancy 

data, as shown in Fig. 32, confirms the validity of the correction. 

7. Specimen 18 

No data are shown for specimen 18 because the crystal became hi­

crystalline as it was cooled. However, ther~ are several interesting 

points to be mentioned. At temperatures near 2 K, the spe.cimen was a good 

quality single crystal. However·, after it was cooled to below 1. 84 K, the 

peak split into two peaks. The interesting point is th~t even. through 

this transformation, the present method of data collection still provided 

consistent measurement of the lattice parameter changes. The combination 

of w scans o.ver the crystal mosaic with the centroid determinat"ion of the 

peak positions is very effective in removing the dependence of the data 

on peak shape. Scans were also done at the top, middle, and bottom of the 

cell, to che~k .the· z motion of the diffractometer. The lattice parameters 

at the three heights agreed within the normal scatter associated with w 

scan measurements. 

8. Crystal 19 

The data obtained on crystal 19 are shown in Fig. 33. This warming 

run was also corrected for detector drift. Two points were taken at each 

temperature, as usual, to check for drift. As with crystal 17, the cool­

ing run was not useful. 

9. Specimens 20 and 21 

Specimens 20 and 21 were the first attempts at growing crystals 

with the x 3=0.51 mixture .. Crystal growth is very difficult in the 
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Figure 33. . Crystal 19 vacancy and absolute lattice parameter: 

measurements. The vacancy data were obtained. on 

warming, and were corrected as described in the 

text. The solid line is a least squares fit to 

Equation II-25 in which both e and s are varied. 
. v v 

The dashed line is the fit with s =0. The absolute 
v 

lattice parameter measurement (x) at L 923 K was 

done immediately after crystal growth. The absolute 

measurement at 1.163 K was done before the. warming 

run ~hich·is shownhere. The error bars on the ab-

solute meas~rements are 300 ppm. 
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concentrated mixtures, as is discussed in Section III-E-2. Absolute 

lattice parameter measurements were ma~e on both specimen 20 and specimen 

21 at several different heights in the cell. The goal was to see if there 

was a concentration gradient in the specimen which was making growth of 

single crystals. difficult. Both specimens had many grains, and were bad 

quality, but the measurements indicate no change in lattice P.arameter with 

height in the cell. This is especially .interesting becau.se specimen 21 

was melted back, and regrown again very slowly (over a 48 hour period) 

while the progress of growth was seen by monitoring the Bragg peak intensity 

as a function of height in the cell. The crystal was of good quality near 

the apparent iiquid-solid interface, but was a poorer quality behind the 

·interface. 

This slow regrowth me·t~od may have caused· a concentration gradient 

in the crystal, since apparently there was still liquid in the bottom of 

the cell at temperatures more than 0.4 deg below. the "melting" temperature 

at which growth started. Qualitative examination of published T=x3 phase 

diagrams 301 (see Fig. 4) would lead to the expectation of a concentration 

gradient of tens of perce.nt for this apparent depression of the solidifica-

tion temperature. If this· gradient was present in· this crystal, there was 

no evidence.of.it in the lattice parameter measurements. 

10. Crystal 23 

The vacancy data obtainP.d on crystal 23 are shown i~ Fig. 34. These 

measurements .were made on warming. It was necessary to use a different cut-

off than usual when calculating the centroids of the "sea" peaks because 

there was .a small grain at the base of the peak which was changing shape 

somewhat. The cutoff was changed from 90% to 70% of the peak during this 

yacancy run. 
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Figure 34. Crystal 23 vacancy measurements. The data were 

obtained on warming. The solid line is a: lea.st 

squares fit to Equation II-25 in which both e 
y 

and s. ·· are varied. The dashed-line is the fit · · 
V. 

with s =0. 
v 

.. 

. . 
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The data taken on the crystal as it was cooled, and then warmed 

back through the phase separation temperature T , are shown in Fig. 35. 
ps 

These changes in lattice parameter are calculated from the "mea" data only, 

since the "sea" data become very unreliable below T 
ps 

The vacancy measure·- · 

-ments from Fig. 34 are not shown in Fig. 35, for clarity~ The lattice 

parameter measurements which are shown were taken during the vacancy 

measurements. There is a pronounced dip in the lattice parameter before 

phase separation. The lattice parameter then quickly rises as soon as the 

temperature gets below T 
ps 

The ·lattice parameter changes seen on warming back through T show 
ps 

much different behavior than the cooling data. This is not time dependent 

.behavior. The points taken on warming at 0.435 K were separated by more 

:than 12 hours, and show no hint of annealing or returning to the pre-phase 

. separation lattice parameter as a function of time. This difference of be-

havior between -warming and cooling is seen also in Fig. 36, which is a plot 

of the width of the "mea" and ''sea" peaks on cooling and warming near T 
ps 

The width of the "mea" peak, which measures·the width of the :Bragg peak, 

is· seen to show no hysteresis at all. This is very different from the "sea"· 

peak width, which is a measure of the width of the crystal mosaic. This 

width does not decrease to its pre-phase separation width until after the 

~rystal has been warmed to fairly near the melting temperature, where the 

damage done to the crystal structure by phase separation can-be repaired. 

11. Crystal 24 

Shown inFig. 37 are the vacancy data obtained on crystal 24. The 
\ 

vacancy data obtained. below 0.5 K are not included in the figure or the fits 
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Figure 35. Crystal 23 lattice parameter measurements. The 

circles'were obtained on cooling, and the crosses 

on warming. The vacancy measurements from Fig. 34 
\ 

are not shown on.this figure for clarity. The 

absolute '.lattice parameters (x) are shown with 

300 ppm error bars. 

I: 
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Figure 36. Crystal 23 peak widths at phase separation on cooling 

and warming •. The mosaic ("sea") peak width is plotted 

versus temperature. for crystal 23 near T • The inset . ps 

shows the width of the Bragg ("mea") peak iri the same· 

temperature range. The circles are points obtained on 

cooling, and the crosses a.re ·warming points. 



1.0 

-0'. : .. 
Q) 

~ 0.8 
.£. 
+-
-c 

3: 0.6 
0 

0 
en 
0 
~ 0.4 

0.2 

f.-

0 + 
··~0· ~ ++ 

0 

0 
~ 

~ ~ 

I-

I 
0.2 

. . . 

0 

~ c-,0.5 ~0 + 
0 

0 
0 Q) + 
Q)-c 0 +0 0 a.._ 

+· 1-
. 0' .£. . .. 0 
.. +- . . o+ 
g~ 0.4 ~ 0 

ffi3: g+ 
1-

+ 0000~00~~ +0 + + 

+ 0.3~ I I · I I 

0.2 0.3 0.4 0.5 0.6 
+ +._ -

+ ( 

-·o + . ce. + 
& 

0 0 0 0 OOCDO 0 0 0 0 -

I I I 

0.3 0.4 0.5 0.6 .. 
Temperature (K) 



152 

Figure 37. Crystal 24 vacancy measurements. The data. were 

obtained on cooling. The solid line is a least 

squares fit to Equat.ion II-25 in which both e 
v 

and s are varied. The dashed line is the .fit 
v 

with s =0. 
v 
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· because there was a decrease in a, perhaps due to phase separation which 

occurs at 0.4 K. It is not obvious, however, that the lattice parameter 

decrease at low temperatures (above T ) is not similar to the anomalous 
ps 

behavior seen in crystal 16 and other high molar volume crystals. 

The vacancy measurements discussed above, the single absolute 

'lattice parameter measurement, and all the data taken on cooling and warm-

. ing through phase.separation _are shown.in Fig. 38. The lattice parameter 

(a) definitely starts decreasing before the phase separation temperature 

T is reached. There is a large decrease in a as phase separation occurs, ps 

the total change.in lattice parameter between T and 0.15 K being about 
ps 

4 percent. The gap in the cooling data at·about 0.37 K is due to a 9 hour. 

anneal. A 17 hour anneal occurred between the last cooling run point and 

the lowest temperature Point, during which the lattice parameter increased 

somewhat.· As warming was begun, the lattice parameter increased by about 

5 percent, and then slowly decreased back toward the expected value. This 

type of behavior was seen in several of the mixtures studied. 

The behavior above T on w_arming is different than that seen in . ps 

crystal 23 because the lattice parameter is very different from that found 

on cooling. A small part of the difference is perhaps due to time effects: 

during_a nine hour anneal at 0.56 K the lattice parameter increased 0.4% . 

. A final point should be noted. A qualitative extrapolation of the cooling 

curve and the warming curve to the melting temperat:Jre shows that the two 

. curves apparently meet at the melting temperature. 

12. Crystal 26 

Crystal 26 was grown at a slightly higher pressure than crystal 24 

to check the amazi?g concentration of vacancies seen in crystal 24 near 
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Figure 38. Crystal 24 lattice parameter measurements. The 

circles are data obtained on cooling, and the 

crosses were obtained on warming. The error bars 

on the apsolute lattice parameter measurement (x) 

corr~spcind to 300 ppm, and are barely visible~ 
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melting (more t~an 3% at a temperature more than 0.1 deg below the melting 

temperature!), The vacancy data on crystal 26, shown in Fig. 39, completely 

confirm the· iarge number of vacancies. As with all the vacancy ·data, two 

scans were taken at each temperature to insure against equipment difficulties. 

The two data points at each temperature agree very well over the whole temper-

ature range of the vacancy measurements. 

All of·the measurements on crystal 26 are shown in Fig. 40. The 

behavior of this crystal at phase separation is qualitatively different from 

that of crystal 24, even though the two were grown at pressures different 

by only O.S.MPa. Below phase separation, crystal 26 shows two distinct peaks. 

The two lattice parameters obtained from the two peaks are shown in Fig. 40. 

The small lattice parameter peak has very small intensity immediately after 

phase separation, and the intensity increases as the temperature is lowereq. 

While this is happening, the intensity of the large lattice parameter peak 

goes to zero. This transition is illustrated by Figs. 41 and 42 , which 

show the.Bragg ("mea") and mosaic ("sea") peaks, respectively, as the phase 

separation proceeds. The gap between the small lattice parameter peak data 

and the lattice parameter before phase separation is due to the fact that 

the emerging peak cannot be separated distinctly from the larg~r l,attice 

parameter peak. until it is at a different enough lattice parameter for the 

two to be resolved. This can easily be seen in Fig. 41. The mosaic peak 

in Fig. 42 is included as an example of the degradation of the crystal 

quality as phas·e separatiot'\ proceeus. 

The crystal sat at 0.35 K for 7 hours after the· separation into two· 

i 
peaks, after which only.the smaller lattice parameter peak was left. There 

was little change in the lattice parameter of that peak~ but as can be seen 
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Figure 39. Crystal 26 vaqancy measurements. The data were 
\ 

obtained on cooling. The solid line is a least 

squares fit to Equation II-25 in which bothe 
v 

and s are varied. The dashed line is the.fit 
·V 

with· s =0. 
v 

.. 
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Crystal· 26)attice paramete,r measurements. The 

circl~i were obt~ined on cooling, and the tresses 

··on. warming. The error bars on the absolute lattice 
. . . . 

parameter measurement (x) correspond to 300. ppm, 
. . . 

and are barely visible. 
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Figure 41. Bragg ("mea") peak during phase separation. The Bragg 

peak Js shown as crystal 26 phase separates. Counts 

per <::hanne1 in the MCA are plotted versus channel number. 

On~ degr~e corresponds tq 101.3 channels on the PSD. The 

. evolution of.the.two separate peaks (which .were. seen in. 

crystals 26, 27, and 28) is clearly visible. 

For clarity, only one set of actual data is shown (curve C),. 

as an .example of the method used to determine the .other 

curves; · The temperatures at which the var.ious . peaks were 

obtairied are: (A) 0.393 K, (B) 0.387 K, (C) 0.381 K, (D) 

O.J77.K, (E) 0.370 K, (F) 0.359 K. 
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Figure 42. 

.-1 

Mosaic ("sea'') peak during phase separation. .The. 

degeneration of the mosaic structure of crystal 26 

. as it phase separated is shown here ·as a funct.ion 

, ·of temperature. ·.The total number of counts into 

the PSD per unit ti~e is plotted versus ·Bragg angle. 

For .clar·ity, only one set of actual data are .shown 

(curve·n), as an example of the method :used to de­

termine ·the other curves.· The.temperatures at which 

the data were obtained are: (A) 0.393 K, (B) 0.387 K, 

(C) cr.381 K, (D) 0.377 K, (E) 0.370 K, .(F) 0.359 K. 
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in Fig. 21, the width of the mosaic had returned to its pre-phase separa­

tion value. ·As the crystal was., cooled further, the width again incre.;1sed. 

Nothing unusual was observed as the crystal was cooled t6 0.21 K: the 

mosaic ("sea") peak degenerated as expected, but th~ Bragg ("mea") peak 

shape remained basically the same. After 10 hours at 0.22 K, both peaks 

were 'totally ·gone. Warming to 0.27 K caused the return of the ''mea" peak, 

although .with little intensity. As warming continued,. both peaks grew in 

intensity, although the mosaic ("sea") peak was really only ·a bunch qf 

crystallites. spread over about 5 degrees .. Note that on warming the general 

·.behavior of the lattice parameter (as. obtain~d froni the."mca" peak, since 

the "sea" peak is u11reliable after phase separation) for this crystal was 

qualitatively the same as tQat of crystal 24. 

13. Crystal 27 

:rwo ·vacancy data runs were obtained for crystal 27. · The data dis­

played in Fig. 43 were obtained on a cooling run. The data obtained below 

1. 25 K wer.e excluded from the· vacancy analysis because of clearly anomalous 

behavior in the data.below this temperature. This increase in lattice 

parameter can be seen in Fig. 44, which is a plot of all Lhe crystal 27 

data. This behavior has been tentatively identified with the transition 

from the pure bee phase to a mixed hcp and .bee phase. The decrease in 

lattice parameter at 0.77 K is the result of an 11 hour anneal. 

The. dat~ shown in Fig. 45 are vacancy measurements from a warming 

run done after the crystal recovered from phase separation. Inspection 

shows much more scatter of the data below 1.0 K than above it. This is 

8h0ut the same temperature at which the mixed phase was identified in 'the 
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·Figure 43. Crystal. 27 vacancy measurements before phase separation. 
. . . . 

The data were optained on cooling, with the, data below 

1.25 K·excluded because of the entry into the ~ixed phase~ 

The sol~d line ~s a least squaies fit to Equat~on II-25 

in which both e and s are varied. The dashed line is 
v v 

the ·fit ~ith s =0. 
v 
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Figure 44. Crystal 27 lattice parameter measurements. The circles 

were obtained on cooling, .and the crosses on warming. 

The error bars on the absolute lattice parameter measure­

ment.(x) correspond to 300 ppm, and are barely visible. 
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Figure 45. Crystal 27 vacancy measurements after phase separation. 

The data shown here were obtained on warming after the 

crystal was cooled into the phase separation region. 

The solid line is a least squares fit to Equation II-25 

.in which both e and s were varied. The dashed line 
v v 

is the fit with s =0. 
v 



c 
0 .· 

0. 0 12 ,..--· ----r---r-------r-----r------..,.----~----.-~ 

o.oog· · 

Crystal 27 

MV
0

=21.478 cm3 /mol 

Tm=I.87K· 

x3 = .28 +­
c 
'­
+-

: ~· 0.006 
-ev = 37.0 K sv = 17.2 

· --ev = 8.6K sv=O .. 0 
c 
0 
u 
~ 
0 

.. c. 
C. o· 
c 
> 

0.003 

0 
0 . . ~ -.· -·---.-··o----cr 

0.4 0.6 0.8 1.0 1.2 . 1.4 1.6 1.8 
Temperature ( K) 



173 

cooling data. The difference irt the fit parameters·between the warming 

and cooling runs is in large part caused by the different ranges of temper-

ature covered by the data. 

Several points of interest are obvious in Fig. 44 , which shows 

all the data ·obtained on crystal 27. The lattice parameters of both corn-

ponents are again visible in the figure below T 
ps Unlike crystal 26, 

however; .the small peak which splits off from the main peak is at larger 

lattice parameter this time. After cooling to 0.255 K, the peaks appeared 

to be going away co~pletely, so the crystal was warmed. The warming data 

shown below T are not from either of the peaks seen on cooling, but are ps 

from the centroid of the two peaksas they coalesced. The quality ofboth 

the Bragg ("mea") and mosaic ("sea") peaks nearly returned to its original 

pre-phase separation value after a 9 hour anneal at about 0.4 K (above T ) . . ps 

It was possible to perform the vacancy warming run.after phase separation 

because the crystal did not sit in the separated region for more than about 

6 hours, thus minimizing the damage to the crystal structure. It is inter-

·esting to note.that, as before, near the melting temperature the pre-phase 

separated lattice parameter agrees with that found after phase separation. 

There is also. a fair amount of agreern'rnt between the warming and cooling 

data between.0.4 and 0.8 K. 

14. · Crystal 28 . 

The vacancy data on crystal 28 are shown in Fig. 46. They were 

obtained· on cqo.ling, and show an interest;i..pg decrease in lat.tice parameter 

· ·(increase in vacancy concentration)· at low temperatures. All of the data · 

from crystal 28 are displayed in Fig. 47. The by-now usual behavior below 

phase separation is seen, although this time the larger lattice parameter 
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Figure 46. Crystal 28 vacancy measurements. The data were 

9btained on cooling. The solid line is a least 

squares fit to Equation II-25 in which both e . v 

and s . are varied. The dashed line is the. fit. 
v. 

with s =0 . . v. 
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Figure 47. · Crystal 28 lattice parameter measurements. The circles 

were ob.tilined on cooling, and the crosses on warming. 

The absolute lattice parameter (x) was obtained before 

the cooling run. The error bars on the absolute measure­

ment correspond to 300 ppm, and are barely visible. 
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peak started shifting rapidly to.smaller lattice parameter. This was 

taken to be the transition of one of the separated phases from bee to hcp,. 

so the crystal was warmed back above T 
ps It was hope~ that the crystal 

quality wouid.be regained. Although the warming data show the usual re-

luctance to return along the cooling curve near phase separation, at 

slightly higher temperatures the lattice .parameters do· agree. This agree-

ment is apparently due to the fact that the crystal was below T for only ps 

5 hours. 

15. Crystal 29 

The data obtained· on the first warming and ·cooling runs on crystal 

29 are shown.in Fig. 48. Also shown are two lattice parameter measure-

ments, ·one obtained at the beginning of the cooling-warming cycle, and the 

other at the end. The agreement between the {).a/a and absolute lattice 

parameter measurements confirms that the strange behavior found.on cooling 

was real. The jump in lattice parameter from {).a/ a = 0. 02 to -0; 05 at 0. 82 K 

occurred during a 9 hour anneal. The drop in lattice parameter near 0.27 K 

is due to phase separation. The behavior at phase separation for both crys-

tals (29 and 30) wit"h x3=0.12 is qualitatively different than that seen be-

fore. While the .changes in peak shape were fairly small·,. at 'l' in crystal 
ps 

29 the intensity of the peak increased by ~ore than a third. 

Crystal 29 was not allowed to go very far into the phase separation 

region due to the need to make more vacancy measurements. The warming run 

which followed phase separation is shown in Fig. 49. Two succeeding runs 

were also made on the crystal, and were found to. agree qualitatively with 

this warming run. The vacancy measurements from the first warming run were 
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Figure 48. Crysta~.29 lattice parameter measurements. the circles 

were obiained on cooling, and the crosses an warming. 

The·absolute lattice parameter measurements (x) were 

made before and after the cooling-warming cycle which 

is shown here. The error bars correspond to 300 ppm in 

lattice parameter. 
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Figure 49. Crystal.29 vacancy measurements. The data. were obtained 

on warming. The solid line is a least squares fit to 

Equat:i,.on II-25 in which both e and s are varied. The 
v v 

dashed line is the fit with s =0. 
v .. 
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used to determine the low temperature x-ray molar volume for crystal 29 

which is lis ted in Table 4 . 

16. Crystal 3b 
· .. The-data on crystal 30 are shown in Fig. 50. It is interesting 

. . 

.that each of the strange features noticed in the crystal 29 data is repeated 

-here. The anomaly near 0.74 K.occu'rs after a 11 hour anneal. Phase separa-

tion was studied in more detail than with cry~tal 29. Here the intensity 

increase on phase separation was about 30%. There are no useful vacancy 

data for this Grystal. 
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Figure SO. Crystal 30 lattice parameter measurements. All the 

data were obtained on cooling after the one absolute 

lattice parameter measurement (x). The error bar 

corresponds to 300 ppm in lattice parameter. There 

are no useful warming data. 
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V. ANALYSIS 

A. Vacancies 

1. General Results 

The results of two exponential fits to the vacancy data have been 

summarized in Table 5. Equation II-25 is used for both fits~ but s , the 
. v 

apparent formation entropy of the vacancy, is held equal to zero in one. 

Inspection of the various figures in Chapter IV shows clearly that the s =0 
v 

fit is a poor parameterization of the data in almost each case. However, 

this fit is very useful, as it allows straightforward comparison of the 

present results to previous work. None of the previous studies of vacancies 

in solid heliu 12-~ 0 • 27 • 62 • 1041 have been able to determine both the forma-

tion energy e -and the formation entropy s . Determination of s in NMR 
v v v 

s 
experiments is difficult because the non-temperature-dependent factor e v 

. - . 19/ 
is buried in a pre-exponential factor which is very model dependent.-- The 

entropy s is also difficult to obtain from heat capacity measurements. As 
v 

described in Chapter II, the vacancy contribution to the experim~ntal heat 

capacity can be obtained by subtracting an estimate of the "normal lattice" 

heat capacity from the experimental result. The vacancy contributions to -. 
the heat capacity are very sensitive to the form taken for the "normal lat-

tice" contribution. This sensitivity makes estimation of anything more than 

an activation energy very difficult. 

Each vacancy formation energy e (obtained from the s =0 .fit to v . v 

the present vacancy measurements) is divided by the respective melting 
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temperature T , and plotted versus molar volume in Fig. 51. The moiar 
m 

volumes are those obtained from :E>VT measuremen-ts (MVPVT in Table 4), be-

ca~se all other workers have used PVT molar volumes for classification of 

their results. The only published vacancy activation energies for concen- · 

trated bc:;c mixtures have been obtained from NMR experiments. Miyoshi, 
. 27/ . . 
et al.- have made T1 , T2 , and -diffusion measurements on mixtures with 

3He concentration x 3=0.321, o;0778, and 0.0194, respectively. Spin dif­

. 29/ 
fusion measurements have been done by Grigor'ev, et al.- in mixtures 

with x 3=0.063, 0.0217, and 0.0075, respectively. Most NMR measurements 

.in dilut~ mixtures concentrate on the low te~perature region,1051 where 

there is much discussion of excitations such as mass fl~ctuation waves. 1061 

There are, however, spin diffusion activation energy measurements by Allen 

and Richards!Ql./ in hcp samples with a 3He concentration x 3=5xl0-4 . Ori.ly 

data for x3>0.06 are shown 

ison, x-ray, 201 NMR, 18 •191 

also shown. 

in Fig. 51 for reasons of clarity. For compar-

d h . 13/ . 1 f 3H an eat capac1ty- resu ts or p.ure e are 

There are three basic points of intere·st in Fig. 51. First, it 

appears that below about 20.5 cm3/mol, the ratios of the vacancy activation 

energy toT in·the bee phase (cj>/T) seem to agree, regardless of isotopic 
. m m 

content or experimental techniq_ue used. At molar volumes larger than 20.5 

~m3/ffi~l, this is no longer true. cj>/T is much·· smaller for the concentrated 
m 

mixture·s than for pure 3He. This means that there are a larg~ number of 

vacancies present. It appears that the large __ vacancy concentrations seen 

iri the present work have also been seen in the_. NMR work of Miyoshi, et al. ,Y.../ 
29/ and Grigor'ev, et al.- The possible errors associated with the activation. 

energy dP.ter.minations in the work of Miyoshi, et ~!· and Grigor'ev, et al., 

are as large as 15% of the cj>/T ratio, and could explain the differences m . 
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Figure 51. Sunnnar)r.of vacancy activation energies. The activation 

energy associated with vacancies, divided by .the melting 

. 3 4 temperature Tm' is plotted versus MVPVT for pure. He, He, 

and mixtures. The x-ray activation energies e are the 
v 

results of the s =0 fits that are listed in Table 5. 
v 

Identification of the symbols is given below: 

Symbol ~ Method Author Reference 

• 1.0 x-ray Heald 20 

0 1.0 NMR Sullivan, et al. 19 --

0 1.0 c Greywall 13 
v 

+ 1.0 NMR Reich 18 

• 0.99 x-ray present present 

• 0.51 II " II 

A 0.28 II II " 

"Y 0.12 II " II 

• 0 II " " 

·!}. 0.321 NMR Miyoshi, et al. 27 --
'V 0.078 II .II II 

0 0.063 II Grigor'P.v, et al. 29 '· --
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between the various measurements which are seen in Fig. 51. It is inter­

esting to note that while the ~/T determinations of Ailen and Richards 1071 
m 

for molar volumes between 20.2 and 20.8 cm3/mol agree very well with the 

present x-ray results for pure 4He, their result at 20.95 c~3/mol is 

~/T =4.2. This agrees well with the mixture results and not with the pure 
m 

4He results. · This is especially surprising because the Allen and Richards 

data were apparently all taken in the hcp phase. All the pure 3He hcp 

phase NMR activation energies are much larger· than the activation e·nergy · 

20/ determined with x-rays.- Finally, the lowest concentration data from the 

NMR experiments (x3=0.0194 for Miyoshi, et al.}:!_l and 0.0075 for Grigor'ev, 

. 29/ 
et al.- ) result in somewhat larger ~/T ratios than expected from Fig~ 51. 
-- . m 

This is difficult to understand since the Grigor'ev, et al. result for 

x3=0.0211 and the Allen and Richards result at x3=0.0005 both seem to agree 

with the general trend of the more concentrated mixtures. 

Figure 51 highlights one more interes;ting result. At high molar 

volume (21 cm3/mol), the heat capacityll/ and x-ra~/ ~/Tm determinations 

disagree. The measurements on the 99% 3He mixture in this work were in 

part done to confirm the previoiJS x-ray results of Heald.
201 

Inspection 

of Fig. 51 shows that the results of Heald have been confirmed both at low 

and high molar volumes. Unfortunately, there are no NMR data·in pure 3He 

at larger molar volumes to assist in th~ undei"standing of this disagreement. 

. ' 
It is interesti~g to note that'the disagreement between the heat capacity 

and x-ray resultR fnr pure 3He begins at about· the same molar volume at 

which the mixture results. start deviating from pure· substance ··values. 

The results of the pre~ent vacancy measurements are displayed in 

Fig. 52. The free energy of formation of the vacancy, f =e -Ts , is plotted . . . v v v 
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Figure 52·. Temperature dependence of f (T) determined in this work. 
v 

f (T)=e -Ts is plotted versus temperature T, where e 
v. . v v . v 

and s are taken from the fits to the vacancy data (from 
.v 

Table 5). The solid lines extend over the temperature 

interval in which the data were taken for each particular 

crystal. The short-dashed line is an extrapolation of the 
_, 

solid line to the observed melting temperature. The long-

dashed line is a guide to the eye: note that f (T ) for all 
v m 

the crystals (except the 28% mixtures, crystals 27 and 28) 

lies approximately on the long-dashed lin~. Plots are 

identified by crystal number: 

Crystal P (MPa) 
m 

MV (cm3 /mol) 
0 

x3 

0 3. 710 2o.'2o6t 0 

13 * 20.900 0 

14 3 .. 137 20.638 0 

16 3.061 2lj..867 0.99 

17 7.853 21.000 0.99 

19 7.812 21.046 0.99 

23 6.178 20.945. 0.51 

24 3.220 23.443 0.51 

26 3.565 23.306 0.51 

27 4.681 21.478 0.28 

28 3.475 22.327 0.28 

29 3.240 21.246 0.12 

w signifies warming, and c means cooling. ~"se·e diSCUS$iOn 

of crystal 13 for its melting pressure 
t p . MVPVT m 
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vers~s temperature. The results of the two parameter exponential fit of 

the data to Eq. II-25 are used, since this is clearly a much better 

parameterization of the data than the simple one parameter fit discussed 

above. The·free energy f is plotted over the temperature range in which 
v 

data.were taken on each particular crystal. f is.extrapolated to the v . 

melting temperature T . The low temperature ends of the lines are more 
. m 

uncertain than the high temperature ends, because·the vacancy concentration, 

and hence f , are easy to measure at high temperatures since there· are many 
v 

vacancies. 

There is one main point of interest in Fig. 52. Qualitative in-

spection of the figure shows that nearly all the free energy of formation 

at melting [f (T )] values fall on the same curve, regardless of mixture 
. . v m 

concentration. This means that f (T ) is not in general a function of 3He 
v. m 

concentration or of molar volume,. but is a function only of melting temper-

ature T . This conclusion is easily demonstrated for the crystais with 
m· 

T rv2.0 K. In the present study, five crystals were grown with melting 
m 

temperatures of about 2.0 K. For these crystals, x3 varied from 0.99 to 0, 

and the molar volume (MV ) varied from 20 to 21 cm 3/mol, with basically the 
. . 0 

same result f.or f (T ) in each case. This lack of dependence on molar vol-
• v m .-

ume, at least, is surp.rising. It has been ·generally thought. that most· 

properties of solid helium could be explained solely with volume 

ff 108,109/ e ects. . 

Both crystals (27 and 28) with x 3=0.28 disagree with the trend 

which is discussed above. The warming and cooling runs for crystal 27 are 

both shown. Although e and s for each of these two runs are different, 
v v. 

the extrapolation of each line to the m~lting temperature results in the 
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same value of f (T ) for each. This valu~ is much lower than the general · v m 

curve would predict. The other 28% crystal also. is in disagreement with 

the curve. A satisfactory explanation of the disagreement is unlikely as 

long as the origins of the curve from which the deviations are measured 

is unclear.. One possible hypothesis is that there might be a binding 

energy between vacancies and 3He atoms in the mostly 4He crystal. This 

and other complications in the further analysis of the vacancy data are 

discussed below. 

2. Vacancy Entropy of Formation 

Although fits to the vacancy data have been made using Eq. II-25, 

with s (the vacancy formation entropy) allowed to vary, to this {?Oint the 
v 

fitted value of s has been treated as a parameterization of· the data. 
v 

Knowledge of the actual value of s is important because its value ~an 
v 

change the vacancy concentration inferred indirectly by other experimental 

methods. Reference to Table 5 or Fig. 52 shows that nearly all the s 's 
v 

determined in this work are positive, and in'many cases large. This does 

not mean that the actual entropy of formation for monovacancies is 

large and positive. Other important effects, such as vacancy-vacancy 

binding, vacancy-solute binding (in mixtu.r~s~ ~ long- and snort-range orde'r­

ing (in mixtures), and vaca~cy delocalization, can be. expected to contribute 

to the apparent entropy s • In the present work, it is clear that the 
v 

temperature ~ange in which the data are taken affects the fitted values of 

s . For example, the two crystals which have fitted s 's which are less 
v v 

than zero, 13 and 14, both had anomalies at high temperature. so that the 

vacancy data stop at temperatures 0.3 deg below T . The fitted entropies 
m 
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of these· two crystals are therefore rather uncertain due to the lack of 

high temperature data. 

The monovacancy non-configurational entropy has been calculated 

for normal solids. A typical result (for copper) is an entropy of about 

+l.s. liO/ h" 1. b d h f T 1s resu t can e compare · to t e vacancy · ormation entropy 

found experimentally for gold (s =+l.O)lll/ and for solid krypton (s p . p 
. . . 112/ 
+2.0),--- where s is the entropy of formation at constant pressure. 

. .. . p 

This positive entropy is expected on general grounds in the constant pres-

sure case. :rf the crystal is treated as a collection of harmonic oscil-

llO/ ' , . 
lators, then .it is easily seen--- that the entropy due to a vacancy is 

just due to the change in phonon frequencies. We have 

where \1 •• and v.f are the frequencies of the jth phonon 
J 1 J 

s = L £n ( \1 •• I \1 • f), 
. ]1 J J . 

before and after 

the vacancy is put into the lattice. Because the vacancy allows local 

expansion of the lattice, the frequencies should drop when the. vacancy is 

considered, thus making s>O. 

Application of this argument to solid helium at constant volume is 

not straightforward. For example, vacancy creation at constant volume 

causes local compression of the lattice, which should increase the fre-

quencies, and d.ecrease the ent.ropy. The vacancy formation entropy in solid 

. 113/ . . 114/ 
helium has. been discussed by Ht:ther1ngton,--- W1dom, Sokolo.f:f, and Sacco,---

.: . 19/ 
and Sullivan, et al.-- The conclusions of Hetherington's general consider-

ations are that.~ large (s "'1) . entropy cannot be ruled out. s 'vl would v . v 

mean that the vacancy is easily deformed with low~lying excited states, or 
. !" 

that it has a degenerate ground state. A zero or negative entropy would 

~ean that there was a single vacancy state. 
ll4/ . Widom, et al.--- pred1ct an 

appreciable negative entropy. The many inconsistencies ·in their assumptions 
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and analysis,·however, make this prediction questionable. The conclusion 

. 19/ 
of Sullivan,. et al.-- is that the entropy is negligibly small. They be-

lieve that the contribution to the entropy from phonons is small because 

kBT is always small compared to the phonon frequencies. The only other 

contribution possible, they claim, is the entropy associated with a lattice 

relaxation with less symm~try than the perfect lat.tice. This is unlikely 

since the energy required is larger than that for a cubic relaxation. 

In light of the present data, and the theoretical considerations 

mentioned above, two usually implicit assumptions concerning the entropy 

of formation ·s must be questioned. The first assumption is that s is 
v v 

temperature independent. Although a temperature independent s is in most 
. v 

cases consistent with the present measurements, the complexity of the.fac-

tors contributing to the vacancy concentrations does not rule out temper-

ature dependence. The second assumption is less quantitative, but is 

basically the assumption that there exists one "vacancy entropy of formation 

for helium." It is clear from the present data that there are major dif-

ferences in s which depend on pressure, molar volume, crystalline structure, 
v 

or isotopic constitution. One definite conclusion that it is possible to 

make is that many large contributions to the vacancy concentration temper­

, ature dependence will have .:·to come from v;:t,cai).cy binding energies and simi-

lar sources if the entropy of formation.is to be negative. 

3. Vacancy Binding Effects 

In the present measurements, vacancy-vacancy binding must be ·con-

sidered. In metals such as aluminum, in which the vacancy concentration 

1 . . . 1 9 10-4 251 d. . b 1' d b . at me t1ng 1s on y x ,-- 1vacanc1es are e 1eve to e 1mportant. 

He have studied here crystals .with vacancy concentrations of more than 4% 
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at melting. This large number of vacancies means that at least 30% of the 

vacancies have.another vacancy as a near neighbor. A large divacancy bind­

ing energy eb (2) could enhance the large number of vacant sites already 

present in the crystal. 

A definite upper limit of the effect of divacancies on the present 

measurements can be found by setting the divacancy binding energy eb ( 2) equal 

to the monovacancy formation free energy f . Equation II-41 then gives the 
v 

concentration of vacant lattice sites: 

X 
v 

tot -fv/T [-f.v/Tl2 eb(2)/T (1)[. (i) 
= e + 8 e e = x 1+8x . . . v v (V-1) 

Since the binding energy is equal to the monovacancy formation energy, we 

tot • (1) 
have x =9x , which is simply equivalent to an increase in the fitted 

v v 

entropy of formations of ~n(9)=2.2. A large divacanty binding energy 
v 

(and by analogy binding energies of larger vacancy clusters) therefore con-

tributes to the apparent s obtained from the vacancy data fits. Two final . v . 

points are clear: (1) even this upper limit does not explain the large 

values of s obtained for many of the crystals, and (2) smaller binding 
v 

· energ5.~?R, ::mel the.i.r ~ontribution to the temperature dependence of' the 

measured x, can be part of the fitted values of s that havebeen obtained 
v v 

·in the present work. 

Bound states of vacancies and solute atoms in. mixtures are another 

possibility th~t may contribute to the formation energy and:entropy for 

the vacancies· in helium mixtures .. The general reasoning behind.this pos-

sibility is described in Section II-B-3. Also in that section the general 

expression is given for the free energy which is minimized to find the effect 

of the binding on the vacancy formation energy and entropy. (See Equations 
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II.,-42 to Il-47). This expression is very complicated for the present case 

in which both the solute concentration x 3 and the vacancy concentration xv 

are too large to allow valid a?proximations. The dilute mixture limit of 

this expression, which is given in Eq~ ·II-48, is clearly inapplicable here. 

Binding energies have been calculated for thevacancy- 3He bound 

. 4 . 56/ 
state in almost pure He by· Locke and Young .. - The result is an energy 

of about 0.2 K. This calculation is for the dilute case, and so is not 

helpful in the present case. In general, one would expect the contribution 

of the vacancy-solute binding to the observed temperature dependence would 

·be similar to that of the vacancy-vacancy binding. However, due to the 

large concentrations of solute atoms ( 3He) in the present mixtures, further 

.. quantitative analysis seems inappropriate, because the multiplicative fac­
fb/T 

t·ors in front of the expected e term are important and unknown. 

A further complication of the situation in the mixtures is the 

possibility of long- or short-range orde~{rig. It is dangerous to speak of 

one formation energy in an ordered alloy, because there are two (or more) 

kinds of vacaricies, with their own formation energies, entropies, and lat.,­

tice sites. 1151 A possibility is that ordering will leave many vacant sites 

of one type (as much as 50% in Tic1161 ). The possibility of ordering in 

the helium mixtures was considered after the fact, but there was no evi-

dence in support of such a contention. All the Laue photographs were in-

spec ted for indications of super lattice spots, .. :but none were seen. This 

is not surprising. One can only reasonably expect to see the possible 

superlattice li.nes by. orienting the diffractometer and looking carefully in 

particular places in reciprocal space. This was not done. 
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Both vacancy-vacancy and vacancy-solute binding apparently cause 

an additional temperature dependence in ·the monovacancy concentration 

(i.e., the fitted s is larger). It is therefore interesting to examine 
. v 

the two high molar volume crystals with x 3=0.51 (crystals 24 and 26). The 

vacancy concentrations at melting are almost 5%, while the fitted values 

of s are very small when ~ompared to the other data. This small s appar-
v v 

ently disagree~ with most of the above discussion. It .does, however, agree 

very well.with some results obtained by Mukherjee, Lieberman, and Read117 / 

in vacancy measurements on a 50% alloy of gold-zinc. They found: (1) 

x (T )~0.6%, which is about ten times the vacancy concentration normally 
v m 

found in the pure substances, (2) an entropy of formation s..VO.Ol, which is 

.very much smaller than that for the pure metals, (3) no x-ray evidence of 

a long-range .order-disorder transition or of quenching strain, and (4) a 

relaxation volume similar to that of the pure substances. All four of 

these results agree with what was seen in the present 51% mixture measure-

ments. The apparent lack of vacancy-vacancy and vacancy-solute binding, 

and lack of ordering in.these approximately 50% mixtures is not understood. 

4. Delocalization 

The datc;t on crystal 16 (x 3=0.99, MV
0

=24.867 cm3/mol) were taken in 

part to investigate 
. . . . . 20/ 

some anomalous behavior seen by Heald- in his measure-

ments of pure 3Heat high molar volumes. In several crystals with molar 

volumes above 24~5 cm3/mol, Heald saw the vacancy concentration first dip, 

and then rise sh.arply as the temperature.was raised. The pr~sent measure-

ments on. crystal. 16 confirm that behavior .. Two points were taken at each 

temperature during the warming run ~ho~ in Fig. 31, with close agreement. 
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It is interesting to note that this kind of behavior is most pronounced 

in warming data, as is seen in this work, and that of Heald. A similar 

deviation of the vacancy concentration from the expect~d exponential 

temperature dependence can be seen by careful inspection of the heat 

capacity data of Greywall (see Fig. 19b in ref. 13). 

The most detailed examination of the effects of vacancy delocal-

ization and band structure on crystal properties, especially heat capacity, 

' d H h ' 23 / h' k h h h 1.s ue to et er1.ngton.- In t 1.s wor , Ret erington s ows t at the data 

of Greywa11131 are consistent with a finite vacancy band width, but he does 

not address the vacancy concentration temperature dependence which is dis-. ; 

cussed here. An attempt was made to use the ideas discussed in Section 

II-B-4 to explain the crystal 16 temperature dependence, butit failed. 

The basic effect of Hetherington's approximation~~/ to the band structure 

is to effectively decrease the observed s obtained from the data. This is 
v 

'the opposite of th.e effect that is needed here. 

The present crystal 16 data could be explained by a vacancy band 

structure with two bands. Since vacancies in 3He are like holes in a 

metal, they are fermions and can be describ.ed by the Fermi distribution 

function. ~he two vacancy bands could be arranged so that as the Fermi 

distribution changes shape ·when the temper.ature is raised, the number. of 

:filled vacancy states in the bands decreas'es. At higher.temperatures, ~he 

number of filled vacancy states would increase with increasing temperature. . .·· 

The large num~er of adjustable parameters present in such a theory make 

further·study inappropriate here, since there is only one set of data 

available~ When there are more data available, this theory should be in-

vel;>tigated further. It 1~ qulLe possible that the low energy band might 
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be associated with the existence of so-called zero-point vacancies, which 

were first suggested by Andreev and Lifshitz, 118/ and have been discussed 

. . . 119/ 
and 1.nvoked by many workers.--

5. Conclusions 

The presen~ vacancy concentration measurements lead to several 

·general conclusions. Vacancy concentrations of almost 5% at melting have. 

been measured in the nearly 50% mixtures of 3ile and 4He·. These large val-

ues of x (T) are qualitatively confirmed by NMR measure.ments in concen- . 
v m 

trated mixtures.. Progress has been made toward characterizing the de.tailed 

·temperature dependence of the vacancy concentration. Large positive apparent 

vacancy entropies of formation have been found in most of the crystals 

measured. This addition to the temperature dependence of x due to the 
v 

vacancy formation energy (e ) comes from many sources, including (1) the· 
v 

actual entropy of formation, (2) vacancy aggregates, such as divacancies, 

(3) vacancy-solute binding in the mixtures, (4) possible ordering, and (5) 

delocalization effects. 

The qualitative differences observed in the near zero s values 
v 

obtained for the 51% mixture (especially crystals 24 and 26), and the large 

s 's obt::lined in. the 28% mixtures (crystals 27 and 28) lead Lo speculations 
v 

on the cause of these difference~. .The large s seen in the 28% mixtures 
v . 

suggests that vacancy-3He binding might be important. This is backed up 

by the deviation of the 28% mixture x (T ) values from the "universal" curve 
v m 

seen in Fig. 52. ·on the other hand, the very small s 's obtained for crys­
v· 

tals 24 and 26 suggest that most of the contributions mentioned above do 

.not apply to the 51% mixture at low pressures. Since these contributions 
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are generally expect~d to be present, the possibility of some ordering 

in the 51% mixture is not excluded. 

B. Molar Volumes and .Vacancy 
Volumes of Formation 

Table 4 shows a comparison of MV , the low temperature x-ray molar 
0 

v<;>lume, with MVPVT' which is· the molar volume determined by comparison of 

the melting pressure P with the bulk molar volume measurements of 
m 

·Grilly. 4 •5 •81 The large differences between the two molar volum~ values 

clearly demonstrate the need for a more detailed examination of the measure-

ments and their meaning. 

The low.temperature molar volume MV is obtained in the p~esent 
0 

work from the low temperature lattice parameter a and Avogadro's number 
0 . 

23 120/ . (N =6.02252xlO /mol),--- us1ng the equation a . 

MV = N (a )3 /2 
o a o 

for the bee phase data, and a similar expression for the hcp phase (where 
·, 

c/a is assumed to be 1.633). The c/a ra~io was experimentally checked on 

an hcp 4He crys,tal with a mola~ volume of 19.2 cm3/mol by measuring the 

1 . . . . d f 1 d. ff fl . 1211 att1ce spac1ng o severa 1 erent re ect1ons.--.- The results agreed 

with the assumed value. The low temperature lattice paramet~~·a0 was either 

measured at a low enough temperature that there were no thermal vacancies 
... 

present, or the measured value of a was corrected for the vacancy content 

using ~a/a measurements. MV is therefore the molar volume of. the real 
0 

crystal, that is_, MV gives directly the isochore along which this constant 
0 

volume experime~t is done. 
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The molar volume measured by Grilly along the melting line, MVPVT' 

is also a measurement of the actual macroscopic'volume of the crystal. We 

should therefore have MV
0 

= MVPVT' if both measurements are made on the 

same isochore. As can be seen in Table 4, MV
0 

obtained here, and MVPVT 

obtained from the melting pressure of the crystal and PVT data, do not 

agree. In fa.ct·, the percentage difference between the two determinations, 

(MV
0

-MVPVT)/MV
0

, approximately scales with the vacancy concentration at 

melting, x ('l' ). This phenomenon is not understood. The detailed inter­
v m 

pretation of the melting molar volume mea~urements done by Grillyi/ is 

difficult, suggesting that perhaps the reason for the present discrepancy 

lies in the present interpretation of the PVT data. It should be noted 

here that similar comparison between MVPVT and MV
0 

for bee 4He, as discussed 
; 

in Section 4, shows good agreement between MVO and ~NPVT" The reason for 

this agreement, while all the other measurements disagree, is unclear. 

The discussion above depends on the validity of the assumption that 

the sample cell volume does not change during the experiment. This assump-

tion should be examined, since both thermal expansion of the cell, and ex-

pansion of the cell with pressure changes are possible. The temperature 

d d f h 11 . 11 h . 1 . . . 122/ f. epen ence o t e ce 1s sma . : t erma expans1on measurements-- o 

Lucite have shown that the volume coefficient of thermal expansion at 1.5 K 

is 2.4xlo- 8 K- 1 , which is certainly small enough to ignore here. The effect 

of pressure on the cell must be, considered in more detail. 

The compressibility of thP. l.uc.ite cell is about 1. 3xl0~ 5 MPa- 1 • 
201 

This is impottan't because. vacancy f~rmation at constant volume causes an 

increase in the pressure of the crystal, and in the present work very large 

vacancy concentrations w~re found. The vacancy pressure of formation p is 
v 
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given by Eq. II-33. The total pressure increase due to the changes.in 

vacancy concentration x · can be calculated using Eq. II-33 and x , v /v , 
· v. · v p a 

and the compressibility .XT(BT=l/xT). Using representative values of vp/va 

from Table 7, the 

Adams1231 for ·3He 

measured x , and the compressibility data of v . 
. . 124/ 

and Jarv1s, Ramm, and Meyer--- for 4He, the 

Straty and 

total pres-

sure increase due to vaca:ncy formation (t.P) can be calculated. Theresults 

for the pure substances are t.P'VO.l MPa, while in the mixtures, t.P can be 

as large as 1.1 MPa (crystal 27). This large pressure increase causes 

expansion of the cell, so thaf the measured result x (meas) = -3t.a/a under,-
. v . . 

estimates the number of vacancies actually present.· The correction is 

x = x (meas)[l+(x. 11/xH )(v /v )]. This amounts to about 2% of x (meas). v v ce e p a · v 

The correction can be treated simply,as a small (+0.2) contribution to the 

fitted values of s The correction is also too small to affect the . v 

·MV
0

-MVPVT disagreement much. Therefore detailed corrections are not made 

to the data. 

The large pressure differences calculated above have apparently 

been measured, although they were not attributed ·to vacancy formation at 

the .. time. Tedrow and Lee301 have made a detailed study of the p}1ase dia- · 

grams of solid helium mixtures. They have seen large pressure differences 

which apparently correspond to vacancy formation, Data they obt:ained on a 

78% mixture is especially suggestive. Pressure differences between low 

temperature and T of about 0.9 MPa were seen. this compares well with 
m 

the .LiP/=1.1 MPa calculated for crystal 27 (x 3=0.2~). The shape of their 

data is also sugge~tive. The pressure versus temperature plot of their 78% 

sample corresponds to an exponential (with a positive entropy term), as 

found here for the 28% mixtures; The final analogy between the two sets 
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TABLE 7.--Inferred vacancy volumes of formation. The ratio of the vacancy volume of formation v to an atomic p 
volume v is listed as obtained by several methods: a H-G, elastic theory; a, thermal expansion; x, compressi-

bEity; M /!1V, volume dependence of x-ray f . Also listed are the 3He concentration x 3 and HV . ·See text 
v v 0 

for details. 

Crystal ·X3 MV· (cm3/mol) v /v : ·· H-G ·a X M /ff.V ·. ·o .P a v 

16 . G~ 99 24.867 0.22 0.006 0.09 

} 19 0.99 21.046 0.56 0.52 0.42 0.60 

17 0.99 21.000 0.59 0.67 0.49 

24 0.51 23.443 

} 26 0.51 23.306 1.1 

23 0.51 20.945 

28 0.28 22.327 } 27 0.28 21.478 
1.2 

29 0.12 21.246 

13 0 20.900 1.18 o.i9 0.30 

~ 
1. 25 

14 0 20.638 .1. 31 0.51 0.52 

0 0 20. 21 (P'JT) 1. 28 0. 70 0.61 1.4 

N 
0 
V1 
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of data is the qualitative agreement of the differences between warming 

and cooling runs. 

Table 7.lists vacancy volumes of formation calculated by several 

methods. The results of compressibility and thermal expansion measurements, 

when combined with the present vacancy data, can be used in Eqs. II~37 and 

II-36, respectively, to obtain v /v . The compressibility and thermal ex­
p a 

pansion measurements of Straty and Adam~/ in 3He and of Jarvis, et a1.!241 

for 4He are used. For both cases all of the temperature dependence of each 

property is attributed to the vacancies. The small derivative terms in 

Eqs. II-36 and II-37 are ignored. v has been calculated from the volume 
p 

dependence of the vacancy free energy as displayed in Fig~ 52, using Eqs. 

II-28 and II-33. (Mvil'.V)T is obtained graphically from the figure at the 

highest possible temperature at which the two crystals which are being com-

pared were measured. The final method of determination is the use of an 

125/ elastic theory -of Holder and Granato.--· They find that the defect voiume 

is given by 

v /g = G'/G - 1/R 
p p 

(V-2) 

where g (=f ~ see Eq. II-30) is the Gibbs vacancy free energy of formation 
. I'· v . 

at constant pressure, G and G' ar-e the shear elastic constant and its pres-

sure derivative,respectively, and B is the bulk modulus. The elastic con-

126/ 3 . . . .· 
stant data were obtained from Wanner--- for He, and from Franck and 

127 I · 4 · Wanner--- for. He. 

The results of all these different calculations show some general 

trends, although the agreement is clearly not excellent. v /v generally p a 

decreases as the volume increases (pressure decreases). Two of the·methods 
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show that v /v is larger in 4He, although the x and a determinations dis­
p a 

agree with th;i..s. tendency. The very low v /v obtained with the a and x 
p a 

methods for crystal 16 are probably due only to the lack of adequate data 

in that region. Finally, it is interesting to note that nearly all the 

methods agree in low molar volume 3He, whi~e the agreement in 4He is poorer. 

There do not appear to be any abnormal effects occurring in the mixtures. 

SeveraLconclusions can be made on the basis of the analyses found 

in this section. First, the difference in molar volume found by this work 

and that found in the bulk measurements of Grilly is unexplained, but possibly 

related to the vacancy concentration. The volumes of formation calculated 

using thermodynamic relations are in qualitative agreement, although much 

work needs to be done here. The large number of vacancies, especially in 

the mixtures, causes pressure changes of up to 1 MPa. The pressure changes 

have apparently been measured, although mistakenly identified at the time. 

The pressure changes cause expansion of the sample cell used.in the present 

work, but this effect does not affect the vacancy measurements enough to 

merit correction. 

C. Phase Separation 

1. Experimental Results 

The first detailed study of the phase separation in solid helium 

was made by Edwards, McWilliams, and Daunt in 1962; 351 They displayed 

their measured phase separation temperatures (Tps) in a plot of T versus 
ps 

x 3 at a pressure of 3.63 MPa (where most of their measurements were made). 

Since that time, it has been t d" . . 136,39,40/ ra J.tJ.ona to use the same type of 



,' 

.. 

208 

plot for comparison of different sets of data. Therefore, in Fig. 53 phase 

separation temperatures (T ) are shown for several sets of data, including ps 

those of the present work. All of the data shown have been corrected to 

P=3. 63 MPa with the pressure dependence of T which has be.en determined 
ps 

in the present work. The actual values of T obtained in the present work ps 

are listed in Table 6. 

To find the pressure dependence ofT ., Eq. II-16 has been used to 
. ps. 

obtain a valu~ of Tc for each measured T ps In regular solution theory, 

T is a function of pressure (or volume). The values ofT obtained from 
c c 

the present work are listed in Table 8, along with. the value ofT (determined 
c 

. 35/ 
by Edwards, et al.-- ) which has generally been used to describe the expected 

regular solution behavior of the helium mixtures. dT /dP has been obtained . 
c 

by a simple linear fit of the present T 's to the equation T =AP +B, where 
c c m 

P is the melting pressure, because the pressure at phase separation is not 
m 

known in the present experiment (or in that of Edwards, et al.). The result 

for the pres.ent data, excluding crystals 29 and 30 because of their anomalous 

behavior, is A = dT /dP = -34 mdeg/MPa. Deviations· from the linear fit that . c 

are listed in Table 8 are well within the probable error of the T determin­ps 

ations, and show that T (P) is remarkably linear over the pressure range 
c 

from 3.2 to 6.2 MPa. 

The value of dT /dP obtained in the present work can be compared to .. c 

three other determinations. Panczyk, et al., 361 ·obtain values·of dT /dP 
--- c 

which range from -15 to ~28 mdeg/MPa. These results are calculated from 

their dP/dT data which were obtained over a wide concentration range and 

a small (2.9 to 3.9 MPa) pressure range. 
. 39/ 

Arnold and Pipes-- have recently 

obtained dT /dP = -46 mdeg/MPa from their dP/dT data. The pressure.range 
c 
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Figure 53. T versus x 3 • The phase separation temperature T is ps ·. ps 

plotted versus the 3He concentration x3 • The. presenf 

. . 35/ 
results, the heat capacity results of Edwards, et al.,--

/ . 36/ I . dP dT data of Panczyk, et al.,-- dP dT results of Arnold 

. . 39/ 
. and P~pes,-- and the thermal conductivity determination 

128/ . . 
of Burgess and Crooks--- are shown. All the data are 

corrected to ~ pressure of 3.63 MPa as described in the 

text .. The curve' is the regular solution curve (Eq. II~l6), 

with T determined from the present data. The x-ray data 
c 

on warming are presented to show the unsuitability of . 

warming meacuremento. The error bars on the warming points 

simply show how widely spaced in temperature the data points 

are. 
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TABLE 8.--Values of T obtained from Equation II-16 with the present re-
c 35/ 

sult$ are'compared to the determination of Edwards, et al.-- Deviations 

from a sim~le linear fit to the pressure dependence of T are also listed, 
c 

along with the melting pressure P . 
m 

Crystal 30 is excluded from the fit. 

Crystal P (MPa) T (K) Deviation (mdeg) 
m c Source 

23 6.178 0.299 -1.5 present work 

27 4.681 0.354 +3.0 II 

26 3.565 0.388 -1.3 II 

28 3.475 0.394 +i.8 II 

24 3.220 0.399 -2.0 II 

30 3.041 0.346 -60.8 II 

3.63 0.378 +9.8. Edwards, et al. 

of their measurements was larger (3.1 to 4.3 MPa), but only concentrations 

greater than 0.9 were ·studied. dT /dP has been calculated by Trickey, 
c 

11/ . 37/ 
et al.-- from the x 3 > 0.99 data of Henriksen, et al.-- They find dT /dP 

c 

approaehes zero· at pressures above 5 MPa. The present de~ermination of 

dT /dP is believed to be the most accurate because the pressure range studied c . 

was much larger than in the other studies, and the study was done in concen-

trated mixtures, where T is most nearly equal to T 
c ps 

E 
The derivative dT /dP is related to the ex~ess volume v by Eq. II-19 

c 

(in regular solution:: theory). T~e present determination of dT/dP therefore 

~onfirms two predictions made by Mullin in his microscopic calculation of 

phase separation effects. 401 His prediction that vE is independent of pres-

sure is confirmed by the constant d'f /dP found here. c . 
E Numerically, v 

x(l-x)c, where Mullin found c = -0.4 cm 3/mol, and the present data show that 
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c = -0.57 cm3/mol. The general agreement of Mullin's result with the 

present one is good. The effect of the difference in c on the molar voi-

umes of the mixtures is fairly small: about p.05 cm3/mol for a SO% mixture. 

The effect of this change· of MVPVT on the difference between MV
0 

and ~WPVT 

will not be large enough to qualitatively change the discrepancy, so the 

values of MVPVT have not been changed. 

A de.tailed discussion of the T results which are plotted in 
ps 

Fig. 53 is useful. The present data for the 51% .and 28% mixtures fall 

right on the regular solution curve (Eq. II-16) which was determined using 

the presentvalues of T . The disagreement of the 12% mixture with the . c 

curve is not understood. It is interesting to note that the behavior of 

the x-ray peaks at T was qualitatively diffe.rent at this concentration. ps . 

Instead of a degeneration of the peak shape at T , the intensity increased 
ps 

by more than 30%. It is possible that the T disagreement with the regular 
ps 

solution curve and the intensity increases at T are due to the proximity 
ps 

of the hcp-bcc mixed phase. 

· In general, the agreement of different experiments with each· other 

and with the curve in Fig. 53 is good for x·3 > 0. 4. At these higher con-

centrations, it is believed that the disagreem~nts are generally explained 

by experimental errors in the T determinations and differences in temper-.· ps 

ature scales. The corrections to P=3.63 MPa are somewhat uncertain, be-

cause the melting pressures are not clearly mentioned in the published 

reports. The disagreements at low x 3 must be further discussed. 

There are several points to be made. First, the pressures given 

36/ by Panczyk, et al.,-- that were used to correct their data to3.63 MPa 

are pressures immediately above Tps, not the melting 1Jr:essures. If the 
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large pressure changes (due to vacancies) which were discussed in the pre-

vious section are invoked, then the melting pressures for the samples of 

Panczyk, et al., are much higher than their quoted pressures. This would 

make a positive temperature correction which should be added to the values 

displayed on this figure; The correction could amount to 30 mdeg for a 

1 MPa pressure difference. The Panczyk, et al., data should therefore 

probably be ev.en further from the regular solution curve than they are. 

Second, .most of the Panczyk, et al., data were taken on warming, 

36/ by finding the inflection point in the pressure versus temperature plot.--

The present data clearly show that data obtained on warming in the phase 

separation region are unreliable. Shown in Fig. 53 are T 's obtained from ps 

the inflection points of the present x-ray me.asurements on warming. The 

lattice .parameter recovers very slowly after phase separation, although 

it does go through an inflection point (see Figs. 35, 38, 44, 47, 48). 

This method of identifying T is analogous to that used by Panczyk, et al. 
ps 

The results obtained in this way are incorrect and uncertain, and appear 

· h h P k 1 d B and Crooks1281 data. to agree w1t t e anczy , et ~·· an urgess This 

lack of consi.stency, and non-equilibrium-type behavior.were also noted by 

Greenberg, Thomlin~on, and Rij:hardso~/ in their NMR work on mixtures with 
. . 

·x 3=0.0l and 0.02. They found temperature hysteresis of as much as 0.08 deg .. 

They also noticed non-reproducible behavior after remixing similar to that 

seen in the present work. 

The shape of the· T versus x 3 curve has been calculated for helium· .. . ps 

by Mullin, 401 as discussed in Section II-A-2. He predicts· an asymmetric 

curve which is higher on the small x 3 side. The present data are not in 

agreement with that prediction, although the anomalous behavior at 12% makes 
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this statement qualitative.rather than quantitative. The above discussion 

of the Panczyk, et al., results make their use in the discussion of the 

·validity of Mullin's prediction questionable. Thus apparently more work 

is needed to. decide the question of the asymmetry of the T versus x 3 ps 

curve. 

One useful bit of information that can be gleaned from the pr.esent 

data below T is an approximate value for the dislocation density D in 
ps 

the ~rystal. Two estimates of D can be obtained from the mosaic width of 

the crystal '(the width of the "sea" peak). The first estimate is an upper 

. 129/ 2 limit on D der~ved by Auleytner.-.-- His result is that D < (0.4798/b) , 

where 8 is the full width of the crystal mosaic, and b is the Burgers vector. 

Using the experimental widths of 0.3 deg (crystal 30) to 0.8 deg (crystal 23), 

and b equal to the lattice parameter, one fipds D ~ 2x109 to lxlolO cm-2. 

If the substructure size t is known, then D can be determined from a formula . 

. b H" h. 130/ 
g~ven y ~rsc .--- His result is that D ~ 8/3bt. 

. 128/ 
Burgess and Crooks---

have estimated the domain si.ze in helium below T from their thermal con­
ps 

ductivity data, and have obtained t ~ 0.75 ~m. This is in basic agreement 

with an estimate by Greenberg, Thomlinson~ ~nd Richardso~/ due to their 

NMR work. Their result is t ~ 2 ~m. Using the approximate result t ~ 1 ~m 

in Hirsch's equation, and the same experimentally determined widths 8, one 

obtains D ~ 4xl08 to lxlo9 cm-2. These results can be compared with the 

dislocation densities of 105 to 106 cm-2 which have previo:usly been esti-

' 131/ 
mated in isotopically pure solid helium.--

2. · Phase Diagram Spedulations 

Use of the Tps versus. x 3 data from Fig. 53 makes detailed analysis 

of the x-ray lattice parameter data which were obtained at temperatures 
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below T worthwhile. The T -x3 curve determines the concentration of ps ps 

both the 3He~rich and 4He-rich components of the mixture at each particular 

temperature. The molar volume of each component .(calculated from the ob-

served lattice parameter) can therefore be plotted against the concentra-

tion of that component (inferred from the T -x 3 curve and the temperature . . ps 

of the lattice parameter measurement). Therefore, from the lattice parameter 

versus temperature data taken below phase separation on one mixture, one 

obtains.the molar volume of each component everywhere along the concentra-

tion axis. If the pr~s.sure is known, these measurements yield P, V,. T, and 

phase information for both phase separated c.omponents of the mixture. 

The basic purpose of the following discussion is twofold: to under-

stand the present data qualitatively, and to demonstrate that this technique 

is probably a very useful method of obtaini~g phase diagram information near 

the pha~e separation region. Several cautionary statements must be made. 

The pressure in the present work is unknown, and can be very different from 

the melting pressure since there are large vacancy concentrations in the 

mixture crystals.· It is believed that most of the measurements were done 

at equilibrium, but in some cases this may not be completely assured. The 

· concentrations used in this analysis were obtained from Equation II-16 (the 

·regular solutio"n.curve), where the T used in the equation ·was obtained from 
c 

Table 8. Therefore, it is assumed that the phase separation curve is always 

symmetrical •. This is probably not true, especially at low temperatures (see 

Fig. 4, for example), where there are univariant lines caused by the meeting 

of a mixed phase region with the phase separation curve. This difficulty is 

apparent and useful in the present analysis. 
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The molar volume versus x3 data, obtaine.d by the method described 

above, are plotted in Fig. 54 for crystals 23, 24, 26, 27, 28 and 30. Fig. 

55 shows the ratio of the x-ray peak intensity I to I
0

, the total intensity 

at T > T 
ps I/1

0 
is plotted versus x 3 (obtained as in Fig. 54). The 

simplest way to describe the method with which phase diagram information 

is inferred from this figure is by example. The most straightforward ex-

ample ~s the highest pressure crystal, 1123 (0). (Plot symbols will be used 

along with crystal number to help avoid confusion. For simplicity in this 

discussion, 4 will signify 4He-rich, and 3 will signify 3He-rich, unless 

otherwise noted.) One can deduce that the 4 phase is totally hcp for this 

crystal, since no 4 peak was seen. The data on the 3 peak show that the 3 

component is solely bcc.at concentrations x3 >.0.771, because the cooling 

data extrapolate to t"he correct pure 3He molar volume for the presumed 

pressure of the crystal. The change in slope in the cooling data at x 3 -

0.771 is probably the transition from the mixed hcp-bcc phase to the solely 

bee phase. This inference is supported by the anomaly in the peak intensity 

at x 3 ~ 0.77 in Fig. 55. 

The line through the crystal 23 (O) data with x 3 > 0.771 is a 
_..' 

linear fit to the data. The pu~e 3He molar volume (MV t ) obtained from ex rap . 

this extrapolation, and the pressure calculated from MV. using PVT data · extrap 

(P · ) are listed in Table 9 for each crystal. Also shown is the molar 
. extrap 

volume (determined by P of the crystal) which should be compared to MV m extrap' 

t:;he phase inferred from the extrapolation, and the kind of extrapolation that 

was done. P is expected to be near the pressure that the crystal is 
extrap 

experiencing during the measurements. now being discussed. This pressure 

differs from r because of the pre~~ure drop associated with the destruction 
m. 
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Figure 54. Molar volume versus inferred concentration below T . ps 

Molar vQlumes, calculated from the measured latt:lce 

parameters in each phase, are plotted against the 

concentration x 3 of each of the phase separated com-

ponents. x 3 is calculated from the temperature as 

described in the text. The crystal number, melting 

pressure, and plot symbol for each crystal are shown 

in the figure. Filled in symbols were obtained on 

warming·, ·open ones on cooling. A symbol with a circle 

around it signifies the molar volume and concentration 

at which phase separation first started for each crystal. 

The lines in the figure are extrapolations of the data 

which are described in the text. The·molar volume 

(MVPVT) for each melting pressure is shown as the appro­

priate symbol and an arrow, both outside the axes. Those 

for pure 4He are on the left, while .those on the right 

belong ~o pure 3He. See text for detailed interpret~tion 

of the data presented here. 
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Figure 55. X-raypeak intensity versus x 3• The X""'ray intensity r 

is plotted versus concentration x3, which is determined 

as described in Fig. 54 and the text. I is the total 
0 

intensity immediately above T 
_ps 

Symbols are the same. 

as those_of Fig. 54. Open symbols are cooling data, 

solid syinbols (ire warming data. 
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TABLE 9.--Phase diagram· information obtained .from x-ray data in the phase 

separated region. From 4 means extrapolated from the 4He~rich phase and To 4 

means extrapolated to the pure 4He phase; 3 is· analogous. All molar volumes 

(MV) are in cm3/mol, and pressures (P) are in MPa. See text for further 

explanation. ·Plot symbols from Figs .. 54 and 55 are ~:tlso shown. 

. Crystal 

23 0 

27 0 

26 0 

28 '\1 

24 b. 

30 0 

p 
m 

6.178 

4.681 

3.505 

3.475 

3.220 

3.040 

From To MV(pure,P ) 
m 

4 

3 

4 

3 

4 

4 

4 

3 

4 

3 

4 

4 

3 

4 

3 

4 

3 

4 

3 

4 

3 

3 

4 

3 

19.15 

21.88 

19.86 

22.97 

20.29 

24.10 

20.35 

24.20 

20.51 

24.53 

24.5J 

20.63 

24.78 

MV ext rap 

21.88 

20.37 

24.00 

20.86 

24.47 

20.77 

24.45 

. 20.66 

24.74 

24.72 

20.98 

p 
ext rap 

6.18-

3;43 

3.65 

3.01 

3.26 

'\13.0 

3.28 

. '\13.0 . 

3.07 

3.08 

2.83 

Phase 

4bcc· 
4bcc- 31iq- 3bcc 

4bcc 

3b~c- 3 liq 

4bcc 

3bcc- 3liq 
4bcc- 31if}- 3hrr 

/ 
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of the vacancies as the crystal is cooled from high temperatures. From 

the various results of this analysis, the pressure, concentration, temper-

ature, and molar volume of various transitions can be inferred. These 

speculations for the various crystals are listed in Table 10. It must be 

reiterated that these numbers are indicative of the possibilities of the 

method of analysis, but are not to be taken too.seriously~ 

The analysis of the crystal 27 ( 0 ) data is fairly clear cut. Both 

the 4 component and 3 component are bee, .since both x-ray peaks are visible 

(see Fig. 44). .The 4 data stop at x 3=0. 095 because the 4 component trans-

forms to hcp. This conclusion is reinforced by the decrease in I/I of the 
0 

4 component as x3 approaches 0. 095 (see Fig. 55.). Both 4 and J components 

extrapolate to a pressure of approximately 3,5 MPa. This is about 1.1 MPa 

lower than P , which is about the pressure change predicted by the vacancy 
m 

concentration for this crystal, as discussed in Section B. 

The lower pressure data (crystals 24, 26, 28, and 30) are more dif-

ficult to distinguish in Fig. 54 than the higher pressure data, because of 

their similarities .. The main result of the data from crystals 24 (~), 26 (()), 

and 28 ('V) is. th~ determination of the 4bcc-3bcc- 3liq univariant·line. (As 
\ 

before, 4bcc nteans that the 4He-rich component.is bee.) The univariant is 

a.horizorital line on the T-x 3 phase diagram, along which all three phases 

coexist. This conclusion is ·the result of two features of the data on the 

three crystals mentioned. First, at x3=0,83 for both crystals 24 (A) 

(warming data), and 28 ('V), there is a change in slope (see Fig. 54). As 

x 3 approaches 1.0, both crystals approach reasonable pure 3He melti~g line 

values. . The P . obtained with crystal 24 (A), 3.07 MPa, agrees with 
ex trap 

p 
ex trap 

obtained from the 4He-rich peak of crystal 24 (~), 3.08 MPa. This 
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TABLE 10.--Phase boundaries derived from x-ray data in the phase separated 

region. P is the extrapolated pressure, x 3 and T the concentration and temper­

ature, andMV the extrapolated molar volume. See text for cautionary notes. 

Crystal 

23 0 

27 0 

26 0 

28 v 

24 b. 

30 0 

The numerical values are not to be taken literally . 

Pha$e Boundary · P (MPa) T(K) 

6.18 o. 771 0.269 

3.55 0.095 0.255 

3.26 

3.28. 0.831 0.328 

" 3.08 0.830 0.333 

2.83 0~052 0.214 

21.88 

20.37 

24.47 

24.45 

24.73 
20.66 

20.98 
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agreement means that the bee 4He-rich peak must be in contact with both 

bee 3He, and liquid 3He. These three phases can only coexist along a uni-

variant line. ·The extrapolations of the 4He-rich data of crystal 26 (0) 

and the 3He-rich data of crystal 28 (V) to pure 3He show the s.ame features 

as crystal 24 (6). The results of these extrapolations are shown in Table 9. 

The agreement of the different determinations of the position of the 

.in Table 10 reinforce the validity of these arguments. 

The data obtained on crystal 30 ((>) also yield some interesting 

results. The data extend only from x 3=0.ll to 0.052. This lower limit is 

the hcp to bee transition, as can clearly be seen in Fig. 55. The intensity 

of the peak is constant until about x3=0.06; where it falls off dramatically. 

The fact that no 3He-rich peak is observed implies that the 3He is all liquid . 

. The extrapolated pressure of 2. 8 MPa is in agreement .with that resul.t. The· 

one unexplained feature of the crystal 30 ((>) data is the ipcrease of the 

peak intensity at phase separation. I/I is larger than 1.4. Perhaps the 
0 

contact with the liquid which occurs below'phase separation allows some 

annealing to take place. Crystal 30 ((>) was also apparently in the mixed 

hcp-bcc phase above phase separation, !Vhich may have caused difficulties· 

in the crystal structure. A slight increase in I/I is seen in crystal 
0 

23 ( 0) after it makes the mixed to pure phase transition:. 

Aside from the explanation of all the bizarre behavior seen in 

Figs. 54 and 55; this analysis allows some general speculations about the 

low temperature mixture phase diagram to be made. Comparison of the in~ 

ferred phase boundaries found in Table 10 with the phase diagram (P=3.0 MPa) 

. 30/ 
of Tedrow and Lee-- (see Fig. 4) shows a basic incompatibility. Figure 4 

shows.that the mixed bcc-hcp phase meets the phase separation curve at a 
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higher temperature than that at which the mixed bcc-liq phase (at high x3) 

meets the phase separation curve. This does not agree with the present 

inferences, which show the coexistence of 4bcc- 3bcc- 3liq. A phase diagram 

which qualitatively agrees with the present data is shown in Fig .. 56. It 

must be emphasized that this diagram is schematic only. The relationship 

of the two univariants shown in this picture, 4bcc- 3bcc-3liq and 4bcc- 4hcp-

3liq, is reinforced by the fact that the 4bcc and 3bcc x-ray peaks existed 

to temperatures lower than those possible if Fig. 4 were correct. It should 

be noted once more that the data in the phase separation region of Fig. 4 

.are determinations of T only, and have nothing to do with crystallographic ps . 

transformations. 

Three other comments about the schematic phase diagram in Fig. 56 

should be made. First, the width of the two phase regions as they meet the 

phase separation curve is not determined. From the present work, it is sus-

pected that the 4bcc- 4hcp mixed phase width is very small, while the liquidus-

solidus region.due to the lower melting temperature ~f pure 3He is probably 

wider, since .the distortion of the MV versusx3 picture (Fig. 54) is so 

much more obvious. Second, the reflexive behavior of the bcc-hcp mixed 

·phase boundary can explain th~ crystal 27, 29, and 30 lattice parameter 

. data which show anomalous changes apparently unrelated to vacancies (see 

Figs. 44,48,49 and 50). Finally, the width of the liquidus-solidus region .. 

:. at high temperatures has probably been exagg.erated here. The single solidus 

data point in Fig. 4 is probably incorrect, since the pressure changes in 

. 30/ 
that 78% sample of Tedrow and Lee-- are probably due to vacancies. 

Other results in Table 10 seem reasonable also. The mixed hcp-bcc 

to pure bee t~ansition seen at 6.1 MPa in crystal 23 (()) agrees qualita~ 

tively with an "interpolation" between the published T-x3 phase diagrams 
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Figure 56. Schematic: T-x 3 phase diagram. This diagram has been 
.J 

drawn to illustrate the qualitative differences between 

the conclusions of Table 10 and the phase diagram drawn 

by Tedrow and Lee (see Fig. 4). 'l'he results on this 

diagram are not quantitative. A is the phase separation 

curve, which is as~umed to be nearly regular. ·B.is the 

univariant. This diagram illustrates that B probably 

occurs at a ~igher temperature than does C (and not vice 

versa, as shown in Fig. 4). The reflexive behavior of 

the bcc-hcp mixed phase is also shown. 



.. 

--
Q) 
~ 

:J 
~ 

c 
~ 

1.6 

Q) . 
0. . h 
E 0.8 ep 
~ 

bee­
hep 

D 

bee 

227 

P IV 2.9 MPa 

liq 

1.0 



.. 

228 

32/ 31/ 
at 4.7 MPa-- and 11.5 MPa.-- The hcp-bcc boundaries in these diagrams 

are apparently guesses by the authors, but are expected to be qualitatively 

correct. The qualitative agreement of the crystal 27 ( 0) conclusions with · 

. 32/ 31/ 
the published phase diagrams at 3.2 MPa-- and 4.5 MPa-- is also clear . 

The present conclusions certainly fulfill the present need for an explana-

tion of the observed behavior. A more systematic ~nvestigation of this 

technique also seems in order to quantify the present speculation-s. 

D. Bee 4He and Other Analysis 

Discussion of the pure 4He bee phase data from crystal 13 is useful. 

As shown in Fig. 23, the present da.ta show the crystal melted at 1. 735 K, 

while the transition from bee to mixed bcc-hcp occurred at 1.70 K. In this 

small temperature range the change in lattice parameter was t:.a/a"' 1.3xlo- 3, 

while the measured molar volume was about 20.79 cm3/mol. These results give 

some useful information when compar.ed with bulk PVT data, such as that of 

H ff G d W f . ld d. Ph'll' 132 / o er, ar ner, ater 1e , an 1 1ps.---

The molar volumes obtained by Hoffer, et al., are tied to there-

1 f .G '11. 8/ d h d' . f MV MV su ts o r1 y,- an so t e same 1scuss1on o PVT versus . 
0 

that was applied to the Grilly PVT data in Section B applies to the work of 

Hoffer, ~ al. . The molar volume (MVPVT) can be de-termined for the present 

case from the observ·ed melting temperature T and the bee to mixed bcc-hcp . . . m 

phase transition temperature Tb. Using the. data of Hot fer, et al ... , t:he 

present Tm=l. 735 K implies that MVPVT=20.903 cm3/mol, while Tb~1.70 K gives 

MVPVT=20~906 cm3/moi. The agreement of the two molar volumes means that the 

transition temperatures were correctly identified. 

Compar'isoli. of the MVPVT values should now be made to the molar 

volumes obtained in the present work. Two numbers are important: MV , which 
0 . 
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is obtained at low temperatures in the hcp phase, and MV (bee), which is 
X 

the x-ray molar volume obtained in the bee phase. The same relationship 

between MV
0 

and MVPVT as described in Section B should hold here also, 

even though a crystallographic transformation is involved. The OJ1.lY vari-

able which is important in this argument is the volume of the isochore which 

is followed during this experiment. The bcc-hcp transformation causes a 

pressure change of only 0.28 MPa, which means that the cell expansion 

amounts to D.V/V'V 3.6xlo- 4 (too small to affect the present discussion). 

The agreement of MV
0

=20.900 cm3/mol with the MVPVT results of 20.90 cm3/mol 

is surprisingly good. The discrepancy discussed in Section B does not seem 

to be present here. 
. 132/ 

The molar volumes of Hoffer, et al.,--- are tied to 

those of Grilly)V so that there is no simple difference apparent between 

this case and the other data discussed in Section B. 

The .difference between MV and MV (bee) can also give the.number of 
0 X 

vacancies. The relation used is simply x = -31:J.a/a = -I:J.V/V. Using MV (bee)= 
· . V X . 

20.79 cm3/mol, the vacancy concentration inferred is 5.3xl0- 3. This implies 

f (T ) = 9.1 K. This vacancy concentration at melting agrees with that found 
v m. 

by Heald20/ for most of his pure 3He crystals. The x-ray molar volume de-

terminations thus seem reasonably consistent in the bee 4He case, so that 

the discrepancy between MV 
0 

and MVPVT in the o"ther. crystals is not understood~­

The transition from bee ·to hcp.in 4He is puzzling. The main 

pqint of interest- is that the lattice parameters obtained on several dif-

ferent runs through the bee to mixed transition agree with each other. This 

reproducibility is surprising because the la~tice parameters obtained at the 

hcp to mixed phase transition on different runs disagree dramatically. The 

fact that a good quality hcp crystal was present after the transformation 
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of the bee crystal to hcp is also surprising, since there is no simple 

relationship between the two lattices. 

One final point worthy of some attention is the lower melting 

point of cry$tal 16. As can be seen in Fig. 29, belQw about 0.3 K, the 

lattice parameter.of crystal 16 begins to increase, and then sharply turns 

over and decreases. This is not due to phase separation, because T (for 
. ps 

x 3=0.989 and P ~ 3~0 MPa) is 0.186 K, and no peak shape changes were seen 

near the transition point, 0.208 K. The decrease ~n lattice parameter is 

the result of melting of the crystal at the lower melting temperature of 

this mixture. For comparison, the melting temperature for pure 3He at the 

appropr'iate p~essure (~ 2. 95 MPa) is 0. 20 K.!!../ The melting point hypothesis 

is reasonable because (1) the decrease in lattice parameter below T corre­
m 

sponds to compression of the solid by the newly forming liquid in the plugged 

cell, and (2) the exact shape of the melting curve for the 99% mixture is 

unknown. 
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VI. SUMMARY 

For the study of thermal vacancies and of phase separation phenomena 

. I in 3He-4He solid m1.xtures, a new position sensitive detector-x-ray diffrac-:-

tometer system has been developed. The system has many advantages over 

the diffractometer previously used for studies of helium crystals. Abso-

lute lattice parameters are measured with an accuracy of 300 ppm, and the 

system is capabie of much better accuracy if crystal centering problems are 

·overcome. Vacancy (t:,a/a) measurements are considerably more stable and re-

producible than in the past. The sensitivity of the helium vacancy data 

to crystal quality, rotation, and Bragg peak shape changes has been dramati-

cally reduced. Detailed information about the mosaic structure of the crys-

tal is available from each scan of the Bragg peak which is being studied. 

The diffractometer-PSD system is completely controlled by an LSI-11 micro-

computer,· a],lowiri.g much flexibility in possible scan modes. The Lsr...:u 

also make$ immediate analysis and storage of the data possible. 

The most remarkable result of the present.study qf vacancies in 

3He-4He mixtures is that the concentration of va.cancies in several of the 

mixed crystals was almost 5% nec;tr the melting temperature. The. character 

of the temperature dependence of.the vacancy concentration was different 

in· the 51% and 28% 3He mixtures. The large apparent entropy of formation 

t~at was found for the 28% mixture crystals suggests that vacancy clusters 

and: vacancy- 3He binding effects could be important .. The large molar volume 

5~% mixture crystals, on the other hand, show a very small apparent entropy 

of formation. Thfs surprising result suggests ··that· ordering or vacancy 
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delocalization may be more important in this mixture than the expected . 

vacancy cluster and vacancy- 3He binding effects. Vacancy measurements in 

a high molar volume nearly pure 3He crystal lead to speculations about 

vacancy delocalization and band structure effects. The first direct 

.measurements of vacancies in hcp 4He are reported. The hcp 4He data are 

in basic agreement with the bee results in pure 3He and mixtures. 

Absolute lattice p.arameters of most of the crystals studied here 

have been measured with an accuracy of 300 ppm. In conjunction with the 

6a/a measurements, the low temperature lattice parameter has been determined, 

from which the molar volume of the vacancy-free crystal, MV , has been ob­
o 

tained. Several methods are used to obtain the vacancy volume of .formation 

v . Analysis of the pressure increases caused by vacancy formation at con­
p 

stant volume shows that there are large pressure drops in the mixtures as 

the large number of vacancies are destroyed on cooling. These pressure 

changes have apparently been measured in the past, and explained incorrectly. 

The comparison of MV to the high temperature x-ray molar volume for the 
. . 0 

bee 4He crystal measured here results in an estimate of Sxlo- 3 for the 

vacancy concentration at melting. 6a/a measurements in bee 4He have also 
.. 

shown that it is possible to obtain useful vacancy information, even though 

· there is a very limited temperature range available. 

The p.resent diffractometer-PSD system has also made possible a de-

tailedx-ray study of the solid phase separation in the mixtures. This is 

the first phase separat{on study in concentrated mixtures in which a micro-

scopic probe was used. The phase separation temperature T was determined . ps 

from crystals grown over a wide range of concentration and pressure. From 

these T measurements, the pressure dependence of T· (related to the energy ps . c . 
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of mixing)was determined to be linear in pressure, with dT /dP=-34 mdeg/MPa. 
c 

This yalue is believed to be more accurate thari any previous determination. 

. E 
From dT /dP one obtains the excess volume of the mixture, v =-0.57 x 3 (l~x 3 ) c . 

cm 3/mol. The calculation of vE by Mullin~.Q/ is shown to be in qualitative. 

agreement with the present result. The asYmmetry of the T versus x 3 phase ps 

· separation curve predicted by Mullin is not supported, and the data of 

. 36/ 
J;>anczyk, et al.,- which do support Mullin's prediction, are shown to be 

questionable. 

Analysis of the lattic~ parameter data obtained during· phase separa-

tion suggests the use of the present method to make a detailed study of the 

low temperature phase diagram (~ear phase separation) of helium mixtures. 

The present data allow several qualitative conclusions and speculations 

about the form of the low temperature phase diagram. One conclusion that 

is backed by several different types of evidence is that the bee 4He-rich 

phase exists.to much lower temperatures than claimed in published phase 

d
. . 30/ 
~agrams.- The present data in the phase separated region also suggest 

.that study of the kinetics of the phase separation process may be possible: 

for example, the apparent dominance of the returning Bragg peak by the 

3He-rich.domains, as the phase separated solid is warmed, cap be studied 

by the present techniques. 

The increased sensitivity, accuracy, and flexibility of the new 

diffractometer~PSD system make several subjects attractive for further study. 

Pure bee 3He at.high molar volumes is still a .candidate for further study, 

especially to substantiate further the complex temperature dependence of 

the vacancy concentration. For comparison, bee 4He could be studied further 

with the techniques developed here. 3He- 4He mixtures are also an inviting 
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subject, (1) for further study of phase -separation and the low temperature 

phase diagram, and (2) because of the large number of vacancies in the 

mixtures, and their apparently qualitatively different behavior in dif­

ferent mixtures. 
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APPENDIX A 

CAPACITIVE STRAIN GAUGE 

A capacitive strain gauge was built to measure the pressure of the 

crystal. The design, which is shown in Fig. 57, was constrained by the need 

to.grow single crystals, and not obstruct the access of the x-rays to the 

crystal. The size of the capacitor plates, 1~6x0.25 em, was perhaps the 

biggest difficulty with the design. Because they were so small, the capaci-

tance of the gauge was only about 10 pf. The capacitance of the coaxial 

cable between the inductor and the gauge was about 50 pf, so the sensitivity 

of the gauge to pressure changes was smaller than its .desired value. 

The electronics used to measure the capacitance changes are shown 

in Fig. 58. A tunnel diode oscillator is the basis of the circuit, in which 

the capacitor (strain gauge) is part of an LC tank circuit. The oscillator 

circuit is similar to that used by Van DegrifJ331 and Boghosian, Meyer, and 

Rl.·ves .1341 As th. e. · · h h f f h · · capacl.tance c anges t e requency o t e resonant c1.rcu1.t 

. changes. This is detected by:the frequency counter. In the configuration 

shown in Fig. 58, the oscillator was stable to one p~rt in 105 in frequency .. 

However, this was.not good enough to allow pressure measurements with the 

... strain gauge. ·.With a larger capacitance in the gauge, the parameters of the 

various components in the oscillator circuit would not be so critical. In 

this case the oscillations would be more easily stabilized. 
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. Figure 57. Strain gauge design. Shown here is an exploded view 

I 

of the capacitive strain gauge, mounted on the Lucite 

sample cell (F). The movable capacitor plate (E)' the 

fixed plate (D),· and the mounting blocks (C) are Lucite. 

Plate (E) and blocks (C) are attached to the Lucite cell 

with Clearwell Lucite Cement. Gold was evaporated on 

0 

the two plates (D and E), with a thickness of 210 A on 

0 

the fixed plate (D) and 600 A on the moving plate (E). 

Electrical connection to the coaxial cable (B) (Lake Shore. 

Cryotronics Type A ultraminiature coax) is made with Uniset 

Conducting Adhesive (Polymer. Products Div. , oiDicon Corp.). 

The 0. 0'25 mm Mylar spacers (G) are used to assure that the 

.·two plates are not shorted together when the strain gauge 

is assembled by screwing the plate (D) onto the mounting 

blocks (C) with the nylon. 1-72 screws (A). The capacitance 

of the assembled gauge is about 10 p~. 
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Figure 58.· Strain g~uge electronics. The tunnel diode oscilla·tor: 

is shown in the lower left corner. The diode D is a 

General Electric BD-6 tunnel diode. C is the strain 

gauge, while L is a tapped inductor (x is 2 turns on 

the 0.6 em diameter teflon ~ore, y is 15 turns). R 
p 

limits the power into the resonant circuit, and is 75 Q 

here. The.ratio of R1 to R2 determines the biasing of 

the diode. R1 is 26.1 KQ, R2 is 2.15 KQ,. C1 is 20 pf, 

and c2 is 2000 pf. 

· The bias supply is shown inside the dashed line. The 

batteries B are Eveready E42N 1.35 v mercury cells. The 

rf filter components 13 and c3 are 50 ]lh and 22 ]lf re-

spectively. The bias current can be measured. (Bias Meas.). 

The rf signal (~15 MHz) is analyzed with the electronics 

shown on the right. The preamp is an. Arulab PA-620 tunable 

preampl:ffier, the amp is an Arulab WA-'600E Wide Band Ampli-

fier, and the frequencycounter is a Fluke:l900A Multi-Counter. 

The interface, Blox, LS.I.-11, and chart recorder are discussed 

in Appendix C. 
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APPENDIX B 

MACHINE LANGUAGE PROGRAMS 

. 240 

Several machine language (macro) programs were written to facili­

tate communication between the LSI-11 microcomputer and the Blox and MCA. 

READER.MAC and WRITER.MAC are macro subroutines which are called by the 

Fortran programs used on the LSI-11, and which read and.write, respectively, 

to any module in the Blox. MCASUB.MAC is a macro subroutine which reads 

the data from the MCA at 3000 baud (through the interface and Blox), and 

stores it in a file on the floppy disk in a specific ASCII format. A 

listing of these programs follows this discussion. 

READER.MAC and WRITER.MAC are all that is .needed to perform any 

communication with any Blox module. READER.MAC is called in the Fortran 

program with "CALL READER(J,K,L)," where J is the Blox module number 

(decimal)·, K • is the result of the read (in octal), and L is 0 if a read was 

tried 1000 times, and failed. The call for WRITER.MAC is similar: "CALL 

WRITER(J,K)," where J is the module number, and K is the 1nformat1un to 

be written (in decimal). 

MCASUB.MAC performs several· functions, allowing the data from the 

MCA to he read into the LSI-11 very.quickly. The MCA transmits 4·bits to 

the computer at one time, and these 4 bits are part of the usual 7 bit 

ASCII code. The four bits do not give an unambiguous definition of the 

characters transmitted, and so careful attention must be payed to the format 

in which the data are transmitted. This difficulty is the explanation for 

all the format· counters involved in the 4 bit to ASCII translation part of 
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the program. The data are stored in the file FDl:MCATEM.DAT on the floppy 

disk, in ASCII, in the same format as that obtained from the MCA when the 

teletype output (110 baud) is used. The data .in this file are then analyzed 

later in the Fortran program which called MCASUB.MAC .as a subroutine. No 

extra parameters are needed by the subroutine. 
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READER.MAC 

• GI ... DBL h:EADEI': 
.MCALL .REGDEF~ •• V2 •• ,.PRINT,.EXIT 

.REGDEF 
v1:;;csr~=== :1. ??~".i :1. o 

;GET ARGUMENTS FROM MAIN PROGRAM 

I~:EADEI:~: MDV 

CL.f~ 

INC 
F<2 
R2 

;MAKE SURE BB READYv THEN READ 

FIF~GT:. MDV 
TE\T 
BMI 

' =U:Dr-<CS~";; vi': :1. 
( 1:;; :1.) 

FIN:I. 
T~:>TB < F~ l ) 
BPI... F I i=~ST 

. ' 
Cl...l:;; < fi: :1.) 

MDV @(R5)tv2<R:I.) 

SECOND: TST~ <R:I.) 
BPI... SECOND 
·T~lT 4(1=<:1.) 
BMI THHW 

'· y 

;READ IS DKv SO FIX ARGS 

INC 
MDV . 
MDV 
RTS 

<R:L) 
40<:1. > ,(~<r-<::'i) 
1=<2 v fr)2 < R:'.'i) 
PC 

;TRY ANOTHER READ OF BB 

FIN:L: 

FIN2: 

INC 
CMF' 
BPL.. 
MDV 
1:~TS 

1:~2 

:11::1.000 9 1':2 
FII:;;GT 
=ItO Y (~4 < R:'5) 
PC 
=II=M!3G2 

=lt.MSG3 

;GET I ARGUMENTSvR5 NOW POINTS 
; TO MOD AIHJR 
;cLEAR READ TRY COUNTER 
; INCREMENT COUNTER 

;PUT ADDRESS IN Rl 
;Is BIT :L:'.) :L'!' 
;LEAVEY INTERRUPT PENDING 
; DONE'!' 
;IF NOT TRY AGAIN 
;DROUT TO CRv ST TO DRIN 
;GET MOD ADDh AND READ THERE IN 
;BBv R5 PTS TQ RESULT 
;DONE'!' 
;IF NOT TRY AGAIN 
;zs TRANSMISSION OK'!' 
8IFNOTv BIN NOT.DONE, TRY AGAIN 

; 1=~BUF TO Dl=< IN 
;MOVE DRIN TO ARG LIST 
;MOVE I OF READ TRYS TD ARG LIST 
;RETURN TO MAIN PROGRAM 

;INCREMENT READ TRY COUNTER 
;IS READ TRY COUNT :LOOO? 
; IF NOT ·GO ·n~Y AGAIN·: 
;MOVE 0 TO READ TRY· ARG 

• Pi=~ INT 
.EXIT 
.F·f~INT 

.EXIT 

.ASCI:Z /INTERRUPT PENDING/ 
M~:;G3: 

MSG6: 

,~.-,, .. _ 

• M>C I :z 
• A!:;c I :Z 
.END 

/TRANSMISSION NOT OKv ~RCJNG BIN'!'/ 
/i=~EAD Ti=<Y :1.0/ 
I:~EADEI:;: 
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WRITER.MAC 

• GL.DI3L. WRITER 
.MCAL.L. .REGDEFv •• V2 •• v.EXIT,.PRINT 

. tl•") 
• t "{t.· .. Qo (> 

.I:;:EGDEF 
. r:n:;:csR::::J 77~Ho 

;GET ARGUMENTS FROM MAIN PROGRAM 
~ 
WFn: TEFn MOt...' . 

MCI'v' 
MDV 

· :U:I)J:;:CSF~ d~ 1 
(f~5)+p~~3 

~~ < R!5 > + v 1:;:::.~ 

; DRCSR INTO .1:~ l. 
;R3~1 OF ARGSv R5 PTS TO ARG1 
; MOD :JI: TO 1:;;::~ 

IS BB READY FOR A WRITE? 

TST 
BMI 
TSTB 
BPL. 

(1=0.) 

FIN3 
<Rl> 
WRITEF~ 

. ; TEST DI=~CBF~ 

;BRANCH IF lNTERRUPT PENDING 
; DONE.'!' 
v I F N Cl T TF~ Y A.D A I N 

; PUT DATA 1NTO BB 

MDV 
MOV 

SECOND: T!3T 
BMI. 
TSTB 
BPL.. 
CI...F~ · 

. ; 

:IJ:2 y 00. ) 
r~ <r-::5 > v 2 nu > 
( 1:;: :1. ) 

FIN:~ 

<R 1 > 
SECOND 
( 1:;: 1. ) 

!iDRCJUT TO WBUFv ST TO DRIN 
;WRITE THE DATA TO BBX 

. ; READ DRCf:lF( 
;BRANtH IF INTERRUPT PENDING 
; BUSY'!'· 
~YEP, n::y AGAIN 
; 0 TO DRCSF< 

WRITE TO THE MODULE IN BB 

THIF~D: 

FIN2! 

FIN! 

MSG:I.! 
MSCJ2.! 
M!3G3! 

* 

A[ll). 

MDV 
TST 
BMI 
TBTB 
BPI... 
TST 
I<MI 
F<TG 
.PF<INT 
• EXIT . 
.PRINT 
.EXI'T' 
• PF< I NT 
.EXIT 
.ASCIZ 
• M>C I l. 
• A!:lC I l. 
.END 

.· :JI: :1.00000 v R::.~ 

1:::2v2(R1.) 
(f-;;t) 

FIN:3 
( fi: :1. ) 

THIRD 
400.) 
FIN 
PC 
:fi:M!:H33 

. =I~MSG1 

;MAKES IT EASIER TO WRITE 
;LOAD MOD ADDR IN I<I<XvTHEN WRITE 
; I:;:EAD D!=i'C~11~ 

!iBRANCH IF INTERRUPT PENDING 
; DONE'!' 
!iNDPEPTRY AGAIN. 
HlTATUS OK'!' 
; NOPE v GO T.O FIN 

/BTATUS NOT OKvBUSY?/' 
/TRANSMISSION NU'I OK/ 
/INTERRUPT PENDING/ 
WF<ITEI=i: 
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MCASUB.MAC 

. ;THIS PROGRAM IS A MODIFICATION OF UPDOWN.MAC 
;THIS PROGRAM READS 4 BITS PARALLEL FROM THE MCA DIRECTLY 
~INTO ASCII. DRCSR IS THE ADDRESS OF THE PARALLEL BOARD USED 
~BY THE BLACK BOXv C IS THE ADDRESS OF THE D£CWRITER SERIAL 
;BOARD. REPE~T: IS VERY IMPORTANT. ITHI$ TIME DELAY IS 
;NEEDED TO KEEP PROGRAM FROM READING CHARACTERS TWICE, AND ALSO 
;FROM MISSING A PERCENTAGE. IF STEPS ARE ADDED IN THE READ 
;PART OF THE PROGRAM, WILL PROBABLY HAVE TO. CHANGE THIS 
;NU~BER. LOOK AT TRL AND TGATE OUT OF THt MCA AND IF TGATE 
;Is NOT LOW FITR ABOUT 3.5 MSEC AFTER TRL GOES LOWv THEN MORE 
;DELAY IS NEEDED. IF USE. 1100 INSTEAD OF 300v THE BAUD 
;RATE IS ABOUT 1000 INSTEAD OF THE PRESENT 3000 • 

• GLOBL MCASUB 
.MCALL .REGDEFP •• V2 •• v.PRINTP.CSIGEN,.WAITP.CLOSE 
.MCALL .WRITC,.EXITP.READWP.CSTAT 
•• v~~~" ~ 
.I:~E(!DEF 

c;:::: 1 ?7!:'i60 
Dl:~c SF~~., 1 7 7::'i 1 0 

;THIS SECTION CREATES OR OPENS FDl:MCATEM.DAT, INTO WHICH 
;THE DATA GOES. ALSO SETS UP COUNTERS AND FLOPPY BUFFERS. 

MCASUB! MTPS 
MDV 

10 ;ALLOW PROCESSOR INTERRUPTS 
1100P@IC ;ALLOW CONSOLE INTERRUPTS 

TEMF'3! 

DOITJ: 

TEMP1! 
NCJCHAN! 

.CSIGEN 
BCC 
• PFnNT 

IDEVSPC~IDEFEXT~IFILADD ;FILADD IS FILNAM ADDR 
TEMP3 - ; .JUMP NEXT STATEMENT IF OK 
IMSG5 ;oOPS 

TSTB @IERRWRD ;TEST ERROR WORD 
BNE .TEMPl ;BRANCH IF ERROR IS BAD DEVICE • 
• PRINT IMSG3 ;ERROR IS FILENAME, ETC • 
• CSTAl. ICAREAPIO,ICADDR 
BCS NOCHAN ;cHANNEL NOT OPEN 
CLR @IC ;sTOP CONSOLE INTERRUPTS 
CLR BLOCK ;zERO BLOCK NUMBER FOR NEW FILE 
CLR · R4 ;zERO COUNTER 
MDV IBUF1PR2 ;pur ·Bl.JFl ADDRESS IN POINTER 
MDV IBUFND1PR3 ;RJ NOW POINTS TO END OF BUF1 
.WAIT 10 ;rs CHANNEL 10 OPEN? 
BCC · DIJWNLD ; IF SO THEN DOWNLD 
JMP ERR1 ;IF NEITHER OPEN,RTN TO ERR1 
• F'Fn NT . :ft-MSG :l4 
.EXIT. 

FILADD! .ASCIZ "FD:t:MCATEM.DAT=" 
.EVEN 

/ 



.;THIS SECTION FILS FLOPPY.BUFFERS. IT IS CALLED 
;FROM LATER PA~TS OF THE PROG. LIKE A SUBROUTINE. 

DCJWNI ... D! • .JSF~ 
TST· 
BNE. 
INC· 

PC~FILL iFILL BUF1 FROM MODEM 
F I NFLG . 9 HAS Bl.JF2 BEEN LOADED YET'!' 
1$ #IF NOT SEND ERROR MES~AGE 
FINFLG ;sET FINFLG FOR WRITING 
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• WI:;:ITC 
INC 
MDV 
MDt..1 

*AREA,IO,IBUF1,1400,IFIN,BLOCK ;WRITE BU(1. TO FD 

. .Js1:~ 
TST 
E!NE 
INC 
.I~IRITC 

INC 
MDV 
MDV 
Ill:;: 

BLOCK ;cOUNT NEXT BLOCK TO BE WRITTEN 
=IJ:BI.JF2Pf~2 iPUT BI.JF2 ADDHESS IN POJNTEF~ 

IBUFND2,R3 ;R3 NOW POINTS TO END OF BUF2 
PC,FILL ;FILL Bl.JF2 FROM MODEM 
FINFLG iHAS BI.JF1 BEEN LOADED YET? 
1$ ;IF NOT SEND ·ERROR MESSAGE 
FINFLG ;sET FINFLG FOR WRITTING 

iAREA,IOvlhUF2,1400,IFIN,BLOCK iWRITE BI.JF2 TO FD 
BLOCK ;cOUNT NEXT BLOCK TO BE WRITEN 
IBUF1vR2 ;PUT BUF1 ADDHESS IN POINTER 
iBUFND1,R3 iR3 NOW POINTS to END OF BUF1 
DDWNLD ;Go BACK AND FILL BUF1 

:1. ~J;: • .JMP. ERR4 ;RELAY A BRANCH 

;READ THE NEW CHARACTER FROM BB 
; 
FIL..I...: MDV ~t-D1:~cs1:~ ,,:~1 

~t.'/7000 ,J:;:4 
f~4 

MDV 
FIF~!:;T! INC. 

BMI FINISH 
TST <1:~1) 

DMI ·. FINl 
TSTD. (J:~:l) 

Br·L. F If~~> I 
CLJ~ < r.;: :1. ) 

MDV 166~2<R:J.) 

SECOND: TSTD CR1) 
BPL. SECOND 
T!:;T 4 < 1:~:1.) 
BM I F I 1:~ST 

;R1 POINTS TO BD DRCSR 
;coUNT I OF READ TRIES 
;ANOTHER READ TRY 
;IF R4 HAS BIT 15 =1~ GO FINISH 
;Is BIT l:~i 1? 
;LEAVE~ INTERRUPT PENDING 
; DONE'~ 
iiF NOT TRY AGAIN 
;DROUT TO CR9ST TO DRIN 
;MOD ADDRESSv. READ THERE IN BB 
; DONE?·. 
;IF NOT TRY AGAIN 
;Is BUSY OR FLAG ON? 
iiF YESv TRY READ AGAIN 
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;THIS SECTibN TRANSLATES EACH 4 BITS INTO ASCII 

INC 
MO~ 

.COM 
MOV 
BIC 
CMPB 
BEQ 
CMPB 
BEQ 
CMPB 
BEQ 
ADD 
TSiB. 
BEQ 
TST 
BMI 
ADD 
BR 

DOIT10! MOV 
BR 

DOIT6! MOV 
BR 

SIXTY! MOV 
TSTB 
BEQ 
TST 
BMI 
BR 

DOIT8! MDV 
DOIT9! MOV 
DOIT7! DEC 

CRl) · 

R4 
. i177760~R5 

R5vR4 
i12,R4 
DOIT6 
i15,R4 
DOIT6 
iO,R4 
SIXTY 
i60Y.R4 
RO 
DOIT10 
RO 
DOIT7 
ilOOOOO,RO 
DOIT7 
i7PR0 
DOIT7 
i4PR0 
DOIT5 
i40,R4 
RO 
DOITB 
RO 
DOIT9 
DOIT7 
IJ,RO 
160vR4 
RO 

;RBUF TO DRIN, RESULT AT 4CR1> 
;DATA INTO R4 
;cOMPLEMENT DAT~ 
;R5·IS MASK FOR 1ST 4 BITS 
;RESULT IN R4 IS MCA 4 BITS 
;rs IT A LINE FEED? 
;IF·SO DOIT5 
;rs IT A CARRIAGE RETURN? 
;IF SO DOIT6 
;Is IT A 0 OR SPACE? 
;rF so SIXTY 
;R4 IS N!JW AN 
;Is RO OCLAST 
;IF so DOIT10 
;Is BIT 15 1? 
;rF SO DOIT7 
;MAKE BIT 15 1 
PGO TO DOIT7 

ASCII i 
CHAR IN I)? 

;SfT fORMAT COUNTER FOR NEW I 
;Go TO DOIT7 
;sET Frn~MAT COUNTER FOR CHAN i 
PGO TO D01T5. 
;cHAR. IS NOW A SPACE 
;IS RO OCLAST CHAR. OF I>? 
;IF SO DOIT8 
;Is BIT 15 1CIN MIDDLE OF i)? 
;IF YES THEN DOIT9 
aGO Tn DOIT/. 
;sET UP RO FOR NEXT i 
;CHAR IS A 0 
;DEC FORMAT COUNTER FOR NXT CHAR 
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;cHARACTER IS ASCII NOW~ SO PUT IT INTO FLOPPY BUFFER.AND 
iiGO GET NEXT CHARACTER 
·' ·~ 

DDIT~5! MOl...'B 
c I ... I~~ 

r< E P E A ·r ! (~ D D 
BCC 

:IJ:300, R::'i 
F<EPEAT 

GOON: MOVB -1CR2),SAVE 

CMP 1:~2, r<3 
BI ... O F I r<~:;T 
FnS PC 

FIN~ CLr~ F I NFI ... G 
F~o r< 1:~o 

BC!:; FI ... OP 
r~Tn PC 

. FLOP! T!:!T ( ::;p) + 

iiPUT CHARACTER IN BUFFER 
~CLR R5 FOR USE AS ~ELAY COUNTER 
iiDELAY,100 TOO SMALL,500 TOO BIG 
tiF CARRY NOT SET THEN REPEAT 
iiSAVE CHARACTER IN CASE ITS IN 
; PREVIOUS BUFFER 
tARE WE AT BUFND? 
iiiF NOT THEN GO GET NEXT CHAR 
i~RETURN TO DOWNL..D IF BUFFER FULL 
iiSET FLAG TO ZERO 
;MDV BIT 0 TO CARRY 
iiiF I/0 ERROR THEN GIVE UP 
tRETURN TO PROGRAM 
iiCORREc·r <SP) FOR UNCONDITIONAL 
tBRANCH FROM A SUBROUTINE 
tSEND I/0 ERROR MESSAGE 

;FINISHED, ARRANGE PARAMETERS FOR RETURN TO FORTRAN PROG 

FIN I ::;H: t'l0\.1 · 

ZEr<D! CI ... I:<D 
Cl'"lP 
BL.O 
SUB 

:IJ::·5' ····1 ( f~2) 
< r<:-:.~) + 
r~2, li::::> 
ZEF<O 
:IJ: 1000' 1:<3 

;ruT AN EDF AT END OF FILE 
il CLEAI:~ BUFFEF< 
9 I:;; PO I NTEF~ AT BlJFFEF< END'i' 

. ;IF NOT THEN KEEP ZEROING BUFFER 
iiRETURN BUFFER POIN1£R TO FIRST 
; BYTE 

T!:>T 
BNE 
.t,JRITC 

PINFLG tHAS LAST BUF L00DED YET? 
ERR4 tiF NOT THEN SEND ERROR MESSAGE 
IAREA,IOvR3,1400,IFIN,BL..OCK ;wRITE LAST.BLOCK 

ii TO FI ... DPPY DISI~ 
• CI ... DEE 
MTr:·::; 
M"i:JV 

:IJ:O iiCLD!:>E FILE 
10 ;ALLOW PROCESSOR INTERRUPTS 
1100v@IC tALLOW CONSOLE INTERRUPTn 

.:. T!3T <SP>+ tRESET STACK POINTER 
T!:;T CSP)+ 
r~T::; r:·c 

FlNl: .PRINT IMSG2 
• EX J T. 

ERR1: .PRINT IMSG1 
• EXIT 

ERR4! .PRINT IMSG4 
• CI ... D~:;E :IJ:O 
.F:X:IT 
, f'l:< I NT :IJ:MSG6 
• Cl ... o::;E . :IJ:() 

• E:X: I l .. 



-:; 

r·l ::; cr:?.i : 
i'1GD~:j! 

i'1:::o :1. 4 ~ 
·v. f.'·('''') 0 f r ,:) :.• ":. o 

.ASCI( /BAD SEPYILLIDAL FILENAMEvETC./ 

.AbCIZ /OOPS/ 

.ASCI? /CSTAT CHANNEL NOT OPEN/ 

.ASCIZ /INTERRUPT PENDING/ 

.ASCIZ /CHANNEL NOT OPEN/ 

.ASCI? /FOR NEW FILE TYPE F~:I.:NAME.EXT=/ 
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M~:;c-;:1. t 
i'1!:)CJ<;> ~ 
t'l::;c;4: 
h!:::G,~)! 

.ASCI? /BUFFER FAIL-NO FLOPPY OR BAUD RATE TOO HIGH/ 

.AbCIZ ./IO ERROR DURING WRITE/ 

,,EVEN 

~::;(l~.'E! • t~IOI:~D 0 
:oct..r.Y: .wur~D o 
BlJF:I.: .=.+1000 
nuFi .... I:O :1.: • 
BUF2! .=.+1000 
DUFND2: I 

F:::NFI...D! .WDI:~D 

BLOC I<:. • WDI:~D 
C f.~ r< E A ! • B 1.:.1-:.: (,J . 

cr:~nrrr~: 

:OEFEXT! 
·AREA! 

· • Bl ... t\1.~1 
• kiDF~D 
• BI ... I<W 

DEVSPC= • 
• END 

* 

() 

() 
1::· 
,,} 

6 
()y()y()y() 

:1.0' 

MCASUB 
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APPENDIX C 

X-RAY DIFFRACTOMETER INTERFACE SCHEMATICS 

The interface is broken into three sections. The first section 

is the Read Section, which is shown in Fig 1 59. Each of the five func­

tional blocks of Fig. 59 is then shown in detail in Fig.60 through 64 . 

It is with the Read Section that the 6 digit BCD numbers from the encoder, 

frequency counter, digital voltmeter, and the 4 bits from the multichannel 

analyzer (MCA) are read into the LSI-11, 16 bits at a time. 

The second section is the Encoder Translation Section. This sec­

tion translates the grey binary code obtained from the shaft encoder into 

5 BCD digits. This information is then read into the computer with the 

Read Section, and it is also displayed on the front of the interface box 

w;ith LED's. A general diagram of the section is given in Fig. 65, and 

details are shown in the two block diagrams Figs. 66 and 67. 

The third section is the 3 Digit D to A Section~ This was designed 

for use with the strain gauge electronics. It allow8 any of four ~ets of 

digits from the frequency counter to be displayed on a chart recorder. 

Digits 543, 432, 321, and 21- (where - is nothing) can be displayed. Which 

of··the combinatio11s is used is determined in the Selection Block, Fig. 68· 

The output of this block goes to the D to A Block, Fig. 69, where the BCD 

to binary and digital to analog conversions are done. The output from this 

blqck then goes to the chart recorder. 
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Figure 59.· Block diagram of interface read se.ction. This diagram shows 

the relationship of each of the different functional blocks 

in the read section of the interface. Informat·ion generatly 

flows from the top of the diagram to·the bottom. Signals 

which interconnect the different blocks are labeled. Inputs 

are: (E), ·s BCD digits from the encoder translation section 

of the interface; (F), 6 BCD digits from a Fluke 1900A fre-

~uency co~nter;. (V), 6 BtD digits from a Vidar 520 digital 

voltmeter; (X) unassigned 32 bit inputs; 7 control lines from 

a Blox niodule REG306; and 3 control lines and 4 data lines 

from the MCA ('i'racor-Northern TN-1706). Outputs are: 16 bits. 

and 2·control lines to a Blox module REG312; 3 liries to a Blox 

module REG309; and 3 control lines to the MCA. The five func-

tional blocks, shown in the next five figures, are: (I) Data 

Input ·Block, (II) Read Control Block;, (III) MCA Block,· (IV) Data 

Select Block, and (V) MCA Control Block. 

A syrrib91, followed by a number in 'parenthesis,. tue.aiul that there 

are that many bits of information being transmitted, i.e., E (32) 

~eans that there. ar.e 32 separate lines from the encoder bei~g' 
. . 

represented by the one line drawn in the sche~atic. This' notation 

holds throughout this appendix. Also, integrated circuits are 

135/ 
·labeled by small letters in circ~es, an<;l their numbers-- are 

listed at the bottom o~ each figure ·caption. · 
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Figure 60 .. Data Input Block (I). This block connects one of the four 

input data sets (E, F, V, or X) to the 16 output hi.ts 
. i. 

(Y. (1,2,4, or 8); i=A,B,C,D). Which of the four input sets 
1 . 

is chosen is determined by input lines A and B. The G) chips 

therefore .are just switches, of.which there are 8 sets (of 2 

each). The notation for the input lines is: j1; where q is E, 

F, V, X; j=digit number; k=l,2,4, or 8th bit. For each two a 

chips (hence one BCD digit)., there is a la.tch (B which· stores 

the data Z.(l,2,4, and 8), where i is 1 through 8. This store 1 . . 

happens when a pulse occurs on CLK. In this way all 8 digits 

can be stored into the latches .8 at the same time. Next, 

either the first four digits (Zi(4), i~l,2,3,4), or the second 

four digits (Z.(4), i=5,6,7,8) are connected to the 16 lines 
. . 1 . 

. . 

out froin this section (Y.(4), i=A,B,C,P) through the multiplexers 
. . 1 . 

(S). These multiplexers are controlled by S . 

. This ·system is necessary because .only 16 bits can be read into · 

the REG312 and the LSI-11 at one time. One must be sure ·that all 

32 bits of the input data were obtained at the siune time, even 

though only 16 are read at one t~me. The latches ~ , which 

store all 32 bits,solve this problem. 

G Dual 4 + 1 Multiplexer (7U53) 

® 4 Bit Latch (7475) 

(v Quad 2 + 1 Multiplexer (74157) 
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Figure 61. Read Control Block (II). All the critical timing. that 

controls the reading occurs in this section. PST going 

high .sets up the logic for a read $equence. CHK goes 

· high when READ is allowed· through the logic in block IV. 

This causes a pulse (CLK) from monostable <(D) §) . 
which latches the data in block I. It also causes I-REQ 

to go low. This tells Blox module REG312 that the data 

are ready to be read. Finally, the CLK pulse se.ts S · low 

so that the first set of 16 bits is read (see block I). 

When the. Blox REG312 starts reading, I-RPY goes low. This 

sets I-REQ high again. When the read is finished, I-RPY 

goes high. This sets S high, so that the second set of 

digits will be read, and it sets I-REQ low so that another 

rea5f by the Blox REG312 will occur. I-RPY again goes lm" 

during the read, which sets I-REQ high again. I-RPY goes 

high at the completion of this read, but since bo.th sets of· 

4 di.gits .have been 'read, nothing else happens; 

·0 Dual flip-flop·. (7474) 
. ' 

G) 'Monostable· (74121) 
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Figure 62. MCA Block (III). This block switches the MCA 4 bits onto 

the same lines used to read the other data (enc.oder, fre­

quency counter, etc.) into Blox :module REG312. It also 

relays.the MCA I/O controls between the MCA and the inter~ 

face. M is set high when the MCA is read, switching the 

MCA data and controls onto the output lines (yA).and the 

control lines REQ and RPY. Q1 , Q2 ,. Q4 , Qa are the 4 data 

bits from the MCA. It was originaliy thought t~at another 

4 bits (L 5-La) would be needed, and so that wiring is in· 

place, although presently unused. REQ and RPYwork as be­

fore (see. block Il), but now they are connected to TRL ·and 

TGATE through a flip-flop ( @ ). TRL goes high when the 

MCA is ready with 4 bits to be transmitted. This causes 

REQ to go .low,. causing a read by the REG312 .. That makes RPY 

go low; which sets REQ high. REQ makes TGATE low, which keeps 

the MCA from getting a new character ready .. 'fuen the read 

is completed, RPY goes high, causing TGATE to go high, allowing 

the MCA to. start the next cycle. 

0· l)ual Flip-flop (7474) 

.. 
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Figure 63. Data Select Block (IV). This block has two functions, 

(1) to set up the logic for block I so that the co.rrect 

data set is read, and (2) to.prevent reads when the ex­

ternal equipment is not ready. (1) i~ accomplished 

simply by a flip-flo.p ( 0 ) which saves inputs lD and 

2D (from REG306) as A and B (which are used in block I) 

when PST goes high. If the notation l=high, O=low, (A,B) 

is used, then the code for the different input data sets 

.is E(O,O), F(l,O), V(O,l), and X(l,l). 

Function (2) involves the input READ, from REG30.6. This 

is set high when a read sequence is desired. The output, 

CHK, only becomes high after the READ signal has made it 

through the trigger logic. If the data set desired is 

For V, then the READ level will ortly be passed after 

FTRIG or VTRIG goes to the correct level. This assures 

that the frequency counter and DVM are not read while their 

output is changing. · The output CHK is also read h)' Blox 

module REG309, so that the LSI-11 can wait for the FTRIG 

or VTRIG to be correct before it continues with the read 

sequence program. 

0 Dual Flip-flop (7474) 
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Figure 64. MCA Control Block (V). This block uses 555 timers.(!) 

to make control signals from REG306 compatible with the 

controls of the TN-1706 MCA. The pulses which control 

the I/0 (STR) and acquire (STA) functiqns· of the MCA 

need to be longer than 15 psec. This requires 555 timers. 

RO gives the status of the MCA I/O function, while ACQ 

gives the status:of.the MCA acquire function. 

@ Timer (LM555) 

'· 
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Figure 65. Encoder Translation Section. This figure showsthe 

' . 
interconnection of the various parts of the translation 

section.. Although the grey-BCD translation block 

(Block VI, see Figure 66) is the same for each digit, 

the grey code forces much interconnection between digits. 

··The inputs (see Fig. 67 for details) are U., where U is 
]_ 

units and i is A,B,C, or D, with A being the least sig-

nificant bit. T is tens, H hundreds, TH thousands, and 

TTH ten thousands. Outputs are in the notation used 

previously (see Fig. 59). For the TH and TTH inputs 

there are .two sets of inputs, for example TA
1 

and TA
2

• 

These are known respectively as lead and lag. Only one 

set, either lead. or. lag, is used at any one time. See· 

Fig. 67, (Block VII) for details. The 5 BCD digits which 

result .from the translation are the E input set to the 

Read Section (Fig. 59), a.nd are also connected to an LED 

display on the front of the interface; 
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Figure 66. Grey to BCD Translation Block (VI). The grey to BCD 

translation block is the same for each digit. The 

parity .checker ( Ci) ) give~ a high output when the 

number of high inputs is even. The logic employed 

here will become obvious with study of a sample of 

the grey code which is obtained by counting from 

0 to 9. 

Decimal A B c D 

0 1 0 0 0 

1 1 1 0 0 

2 0 1 0 0 

3 0 1 1 0 

4 0 0 1 0 

5 0 0 1 1 

6 o· 1 1 1 

7 0. 1 0 1 

8 1 1 0 1 

9 1. 0 0 1 

The next ten numbers are obtained. by incrementing the 

least significant bit ... of the next higher digit by one, 

and then counting back from 9 to 0. The advantages of 

this code are that only one bit chan.ges between any two 

consecut:i,ve numbers, and that the combinations 0000 and 

1111 are not used, and are therefore useful in checking 

for open or short ~ircuits. 

~ Parity Checker (74180) 

t. 

' . 
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Figure 67a. Lead-Lag Selection Block (VII). The selection of 

either the ~ead bits or the•lag bits for the thousands 

or ten thousands inputs for the encoder is done by 

the most significant of the hundreds bits, -~· When 

the hundreds digit is between 2 and 7, the lead bits 

are chosen (HD is low), while the oppo"site is. true 

between 8 and 1. This is necessary because this en-

coder is actually two encoders, a high speed encoder 

and a low speed encoder. The lead-lag design is used 

to alleviate possible problems due to alignment between 

the two encoders, and it prevents any possible ambiguities 
. . 

in data between the high speed an~ low speed encoders. 

b. Encoder Input. The encoder itself is just a set of switches. 

The present scheme uses a 10 Kb.l pull-up resistor at·tached 

to the· 5 volt supply. when the switch is open, the input 

to the_ inverter is high, while ·if the switch is closeq, the 

input ·to the inverter is grounded. 
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Figure 68. 3 Digit D to A Digit Selection Block. In this block, 

which of 4 possible combinations (three digits each) . 

from the frequency counter (input data set F) will be 

displayed on a chart recorder is chosen. Digit 6 is 

the most· significant digit (msd). ··Possible combinations 

of digits are 543, 432, 321, and 21- .. Six multiplexers 

( (i) ) are used to select the correc~ bits that are in-

put to the next block (Fig. 69). The.notation for the 

inputs ~o the multiplexers is ij, wher:e i is the digit 

number, and j is the bit number (either 1,2,4, or 8). 

The outputs are labeled z., where i=l is the least sig­
~ 

nificant bit (lsb). 

~ Dual 4 + 1 multiplexer (74153) 
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Figure 69. ·D to A Block. The 12 bits obtained from the digit 

selection block are converted to binary by this 

array of BCD to BIN converters ( @ ). The 10 bits 

thus obtained are converted to an analog signal by 

the D/ A converter ( .0 ) . The. output is displayed 

on a strip chart recorder. 

G. BCD to BIN converter (74184) 

· Q) Analog. Devices MP 1812 D/ A 

·. 
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