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Abstract

Transient behavior is likely to dominate over most of the duration of a foam injection field
project. Due to the lack of data, little is presently known about transient foam flow behavior.
Foam flow does not follow established models such as the Buckley-Leverett theory, and no

general predictive model has been derived. Therefore, both experimental data and a foam
flow theory are needed.

In this work, foam was injected at a constant mass rate into one-dimensional sandpacks
of 1-in diameter and 24-in or 48-in length that had initially been saturated with distilled
water. The system was placed in a CAT Scanner. Data, obtained at room temperature and
low pressure at various times, include both the pressure and saturation distributions.

Pressure profiles showed that the pressure gradient is much greater behind the foam
front than ahead of it. Moreover, the pressure gradients keep changing as the foam ad-
vances in the sandpack. This behavior differs from Buckley-Leverett theory. The CT scan
results demonstrated gas channeling near the front, but eventually the foam blocks all these
channels and sweeps the entire cross section after many pore volumes of injection.

Three series of experiments were run: (1) surfactant adsorption measurements, (2) gas
displacements of surfactant-laden solutions and (3) foam dicplacements. The first two series
of experiments were made to provide th~ necessary parameters required to match the foam
displacements. To this end, it was necessary to smooth the saturation history data, using
a Langmuir-type formula.

A theory was proposed based on the principles of the fractional flow curve construction
method. This foam theory treats the foam as composed of infinitesimal slugs of gas of
varying viscosities. The foam front has the lowest viscosity and foam at the injection end
has the highest.

®xiii



Chapter 1

Introduction

There are various types of gas drives used for oil and gas recovery from petroleum reservoir
Some are simple injections of gas such as methane; some are miscible gas injections suc..
as hydrocarbon and CO; miscible flooding; and some are steam injections. These different
injection methods all tend to override due to gravity, and channel and finger due to viscous
instability and heterogeneity of the porous medium. Also gas has much lower viscosity than
reservoir oils, which increases these effects. High permeability streaks within the reservoir
may conduct most of the gasecus phase and leave much of the oil behind within the tight
portions of the formation. Obviously anything that would help alleviate these kinds of
problems would improve the ultimate recovery of gas and steam drives.

Through many laboratory and field experiments, foam has been used to compensate for
this channeling effect (Marsden, 1986; Hirasaki, 1989). The fc#.n is a combination of gas
(either steam, CO, or nitrogen) and a surfactant solution wh' e usually the gas phase is
discontinuous and the liquid is a continuous phase. It can be .rcated either in-situ in the
reservoir or by simultaneous injection of the gas or steam and surfactant soiution.

However, those experiments and field projects to date have not reandered sufficient data
to be generalized into a theory that could be used to predict future field applications. Most
of the research found in the literature bas concentrated on various aspects of the steady-
state flow of foam in porous media, whil : data indicate that the transient behavior is likely
to Jominate over most or all of the duration of a foam injection project (Liu et al., 1990).

[



Foam simulation is still at an early stage. There are two main models available: popu-
lation balance (Radke and Ransohoff, 1986; Ransohoff and Radke, 1988; Friedmenn et al.,
1991; Chang et al., 1990) and mechanistic models (Murfoe et al., 1987; Fisher et al., 1990;
Falls et al., 1988; Huh et al., 1989), but they suffer from two weaknesses. They are very
complex, and they do not have many experimental data to back them up.

Therefore, to understand the foam flow mechanism in porous media, transient foam

flow experiments are needed. Moreover, a simple and effective flow model, based on the
experiments, is also needed.

N



Chapter 2

Literature Review

This literature survey was aimed mainly toward the rheology, low mechanisms of foam and
its use in enhanced oil recovery methods. There is an extensive review by Marsden (1986)
of other aspects of foam flow in porous media. Since 1986 many more papers have been
published in the literature or pr=sented in conferences. It is worthwhile to mention that
broad research efforts are being ui:dertaken worldwide on foam flow both microscopically
and macroscopically. This shows the complexity of the problem with a promising future.

Foam simulation, although still at the early stage, is being extensively investigated and
researched. So, many more papers on this sub ject are expected to be published in the near

future. Since the CAT Scanner was used in this study, experiments involving this tool will
also be briefly reviewed.

2.1 Rheology And Flow Mechanism of Foam

The survey will start with some background information. Gas drive is sometimes used
in secondary recovery techniques, but gas drives are characterized by high gravity forces
and high mobility ratios since gas typically has lower density and viscosity by an order of
magnitude compared to reservoir oils. Thus gas drives are prone to gravity segregation,
channeling and fingering, which cause early breakthrough with much of the oil left behind
the displacing front. The same happens to some extent in miscible flooding.

The most widely used and most successful enhanced oil recovery methods are the various
thermal recovery techniques. Among them, cyclic steam injection and steam drives are
typically applied to heavy oil reservoirs with good results. Because of their higher ultimate



recovery, steam drives are becoming the dominant thermal recovery technique. However,
one of the biggest problems associated with steam injection is the early breakthrough of
steam to the production well before all of the oil has been contacted, which is common for
all gas drives.

The early breakthrough discussed above can also be affected by the heterogeneity of the
reservoir. High permeability streaks within the reservoir may conduct most of the gaseous
phase and leave most of the oil within the tighter portions of the formation. Obviously
anything that would help alleviate one or more of these problems would improve the ultimate
recovery from a steam drive. Hirasaki (1989) explained in detail the steam foam processes.

Some researchers considered the process of alternating water with steam (commonly
called WASP) to both alleviate these problems and enhance the economics (Ault et al.,
1985; Hong, 1987). While most of the papers reported success in recovering more oil over
steam injection alone, a laboratory study by Shen (1989) claimed a difference of behavior
when steam was injected first followed by hot water compared to hot water followed by
steam. He found that while a hot waterflood followed by a steam injection recovered more
oil from his homogeneous sandpack modei, steam injection followed by hot water appeared
to be ineffective. Shen did not repeat the injection for more than one cycle. His explanation
for this was that the hot water following the steam injection would resaturate the depleted

steam zone instead of going to the less permeable oil-filled region. This reasoning appears
valid.

Sufi (1990), also using labcratory methods, conducted a series of WASP cycles (he called
it SWAP instead) into a horizontal well and concluded that the hot water injection displaces
oil from a mobile zone and the steam pushes additional oil into the high permeability zone.
He also predicted that this process should work equally well with a basal higher water
saturated zone or a zone of fluid mobility created by heating .om a horizontal well. At
the same time he observed that the oil production rate drops during each water injection
period.

Hong (1989), after the successful test results of WASP on one field, was encouraged to
continue the technique in the pilot area. Moreover, it was applied to another steamflood area
in West Coalinger Field and considered for two other areas in the San Joaquin Valley. Hong
further summarized the results as improved well productivity and reduced fuel consumption
for steam generation. He mentioned that a simulation study was helpful in the design of

a WASP project, and recommended that the WASP should be applied in other steam
breakthrough areas.

Dornan (1990) discussed a case study of WASP in the Kern River Field, California. He
disclosed that Texaco converted 275 steam displacement patterns to hot waterflood pilots



in that field alone, however his conclusions may be a little disappointing. The evaluation
of the process led to the belief that hot water was ineffective in transferring heat to the
reservoir, hence the performance was poor. Simulation studies showed that recovery with
injection shutdown while maintaining production would be superior to hot waterflooding.

For these reasons, one may realize that there have been both successes and failures in
the use of WASP as an EOR method. It should be pointed out that foam might have been
useful to help avoid the failures. Thus a promising method to improve these techniques is
by the formation of an in-situ foam.

Foam has been used for a long time both in the laboratory and in the field. According
to Marsden (1986), the first publication of any direct importance was a patent awarded
to Bond and Holbrook (1958). There are many ways to generate foams, but Bond and
Holbrook suggested that foam could be generated in an oil reservoir by consecutive injection
of aqueous surfactant solution and gas. This appears to be a good method compared with
the simultaneous injecticn of gas and surtactant solution. Bond and Holbrook considered
foam as a displacing medium that would be less mobile than a gas and tuerefore have a
more favorable mobility ratio relative to oil. It was claimed that sweep efficiency for both
miscible and immiscible gas drives would thereby be increased.

Foam’s high apparent viscosity could greatly improve the mobility ratio, and the blocking
ability of foam can be useful in reducing the thieving effect of high permeability streaks on
steam breakthrou:gh. As reported by Lescure and Claridge (1986) and Falls et al. (1989) ,
these beneficial characteristizs could also be used to improve carbon dioxide flooding.

Not long after Bond and Holbrook (1958), Fried (1961) conducted a number of exper-
iments using foam to displace brine and/or oil from porous media. For his experiments,
Fried generated an aqueous foam external to the porous medium, injected a slug of foam
into the medium, and then drove this slug along by continuous injection of air. Fried showed
that the low mobility of the foam as well as its gas blocking ability contribute to a higher
oil recovery and lower gas-oil ratio than with conventional displacement methods.

There are many variables and factors affecting the efficient use of foam. Most inves-
tigators concentrated or only one or two of them, including such variables as types of
curfactants, temperature, pressure, formation, slug size, and presence of oil. The litera-
ture survey conducted by Marsden et al. (1977) indicated that the prime candidate for a
blocking agent in steam drives was foam.

Chiang et al. (1980) investigated different surfactants and found that indeed, gravity
override of gas could be sharply reduced. They also found that in-situ foaming generally

oy



increased with surfactant concentration until the critical micelle concentration (CMC) was
reached. Additional surfactant beyond the CMC did not affect the foaming process. Wang
et al (1982) studied the ability of several surfactants to generate foams at steam injection
temperatures and pressures. They achieved promising results with several foamers despite
surfactant degradation due to elevated temperatures.

Demiral and Okandan (1987), using a three-dimensional model, investigated the possi-
bility of using in situ foam and steam in limestone formations. Under their test conditions,
the optimum slug size was found to be 0.12 PV at a surfactant concentration of 1.0 %. They
showed that the foam generation improved the steam front movement and enhanced the
heat flow to uninvaded zones, thereby increasing the oil recovery from the model by about
10 %. Robin (1985) also performed laboratory work on foaming additives to improve steam
drive efficiency. Robin evaluated foam efficiencies from ambient conditions up to 300°C and
100 bar, and the effect of a residual oil phase on foam stability. He concluded that the
foam stability of most surfactanis is considerably reduced when temperature increases, but
a new discovery made was that this negative effect can be reduced by increasing the pH,
and by using different additives. Unfortunately, Robin did not give the real names of the
surfactants he used.

Dilgren et al. (1982) described reduction of steam mobility by foam in terms of a per-
meability reduction factor defined as the ratio of the permeability of steam in the presence
of foam to the permeability of steam with no foam. They found these factors ranging from
1.0 to 0.025. For their purposes Dilgren et al. assumed that the mobility reduction was due
to lowered permeability only, with no change in viscosity. This is contrary to most of the
papers on this subject. Many people believed that foam has an apparent viscosity which is
much higher than the viscosity of either its gas or liquid components.

Marsden and Khan (1966) measured bulk foam viscosities using a modified Fann VG
Meter. They found the foam viscosity increased with increasing quality at a given shear
rate. Some researchers concluded that foam was a non-Newtonian fluid because the anparent
viscosity decreased with increased shear rate. Marsden and Khan found that increasing the
surfactant concentration also increased the apparent viscosity slightly. These three basic
properties of the viscosity of bulk foam have been confirmed in further studies by other
researchers including Marsden and Khan (1966, Raza and Marsden (1967), Mitchell (1969),
Minssieux (1974), Holbrook et al. (1981), Treinen (1985), and Lee et al. (1990). However, it .
was noted that it really makes little difference whether the experiments treated the foam flow
behavior as an increase in viscosity or a decrease in permeability, for the ultimate equations
always have these two parameters together. So the end result, to combine these viewpoints,
is the reduction of mobility, which is a combination of viscosity and permeability.



Foam flow has also been studied on a laboratory scale in porous media (Hudgins and
Chung. 1990; Bernard et al., 1965; Ettinger and Radke, 1989; Sanchez and Hazlett, 1989;
Casteel and Djabbarah, 1988; Rossen, 1988). They studied different aspects of foams such
as foam texture, apparent viscosity, microscopic behavior, and effect of adsorption. Through
some experimental and theoretical studies, Lau and O’Brien (1988) showed that the trans-
port of steam-foam surfactants through reservoir sands could be significantly retarded as a
result of cation exchange between the surfactant solution and the formation clays.

Although many investigators did not agree with each other on the foam flow behavior,
according to Marsden’s (1986) review, the conclusion that foam acts like a non-Newtonian
fluid is valid in most of the cases, including different media, different procedures and dif-
ferent surfactants. Moreover, foam most commonly behaved like either a pseudoplastic or
a Bingham plastic fluid. This led Marsden and Khan (1966) to suggest the dual nature of
foam in tubes. Of course, foam flow can be far more complex in reality.

There are as many disagreements on foam flow mechanisms as on foam rheological
behavior. Beginning with Holm (1968), attempts have been made to establish the flow paths
of gas and liquid when foam is injected into a porous medium. Holm (1968) concluded that
foam does not flow as a body even when the liquid and gas were combined and injected
as foam. There was no free foam flow; the gas moved through the system by progressively
breaking and reforming bubbles through the length of the medium. The liquid was found
to move via the interconnected film netviork of the bubbles. The respective flow rates were
a function of the number and strength of the films. The stability and bubble making ability
of liquid films (lamellae) has, therefore, become the crux of many recent studies.

The behavior of foam lamellae in smooth capillary tubes was the subject of a project
undertaken by Hirasaki and Lawson (1983). They emphasized the importance of: (1) foam
texture, or average bubble size in relation to the capillary tube size; (2) foam quality, or the
gas volume divided by the total volume; and (3) the surface tension gradients created when
surfactant is swept from the front of a bubble to its rear. A more recent work on the subject
has dealt with the conditions under which foam bubbles are formed and/or destroyed using
simplified models such as a toroidally constricted capillary tube described by Sanchez and
Schechter (1986). They formulated an expression for the generation rate of foam bubbles
based on geometric and fluid properties.

Radke and Ransohoff (1986) categorized the mechanisms of foam generation within glass
bead packs. They concluded that snap-off was the primary mechanism responsible for the
formation of a strong foam. They developed a simple model to predict the onset of snap-off.

The stability of foam lamellae as determined by capillary pressure was the subject of
a study by Khatib et al. (1986). The destabilization of foam lamellae by oil droplets



was observed by Nikolov et al. (1986) using sophisticated microscopic techniques. They
demonstrated that the surfactant type and concentration directly influence the stability of
the three phase emulsion structure.

Aside from all the references above, many observations have been proposed to describe
the flow mechanisms. They can be summarized as the following seven types of patterns
(Mahmood and Brigham, 1987): (1) Bubble flow, (2) Intermittent flow, (3) Plug flow, (4)
Trapped-Gas flow, (5) Segregated flow, (6) Membrane flow, and (7) Tubular-Channel flow.

One can see that there are also many disagreements among the investigators concerning
foam fiow mechanisms. Microscopic studies are essential and helpful in understanding the
foam flow mechanisms. It can be seen that foam is a very complex fluid. Much work needs to
be done, especially experimentally, to really understand the rheology and flow mechanisms,
and hence to describe it mathematically.

Even before there was much basic understanding of foam behavior, field tests of the
technique were underway (Holm and Garrison, 1988; Mohammadi and Tenzer, 1990; Yang et
al., 1988). All of them had some success on oil recovery. Significantly higher oil production
rates were reported by Doscher and Kruskraa (1983) after addition of a foaming agent into a
steamdrive pattern. Dilgren et al. (1982) noticed increased bottom-hole injection pressures
and higher oil production rates when surfactant and nitrogen were added to a steam flood
operation in the Kern River Field. These are but two demonstrations of the usefulness of
this promising technique.

Castanier (1989) did a literature survey and discussed the topic of steam with additives
citing the field projects of the eighties. He compared sixteen field tests of steam with
additives (foam) which had a broad spectrum of reservoirs, oils, depths and pressures. In
addition, various surfactants were screened and used. Overall, as Castanier concluded, the
use of additives with steam can provide significant benefits over the use of steam alone. The
addition of surfactants to the steam (to form foam) has proven to be both technically and
economically successful as loug as some simple criteria are met.

Friedmann et al. (1991) did a field trial of steam foam injection in the Midway-Sunset
Field. It was found that the bottom-hole pressure increased from 100 psig to 300 psig, which
indicated foam generation. Friedmann et al. also observed that a better steam distribution
provided the conditions for the generation of foam. Improvements in both vertical and areal
sweep efficiency were reported. A large amount of incremental oil was produced.

Most laboratory studies have dealt with the steady state behavior under foam injection.
One approach not yet thoroughly reported is the investigation of the transient displacement



and pressure behavior of a foam injection process. Since truly steady state conditions can
not be achieved before a considerable amount of foam has been introduced into a porous
medium, the transient forces are likely to dominate over most of a field project.

Liu et al. (1990) described some experiments to study the transient behavior of foam
in one-dimensional porous med.a with the help of a CAT Scanner. It was found that
the transient foam behavior differs from Buckley-Leverett displacement theory and gas
channeling (or fingering) occurs at the foam front, suggesting a non piston-like displacement.

2.2 Foam Simulation

For a number of years there has been considerable interest in numerical simulation of foam
flow (Marfoe et al., 1987; Radke and Ransohoff, 1986; Fisher et al., 1990). However, as
mentioned above, the mechanics of foam displacement are not well understood. Thus the
numerical models proposed can only fit a small fra-tion of the experiments (Friedmann et

al., 1991; Ransohoffl and Radke, 1988; Falls et al., 1988; Huh et al., 1989; Chang et al.,
1990).

Marfoe et al. (1957) , in simulating foam flow in porous media, modeled the foam
behavior as gas-liquid dispersions. Then they adopted the black-oil model equations for
oil-water-gas systems, modifying the gas by considering surfactant concentration and gas
interstitial velocity. However, they could not evaluate the soundness of their model due to
lack of experimental data.

Two main models have been suggested in the literature, population balance model
(Radke and Ransohoff, 1986; Ransohoff and Radke, 1988; Friedmann et al., 1991; Chang
et al., 1990) and mechanistic model (Marfoe et al., 1987; Fisher et al., 1990; Falls et al.,
1988; Huh et al., 1989). Both these models are very complex. Each has many variables
and factors. In addition, since these models did not consider the effect of mixing, they all
fall into the category of Buckley-Leverett theory to some extent. That is, they assume that
the distance of movement of all saturations is directly proportional to the volume injected.
Finally there were not many experimental data available to test the models.



2.3 CAT Scanner Use in Porous Media

It may be worth mentioning that the Computed Tomography is also known by many other
names (Brooker, 1986). Among them, the most popular ones are computed axial tomog-
raphy (CAT), computer aided tomography (CAT), computed transverse axial tomography
(CTAT), computed transmission tomography (CTT), reconstruction tomography (RT), se-
lective computer assisted tomography (SCAT), and transmission axial tomography (TAT).
Throughout this work, CAT Scanner is used to refer to the equipment itself and CT is used
to refer to the use of the CAT Scanner as in CT number and CT scanning.

Ever since its introduction intn the petroleum industry in the early eighties, the CAT
Scanner has been used widely (L. . et al,1990; Vinegar and Wellington, 1987; Vinegar,
1986; Peters and Hardham, 1990; Hove et al., 1987; Hove et al., 1990; Hunt et ai., 1988;
Wang et al., 1984; Tomutsa, 1991; Wellington and Vinegar, 1985). The uses of the CAT
Scanner have varied greatly, ranging from studies of geology, to core analyses, and flow
experiments. At Stanford University alone, the CAT Scanner is presently being used as a
tool for the investigation of foam mechanisms, pattern steam foam flow, and end effect due
to capillarity. To date, at least a dozen oil companies and half a dozen universities around
the world have used CAT Scanners in their research. It may be worth mentioning that
very little of the CAT Scanner-assisted research has been devoted to the study of foam flow
mechanisms.
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Chapter 3

Experimental Equipment and Procedures

The flow equipment used in this study was originally designed and used by Treinen (1985)
for the study of the apparent viscosity of foam during steady state flow in porous media.
Many modificatiors to that design have been made for the current experiments to investigate
the transient behavior of foain flow. One major modification is the addition of the CAT
(Computer Aided Tomography) Scanner into the system. Another change is the upgrading
of the computerized data acquisition system by replacing the old Apple Plus computer with
a new IBM-compatible 386-based PC. Also, a longer sandpack was designed and used for
some of the experimental runs. Since so many modifications were made, the equipment will
be described as a whole without mentioning the differences between the original design and
the modifications.

3.1 Equipment Setup

A simplified system diagram is shown in Figure 3.1. The addition of the CAT Scanner is
illustrated in Figure 3.2.

A Matheson mass flow meter (Model 8240) was used to inject nitrogen at a constant
rate. Liquid (water or surfactant solution) was delivered through an LDC/Milton Roy
constaMetric III G metering pump. Foam was created by the simultaneous injection of
nitrogen and surfactant solution through a tube containing sand of sizes 60 through 100
mesh. The sandpack was made of transparent acrylic tubing. It was filled with Ottawa
sand, to be further described later.

11
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Figure 3.1: Simplified Experimental System Diagram
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Figure 3.2: Experimental System Setup with CAT Scanner



There were transparent observation cells at the inlet and outlet of the sandpack, which
enabled one to observe the foam flow outside the sandpack. The entire sandpack was placed
in the CT gantry. The system also had an auxiliary tubing bypassing the sandpack. By
closing or opening the auxiliary inlet and outlet valves, the injected fluids could be flowed
either through the sandpack or directly into the effluent collector. Pressures at various
points (to be described later) along the sandpack were recorded with pressure transducers
and demodulators (Celesco CD 10D and CD 25A). The electric signals from the pressure
demodulators were then transferred to an HP data acquisition/control unit (Model 3497A)
which was connected to an IBM-compatible computer.

A constant back pressure was maintained for all the pressure transducers and at the
outlet. The pressures were taken against the back pressure and measured through the data
acquisition system. The data acquisition program on the computer is shown in Appendix B.
Due to the fact that there was only one back pressure regulator controlling both the pressure
transducers and the outlet, a pressure change in the regulator could cause changes in all the
devices it is connected to. Hence care must be taken to watch the pressure variations in the
regulator so as to minimize the changes. Fortunately, the major concern was the pr: ssure
difference or drop between the transducers and the back pressure instead of the al:olute
pressures of the individual transducers. That is, the pressure variations in the back pressure
regulator would not affect the results as significantly as they appear to.

The efluent liquid was collected at the outlet of the sandpack with a Buchler Fractomette
Alpha 200 fractometer. Then it was analyzed by weighing and/or titration to obtain the
fractional low and surfactant concentration.

The CT system used for this study was an EMI 5005, second-generation (translate-
rotate) type scanner. For the basic principles of CAT scanners, the interested reader is
referred to Morgan (1983) and Brooker (1986) . A mechanical table was added to the CAT
Scanner to move the sandpack back and forth with precision. Padding materials (rubber
foam in this case) were wrapped around the sandpack at the desired scanning locations.

The sandpack was then mounted inside the CT gantry on to a mechanical table to be
scanned. To eliminate the CT artifact due to non-symmetrical effects, the sandpack was
positioned precisely to the center of the CT gantry with the help of two laser beams which
were mounted on the walls on each side of the CAT Scanner. To position the sandpack in

the center of the CT gantry would also provide CT ir.ages that could be used for 3-D image
construction.

After each scan on one cross section, the data were transferred to the scanner computer
and then to the post-processing computer where the CT numbers were obtained. The image
data were then transferred to a Macintosh II computer in which various software systems

14



(Image, Ultimage) were used for further analysis. The image could also be printed as a
hard copyv on a laser printer. All the image data were hacked up on tapes.

The sand used in the sandpack was 100-200 mesh Ottawa sand which had been acid
and base washed. Sand migration was prevented by 200 mesh stainless steel screens at the

inlet and outlet, and by ik line filters with 60 micron porous elements at the pressure tap
fittings.

To minimize variation in foam quality due to expansion of gas, the system was initially
run at a downstream pressure of 50 psig. This was achieved by using a backpressure
regulator. Two sandpacks were used in the experiments. They were of the same inner
diameter (1 inch or 2.54 cm) and were 24 inches (60.96 cm) and 48 inches (121.92 cm)
long. To measure the absolute pressure along tho sandpack eight pressure taps were located
at 2. 4, 6,9, 12, 15, 18, and 21 in. from the inlet (Figure 3.3), for che short sandpack.
The inlet and outlet, along with six of the sandpack iaps, were ccanected to differential
pressure transducers. For the longer sandpack (Figure 3.4), there were six pressure taps

evealy distributed 8 inches (20.32 cm) apart, leaving 4 inches (10.16 cm) at the inlet and
the outle-.

3.2 Experimental Procedures

Three series of experiments were run. The first one was the disg ‘acement of distilled water
by nitrogen. The second series was the displacement of various roncentrations of surfactant-
laden solution by nitroger. Finally the third series was the displacement of distilled water by
foam made up of surfactant laden solution and nitrogen. In all these experiments, the only
differences were the saturation of the in-situ liquid and the nature of the displacing fluid.
All the other techniques were the same including pressure measurement-. CT scanning and
effluent collection.

In the first experiments, the sandpack was initiaily saturated with distilled water. Then
nitrogen was injected at a constant rate *o displace the water. In the second series of ex-
periments, the sandpack was initially saturated with surfactant solvtiu: of predetermined
concentration. Then nitrogen was introduced at a constant rat>. The third series of ex-

periments were a little more complicated. Hence the following is devoted mainly to the
discussion of these foam displacements.

Prior to each experimental run, the pressure transducers were calibrated and the trans-
ducer demodulators were adjusted to the appropriate range, 5 psig or 23 psig (0.34 atm or
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Figure 3.4: Long Sandpack Dimensions
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1.70 atm). Each run was begun with a new sandpack. This was to assure that the sand was
not contaminated by surfactant from the previous run. Dry sand was packed into the tube
held in an upright position, while vibration and an induced vacuum were used to induce
settling of the sand (Figure 3.5). Then distilled water was introduced from the bottom of
the sandpack to achieve the beneficial effect of wet packing. After the sandpack was fully
saturated with water, CO, was used to displace the water from the top down. During this
entire process, vibration was continued. This process was repeated for a few times before
the sand was packed homogenecusly. To ensure consistency, each sandpack’s porosity and
permeability were measured before each run. The porosity was estimated by the weight
(volume) of distilled water saturating the sandpack compared to that of the sand volume.
The sandpack was then mounted on to the experimental system. More water was pumped
in. The permeability of the sandpack was calculated from the pressure drop and the water
flow rate. Verification of homogeneity in porosity was made by comparing the CT scanning
results at various locations.

Foam of known quality and flow rate was generated by passing nitrogen and surfactant
solution simultaneously through a foam generator. The foam was then injected into a
sandpack 100% saturated with water. Foam flow rate, quality, surfactant concentration,

and back pressure were first selected for each experiment.

The surfactant concentration was calculated from the weights of surfactant and the
water used. It should be remembered that usually the surfactants are not 100% active. So
the activity of the surfactant was also a factor. The following equation was used:

W, x A,
Ww + W’,
where C is the surfactant concentration, W, is the weight of surfactant, W,, is the weight
of water, and A, the activity of the surfactant.

C = (3.1)

Foam quality could be calculated by a ratio of volumes.

Gas Volume

Quality, I' = Gas Volume + Ligquid Volume

(3.2)

The difficulty in obtaining a desired quality arises due to the compressible nature of gas.
The foam quality and flow rate were therefore calculated at the midpoint of the sandpack
using an anticipated pressure gradient. These expected pressure gradients were derived
from Treinen’s steady state data. It soon became clear, for the transient data, that the
average pressure was not going to remain constant. Thus the quality would vary during
a run. There being no better means, however, this method was continued. The problem
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could be remedied to some extent by the use of the effluent pressure to calculate quality.
The back pressure also helped to reduce the variations in quality.

The gas flow rate at reservoir condition was then found:

14.7 (gg)sc
147 + Ap/2 + p

where g, is the gas flow rate in cc/min, (gg)sc is the gas flow rate at standard conditions
(cc/min), Ap is the anticipated pressure drop over the sandpack during the experiment in
psi, and p, is the back pressure in psig. The back pressure was set at 50 psig in all the
experiments.

g, = (3.3)

The liquid phase was assumed to be incompressible. The total foam flow rate is a simple
addition:

9foam = 4qi + 49 (34)

where g;,0m is the foam flow rate, and g is the liquid flow rate.

The desired foam was generated and allowed to flow through the upstream observation
cell and out the auxiliary inlet, while the sandpack remained water saturated, sealed, and
pressurized. When the foam flow was constant and stabilized through the auxiliary outlet,
the auxiliary inlet was closed and the foam pressure was allowed to build up to the sand-
pack pressure. The foam was then introduced into the sandpack and pressure monitoring,
observations, effluent collection and CT scanning begun.

The collected liquid samples were first weighed to find their volume and then titrated
using a chloroform-hyamine procedure (Appendix A) to find the surfactant (sulfonate) con-
centration. By knowing the volumes of the samples, their surfactant concentrations, and the
times over which they were taken, a material balance could be performed for the surfactant
in order to determine in-situ concentration. The surfactants used in this study were AOS
1618 of ENORDET and Suntech IV.

The sandpack was placed under the CAT Scanner during the displacement process. The
CAT Scanner measures the attenuation of X-rays in a material. CT number is used as a
measure of how much the X-rays are absorbed by the materials (Morgan, 1983). In general,
CT numbers are linearly proportional to the density of the materials. Figure 3.6 shows the
relationship betveen the CT number and the bulk density of some materials (Vinegar and
Wellington, 1987). The CT numbers in this studyv range approximately from 300 to 600.
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The linear attenuation coefficient of a cross section, for two-phase flow, can be repre-
sented by:

B = puSw + HgSg (3.5)

where u is the linear attenuation coefficient of a cross section containing both liquid and
gas, p,, is for a cross section containing orly water and p, for gas, while S, and S, are
water and gas saturations.

For each scan, a CT number was obtained from the CAT Scanner computer. In this
system, the CT number was calculated from:

Ner = ol x Const. (3.6)

w

where Ne7 is the CT number. The constant in the equation depends on the calibration of
the CAT Scanner using different phantoms (air or water). In this work, it was determined
to be about 1000. It should be noted that this constant has no effect on the calculated
saturations, as shown in the next equation.

The liquid saturation at any cross-section of the sandpack was then estimated from
Equations 3.5 and 3.6. Also considering that the saturations of gas and water must add up
to one (1) for two phase flow, the following equation is obtained for liquid saturation:

s = Ner — (Not)y  _ # =
(Nerhi = (Ner)g  pw — g
where S is the liquid saturation. (Ncr); and (Ncr), are the CT numbers for the sandpack

saturated with water and gas only, and Ncr is the CT number for a system containing both
phases.

(3.7)

Since each experiment begins with a new sandpack, several cross sections of each sand-
pack were scanned while fully saturated with distilled water and analyzed as a basis for
future comparisons in the same run. Once the experiment started and foam was flowing
into the sand-pack, all the predetermined cross-sections were scanned in sequence by moving
the sandpack using the mechanical table to obtain CT number-time relationships, which
in turn relate to the saturation through Equation 3.7. At the end of each experiment, the
foam had completely displaced the distilled water from the sand-pack. A CT scan at this
time gave yet another basis for comparison with other scans for intermediate stages.
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A CT number is obtained from the computer on an average basis. It is a measure of all
the voxels of interest on that cross section. A voxel is simply a three-dimensional volume
pixel. Since a CT number is a statistical average, every CT number for a given section
is associated with a standard deviation measured by taking into account all the voxels in
the section. The greater the standard deviation, the more heterogeneous the cross section;
hence the standard deviation is an indication of the amount of gas channeling on that cross
section. For this preliminary work no detailed quantitative analysis was made of every voxel
of a cross section. However, a good estimate of the saturation distribution can be made
directly from the CT images.

All the data collected through the pressure data acquisition system, the effluent samples,
and the CT scanning were analyzed as described in detail in Chapters 5 and 6.
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Chapter 4

Theoretical and Numerical Procedures

In this chapter, a new, simple mathematical model will be proposed for foam flow in porous
media. The central idea is to treat foam as an infinite number of gas slugs with differing
viscosities displacing the in-situ fluid. Due to adsorption of surfactant onto the sand surface,
and due to the changing apparent viscosity of the gas-foam mixtures, the gas ahead of the
foam front breaks out of the foam and never coalesces back into foam. Hence the gas at the
front has the viscosity of pure gas. Towards the inlet, where all the adsorption sites have
been filled by previous surfactant-laden injected fluid, the foam is more stable. The gas
phase at the injection end, therefore, assumes the apparent viscosity of the injected foam,
which is usually orders of magnitude greater than that of pure gas. The theory behind
this is the fractional flow curve construction method which has also been used for polymer
flooding (Lake, 1989).

Foam flow is accompanied by both adsorption and mixing. Mixing contributes to the
flow behavior in a way which is different from Buckley-Leverett displacement theory. The
effect of mixing was found to be important enough that it had to be dealt with separately.

The following assumptions will be made to simplify the problem:

Al. The porous medium is uniform and isotropic with respect to all relevant properties:

A2. All fluids are incompressible, including the foam phase. (This assumption is approx-

imately valid as long as the pressure drop across the porous medium is small, as was
the case in this work).

A3. The effect of pressure on phase equilibrium and relative permeabilities is negligible.

A4, The temperature is constant with distance and time.
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A5. Partial molar volumes of components are constant, with no change in total volume
upon transfer of components from one phase to another.

A6. The phases are in local equilibrium everywhere.
A7. There is no stagnant space left in the porous media during the process.
A8. The solid phase is neither deformable nor moveable.

A9. The injected foam is considered to act as a single phase (in fact, since the foam quality
is 90%, the foam phase is often referred to as “gas” phase in this work).

A10. Only surfactant can be adsorbed onto the sand surface, while the other components
can not.

All. The flow is one-dimensional.

The theory is described in two parts — the method without mixing and the effect of
mixing.

4.1 Fractional Flow Curves With No Mixing

The fractional flow curve construction method is also referred to as Generalized Welge
Construction. Helfferich (1981) (1982) described the theory of multicomponent, multiphase
displacement in porous media as well as the construction method for two-phase flow in
porous media in systems with limited miscibility.

The fractional flow curve construction method starts with a set of fractional flow curves,
each one of which represents a gas “slug” of a certain viscosity displacing the in-situ fluid.
In our case the in-situ fluid is water.

To obtain the fractional flow curves, the relative permeabilities must be determined first.
To illustrate this procedure, the following relative permeability equations are used:

0 Sw - ch e
rw = rw -1
k ku(l-swc—sg, (4.1)

Sy — S "o |
— 0 g gr
krg - krg (1 _ ch — S_qr) (42)
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gas relative perreability
keg = endpoint relative permeability for water at residual gas saturation
k%, = endpoint relative permeability for gas at irreducible water saturation
S, = water saturation
S, = gas saturation
Sgr = residual gas saturation
Swe = irreducible water saturation
n, = relative permeability index for water

ny = relative permeability index for gas

Using Equations 4.1 and 4.2, the fractional flow of gas for horizontal flow is calculated
as follows:

N M (S;)"’
S MO8 + (1 - (S5

S (4.3)

where

f¢ = fractional flow for gas

S, = reduced gas saturation, (5§, — S )/(1 — Swc — Sgr)
MP° = gas-water endpoint mobility ratio, (kgg L)/ (kS g)

Hy = Waler viscosity, cp

Mg = “gas” viscosity, cp, in this case the “gas™ is actually foam.
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The actual fractional flow curves can be obtained directly from experiments, as will be
described later in Chapter 5. However, the manner of calculating the displacement results
will be the same as outlined below.

The method of making the appropriate calculations is illustrated in Figure 4.1. As
shown, there are a series of gas fractional flow curves (four in this figure), which illustrate
the effects of changing the gas (or foam) viscosity. The fractional flow curve for the lowest
gas viscosity is at the left. The higher the gas viscosity, the further to the right is its
fractional flow curve.

Since the surfactant adsorption is significant at the foam (gas) front, it can not be
neglected. The frontal advance loss due to adsorption can take a variety of forms. At this
stage, a Langmuir-type isotherm (Langmuir, 1915) has been chosen as the basis. It will
be modified if experimental data require it. It should be noted that although the frontal
advance loss is dimensionless, it has to be compatible with the saturation, i.e. it is based
on the pore volume. Combining the fractional flow curve construction method and the
adsorption loss, the first gas shock velocity is calculated as:

.

fgl - fgo

T eeec———— ! 4.4
where the Langmuir adsorption is:
a
= I 4.5
D = e (45)

where

v; = velocity of the first gas shock front
f9, = gas fractional flow at first shock
f9o = gas fractional flow at initial condition

2, = tangent of first fractional flow curve

S,, = gas saturation at first shock

D, = frontal advance loss of surfactant at first shock due to adsorption
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a,b = Langmuir constants

(i = Surfactant concentration at first shock

For the second shock, the velocity is:

f,cn — fgl ’
vy = = 4.6)
PG, ¥ Do) - (S, r Dy = (6
and the Langmuir adsorption is:
a Lord
D, = T+ 50, (4.7)
where
v, = second gas shock velocity

fq. = gas fractional flow at second shock

= tangent of second fractional flow curve

Sy, = gas saturation at second shock

D, = frontal advance loss of surfactant at second shock due to adsorption

(2 = surfactant concentration at second shock

In general, the velecity of the nth gas shock ( n > 2) can be expressed in a manner
similar to £quaticas 4.6 and 4.7 as follows:

- fgﬂ — fgn-l
(Sg-u + Dﬂ.) (Sgn-—x + Dn—l)

Up

= fou (4.8)
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where the Langmuir adsorption terms are:

a
Dn = v (4.9)
a
el = —————— 4.10
b ! 1 + an-l ( )

where

v, = nth gas shock velocity

fe. = gas fractional flow at nth shock

’

7. = tangent of nth fractional flow curve

S¢. = gas saturation at nth shock
D, = frontal advance Langmuir adsorption loss at nth shock

C, = surfactant concentration at nth shock

fon_, = gas fractional flow at (n-1)th shock
S,._, = gas saturation at (n-1)th shock

D,,_, = frontal advance Langmuir adsorption loss at (n-1)th shock

Cn-y = surfactant concentration at (n-1)th shock

According to the above equations for shock velocities, the first shock velocity is equal to
the slope of the tangent to the first fractional flow curve (the lowest gas velocity) starting
from f; = 0 and §; = — Dy, as illustrated in Figure 4.1. The second shock velocity is
the slope of the tangent to the second fractional flow curve (the next higher gas viscosity)
starting from f; at the first shock and at a gas saturation value which is S, of the first
shock minus (D, — D;). The rest of the shocks are treated the same way.

A computer program (listed in Appendix C) was written to implement these concepts.
The following curves were calculated using that program. From this program, for example,
the fractional flow curves are shown in Figure 4.2 for a series of gas slugs displacing water
with gas viscosities ranging from 0.02 cp to 20 cp. The viscosities were interpolated so that
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a,b = Langmuir constants

C; = Surfactant concentration at first shock

For the second shock, the velocity is:

fgz - fyz /
vy = = 4.6
? (Syz + D2) - (.591 + D) ng (4.6)
and the Langmuir adsorption is:
a
D, = 1 + bC, (47)

where

vy = second gas shock velocity

fg, = gas fractional flow at second shock

!

5, = tangent of second fractional flow curve

Sy, = gas saturation at second shock
D, = frontal advance loss of surfactant at second shock due to adsorption

C, = surfactant concentration at second shock

In general, the velocity of the nth gas shock ( n > 2) can be expressed in a manner
similar to Equations 4.6 and 4.7 as follows:

— fgn - fgn—l
(59" + D") - (Sgn—l + Dn-l)

Un

= fon (4.8)
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where the Langmuir adsorption terms are:

D, = T 50 vea (4.9)
a
-1 = —mmm——— 4.1
Dn-s 1 4+ bCpry (4.10)

where

v, = nth gas shock velocity

Jon

!
gn

i

gas fractional flow at nth shock

= tangent of nth fractional flow curve

S4, = gas saturation at nth shock

D,, = frontal advance Langmuir adsorption loss at nth shock
C, = surfactant concentration at nth shock

fon_y = gas fractional flow at (n-1)th shock

Sgn_, = gas saturation at (n-1)th shock

D,_, = frontal advance Langmuir adsorption loss at (n-1)th shock

Cn-1 = surfactant concentration at (n-1)th shock

According to the above equations for shock velocities, the first shock velocity is equal to
the slope of the tangent to the first fractional flow curve (the lowest gas velocity) starting
from f; = 0 and S; = — Dy, as illustrated in Figure 4.1. The second shock velocity is
the slope of the tangent to the second fractional flow curve (the next higher gas viscosity)
starting from f at the first shock and at a gas saturation value which is Sy of the first
shock minus (£ — D;). The rest of the shocks are treated the same way.

A computer program (listed in Appendix C) was written to implement these concepts.
The following curves were calculated using that program. From this program. for example,
the fractional flow curves are shown in Figure 4.2 for a series of gas slugs displacing water
with gas viscosities ranging from 0.02 cp to 20 cp. The viscosities were interpolated so that
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the later saturation history would be smooth. It should be noted that the interpolation
method does not affect the final results since theoretically, there are an infinite number of
interpolations. Here for numerical convenience, only 20 different viscosities are considered.
The first tangential point on the first curve (for 0.02 cp) gives rise to the gas flow fraction and
the gas saturation for the first shock. The rest of the shocks were obtained as described in
Equations 4.6 to 4.10 above. The material balance due to adsorption was taken into account
to modify the shock velocities. Figure 4.3 shows the velocities for each shock represented
by the dimensionless quantities: dimensionless distance, Xp and dimensionless time, tp.

For a given time, the saturation profile can readily be obtained from the velocities of
each shock, as shown in Figure 4.4 at 0.5 PV injected. For comparison, the saturation
profiles are also calculated for the cases of pure gas displacements at viscosities 0.02 cp
and 20 cp. As can be seen, the saturation profile for foam flow falls between the pure gas
displacements, as expected. Notice that the displacement curve follows more closely the
lower gas viscosity curve.

Saturation changes can also be shown as a graph of the saturation as a function of the
equivalent pore volumes injected at a given location. Figure 4.5 shows the liquid saturation-
EPV relationship at the outlet (Xp = 1) for the fractional flow curves above. Also the
recovery efficiency can be calculated by integrating the saturation curve obtained in Figure
4.4 above, and is shown in Figure 4.6.

The above theory is capable of explaining the gas fingering and adsorption observed in
the experiments (Brigham el al., 1989). However, this series of calculations is still in the
category of Buckley-Leverett theory, whereas the foam flow data does not quite follow that
theory. So these calculations do not explain why experimental saturation histories stretch
differently at different locations.

All of this theory assumes that no dispersion, or mixing occurs beyond that defined by
Buckley-Leverett displacement. The effect of mixing is discussed in the following section.

4.2 The Effect of Mixing

From the experimental data, it was observed that the gas saturation profiles stretched to
a different degree depending on the location (or distance). This is different from Buckley-
Leverett displacement where the saturation profile doubles its length when it doubles the
distance, or volume injected. The cause of this behavior is presumed to be the mixing that
takes place between the gas (actually foam) and the in-situ fluid. So it was decided that the
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displacement could be defined as a combination of pure Buckley-Leverett flow plus mixing.

In flow through porous media, the mixing characteristics of flowing fluids are well known
(Liu, 1986; Brigham et al., 1961; Brigham, 1974). Brigham (1986) generalized one of the
radial flow approximation methods to various geometries. The following procedure is based
largely on the concepts discussed in his 1986 paper.

In the case where mixing is the only spreading mechanism, the standard deviation for
linear flow is defined as:

ol = 2az (4.11)
In the case of Buckley-Leverett theory, the standard deviation for linear flow is:
opr = Cz (4.12)

In the above two equations,

o0, = standard deviation due to mixing, ft.
op), = standard deviation due to Buckley-Leverett theory, ft.
o = mixing constant depending on the porous medium, ft
r = linear distance traveled by front, or any arbitrarily defined saturation, ft

C = constant, dimensionless.

To get the combination of the effects of mixing and pure Buckley-Leverett displacement,
Equations 4.11 and 4.12 are differentiated and added together assuming that the total
mixing is the sum of the effects for the general case:

do = do, + dogp, = a dz + Cdzx (4.13)

o
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It is this addition of differentials that is similar in concept to the theory in the 1986 Brigham
paper. Rearranging Equation 4.13, we get:

= (S + O)de (4.14)
Integrating Equation 4.14,
’ d 4.15
/0 (a/a + C) ./ ? (4.15)
results in the following equation:
Z - ! (4.16)

Cz 1-&In(1+£2)

Equation 4.16 is the theoretical representation of the total mixing effect expected in
foam displacement. However, as our purpose was to find a simple solution, an effort was
made to simplify this equation further to put it into an algebraic form.

Using the least squares method. a good fit was found to match the theoretical solution
(Equation 4.16) over four cycles on the log scale, which is a large enough range for practical
purposes for field scale displacements. This fit is hereafter called the semi-analytical mixing
equatior and is shown in Equation 4.17.

o a
— = 1.04675 2.01029( — 17
Ca 5 + 2.0 (C'o) (4.17)

The comparison of the theoretical mixing curve and the semianalytical mixing curve is
shown in Figure 4.7. As can be seen, the fit is generally satisfactory. The constants, a and

(', can be evaluated from the saturation profiles measured in the experiments, as will be
discussed later.

An error analysis was performed for Equations 4.16 and 4.17 and the results are shown
in Table 4.1. The maximum error was about 7.5%.
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rors ror Relative

Eq. 4.16 | Eq. 4.17 | Error (%)

0.01 1.04838 | 1.06685 +1.76
0.02 | 1.08535 | 1.08696 +0.14
0.05 | 1.17956 | 1.14726 2.73
0.1 1.31543 | 1.24778 -5.14

0.2 | 1.55849 | 1.44881 -7.03

0.5 2.2188 2.0519 -7.52

1.0 3.25889 | 3.05704 -6.19

20| 5.28905| 5.06733 -4.19

5.0 11.3132 | 11.0982 -1.90

10.0 ] 21.3228 | 21.1497 -0.81
200 | 41.3279 | 41.2526 -0.18
50.0 101.331 101.561 +0.22
100. | 201.332 ] 202.076 +0.36

Table 4.1: Error Analysis of Brigham Type Curve (Large Range of a/Co )

It was noted that the experimental data in this work fell between the range of 0.05 and
5 for a/Co where the errors were the greatest. So the constants in Equation 4.17 were
modified slightly to fit a smaller range with greater accuracy. The constants were found to
be 1.123 and 2.067, as shown in Equation 4.18

o a .
— = 1.123 2.067(— 4.18
Cr + 20 ‘(CU) ( )

Another error analysis performed in Table 4.2 indicates that greater accuracy (within
4%) could be achieved for this range.

To show how this equation is used, the semi-analytical equation can be impiemented as
illustrated in Figure 4.8. In this figure, there are two saturation profiles at two different
times (0.2 and 0.5 pore volumes injected). An arbitrary saturation range from 0.50 to 0.58
was chosen to define the width of the mixed zone, 0. In general, any fixed range can be
used, for the shape of the saturation profile is assumed to be fixed. Only its overall length
changes with distance, not its shape. This saturation difference resulted in the distance
AX; at 0.2 PV injected. The average saturation, S, has traveled a distance X;. Note here
that AX), is linearly proportional to the standard deviation (o) of the average saturation,
while X is proportional to and corresponds to the distance z in Equations 4.16 and 4.17.
At a later time (0.5 PV injected). the same saturations chosen before are distributed over
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o3 Z Relative

Eq. 4.16 | Eq. 4.18 | Error (%)

0.05 | 1.17956 1.226 +3.9
0.06 1.20817 1.247 +3.2
0.08 | 1.26297 1.288 +2.0
0.1 1.31543 1.330 +1.1

0.2 1.55849 1.536 -14

0.3 1.7854 1.743 -2.4

0.6 | 2.43012 2.363 -2.8

0.8 | 2.84693 2.777 -2.5

1.0 | 3.25889 3.190 2.1

2.0 5.28905 5.257 -0.6

3.0 7.30173 7.324 +0.3

5.0 | 11.3132 11.458 +1.3

Table 4.2: Error Analysis of Brigham Type Curve ( Small Range of a/Co )

the distance of AX and the average saturation has arrived at X;. This process is repeated
for all the saturation profiles measured at different injection times. Thus a set of numbers,
AX/X vs. 1/AX (which is equivalent to o/z vs. 1/o ), are obtained for each saturation
profile. These points from all the saturation profiles can then be graphed on log-log paper
in the same manner as the theoretical equation in Figure 4.7.

The semi-analytical mixing equation (Eq. 4.18) is plotted separately in Figure 4.9 and
is referred to hereafter as the Brigham Type Curve. The constants, C and a, could be
found simply by matching the data points plotted on the log-log paper with the type curve.
However, for our purposes here, a computer program was written to do the matching, and
is listed in Appendix D.

Once C and a are found from the experiments, they can be used in simulations to
predict saturation distributions. as a function of distance and volume injected.

4.3 Summary of the Theory

Briefly the fractional flow curve construction method can be summarized into the following
siniple equations.
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To get the first gas shock velocity:

fgx - fgo _ !

v = o—h = Ja

Sgl + Dy

where the adsorption term, D, is:

a
1 + bC,y

D] =
To get the nth gas shock velocity ( n > 2):

v, = fgn - fgn_1 - fl
" (Sgn + Dn) - (Sgn-1 + Dn—l) gn

and the adsorption terms are:

Dp = —
1 + bC,
a
D,y =

1 + bC’n—l
The mixing effect is reflected in the following equations:

c 1
Cz ~ 1-&In(1+<2)

which can be well approximated over the entire range of: 0.01 < a/Co < 100, by

o e : a
= = 1.04675 + 2.01029(Ca)
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For greater accuracy over a smaller range, the constants, 1.04675 and 2.01029 can be
changed slightly, as indicated by Equation 4.18.

In Equations 4.16, 4.17 and 4.18, the constants C and o can be obtained by type curve
matching and used to calculate the saturation profiles as a function of distance, and pore
volume injected.
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Chapter 5

Results for Gas Displacements

This chapter presents preliminary data gathered and processed to obtain the necessary
parameters for subsequent matching of the foam flow behavior. To this end, two series of
runs were made based on trial foam runs that had been made previously and the proposed
theory for foam flow. The purpose of these preliminary experiments was two-fold: to find the
fractional flow curves for various surfactant concentrations (and hence various viscosities),
and to find the adsorption behavior. In the first series of experiments, gas was injected
into a sandpack saturated with surfactant solutions of various concentrations, ranging from

0 to 1%. These experiments gave rise to the fractional flow curves at different but fixed
concentrations.

The second series of experiments was designed to measure the amount of surfactant
adsorbed onto the sand surface during displacement. Surfactant solutions of different con-
centration were injected into a sandpack saturated with distilled water. The effluent fluid
was collected and analyzed using the Hyamine dye titration method (Appendix A) to obtain
the produced surfactant concentrations, and thus to calculate adsorption.

In the following, the experimental results and observations are discussed first. Theoret-
ical and numerical investigations are presented in a later section (Section 5.3).

5.1 Displacements at Various Surfactant Concentrations

For each cross section during the process of the displacement experiments at various fixed
concentrations, a series of scans were taken at different stages and the CT numbers were
obtained from the CT computer. From these scans, the liquid saturations were calculated
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using Equation ??. It should be noted that the CT numbers given are the mean values.
There was a standard deviation attached to each CT number. A greater standard deviation
means a more heterogeneous saturation distribution in a cross section.

To obtain the fractional flow curves for various gas (foam) viscosities, the first series
of experiments were run at various surfactant concentrations. The important parameters
for these runs are summarized in Table 5.1. In each run, the saturations were measured
at several fixed locations in the sandpacks. Then the saturations were plotted against
Equivalent Pore Volumes (EPV) injected. These saturation histories at different locations
should fall on top of each other if the displacements follow the Buckley-Leverett theory.
Pressure above the backpressure were recorded at the pressure taps along the sandpacks.
Also, the effluent fluids were collected to obtain the recovery history. These sets of data

were used to double-check the validity and consistency of the results and often led to more
accurate answers.

Run Injection Surfactant k ¢ | Length of
No. | Velocity(cc/min) | Concentration (wt%) | (Darcies) | (%) | Sandpack
21 0.7333 0.0 6.7 32 | 46 inches
31 0.9704 0.001 6.7 32 | 24 inches
32 1.0110 0.01 6.7 32 | 24 inches
35 0.8962 0.1 - 6.7 32 | 46 inches
34 0.7750 1.0 6.7 32 | 24 inches

Table 5.1: Experimental Runs of Gas Displacement

To begin the series of experiments, pure nitrogen was injected into a sandpack saturated
initially with distilled water without surfactant. The purpose of this run was to generate
the exponents of relative permeabilities in Eqs 4.1 and 4.2 for the gas-water system and
to verify the application of Buckley-Leverett theory in this system. As shown in Figure
5.1, the liquid saturation at different locations (4.7, 14.7, 30.5 inches from the inlet) were
plotted versus the EPV injected. As can be seen from the figure, the saturation histories did
indeed fall nearly on top of each other within a satisfactory degree. This indicates that this
displacement followed the Buckley-Leverett theory. The pressure data are shown in Figure
5.2. It can be seen that for such a gas-water system, the pressure behaved erratically.

In Run 31, gas was injected into a shorter sandpack initially saturated with surfactant-
laden solution of 0.001% concentration. The results are shown in Figures 5.3 and 5.4. As
can be seen from the figures, the breakthrough time was later than that in Run 21, in which
no surfactant was present. Also the liquid displacement was faster and the pressure drop
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higher and less wildly varying than in Run 21. These results point out a very interesting
fact, even a very small concentration of surfactant could have a large effect on the flow
behavior.

Another point should be mentioned concerning the saturation distribution curves of
Figure 5.3. Note that they are not as smooth or as consistent as those in Figure 5.1. In
fact, as will be seen later, they were the most erratic of this series of runs. No physical or
experimental reason has been found for these erratic results. Notice that some of the curves
increase in liquid saturation or stay relatively flat with time and then decrease again —
which is contrary to any displacement theory. Overall, however, the curves do not seem to
be a constant function of EPV injected, which is consistent with Buckley-Leverett theory.

In Run 32, the surfactant concentration was increased to 0.01%. As shown in Figures
5.5 and 5.6, the displacement was even more efficient than that in the previous runs. This
run suggested a higher apparent viscosity of foam during the displacement, compared to
the two previous runs.

Note that the saturation distribution curves of Figure 5.5 do not fall exactly on top of
each other, as they should for Buckley-Leverett displacement. Notice, however, that the
saturation histories are so sharp near the front that it was very difficult to define their exact
shapes. Overall, the results appear to match Buckley-Leverett theory adequately.

The results for Run 33 ( gas displacing 0.1% surfactant-laden solution) in a short sand-
pack are plotted in Figures 5.7 and 5.8. To verify the reproducibility of the experiments
with different sandpacks, Run 35 was made under exactly the same conditions as in Run
33 with a long sandpack. The results, shown in Figures 5.9 and 5.10, demonstrated that
the length of the sandpack had little effect on the displacement. This observation also
illustrated the effectiveness of the packing method used in this study.

The final experiment in this series (Run 34) in a short sandpack involved the gas dis-
placing surfactant solution of 1% concentration. As shown in Figures 5.11 and 5.12, the
displacement was the most efficient of the all the runs in this series, as should have been
expected, from the results of the other runs.

Looking at all these runs, one can realize that when there is a constant surfactant
concentration in a flow system, the displacement follows the Buckley-Leverett theory. There
were some factors affecting the accuracy of data acquisition, such as the CAT Scanner itself,
time constraints, actual sandpacking. and human errors. Some of the runs gave consistent
saturation data (Figure 5.1, Figure 5.9 and Figure 5.11). The saturation histories for Run
31 (Figure 5.3) had some ups and downs, which probably were not realistic, but they still
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fell on top of each other to a satisfactory degree. Due to the timing during the experiments,
the saturation data at 5 inches from the inlet for Run 32 (Figure 5.5) did not show the
expected sharp drop, but since no ¢ ata was available between the first point as it started
to drop to the second point, it is likely that the saturation drop was as sharp as the other
saturation histories. It was also noted that for all the runs, the final liquid saturations
measured close to the inlet were always higher than the final saturations for the rest of the
pack. This could have been the effect of packing irregularities, or it could have been the
effect of scanning so near to the inlet end.

From the pressure data of these runs (Figures 5.2, 5.4, 5.6, 5.8, 5.10, and 5.12), it can
be seen that the greater the surfactant concentration, the higher the pressure drop. Also
the pressure data behaved more consistently at higher surfactant concentrations. As soon
as the gas(foam) front reached one pressure tap, the pressure at that point began to rise.
This gives yet another way of determining where the gas front is at a given time rather than
relying solely on the CT scanning and visual observations. The late horizontal lines after
60 minutes for pressure Taps 2 and 3 in Run 32 (Figure 5.6) should be ignored since the
pressure drop was beyond the range of the pressure transducers during the later times.

5.2 Surfactant Adsorption

To measure the adsorptions of surfactant in the sandpack, a second series of experiments
was run. The sandpack was initially saturated with distilled water. Then a surfactant
solution of a fixed concentration was injected at a constant rate. The eflluent was collected
at the outlet and analyzed for surfactant concentration. These experiments were made at
surfactant concentrations of 0.01%, 0.1%, and 1%, as shown in Figures 5.13, 5.14 and 5.15.

The surfactant concentration at the outlet for each run was plotted versus volume injected.
The pore volume for this sandpack was 230 cc, as indicated by the vertical line in the figures.

To take into consideration the effect of surfactant adsorption, the experimental data
shown in Figures 5.13, 5.14 and 5.15 were used to find the amount of adsorption by inte-
gration of the curves. Then a least squares match gave rise to the following Langmuir-type
isotherm adsorption formula:

0.706 C;

Cio =TT Tos0 ¢

(5.1)

The experimental data along with the fitting equation are shown in Figure 5.16 on a
log-log graph and Figure 5.17 on a Cartesian graph.
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5.3 Matching of Gas Displacement Results

As was said in the beginning of this chapter, the main reason for doing these experiments
was to find the fractional flow curves for each different surfactant concentration. All the

following work was centered around finding the parameters to define the fractional flow
curves for each run.

5.3.1 Mobility of Gas at Residual Liquid Saturation

To match the gas displacements, the first step was to find the apparent gas viscosities for
each surfactant concentration. The apparent viscosities of gas were calculated using the
data obtained at the end of the runs when the flow had reached steady state. They were
calculated for the gas displacement runs listed in Table 5.1, using Darcy’s law. That is:

lo Ak AP
=t o 2587 5.2
7 g T I (5.2)

il

where p, is the apparent viscosity of gas, u, is the viscosity of gas, k,y is the relative
permeability of gas, A is the cross-sectional area of the sandpack and is equal to 5.067 cm?
throughout this study, k is the permeability, L is the length of the sandpack, and AP is
the pressure drop across the sandpack at steady state.

With all the other data available from Table 5.1, substitution of AP in Eq. 5.2 would
give rise to the apparent viscosity. The apparent viscosities of gas displacement runs are
shown in Table 5.2. Other parameters in this table will be discussed next.

Run Surfactant Apparent | Final | Constant | tgr
No. | Concentration | Viscosity | S, b (PV)
(wt%) (cp)
21 0.0 0.018 0.430 6.518 0.25
31 0.001 0.05 0.599 11.43 0.45
32 0.01 5.70 0.698 23.66 0.60
35 0.1 34.2 0.801 32.89 0.72
34 1.0 68.4 0.885 108.6 0.85

Table 5.2: Matching Data of Gas Displacements
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Figure 5.18: Saturation History Match for Run 21 (0.0% Surfactant Concentration)

5.3.2 Relative Permeabilities of Gas and Surfactant-Laden "Vater

A simpie formula was sought to smooth the saturation histories. Since the saturation
histories were treated as a function of the equivalent pore volumes injected, they could also
be thought of as saturation at the outlet. So, after some trial and error, the saturation
histories for gas displacements, expressed as a function of the gas saturation versus EPV
injected, were matched satisfactorily with a very simple, Langmuir type, formula:

S = a(W; - tgr)
7 14 b(W; - tpr)
where a and b are constants, W; is the pore volumes of gas injected, and tgr is the break-
through time in pore volumes. The saturation histories shown in Figures 5.1, 5.3, 5.5, 5.9,
and 5.11 were replotted as gas saturation curves in Figures 5.18, 5.19, 5.20, 5.21, and 5.22.
These graphs also show the curves uced to fit the data, and the equation constants using
Equation 5.3. These constants are listed in Table 5.2.

(5.3)
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Care was taken to preserve the material balance in the matching process. That is the
reason that some of the matches were not the best in the sense of a least squares fit. The
breakthrough times were estimated using the pressure profiles and the recovery data.

Let us try to see if the relative permeabiiities can be generalized into the power law type
equatjons (Equations 4.1 and 4.2) rather than the type that bave been used here. We will
take Run 21, the gas-water system as an example. Given a value of relative permeability
index for water, n,, the relative permeability of gas, k-, could be calculated from the ratio
k;w/krg. Many values of n,, were tried and some of the results are shown in Figure 5.23 for
ny equal to 1.0, 1.5, 1.93, and 2.5. It can be seen that it is very difficult to obtain a straight
line from these curves. Another example is given in Figure 5.24 for Run 31 in which gas
was injected to displace surfactant-laden solution of 0.001% concentration. Three values of
nw are shown at 1.0, 1.5 and 1.85. Again, a straight line was hard to obtain. This means
that a relative permeability index for gas can not be obtained as a power function, even for
the case of pure gas-water displacement. The other runs gave even worse curves.

Notice also, that the nearest to a straight line in Figures 5.23 and 5.24 would give
slopes less than 1.0 on the }og-log scales, which means ny, would be less than 1.0. Again
this is contrary to the behavior usually associated with Equations 4.1 and 4.2. Hence the
conclusion is that the power law relative permeability equations do not work in oui case.
Thus it was necessary to use the experimental data in this work to obtain the fractional
flow curves as will be discussed later. It turned out that Equatxon 5.3 was the best form
found that could match all the data adequately.

The final gas saturation of the displacements is reached when W; approaches infinity.
From Equation 5.3, the final gas saturation is the ratio of a to b. These values are also
listed in Table 5.2.

5.3.3 Interpolating Equations for Gas Displacemems

The matching coefficients in Table 5.2 could be used to define each separate fractional
flow curve at a fixed surfactant concentration, but since a continuous change of surfactant
concentration was the goal, they were then converted to interpolation formulas. Figure 5.25
shows the experimental data and the least squares fit of the final gas saturation as a function
of surfactant concentration. In this graph, the number 0.00001 was added to the value of
the concentration so that the pure water data (0.0 concentration) would be included in the
data set for correlation. Using this graphing technique, a straight line was obtained. The
final gas saturation depends on the surfactant concentration in the following manner:

Sy = 0.8854 4+ 0.09221og(C; + 0.00001) (5.4)
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The dependence of breakthrough time (in pore volumes) on the surfactant concentration
also exhibits an almost exact straight line when the constant 0.00001 is added to the con-
centration, as shown in Figure 5.26:

tpr = 0.8406 + 0.1212log(C; + 0.00€01) (5.5)

In matching the saturation histories using Equation 5.3, another condition, the material
balance, was implied. That means that to define a matching equation, the three constants
(final gas saturation, tgr, and b) also have to obey the material balance. Since two straight
line relationships were found for both the final gas saturation and the breakthrough time
as a function of surfactant concentration, the relationship between b and the surfactant
concentration could be calculated from material balance. In so doing, the data for the
coefficient b and the calculated data are shown in Figure 5.27.

It can be seen from this figure that the calculated values for b do not follow the exper-
imental data closely, especially at the concentration values of 0.001 and 0.1, although the
other two constants (final gas saturation and breakthrough time) were quite close to the
straight lines in Figures 5.25 and 5.26. This indicates ths. b does not play as important a
role as the other two constants in defining the matching curve of saturation histories. It
appears that the worst case for these interpolations was for Run 31 from these figures. So
some further work was done to see the effect of these interpolations on the fractional flow
results and will be shown later in this section.

The apparent viscosity of gas also varies with surfactant concentration. Since it was not
used in any of the matchings and would not be used for future interpolations, no attempt
was made to obtain a mathematical equation from the data. Instead, a curve was drawn
simply to show the trend of change, as shown in Figure 5.28.

Having obtained these relationships that define a unique saturation history given a
surfactant concentration, the fractional flow curve can be fou.d at any concentration, as
described next. Equation 5.3 can be used to define the saturation change as a function
of the pore volumes injected (W;) at the outlet (Xy = 1). With a little manipulation of
Equation 5.3, the saturation at any time and distance can be expressed as follows:

XY = aW,; — atgr X4 5.6
The saturation at the outlet is simply (at Xy = 1):
S, (W) = i = alsT (5.7)

B bW, — (btgr — 1)

~J
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Then W can also be expressed in terms of S, at the outlet, from Equation 5.7:

ro— ‘5.9
W, -tBT+0-Sgb (5‘8)

The average saturation at any time (W;) can be calculated from the integration of the
saturation in Equation 5.6 from the inlet to the outlet:

1 aW; —atprX4
bW; - (btpr — 1)X4

~ 1
So=[ s xoax,= [ dXy (5.9)
0 0

Let d = atgr and f = btgr — 1, the integration becomes,

S, = (f’-‘;—zi’ - f‘-‘-}‘_) [m(b - -‘{,-‘_) - ln(b)] + ; (5.10)

The fractional flow is then calculated from Welge’s equation (Brigham, 1979) as:

(5.11)

To verify this theoretical work, the recovery data from the experimental runs were
matched using Equation 5.10. Since the initial gas saturation in all the runs was zero, the
recovery factor was equal to the average gas saturation in the sandpack. So the recovery
daia was matched with §,. The fits were generally good for all the runs as shown in Figures
5.2 through 5.33 for Runs 21, 31, 32, 35 and 34. These results furither confirm the validity
of the saturation matches, the forr.s of the fractional flow curves, and the constants derived
from the gas displacement data.

As mentioned before, the effect of the interpolation relationships obtained before should
be further investigated. Since Run 31 appeared to be the worst case, the constants obtained
before and after the inierpolations were used to calculate the fractional flow curves. As can
be seen fron Figure 5.34, the eftect is not large.

The fractional flow curves for all these runs are summarized in Figure 5.35. Interpolation
can be used to obtain a fractional flow curve of any surfactant concentration using the
matching coefficients found above.
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To obtain the velocity of each saturation, the derivative of the fractional flow curve is
required. From Equation 5.11, it is:

_ dS, dWw,
dfy _ 5, —S,dWi aw @, ~ !

= - 5.12
ds, W2 dS, W; (5.12)
where (dS,)/(dW;) can be obtained by differentiating Equation 5.10:
dS, (db a) [ f bW, ]
=9 == _= —-—) = —_— 5.13
T T In(b Wi) In(b) + W~ T 1 (5.13)
and (dW;)/(dSy) comes from the differeatiation of Equation 5.8:
v - (5.14)

45, ~ (a— S,b)?

5.4 Matching of Pressure Data

Considerable efiort was expended in attempts to match the pressure data obtained for these
gas displacement runs. The main problem with the pressure calculations was the lack of
knowledge about the water relative permeability. Although it was demonstrated before that
the commonly used relative permeability equations (Equations 4.1 and 4.2) do not work for
these displacements, the water relative permeability was calculated from them anyway since
there are no other better ways. Since this is a standard text-bcok pressure calculation, the
procedures will nov be shown here for the purpose of brevity. Different values of the water
exponents n,, were tried to see which ones would give decent matches of the pressure drops.

For Run 21 (gas displacing pure water), the pressure drop first goes up and comes
down and the data are erratic (Figure 5.36). No matter what n,, value was used, it was
impossible to match the shape of the pressure data. The calculated pressure drops increased
after breakthrough while the data shows the contrary behavior.

In Run 31 (gas displacing 0.001% surfactant-laden solution), an n,, value of 4.0 matched
fairly well at the breakthrough time, although the match was not good at any other times
(Figure 5.37).

Towards a higher surfactant concentration, in Run 32 (gas displacing 0.01% surfactant-
laden solution), a good match was fonad at n,, = 4.2 for early times, but the calculated
breakthrough time was not matched well at all (Figure 5.38). Also the predicted behavior
after breakthrough did not match the experiment.
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In Run 35 (gas displacing 0.1% surfactant-laden solutior), a still higher n, value of
4.7 matched both the breakthrough time and the pressure data (Figure 5.39) up to the
breakthrough time, but not afterwards.

Also in Run 34 (gas displacing 1.0% surfactant-laden solution), an n, value of 5.1
matched the breakthrough time and the pressure data very closely (Figure 5.40). Note that
this n,, value is much greater than what is normally found in the literature.

From all the pressure matches above, it can be seen that while it is easy to find an
n, value to match the pressure data at high concentrations, it is difficult to do so at low
concentrations. The trouble here is that, although it is possible to match some of the runs
at high concentrations, the n,, value tends to be higher as the concentration goes higher.
So, it is impossible to find one value for n,, that would match all the runs. This again shows
that the relative permeability equations usually used in the literature do not apply in this
work. Clearly further work needs to be done on this subject, with more careful pressure
instrumentation to learn what is going on in these displacements.
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Chapter 6

Results of Foam Displacements

Having obtained the necessary basic displacement parameters, the next step is to match the
theoretical model with the data from foam displacements. Experimental runs were made
to obtain data for foam flow in the porous medium. Then the displacement foam model
developed in Chapter 4 was used to match the data. This last series of experiments were
the core of this work aimed 2t finding the foam flow mechanism in porous media, where
foam is injected into sandpacks initially saturated with distilled water.

6.1 Summary of Foam Flow Experiments and Observations

A summary of the experimental runs of foam displacement is presented in Table 6.1. The
foam quality was set at 90% for all these runs. The foam injection rates were 0.01 and
1.0 cc/min. It should be noted here that the foam flow rates shown in the table were
calculated rates from the anticipated pressure conditions. The real flow rates, calculated
from the experiments, were slightly different and will be presented later. The surfactant
concentration was either at 0.1 or 1.0 weight percent. The absolute permeability of the
sandpack varied from 6.5 to 7.0 Darcies. The porosity fell in the range of 32 to 35%. Only
the last two runs, Run 41 and Run 42, rendered sufficient data for a complete analysis. The
rest of the runs served to accumulate experience observing foam flow in a porous medium.
They also helped develor a systematic experimental procedure for the last two runs in
terms of CT Scanning techniques and other data gathering. It is realized that the useful
runs were made only with two different surfactant concentrations as the variable. There
are many other factors affecting the foam flow process, such as the foam quality, injection
rates. type of surfactant, presence of oil. nature of the porous medium, and permeability.
So more runs should be made in the future to take these variables into account.
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[ Run Injection Surfactant K ¢ | Length of
No. | Velocity(cc/min) | Concentration (wt%) | (Darcy) | (%) | Sandpack

1 0.1 0.1 6.5 35 | 24 inches

3 1.0 0.1 7.0 33 | 24 inches

4 1.0 1.0 6.7 32 | 24 inches

7 1.0 0.1 6.5 32 | 24 inches

9 1.0 0.1 6.5 32 | 24 inches

10 1.0 1.0 6.9 32 | 24 inches
41 1.0 1.0 6.7 33 | 46 inches
42 1.0 0.1 6.7 32 | 46 inches

Table 6.1: Experimental Runs of Foam Displacement

The pressures measured from the pressure taps were plotted versus the distance {from
the inlet of the sandpack. As an example, the pressure distribution for Run 4 is presented
in Figure 6.1. The surfactant used for this run was AOS 1618 with a concentration of 1.0%.
The foam injectior rate was 1.0 cc/min. The circles on the pressure curves indicate the
foam front visually observed from the outside of the sandpack.

The pressure profile for Run 9 is presented in Figure 6.2. The surfactant concentration
was 0.1%. Comparing the two figures, one can see that a higher surfactant concentration
produced a greater pressure drop for the same amount of foam injected. In both cases, it is
obvious that the pressure gradient behind the foam front is much higher than that ahead of
the front. This shows the high apparent viscosity of foam. The pressure gradient increases
with the displacement of original fluid with foam. However the relationship between pressure
gradient and volume injected is very complex and is dependent on many factors.

As mentioned before, the liquid saturation is linearly proportional to the CT number
measured at a cross section. Again it should be noted that the CT numbers given were
the mean values. There was a standard deviation attached to each CT number. A greater
standard deviation means a more heterogeneous saturation distribution in the cross section.
To illustrate this concept, Figure 6.3 gives a graph of CT number (liquid saturation) versus
pore volumes injected for Run 4 at location 1 (1 inch from the inlet), with the standard
deviation shown as vertical bars for each data point. As is seen, the standard deviations
for water- and gas-saturated sandpack cross sections were small, indicating that the cross
section was fairly homogereous. When the foam displaced part of the in-situ water, the
standard deviation became considerably larger, which suggests that the foam flow was not
a piston-like displacement. Visual observations of CT pictures also confirmed channeling of
the gas.
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Figure 6.2: Pressure Distribution versus PV Injected (Run 9)
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To compare the data from each cross section, a common factor must be used. To
accomplish this, the volurne of foam injected was converted into an equivalent pore volume
(EPV) which was based on the pore volume from the inlet to the cross section concerned.
Naturally, the EPV to the middle of the sandpack is half of the total pore volume, and the
EPV at the end is the total pore volume. As an example, Figure 6.4 shows the CT number-
EPV relationship for Run 9 at the cross section location 1 (1 inch from the inlet). To get a
smooth curve out of the experimental data, various fitting methods were tried. It seems a
good method was a power function for the relationship between liquid saturation and EPV.
Different locations and experimental conditions resulted to different relationships. Just to
give an example, as can be seen in Figure 6.4, the CT number-EPV relationship at Location
1 was found to be:

Nor = 473 x EPV 0059 (6.1)

The match in this case was quite good, but this type of power formula resulted in poor
matches in many cases. It was found that a still better match could be obtained with a
Langmuir-type formula if the liquid saturation was converted to gas saturation, as discussed
earlier in Chapter 5 and also later in this chapter.

Figure 6.5 shows a sequence of CT pictures while foam was displacing in-situ water in
Run 10 at cross section Location 1 (1 inch from the inlet). In the beginning, the cross section
was homogeneous(Figure 6.5(a)) when saturated with water. Then foam of 90% quality (1%
surfactant concentration) was injected into the sandpack at the rate of 1 cc/min. At alater
time (6 minutes after foam injection, Figure 6.5(b)) gas was starting to invade the cross
section. The darker part of the picture is the gas in the foam. As can be seen clearly, the
foam flow was not a piston-like displacement. There was much fingering and channeling,
particularly near the center portion of the sandpack.

As time passed, the cross section was filled with more foam. The foam blocks the gas
channels and then displaces more of the liquid from the cross section(Figure 6.5(c) and {(d)).
Note that Figures 6.5(a) and 6.5(b) have a window level of 500 while Figures 6.5(c) and
6.5(d) have a window level of 350. Basically, a higher window level gives greater contrast.
At 36 minutes (Figure 6.5(c)), foam had displaced almost all the water from the cross
section which would have been too dark to be viewed at the window level of 500. Through
experience, 350 was chosen as the new window level to visualize the data. At the later stage
of displacement, the saturation change slowed down. So the last two CT pictures are hard
to distinguish from each other with the naked eye.

It was found that for the surfactant concentrations studied (0.1 and 1.0 weight %), the
higher surfactant concentration produced a better and faster displacement. For a lower
concentration, the foam in the front breke but could not easily coalesce again, probably due
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Figure 6.5: CT Pictures from Run 10 (Location 1)
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to adsorption of the surfactant on to the porous medium. In this case, the gas fingering
was more severe and the foam (gas) breakthrough was faster. Thus, as might be expected,
complete displacement required more pore volume throughput of foam.

6.2 Experimental Results of Final Runs

The final runs were made with foam displacing distilled water in long sandpacks. The
saturation histories for Run 41 are shown in Figure 6.6. In this run, foam of 90% quality
at 1% surfactant concentration was injected at a rate of 0.87 cc/min foam. The saturation
histories at four different locations (4.7, 14.7, 30.5 and 41.2 inches from the inlet) were
graphed versus EPV of foam injected. Unlike the Buckley-Leverett displacements shown
for the gas displacement runs (Figures 5.1, 5.3, 5.5, 5.9, and 5.11), the saturation histories
did not fall on top of each other. Also the pressure behavior as seen earlier in Figures 6.1 and
6.2 and next, in the figures that will be discussed, contradicts the simple Buckley-Leverett
displacement theorv. If it had conformed to the Buckley-Leverett theory, the pressure
gradients behind the fronts would have been interrelatable throughout the displacement
process.

The pressure responses at the pressure taps are graphed in Figure 6.7. From the pres-
sure behavior, it can be seen that initially the foam did not cause a large pressure drop,
apparently because it separated into gas. Only after many pore volumes of foam injection
did the pressure drop increase significantly.

Run 42 was made at 0.1% surfactant concentration and a foam flow rate of 0.87 cc/min,
with all the other conditions the same as in Run 41. The saturation histories and pressure
responses are shown in Figures 6.8 and 6.9. The high pressure responses for the first few
minutes were due to the experimental procedures of maintaining the system at a higher
pressure before the foam was introduced. The pressure drops should have started at small
values and gradually risen, in a way similar to Run 41. The same trend of movement was
seen as in Run 41 except that the displacement was a little less efficient and the pressure
drop a little smaller. However, there was not a big difference between these two runs in the
early stages. The reason behind this behavior will be discussed later.
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Figure 6.6: Saturation Histories for Run 41 ( 1% Surfactant Foam Displacing Water)
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6.3 Theoretical Matching of Experimental Data

To match the experimental data on foam flow, the theoretical procedures described in
Chapter 4, Equations 4.4 through 4.17 were used. A computer program written to follow
those procedures. listed in Appendix C, first interpolated t!e parameters obtained from
the gas displacement runs. described in Chapter 5, and then calculated the fractional flow
curves and the saturation histories.

Corresponding to Run 41, the calculated fractional flow curves for surfactant concen-
trations ranging from 0 to 1.0% are shown in Figure 6.10. The first curve on the left side in
the figure corresponds tc pure gas with no surfactant. The last one on the right shows the
fractional flow curve for the highest surfactant concentration (1.0%) and hence the highest
apparent viscosity. Not all the fractional ficw curves are shown in this figure for the sake of
visualization. In the computer run to get the theovetical results de cribed later. twenty-nine
shocks were used. That is. twenty-nine fractional fow curves were calcul?ced. The loca-
tions of these fractional flow curves were interpolated according the the parameters found
in Chapter 5.

Then the saturation history at the outiet was calculated according to the displacement
theory including the effect of adsorption ( Equations 4.4 through 4.17). This history is
graphed in Figuce 6.11. The calculated saturation history was from the displacement theory
based on shocks. That is why the resulting curve is not smooth in Figure 6.11. Realizing
that this saturation shape was due to using a finite num-er of shocks, while there are
reallv an infinite number. it is known that the saturation his-ory should be smooth. So the
saturation history was smoothed by taking the mid-point average of all neighboring points,
and the resulting saturation history (smoothed) along with that from the displacement
theor: are graphed in Figure 6.12. Comparing Figure 6.12 with the experimental data of
Run 41 in Figure 6.6. it can be seen that the calculated saturation history matches well
with that near the inlet (4.7 inches). Other saturation histories wi.' be matched using the
mixing effect, Equation 4.17 later in this chapter.

6.3.1 The Effect of Surfactant Adsorption on Foam Flow

As described in Chapter 4, the displacement theory also included the effect of surfactant
adsorption on to the porous medium (Equations 4.4 through 4.17 ). If the frontal advance
loss. D. was set to be zero in all these eyuations. then the displacement theory would be
one without the effect of adsorption. The saturation histories were calculated accordingly.
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The effect of surfactant adsorption was not significant, as shown in Figure 6.13 where
the saturation histories were calculated with and without adsorption for the same location.
A closer check on the saturation data shows that the surfactant adsorption retarded the
first gas shock and gave later breakthrough, but had only a minor effect on the saturation
history thereafter.

6.3.2 The Effect of Mixing on Foam Flow

To account for the mixing effect, the experimental saturation histories shown in Figure 6.6
were sroothed using Equation 5.3. The resultant gas saturation curves along with the
experimental data are plotted in Figure 6.14. The matches were reasonably good.

After a little mathematical manipulation (similar to the derivation of Equation 5.7), the
gas saturation can be expressed in terms of the distance traveled, z:

_a(l—~tprz)
- z+b1-tprez)

(6.2)

Rearranging the above equation, the distance can also be expressed in terms of the satura-
tion:

- a— Sgb
T tpr(a - Sgb) + S,

(6.3)

The saturation histories in Figure 6.14 are replotted in Figure 6.15. The method de-
scribed in the theoretical part (Section 4.2) was followed to find the mixing coefficients as
discussed next.

In Figure 6.15, two saturations, 0.3 and 0.5, were selected to find the mixing coefficients.
According to the theory, the difference between the distances traveled by the two saturations
is AX. The distance traveled by the average saturation, 0.4 in this case, is X. Since there
were four locations for our experiments, we had four pairs of AX and X values that can be
found from Figure 6.15. They are:

As was shown in Chapter 4, plotting AX /X vs. 1/AX on a log-log scale would give a
curve which could be matched with the Brigham type curve to obtain the mixing coefficients.
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The data are shown in Figure 6.16. Since type curve matching is basically a graphical
method of least squares fitting, the mixing coefficients C and a can be found by a least
squares fit to Equation 4.17 or Equation 4.16. This was the method used herein, and when
Equation 4.17 was used, C was found to be 0.290 and a, 0.138. When Equation 4.16 was
used, the value of C was 0.298 and o was 0.135, which are almost the same as those found
from Equation 4.17. This means that one can choose either equation to fit the data and
get about the same answers. By examining the range of data in Figure 6.16, it was realized
that the mixing effect, although significant, did not dominate in this run.
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6.3.3 Final Matching of Saturation Histories

Equation 4.17 can be rearranged to get:

0% - 1.04675Czo — 2.01029az = 0 (6.4)

So o can be found as the root of the above quadratic equation:

o= 1.04675Cz + /(1.04675Cz)? + 4 x 2.010290z
- 2

(6.5)

For each location z, ¢ can be calculated from the above equation. The ratio of the C'zx
value to o gives rise to the multiplier that should be used to account for the mixing effect
for that location. If the first location (4.7 inches from the inlet) were to be the base for
comparison, then the rest of the multipliers would be the ratio of Cz /o for that location (z)
to that for the first (base) location. Details of these calculations are given in Appendix E.
Applying these multipliers to the calculated saturation history for the first location (Figure
6.12) gives the final match of Run 41. The final smoothed match of the saturation history
data is shown in Figure 6.17. As can be seen from the figure, the data for the location
at 14.7 inches criss-cross the matched curve while the data at other locations follow their
respective curves more closely. The matches, in conclusion, have two of the most important
features: one was that they predict well the breakthrough time, the other is that they cover
the entire range of the data to take into account the mixing effect. Hence the final match
is satisfactory.

The same procedures were used to match Run 42 in which 0.1% surfactant solution was
used. The fractional flow curves are shown in Figure 6.18, where, again, only a few of the
concentrations were graphed between 0 and 0.1%. The calculated saturation history from

the displacement theory is shown in Figure 6.19 and its smoothed version is shown in Figure
6.20.

Much like what was done for Run 41 above, to get the mixing coeflicients, saturation
histories from the experimental run were smoothed using Equation 5.3 (Figure 6.21) and
the saturation-distance relationship is shown in Figure 6.22. Then the AX and X values
were found from Figure 6.22. These values are shown in Table 6.3.

118

iy



Liquid Saturation

1.0 1%
S
I M
- |'..=
E &
- “
08 [— H .
- "\.. . 4.7 inches
C ':\.‘ . 14.7 inches
_ - A 30.5 inches
- '\. + 41.2 inches
0.6 |—
: T y—
04 |
02 [
ool v 1oy | ol b e by
0.0 0.5 1.0 1.5 20 2.5 3.0

Equivalent Pore Volume Injected

Figure 6.17: Final Saturation History Match for Run 41 (Flow of 1.0% Surfactant Foam)

119



1.0

0.8

0.6

Surfactant Concentration (%)

———— 0.000000
.............. 0.000002
------- 0.000004
———- 0.000007
————— 0.000013
----------- 0.000035
=== 0.000142
- == 0.000565
seenesn  (.002222
s (0.100000

04

Gas Fractional Flow, fg

0.2

11ITYTI1TI]I]TI!IIr‘llllI]lllllllllllllllllllll

0.0 JllllJ..lllIlllJllllllll!llllllilllllllillillllJlll

0.0 0.2 04 0.6 0.8 1.0
Gas Saturation, Sg

Figure 6.18: Calculated Fractional Flow Curves for Foam of 0.1% Surfactant Concentration

120



Liquid Saturation

1.0

TTT T 11

0.8

0.6

IllTITIilITITYlIITT!II’

04 |

0.2

YIIITIIIIITIInTII

0.0

0.0

1.0 1.5 20
Equivalent Pore Volume

Figure 6.19: Calculated Saturation History for Foam of 0.1% Surfactant Concentration

121



1.0

08 - wwnenn Shock Theory
[ Smoothed
-
: ll‘llllllll?
e 06— :
S . :
m - "l.'...'lllll'll"l!!0.!!.!!'0.'!’.‘!!3!'- llll Jose0sa0s
bt -
: -
I N
w -
o -
g -
3 04 —
C
02 [~
000 v v v v b v v by by e b by
0.0 0.5 1.0 1.5 2.0 2.5 3.0

Equivalent Pore Volume Injected

Figure 6.20: Calculated and Smoothed Saturation Histories for Foam of 0.1% Surfactant
Concentration

122



08+

04

Distance from Inlet

4.70 in

+
14.71mn =—
O
305 in  e—
0.2+ A
412 m -
*
0 et L 1 L
0 0.2 04 0€ 0.8

Figure 6.21: Saturation History Fits for Run 42 (0.1% Surfactant Concentration)

Pore Volume Injected




06

59
Pore Volumes Injected

04
0.102 —
0.320 —
1.663  m—

0.2 F 0.896

0 i ! | 1 i
0 0.5 1 15 2 2 3 35 4

5
Distance Travelled (ft)

Figure 6.22: Saturation Profiles for Run 42 (0.1% Surfactant Concentration)



0.1

0.1 1
1/AX

Figure 6.23: Type Curve Matching Data for Run 42

These data were then plotted in Figure 6.23. A least squares fit to Equation 4.17 gave a
of 0.295 and a of 0.140, which were the same as in Run 41 for practical purposes. Again.

it can be seen that the mixing effect, though important, did not play a dominating role in
the run.



Having found the mixing coefficients, they were applied to the final match of the exper-
imental data. The final match of Run 42 is shown in Figure 6.24. The match is also good.
The final matches of these runs are especially good, considering the simplicity of the theory.

6.3.4 Matching of Recovery

The recovery data from the experiments were, unfortunately, lost. Since the in-situ satura-
tion measurements from the CT scans appear to be reliable, it was decided to salvage the
recovery data from them.

As we have already obtained the saturation profiles for four different times (Figures
6.15 and 6.22), the average saturations in the sandpack were estimated by integrating the
saturation curve over the length of the sandpack. Since the initial gas saturation was zero,
the recovery factor is equal to the average gas saturation in the sandpack.

The recovery matches for Runs 41 and 42 are shown in Figures 6.25 and 6.26. The
matches are good. The calculated recovery curves are not smooth as a result of the shocks
used in the calculations. However, the fact that these matches were so close to the experi-
mental data is important, for this is the ultimate goal of the theory. It is clear from these
results that the theory works well for these two cases. Of course it should be tested for
many other saturations and variable ranges. From these two figures, it can also be seen that
the recovery factor for the higher concentration is slightly higher than that for the lower
concentration.

6.3.5 Matching of Pressure Drops

The pressure drop at any time could be calculated by summing up the pressure drops that
are associated with the various shocks. At each different time, the mixing effect had to be
taken into account for the saturation profile. The saturation profiles could then have been
calculated. Once these were calculated, the individual pressure calculations could have been
made over each shock segment. These could then be added to predict the overall pressure
drop as a function of time. This would have been a tedious series of calculations, with little
hope for useful results, for the pressure data for the constant concentration runs of Chapter
5 were poorly matched by the calculations. So these calculations were not attempted,
however, the procedures that would be required are outlined in Appendix F.
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6.4 Some Implications of the Results

The theory proposed in this work enables us to better understand the foam flow mechanism.
Foam flow does not follow Buckley-Leverett theory. It can be thought of as being composed
of infinitesimal slugs of gas, with the gas front having the lowest apparent viscosity and the
injected foam having the highest possible apparent viscosity. Each infinitesimal slug results
in a shock during the displacement. The higher viscosities produce shocks that move more
slowly. Thus it takes many pore volumes of foam injection for the displacement to reach
the residual state.

The surfactant adsorption has some effect on the foam flow behavior. It retards the
foam front velocity in the low concentration range. However, the experimental results and
the calculations show that the effect is not very significant for the bulk of the displacement.

Mixing that takes place during foam flow distinguishes the foam displacement from
Buckley-Leverett types. So to predict the foam behavior downstream, an appropriate theory
has to take this into consideration.

Having discussed the validity of the new proposed theory in predicting the experiments,
the author also recognized the fact that these experiments were made under some limitations
as mentioned before. This theory may indeed predict, reasonably well, displacements under
other conditions such as different flow rates or foam qualities, but more experiments are
needed to verify the validity of this approach.

From all the experimental runs, it can be seen that the displacement is more efficient for
pure gas displacements of surfactant-laden water than for foam displacements at the same
surfactant concentration. This brings about an interesting point that it may be better to
generate the foam in situ than injecting foam. That is, it seems clear that the surfactant
should be placed ahead of the gas to the extent possible. However, the amount of surfactant
needed for pure gas displacements is much higher than that for foam displacements. So some
economic calculations should be made before making a decision about how best to operate.
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AX X
0.857 | 1.325
0.975 | 1.706
1.201 | 2.32%
1.625 | 3.320

Table 6.2: AX and X Values for Run 41

AX X
0.900 | 1.391
1.024 | 1.791
1.261 | 2.394
1.706 | 3.446

Table 6.3: AX and X Values for Run 42



Chapter 7

Conclusions

The following conclusions can be made from the experimental, theoretical, and numerical
investigations:

e Foam flow is not a piston-like process. Nor does it follow the Buckley-Leverett theory.

o Gas channeling and fingering take place at the foam front, leaving much of the in-situ
fluid untouched.

e It takes many pore volumes of foam injection to achieve the residual condition, i.e.
the initial displacement process is slow.

¢ Surfactant adsorption at the foam front plays only a minor role in the process for the
surfactant and porous medium studied here.

e Mixing in the foam front is also an important factor in foam flow that distinguishes
the process from the Buckley-Leverett theory.

e A new and simple theory has been proposed based on the fractional flow curve con-
struction method plus mixing theory to describe transient foam flow in a porous
medium. The theory matched the experimental data satisfactorily.

o Fractional flow curves can be determined from matching the experimental data of gas
displacements of surfactant-laden solutions.

e The breakthrough time, final gas saturation, and apparent viscosity of foam can all be
correlated to the surfactant concentration and be used for the prediction of foam flow.

e For the same surfactant concentration. pure gas displacement is more efficient than
foam displacement. Some economics should be run to determine the best way to
operate.
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0.857 | 1.325
0.975 | 1.706
1.201 | 2.328
1.625 | 3.320

Table 6.2: AX and X Values for Run 41

AX X
0.900 | 1.391
1.024 | 1.791
1.261 | 2.394
1.706 | 3.446

Table 6.3: AX and X Values for Run 42
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displacements of surfactant-laden solutions.

e The breakthrough time, final gas saturation, and apparent viscosity of foam can all be
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o The pressure gradient behind the foam front is much greater than that in front of the
foam.

e The apparent viscosity of foam can become very high at high surfactant concentrations.
It is certainly much greater than either of its components: gas or water.



Chapter 8

Recommendations for Future Work

Although this work has proposed a new theory that appears to work, there is still much
work to be done to improve the theory to be used in real field applications. The following
recommendations for the future are made.

o CATPIX (a software package from SHELL) should be used to process the CT pictures

of this work on a pixel by pixel basis to understand the variability in saturations seen
in this type of displacement.

e More experiments need to be done at broader concentration ranges than studied here.
Also various surfactants should be used to see if they behave in a similar manner.

e The injection rate should be tested as another experimental variable.
¢ Various gas/surfactant injection ratios (foam quality) should be tested.
o The effect of residual oil should be investigated, as well as other porous medinm types.

e The theory should be extended to two and three dimensions.
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Chapter 9

Nomenclature

English letters

a — a constant coefficient, Langmuir constant
b — a constant coefficient, Langmuir constant
f; — fractional flow of gas

fs — gas fractional flow at initial condition

fs, — gas fractional flow at first shock

f.. — tangent of first fractional flow curve

f7 — gas fractional flow at second shock
5, — tangent of second fractional flow curve
4. — i;as fractional fiow at nth shock

f;. — tangent of nth fractional flow curve

fan_; — gas fractional flow at (n-1)th shock
k — absolute permeability, darcies

k., — relative permeability of gas
kgg — end-point relative permeability of gas
k., -— relative permeability of water
k2, — end-point relative permeability of water
ng — relative permeability index for gas
n, — relative permeability index for water
Gfoam — foam flow rate, ec/min
g, — gas flow rate, cc/min
qys. — gas flow rate at standard conditions, cc/min
g; — liquid flow rate, cc/min
tgr — breakthrough time, PV
tp — dimensionless time, pore volumes
r — linear distance, ft or cm
I — a variable
A — cross-sectional area. ¢ ”
Sy —— activity of surfactan*. fraction

7 — surfartant concentration. wt's
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mixing constant, dimensionless

surfactant concentration in the liquid phase, wt%
surfactant concentration in the solid phase, wt%
surfactant concentration at first shock, wt%
surfactant concentration at second shock, wt%
surfactant concentration at nth shock, wt%
surfactant concentration at (n-1)th shock, wt%

frontal advance loss of surfactant at first shock. dimensionless
frontal advance loss of surfactant at second shock, dimensionless

frontal advance loss of surfactant at nth shock, dimensionless

frontal advance loss of surfactant at (n-1)th shock, dimensionless

Equivalent Pore Volume, dimensionless
length of the sandpack. em
gas-water endpoint mobility ratio
CT number

CT number for gas

CT number for liquid

reduced gas saturation. (§; — S;-)/(1 = Sue — Sgr)
gas saturation

gas saturation at first shock

gas saturation at second shock
gas saturation at nth shock

gas saturation at (n-1)th shock
residual gas saturation

average gas saturation

liquid saturation

water saturation

connate water saturation

pore volumes of gas injected
weight of surfactant. g

weight of water. g

dimensionless distance. ¥

front width, 1/ ft

Greak letters

(8
a Co

mixing constant depending on the porous medium. ft or cm
dimensionless front width
linear X-ray attenuation coefficient of a material

- apparent gas viscosity, cp

gas viscosity, cp
linear X-rayv attenuation coefficient for gas-filled sandpack
linear X-ray artenuation coefficient for porous material

- water viscosity cp

linear attenuation coefficient for water-filled sandpack
poTusity

standard deviation in mixing. ft or cm
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op; — standard deviation in Buckley-Leverett theory. ft or cm
o/Cz — dimensionless front location

v; — first gas shock velocity, dimensionless
v — second gas shock velocity, dimensionless
v, — nth gas shock velocity, dimensionless
AP — pressure drop, atm or psi
AX/X — front location, dimensionless

I' — foam quality
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Appendix A

Titration Method

The titration method is described in detail by Al-Khafaji et al. (1982) . The following is a
brief description of the procedures and data pertinent to these particular experiments.

To obtain the surfactant concentration of a solution, the molarity is first calculated
and then compared to the molarity of surfactant solutions of known concentrations. The
molarity of a solution is obtained as follows:

1”5 = ]ﬂH X "H/Vg (Al)

where Mg is the molarity of the active sulfonate in the surfactant solution sample in
mole/liter. My is the molarity of the Hyamine 1622 solution in mole/liter, Vi is the volumne
of H:ramine 1622 solution used in e, and Vs is the volume of surfactant sample taken in
et

The molecular weight of surfactant AOS 1618 was 356. So the molarity, Mg at 1 wt%
was calculated to be 0.02%0. The molarity of the Hyvamine 1622 solution was 0.003148.

The actual titration procedures are as follows:

1. Add Ve ml (usually 1 or 2 mlin this work) of sample surfactani solution. 10 ml of dis-
tilled water, 15 ml of chloroform and 10 mi of acid indicator solution to a beaker. The
acid indicator solution is a mixture of Disulphine Blue V'N 150, Dimidium Bromide.
Sulphuric acid solution. and distilled water.
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2. Stopper the beaker and shake after each addition of titrant. ‘I he solution <hould take
on a light pink color at the bottom layer during the process and clears more quickly
towards the end point.

3. The endpoint is reached when the pink color is completely gone and the bottom laver
is a faint greyish blue. Note here that if the bottom layer becomes dark blue. vou have
gone too far. Another new sample must be used. So extreme care should be exercised
during the process, especially when the total sample volume is very small.

4. Take note of the amount of titrant used, V.

Then Mg was calculated from Equation A.1. Comparison of Mg with the standard My
vajues at known surfactant concentrations (1%, 0.1%.and 0.01% ) gave rise to the surfactant
concentration of the sample solution.



Appendix B

Data Acquisition

Pressure data measurement and recording program

5 ' Copyright Hewlett-Packard 1984, 1985

10 ’

15 ' Set up program for MS-D0S HP-IB 1/0 Library

20 > For use independent of the PC instrument bus system
25 !

30 DEF SEG

35 CLEAR ,&HFEOO
40 I=kHFEOO

45 '
50 ’ PCIB.DIR$ represents the directory where the library files
55 ’ are located
60 > PCIB is an environment variable which should be set
> from MS-DOS

65 ’ i.e. A:> SET PCIB=A:\LIB
70
75 If there is insufficient environment space a direct

’ assignment
80 can be made here, i.e
& PCIB.DIR$ = "A:\LIB"
90 7’ Using the environment variable is the preferred method
95

100 PCIB.DIRS = ENVIRON$("PCIB')
105 1$ = PCIB.DIR$ + "\PCIBILC.BLD"
110 BLOAD I$,&HFEOO

115 CALL I(PCIB.DIRS$, I%. J%

120 PCIB.SEG = 1Y

125 IF J%=0 THEN GOTO 160

130 PRINT '"Unable to load.";

135 PRINT " (Error #";JY%;m"
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140 STOP

145

150 °* Define entry points for setup routines
156

160 DEF SEG = PCIB.SEG

165 0.S =5

170 C.S = 10

176 1.V = 15

180 1.C = 20

185 L.P = 25

190 LD.FILE = 30

195 GET.MEM = 35

200 L.S = 40

205 PANELS = 45

210

215 ' Establish error variables and ON ERROR branching
220 !

225 DEF.ERR = 50

230 PCIB.ERR$ = STRING$(64,32)

235 PCIB.NAME$ = STRING$(16,32)

240 CALL DEF.ERR(PCIB.ERR,PCIB.ERRS,PCIB.NAME$,PCIB.GLBERR)
245 PCIB.BASERR = 255

250 ON ERROR GOTO 410

255 !

260 J=-1

265 1$=PCIB.DIR$+"\HPIB.SYN"

270 CALL D.S(I$)

275 IF PCIB.ERR<>0 THEN ERROR PCIB.BASERR

280

285 ' Determine entry points for HP-IB Library routines
290

295 I=0

300 CALL I.V(1,I0ABORT,IOCLEAR,IOCONTROL,IOENTER)
305 IF PCIB.ERR<>0 THEN ERROR PCIB.BASERR

310 CALL I1.V(I,IOENTERA,IOENTERS,IDEOI,IOEOL)

315 IF PCIB.ERR<>0 THEN ERROR PCIB.BASERR

320 CALL I.V(I,IOGETTERM,IOLLOCKOUT,IOLOCAL,IOMATCH)
325 IF PCIB.ERR<>0 THEN ERROR PCIB.BASERR

330 CALL I1.V(I,IOOUTPUT,IDOUTPUTA,IOOUTPUTS,IOPPOLL)
335 IF PCIB.ERR<>0 THEN ERROR PCIB.BASERR

340 CALL I.V(1,I0P~OLLC,IOPPCLLU,IOREMOTE,IORESET)
345 IF PCIB.ERR<>0 THEN ERROR PCIB.BASERR

350 CALL 1.V(1,IDSEND,IOSPGLL,IOSTATUS, IOTIMEOUT)
355 IF PCIB.ERR<>0 THEN ERROR PCIB.BASERR

360 CALL I.V(I,IOTRIGGER,IODMA,J,J)

365 IF PCIB.ERR<>0 THEN ERROR PCIB.BASERR

370 CALL C.S

375 1$=PCIB.DIR$+"\HPIB.PLD"

380 CALL L.P(I$)

385 1IF PCIB.ERR<>0 THEN ERROR PCIB.BASERR

390 GOTD 475

395



400 ' Error handling routine

405

410 IF ERR=PCIB.BASERR THEN GOTO 425

415 PRINT "BASIC error #";ERR;'" occurred in line ";ERL

420 STOP

425 TMPERR = PCIB.ERR

430 IF TMPERR = 0 THEN TMPERR = PCIB.GLBERR

435 PRINT "PC Instrument error #";TMPERR;" detected at line ";ERL
440 PRINT "Error: ';PCIB.ERR$

445 STOP

450

455 ' COMMON declarations are needed if your program is
’ going to chain

460 to other programs. When chaining, be sure to call
> DEF.ERR as

465 ° well upon entering the chained-to program

470

475 COMMON PCIB.DIR$,PCIB.SEG

480 COMMON LD.FILE,GET.MEM,PANELS,DEF.ERR

485 COMMON PCIB.BASERR,PCIB.ERR,PCIB.ERR$,PCIB.NAME$,PCIB.GLBERR
4950 COMMON IGABORT,IOCLEAR,IOCONTROL,IOENTER,IOENTERA, IOENTERS,
I0EOI, IOEOL, IOGETTERM, IOLLOCKOUT, IOLOCAL , IOMATCH, I100UTPUT, IOOUTPUTA,
I00UTPUTS, IOPPOLL, IOPPOLLC, IOPPOLLU, IOREMOTE, IORESET, IOSEND, IOSPOLL,
IOSTATUS, IOTIMEOUT, IOTRIGGER, IODMA

495 °

500 FALSE =0

505 TRUE = NOT FALSE
510 NOERR =0

515 EUNKNOWN = 100001!
520 ESEL = 100002!

525 ERANGE = 100003!

530 ETIME = 100004!

535 ECTRL = 100005!

540 EPASS = 100006!

545 ENUM = 100007!

550 EADDR = 100008!

555 COMMON FALSE, TRUE, NOERR, EUNKNOWN, ESEL, ERANGE, ETIME,
ECTRL, EPASS, ENUM, EADDR

560 !’

565 ' End Program Set-up

670 ’ User program can begin anywhere past this point
1000 KEY OFF

1010 CLS

1020

16x0 ’ INITIALIZE TIMER

1040 TIME$="00:00:00"

1050 > SET UP ARRAYS

1060 GOSUB 1840

1070 DIM PT(80),APT(8)

1080 °

1090 ' NOMENCLATURE
1100 °

118



1110 * PT = Signal From Pressure Transducers

1120 *  APT = Average Pressure Values, mv
1130 °

1140 * INITIALIZE DATA LOGGER

1150

1160 ISC=7

1170 DEV=709

1180 CALL IORESET(ISC)

1190 CALL IOTIMEOUT(ISC,TIMEQUT)

1200 CALL IOCLEAR(ISC)

1210 CALL IOREMOTE(ISC)

1220 CODE$="SISO1SD1VAOVF1VSOAFOOQAL9S"
1270 LENGTH=LEN(CODES)

1240 CALL IOOUTPUTS(DEV,CODE$, LENGTH)
1250 ON TIMER (30) GOSUB 1290

1260 TIMER ON

1270 GOTO 1270

1280 END

1290 7

1300 ’ BEGIN DATA LOGGING

1310

1320 ° READ CHANNEL 00

1330

1340 7

1350 CODE$="ACOOVN1QVRS"

1360 LENGTH=LEN(CODES$)

1370 MAXI=10

1380 CALL ICOUTPUTS(DEV,CUDE$,LENGTH)
1359¢ CALL IQENTERA(DEV,PT(1),MAXI,ACTUAL)
140G

1410 ' READ CHANNELS 01 TO 07 (PRESSURE TRANSDUCERS)
1420

143C CODE3=""ASVN1O"

1440 LENGTH=LEN(CODES$)

1450 FOR I=1 TO 7

1460 CALL IOQUTPUTS(DEV,CODES,LENGTH)
1470 CALL IOENTERA(DEV,PT(10=I+1) . MAXI,ACTUAL)
1480 NEXT I

1430

1500

151C ' CALCULATE AVERAGE PRESSURE SIGNALS
1520

1530 FOR I=1 TO 8

1540 T(I)=0

1550 NEXT I

1560 FOR J=C TO 7

1570 FOR I=t TO 10

15890 T(J+1)=APT(J+1 1 +PT(I+J=10/10"
1590 NEXT I

1600 NEXT J

1610

1626 CALCULATE REAL PRESSURE VALUES IN PSI'S



1630
1640 APT(1)=APT(1)2.5
1642 APT(2)=-APT(2)=2.5
1644 APT(3)= -APT(3)s2.5
1646 APT(4)= APT(4)*2.5
1648 APT(S)=-APT 5)%2.5
1650 AFT(6)= APT16)=2.5
1652 APT(7)= —-APT(7)e2.5
1654 APT(8)= APT(8)=.5
1660 °’
1670 PRINT USING "\ \";TIMES
1680
1690 PHini USTNG "##% 822" APT(1)
1700 PRINT I.3ING "#%%_8882" APT(2)
1710 PRINT USING "s3% 8333" APT(3)
1720 PRINT USING "##z. s882" APT(4)
1730 PRINT USING "#23. s82";APT(S5)
1740 PRINT USING "#%%. 8#82" APT(6)
1750 PRINT USING "#88 . ¥38%" ;APT(7)
1760 PRINT USING "#%#. $2%8" APT(3)
1770 A$=MID$(TIMES, 1,2}
1780 B$=MID$(TIMES,4,2)
1790 C$=MID$(TIMES,7,2)
1792 TIME=(VAL(A$)*60+VAL(3$)+VAL(CS)/60)
1800 PRINT #1, USING "$#3% 83", TIME
1810 PRINT #1, USING "#8% 2388 S3% 2838 #33 3323 3% _s¥3%
S8 BBLE SLR _SEXT UL BBUR S8 _BBEBAPT(1) ,APT(2) ,APT(3) ,APT(4),
APT(5),APT(6),APT(7) ,APT(8)
1820 RETURN
1830 END
1840 LOCATE 17,11:COLOR 10,0:PRINT
"PLEASE ENTER THE NAME OF TODAY'S DATA FILE:"
1850 LOCATE 17,54:COLOR 12,0:INPUT FILENAMES
1860 COLOR 15,0
187C UPEN FILENAMES FOR OUTPUT AS #1
1880 CLS
139C¢ RETURN
1900 END

1au
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/*
/*
/*
/*
/*

Program for plotting and smoothing cf pressure data:

Dianbin Liu
Massaging. smoothing time and pressure data from the
data acquisition program

#include <stdio.h>
#include <io.h>
#1nclude <string.h>
#include <math.h>
#include <conio.h>
#include <stdlib.h>
#include <graph.h>
#include <pgchart.h>

#define MAX_PTS 500
#define MAX_CHAN 8

main(argc,argv)

int argc;
char =argv(];

{

FILE =fp, =fp2, =*fp3, =fopen();
char tmp[16], line[256];
char ¢;

static float

far beta[MAX_PTS], pwel[MAX_PTS], \
pwe2[MAX_PTS],pwe3[MAX_PTS],pvw4 [MAX_PTS];

static float _far pws5S[MAX_PTS], pwe6[MAX_PTS],pww7[MAX_PTS],\

static float

static float

pev8{MAX_PTS];

far offset_beta, offset_pl, offset_p2, \
offset_p3, offset_p4;
_far offset_pS, offset_p6, offset_p7, offset _p8;

static float _far smooth_pl, smooth_p2, smooth_p3, smooth_p4;

static float
static float

far smooth_p5, smooth_p6, smooth_p7, smcoth_p8;
far templ, temp2;

int 1,3;
short npts, starting_pt;

if(arge '= 3) {

printf ("  Graphics ~-- Dianbin Liu \n ")
printf("Usage: plot data_input_file data_output_file\n");
exit{l);

}

/* input of pressure data =/

*/
*/
=/
»/
*/



if( (fp = fopen(argv[1], "r")) == NULL) {
printf("Unable to open %s", argv[i]);
exit(2);
}
for(i=0; (fscanf(fp,"%f\n %f %4f %Uf %Uf %f Uf %f %f",&betali],
spwvi[i] . kpww2[i],&pwe3[i], epwws[il,
tpuwS[i],&pww6[il,&pww7 [i],&pww8[i])
'= EOF); i++4);
npts = (short) i;
fclose(fp);
/* get the input parameters for smoothing and massaging =/
if ( (fp2 = fopen("liu.dat”,"r")) == NULL) {
printf ("Unable to open input file liu.dat");
exit (3);
}
if(fgets(line,sizeof (line),fp2)) sscanf(line,"f" &offset_beta);
if(fgets(line,sizeof(line),fp2))\
sscanf (line,"%f %f",&offset_p!,&smooth_p1);
if(fgets(line,sizeof(line),fp2))\
sscanf (line,"%f %f",koffset_p2,&smooth_p2);
if(fgets(line,sizeof(line),fp2))\
sscanf (line,"%f %f",&offset_p3,&smooth_p3);
if(fgets(line,sizeof (line),fp2))\
sscanf (line,"%f %f',&offset_p4,&smooth_p4);
if(fgets(line,sizeof(line),fp2))\
sscanf{line,"%f %f",&offset_p5,&smooth_p5);
if (fgets(line,sizeof (line),fp2))\
gsscanf (line,"%f %f",&offset_p6,&smooth_p6);
if (fgets(line,sizeof(line),fp2))\
gscanf (line,"%f 4f",&ofifset_p7,&smooth_p7);
if (fgets(line,sizeof(line),fp2))\
sscanf (line,"%f %f",&offset_p8,&smooth_p8):
fclose(fp2);
/% massaging data =/
for(1=0; (i < npts) k& (betali] < offset_beta); i++);
starting_pt = (short) (i);
npts = npts - starting_pt;
for(i=starting_pt; i < (npts + starting pt); i++) {
j = 1 - starting_pt;
beta[j] = betalil - offset_beta;
pewi[j] = pwwi[1] - offset_pi;
pew2(j] = pww2[i] - offset_p2;
pww3[j] = pwe3d[i] - offset_p3;
puwd[j] = pwwa[i] - offset_p4;
peeS[3] = pwwS[i] - offset_p5;
pees{j] = pwe6[i] - offset_p6;
pve7[j] = pwe7[1] - offset_p7;
pew8(j] = pev8[i] - offset_p8;
}
/# smoothing data =/
templ = paw1([0];
for(i=1; 1 < (npts-1); i++) {



temp2 = pwwi[il;
pwwilil = ( (templ - pwwil(i] + pwvi[i+1])#smooth_p!l +\
20.0spwwil[i])/ (20.0+smooth_pl);
templ = temp2;
}
if(i = (npts -1)) pww1l(il = ( (templ - puwil[i] + \
pwvi{il)#smooth_p1 + \
20.0spuwi[i])/ (20.0+smooth_p1);
temp! = pww2[0];
for(i=1; i < (npts-1); i++) |
temp2 = pwe2[il;
pew2(i] = ( (templ - pww2[i] + pww2[i+1])esmooth_p2 + \
20.0spww2[i])/ (20.0+smooth_p2);
templ = temp2;
}
if(i = (npts -1)) pww2[i] = ( (templ - pww2[i] +\
pwe2[i})#smooth_p2 + 20.0spwe2[i])/ (20.0+smooth_p2);
templ = pww3[0];
for(i=1; i < (npts-1); i++)
temp2 = pww3[il;
pwe3(i] = ( (temp! - pww3[i] + pww3[i+1])*#smooth_ p3 +\
20.0spww3[il)/ (20.0+smooth_p3);
templ = temp2;
}
if(i = (npts -1)) pww3[i] = ( (templ - pww3[i] #\
pwe3(i])*smooth_p3 + 20.0*pwe3[i])/ (20.0+smooth_p3);
templ = pww4[0];
for(i=1; i < (mpts-1); i++) |
temp2 = pwwdlil;
pwwa{i] = ( (templ - pwwd[i] + pww4[1+1]))*smooth_p4d +\
20.0spwv4[i])/ (20.0+smooth_p4);
temp! = temp?2;
}
if(i = (npts -1)) pwwd[il = ( (templ - pwwd[i] +\
pwwd[i1])*smooth_p4 + 20.0*pwwd[i])/ (20.0+smooth_p4);
temp!l = pew5[0];
for(1=1; i < (npts-1); i++) {
temp2 = pww5[il;
pwes{il = ( (templ - pwwS[i] + peu5[i+1])ssmooth_pb +\
20.0*pwu5[i])/ (20 J+smooth_p5);
templ = temp?;
} .
if(i = (npts -1)) pwes[il = ( (templ - pww5S[i] +\
pews[1])*smooth_p5 + 20.0%pewS[i])/ (20.0+smooth_pS);
temp! = pww6[0];
for(1=1; i < (npts-1); 1++) {
temp? = pwwbs[il;
pvue(1] = ( (temp! - pww6[i] + pvw6l1+1])esmooth_p€ +\
20 .0spuw61])/ (20.0+smooth_p6);
templ = temp2;
}
1(i = (npts -1)) puw6[il = ( (templ - pwa6[1] +\
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puv6[i])#smooth_p6 + 20.0+pew6[i])/ (20.0+smooth_p6);
temp! = pww7{0];
for(i=1: i < (npts-1); i++) {
temp2 = puww7[i];
pev7[i] = ( (templ - pww7[i] + pww7[i+1])*smooth_p7 +\
20.0*pww7[i])/ (20.0+smooth_p7);
templ = temp2;
}
if(i = (npts -1)) pww7[i] = ( (templ - pww7[i] +\
pew7[i])ssmocth_p7 + 20.0spwe7[i])/ (20.0+smooth_p7);
templ = pww8[0];
for(i=1; i < (npts-1); i++) |
temp2 = pwe8[i];
pweB[i]l = ( (templ - pww8[i] + pww8{i+1])#*smooth_p8 +\
20.0spww8[il)/ (20.0+smooth_p8);
templ = temp2;
}
if(i = (npts -1)) pwe8[i] = ( (templ - pwu8[i] +\
pweBli])*smooth_p8 + 20.0*pww8[i]))/ (20.0+smooth_p8);

/% view the data points from the screen s/

viev(beta,pwvl,pww2,pww3,pvwd,pwws,puwt,pve’,pwes,npts);

/* writing out data »/

1f( (fp3 = fopen(argv[2],"e")) == NULL) {

printf ("Unable to open output file %s\n", argv(2]);

exit (4);

}

printf ("Smoothed, massaged data being written to %s\n",argv[2]);

fprintf (£p3,"%d\n",npts);

for(i=0; i < npts; i++) fprintf(fp3,"if %f\n",betalil,pwwi[il);

fprintf (£p3,"%d\n",npts);

for(i=0; i < npts; i++) fprintf(fp3,"if %f\n",betali],pww2(i]);

fprintf (£p3,"%d\n" ,npts);

for(i=0; i < npts; i++) fprintf(fp3,"4f %f\n",betali],pww3[il);

fprintf (£p3,"%d\n",npts);

for(i=0; i < npts; i++) fprintf (£p3,"%f %f\n",betali],pwwdli]);

fprintf (£p3,"%d\n" ,npts);

for(i=0; i < npts; i++) fprintf(fp3,"%f %f\n",betali],pww5[i]);

fprintf (£p3,"%4d\n" ,npte);

for(i=0; i < npts; i++) fprintf(fp3,"%f %f\n",betali],pwvw6li]l);

fprintf (fp3,"%d\n",npts);

for(i=0; i < npts; i++) fprintf(£fp3,"if %f\n",betali],pww7[i]);

fprintf (fp3,"%d\n" ,npts);

for(i=0; 1 < npts; i++) fprintf(fp3,"f %4f\n",betali],pwe8[i1]);

fclose(fp3);

exit (0);

}

T S U

view(beta,pwvl,pwe?,pewd,pwvd,puvS,puwt,pwe’,pwed,npts)

/% Put the values on the screen =/

float _far betal],pwvi[],pwv2(],pwe3(],pwwd[],pews{],pwe6[],\
pwe7 (], pwes(];



short npts;

{

static float _far axValue[MAX_CHAY][MAX_PTS];
static float _far ayValue[MAX_C4AN][MAX_PTS];
int j;

chartenv env;

char _far slegends{MAX_CHAN] = {

"Tap 1", "2","3","4","5", 16", N7, 18"},

/* data transfer to be compatible with _pg_chartscatterms  /
for(j=0; j < npts; j++) {

axValue[0][j] =  betaljl;
ayValue[0]J[j] = pewi(jl;
axValue[1][j] = betaljl:
ayValue(11[3j] = pww2[jl:
axValue[21[j] = betalj];
ayValue[2][j] = pwe3(jl;
axValue[3]1[j] = ©betaljl;
ayValue[3]1[j] = pwwal[jl;
axValue[4]1[j] = betaljl:
ayValue[4]1[j] = pwweS(jl:
axValue[S5][j] = betalj];
ayValue[S51(jl = pww6[j];
axValue[6][j] = betaljl;
ayValuel6][j] = pwv7[j];
axValue[731(j] = betaljl:
ayValue[7][j] = pwe8[j];

}

/% Now we can drav the the picture on the screen */

/* Note that data are declared as a multidimension array.
* Since multiseries chart functions expect single-series
* data, this array must be cast in the function call.
* See the _pg.analyzechartms example for an alternate
* method using a single-dimension array.

*/

if( !'_setvideomode( _VRESI6COLOR ) ) /# Find a valid graphics mode */
exit( t );

_pg_initchart(); /* Initialize chart system */

/» Multiseries scatter line chart =/

_pg_defaultchart(&env, _PG_SCATTERCHART, _PG_POINTANDLINE);

/* Add titles and other chart options here */
strcpy( env.maintitle.title, "Pressure Profiles" );
strepy( env.subtitle.title,

"Dianbin Liu, 19S1" );

env.subtitle.titlecolor = 6;

_FG_BOTTOM;

strcpy( env.xaxis.axistitle.title, "Time (min)" );

env.legend.place =

strcpy( env.yaxis.axistitle.title, "Pressurei(psi)’ );
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_pg_chartscatterms( &env, s*axValue,
MAX_CHAN, npts, MAX_PTS, legends);
getch();

_setvideomode( _DEFAULTMODE );

}

#ayValue,
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Appendix C

Computer Program of Foam Simulation

/‘ PR i e e e s=zz===== EEEIE=REIRE= = ‘/
/= foam.h  ---- the include file */

/= Thie file should be included with every source file */
/* Dianbin Liu liuCpangea.stanford.edu «/
/‘ =EEmE=s=ssT = ===== ETEEREZES=RTREE === ‘/
#define MAXCHARS 256 /* Max number of chars in one line */
#define MAX_SHOCKS 30 /* Max number of shocks */
/' S S SN N S T N N T N S R S R R T R S S T SRR RN SRS S SRS T RER R SRR =T ‘/
/% foam.c --- main program of FOAM */
/s =/
/= Other files: foam.h inputl.c input2.c calc.c */
/* x/
/* To compile, Use the Makefile =/
/% */
/* Dianbin Liu  liu€pangea.stanford.edu */
/e (415)725-2734 y
/. e e b e e e et '/

#include <stdio.h>
#include <strings.h>
#in<lude <math.h>

main(argc,argv)

int argc;
char »argv([];
{

/= */



/* If the user supplies the input file name, the program s/

/* will get the data from the file. Othervise, the */
/*» program will prompt for input from the screen */
/* ./
if (argc == 2)

{

printf("The data will be read from the file %s\n",argv[1]);
input_from_file(argv([1]);

}

else

{

printf ("  You will be prompted for input \n ");
input_from_screen();

}

/* */
/* Now comes the real calculations */
/* and output to files for post-processing */
/* */
cale();

/* */
/* finally, the display and printing are managed by a */
/* script (gps, gs, etc on Xterm */
/* */
system("POST-PROC");

}

/. == === BERTE==Es==sSm
/* inputi.c */

/* input data from a file

/* «/

/* Dianbin Liu  liu@pangea.stanford.edu

/% ==== === = ===

#include <stdio.h>
#include '"foam.h"

/% All the input data should be declared to be EXTERNAL to be

used by other functions. Also the data should be stored
in a data file in case the user chooses to restart run

or wants to have a demo s/
float ni1,n2,sir,s2r,xr10,kr20; /e =/
float visl,vis_gasl,vis_gas?2; VE N 74
float tdd;

15%

*/

*/

*/
*/



float xdd:

int n_shocks;

float a,b,C;

/* and Concentration =/

input_from_file(input_file)
char *input_file;
{

char line[MAXCHARS];
FILE =fpi;

/% Location ./

/* Langmuir constants */

printf("opening %s\n", input_file);
if ((fp1=fopen(input_file,"r")) == NULL) {
printf("Can’'t open %s\n", input_file);

exit(1);
}

/* Reading input from input file
if(fgets(line,sizeof(line),fp1))
if(fgets(line,sizeof(line),fp1))
if (fgets(line,sizeof(line),fp1))
if(fgets(line,sizeof(line),fp1))
if(fgets(line,sizeof(line),fp1))
if(fgets(line,sizeof (line),fpi))
if(fgets(line,sizeof (line),fp1))
if (fgets(line,sizeof (line),fpi1))
if(fgets(line,sizeof(line),fp1))
if(fgets(line,sizeof(line),fp1))
if(fgets(line,sizeof (line),fp1))
if(fgets(line,sizeof(line),fp1))
if(fgets(line,sizeof (line),fp1))
if (fgets(line,sizeof(line),fp1))
if (fgets(line,sizecf(line),fp1))

fclose(fpl);

*/
sscanf(line,"%f",&n1);
sscanf (line,"%f",&n2);
sscanf (line,"%f",&slr);
sscanf (line,"%f",&s2r);
sscanf (line,"%f",&kr10);
sscanf (line,"%f",&kr20);
sscanf (1ine,"%f",&kvisl);
sscanf (line,"%f",&kvis_gas1);
sscanf (line, "} f",kvis_gas?2);
sscanf (line,"%d",&n_shocks);
sscanf (1ine,"%f",&tdd);
sscanf (line,"%f", &kxdd);
sscanf (line,"%f", &a);
sscanf (line,"%f",&b);
sscanf (line,"%f",&C);

/* print those values on screen for examination */
printf ("%4f\t Exponent of relative perm for water\n", nl);
printf ("%f\t Exponent of relative perm for gas\n',n2);
printf ("%f\t Irreducible water saturation\n", sir);

printf (""%f\t Residual gas

saturation\n', s2r);

printf("%f\t End relative perm for water\n'",kri0};
printf ("%f\t End relative perm for gas\n", kr20);
printf("%f\t Viscosity of water, cp\n", visl);
printf ("%f\t Lowest gas viscosity, cp\n', vis_gasl);
printf ("%f\t Highest gas viscosity, cp\n", vis_gas2);

printf ("%d\t\t Number of shocks,

\n", n_shocks);

printf ("%f\t Time for saturation profile\n", tdd);
printf ("%f\t Location for saturation profile\n", xdd);:
printf ("%f\t Langmuir adsorption a\n", a);

printf ("%f\t Langmuir adsorption b\n", bj;
printf("%f\t Surfactant Concentration C\n", C);
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return;

}

/¢ mmI=csrzzzssssrazsscsx === =mza == *x/
/* input2.c «/
/* Generates and validates input data for foam calculation */
/% from standard input ./
/* */
/e Dianbin Liu liu@pangea.stanford.edu «/
/* = === »/

#include <stdio.h>
#include "foam.h"

/* All the input data should be declared to be EXTERNAL to be
used by other functions. Also the data should be stored
in a data file in case the user chooses to restart run

or vants to have a demo

float ni1,n2,s81r,s2r ,kri0,kr20;
float visl,vis_gasl,vis_gas?2;
float tdd;

float xdd;

int n_shocks;

float a,b,C;

/% and Concentration =/

input_from_screen()

{

char tmpl16];

FILE sfp2;

/* */
/* Reading input data from screen
/* ./
ni = 4.0;

printf("Exponent of relative perm
if (gets(tmp) '= NULL) sscanf(tmp,

n2 = 3.2;
printf ("Exponent of relative perm

if (gets(tmp) != NULL) sscanf(tmp,

sir = 0.2;

./
/e %/
/s #/
/+* Location =/

/* Langmuir constants */

*/

for water(default %f)?'", nl);
"%, &n1);

for gas(default %f)?", n2);
"W, &n2);

printf("Irreducible water saturation(default %f)?", sir);

if(gets(tmp) !'= NULL) sscanf(tmp,

82r = 0.2;

"%fY, &sir);
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printf ("Resiual gas saturation(default %£f)?", 82r);
if(gets(tmp) '= NULL) sscanf(tmp, "4f", &s2r);

kri0 = 1.0;
printf ("End relative perm for water(default %f)?", kri0);
if(gets(tmp) != NULL) sscanf (tmp, "%f'", &kri0);

kr20 = 0.8;
printf ("End relative perm for gas(default %f)?", kr20);
if (gets(tmp) != NULL) sscanf(tmp, "%f', &kr20);

visl = 1.0;
printf("Viscosity of water, cp(default %f)?", visl);
if(gets(tmp) !'= NULL) sscanf(tmp, "%f", &visl);

vis_gasl = 0.02;
printf (" Lowest gas viscosity, cp(default %f)?", vis_gasl);
if(gets(tmp) !'= NULL) sscanf(tmp, "%f", &vis_gasl);

vis_gas2 = 20.0;
printf (" Highest gas viscosity, cp(default %f)7", vis_gas2);
if(gets(tmp) f= NULL) sscanf(tmp, "%f'", &vis_gas2);

n_shocks = 3;
printf (" Number of shocks (Max 20) (default %d)?", n_shocks);
if(gets(tmp) != NULL) sscanf(tmp, "%d", &n_shocks);

tdd = 0.5;
printf (" Time for saturation profile (default %f)?", tdd);
if(gats(tmp) '= NULL) sscanf(tmp, "%EY, &tdd);

xdd = 0.1;
printf(" Location for saturation profile (default %f)?", xdd);
if(gets(tmp) != NULL) sscanf(tmp, "4f", &xdd);

a=1.0;
printf(" Langmuir adsorption a (default %f)7", a);
if(gets(tmp) != NULL) sscanf(tmp, "%f", &a);

b = 30.0;
printf (" Langmuir adsorption b (default %f)?", b);
if(gets(tmp) '= NULL) sscanf(tmp, "%4f", &b);

C=1.0;
printf (" Surfactant Concentration C(%%) (default %f)?", C);
if(gets(tmp) '= NULL) sscanf(tmp, "4f", &C);

/* vriting the data into a file =/

if ((fp2=fopen("input.dat","e")) == NULL) {
printf("Can’t open file input.dat to write\n');
exit(2);

}
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fprintf (fp2,"%f\t
fprintf (fp2,"%f\t
fprintf (£p2,"%f\t
fprintf(fp2,"%f\t
fprintf (£p2,"%f\t
fprintf(fp2," %L\t
fprintf (£p2,"%f\t
fprintf (fp2,"%f\t
fprintf(fp2,"%f\t
fprintf (fp2,"%d\t
fprintf (£p2,"%f\t
fprintf (fp2,"%f\t
fprintf (£p2,"if\t
fprintf (fp2,"%f\t
fprintf (fp2," %I\t

n1, Exponent of relative perm for water\n", n1);
n2, Exponent of relative perm for gas\n",n2);
S1r, Irreducible water saturation\n', sir);
S2r, Resiual gas saturation\n", s2r);

Kr10,End relative perm tor water\n",kri10);
Kr20,End relative perr for gas\n", kr20);
Mu_v,Viscosity of waier, cp\n'", visl);
Mu_g,Lowest gas viscosity, cp\n", vis_gasl);
Mu_g,Highest gas viscosity, cp\n", vis_gas2);
\t Number of shocks \n", n_shocks);

td, Time for saturation profile \n'", tdd);

xd, Location for saturation profile \n'", xdd);
Langmuir adsorption a\n'", a);

Langmuir adsorption b\n", b);

Surfactant Concentration C(%%)\n", C);

fclose(fp2);

return;

}

/% == EEEXERESSESRSRIIERS sEm=sm=ens mz=zmx==z ===== %/
/* calc.c ./

/ calculation «/
/* New Version 7/22/91 */
/+* Fractional flow curves calculated according to */
/» Experimental data */
/* s/

/= Dianbin Liu  liu@pangea.stanford.edu -/
/‘ == === === SEESZmEEESEsEmESER === ./
#include <stdio.h>

#include <math.h>
#include "foam.h"

/% All the input data should be declared to be EXTERNAL to be

used by other
in a data file
or wants to ha

makecom1();
makecom2();
makecom3();
makecom4 ();
makecom5();
makecomé();

double frac_flow(
double frac_flow_
void coef_calc();

functions. Also the data should be stored
in case the user chooses to restart run
ve a demo s/

/* fractional flow curves =/

/* shock velocities ./

/* Saturation profiles for tD -- sat s/

/* saturation profiles for tD -- reduced sat s/
/* saturation profiles for xb ~- EPV ®/
/% recovery -- PV ./
)3
dev();
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void coef_adjust();

extern float n?!,n2,slr,s2r,kr10,kr20; /= */

extern float visl,vis_gasl,vis_gas2; /= =/

extern float tdd;

extern float xdd; /+ Location =/

extern int n_shocks;

extern float a,b,C; /# Langmuir constants =/

/# and Concentration =/

calc()

{

FILE *fp31, »ip32, »fp41l, »fp42, =fp51, =fpS2, =fpél, =fp62;
FILE =fp71, »fp72, =fp81, *{p82;

double shock_sat[MAX_SHOCKS], shock_vel [MAX_SHOCKS];
double shock_satl{MAX_SHOCKS], shock_vel1[MAX_SHOCKS];
double shock_xd[MAX_SHOCKS], shock_td[MAX_SHOCKS];
double shock_f2[MAX_SHOCKS]:

double sat_temp, vel_templ, vel_temp2, xd_temp;

doutle £2_temp.visi2,min_sa%,max_sat;

double f2,tempi,temp2,xd,td,ds,viscos,saturat;

double C_shock,D; /* Shock Conentration and */

/* Frontal advance loss =/

double mat_balance,mat_correct; /% material balance =/

double recovery; /= recovery =/

double t_break: /* breakthrough time =/

double sg_final. t_bt, b_coef, viscosity; /* Coefficients from exp dat =/
double concentration; /= chosen concentration */

int 1.3;

/= Firstly, get the data for fractional flow curves:
at vis_gasl, vis_gasZ, and in between =/

1T (fp3t=fopen(’graphs/coml","v")) == NULL) {
printf("Can’t open file coml\n");

ex1t(37;

elsa. {

make_coml{fp3l);

3
fcloselfpll);

1f( (fp32=fopen!'graphs/frac_flow.dat","w")) == NULL) {
printf:iCan’'t open file frac _flow.dat");
ex1ti{3:

. kt_bu, &b_coef, kvisl12),




Al

ds = (sg_final - 82r)/100.;

saturat = 82r;

fprintf (£p32,"101\n");

if(j == (n_shocks - 1)) {

concentration = C;

coef_calc(kconcentration, &sg_final, &t_bt, kb_coef, &visl2);
}

for(i = 0; 1 <= 100; i+) {

1f(i == 100) saturat= sg_final-0.000001;

£2 = frac_flov(saturat,sg_final,t_bt,b_coef);

fprintf (£p32,"%f %f\n",saturat,f2);

saturat = saturat + ds;

}

/* harmonic mean =/

concentration = 2.0 = concentration s C/(concentration + );

coef_calc(&concentration, &sg_final, &t_bt, &b_coef, &visl2);
}

fclose(fp32);

/* Now it’s time to calculate the velocities of each shock =/
if ((fp4i=fopen(''graphs/com?2","v" ) == NULL) {

printf("Can’t open file com2");

exit(4);

}

else {

make_com2(fp41);

}

fclose(fp41);

if ((fp42=fopen( 'graphs/vel.dat",”w")) == NULL) {
printf("Can’'t open file vel.dat");

exit(4);
}
/=

R 2 3

** For the case of adsorption, the starting point is shifted
*s to the left on the saturation axis by the amount of frontal
*® zdvance los:s.

L 2 3

#+ For the moment, D = a/(1 + bC )

-

s+ Also the Egquivalent Pore Volume concept is used for

== paterial balance purposes to calculate the velocities.

./
concentration = 0.0;
coef _calc(kconcentration, &ksg_final, &t_bt, &b_coef, &viscos);
concentration += 0.000001;
saturat = 0.0;

C_shock = Q0 SSs(; /% First shock concentration s/
D = a«(C_shock/(1.0 + bsC_shock);
saturat = saturat - D; /= shifted =/
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Wbl 1

£2 =0.0;

for(i=0; i < n_shocks; i++) {
if(i > 0) {

saturat = shock_sat[i-1];

templ! = D;

C_shock += C#0.01/n_shocks;

D = a*C_shock/(1.0 + b*C_shock);
saturat = saturat - (templ - D);
£2 = shock_f2[i-1];

}

min_sat = saturat;

max_sat = sg_final;

if(i = 0) {
min_sat = s82r;
}

if(i == (n_shocks - 1)) {

concentration = C;

coef_calc(&concentration, &sg_final, &t_bt, &b_coef, &viscos);

}

printf("The concentration for %dth shock: %f\n",i,concentration);
for(j = 0; j < 50; j++) {

if(j == 49 {

printf("Too many iterations. i_shock = %d\n",1);
exit();

}

sat_temp = (max_sat + min_sat)/2.0;

f2_temp = frac_flou(sat_temp.sg_final,t_bt,b_coef);

/% the slope between the two points on curves */
vel_temp? = (f2_temp - £2)/(sat_temp - saturat);

/* the tangent of the second curve =/

vel _templ = frac_flow_dev(sat_temp.sg_final,t_bt,b_coef);
if{y == (n_shocks - 1)) {

shock_sat{i1] = sg_final;

shock_vel[1] = 0.0000001;
shock_f2[1] = f2_temp;
3=100;

}

if ( fabs(vel_templ - vel_temp2) < 0.00001) {
shock_vel[i] = (vel_templ > 07 vel_temp1:0.0000001);

shock_sat[1] = sat_temp;
shock_12[1] = f2_temp;
j=100;

}

else 1f( vel_temp! > vel_temp2 ) {
min_sat = sat_temp;

}

else {

max_gat = sat_temp;
}

/& harmonic mean ®/

concentration = 2.0 % concentration ® C/tconcentration + Ci;



/% insert some values for easy numerical graphing s/
if(i <10 ) {

concentration = concentration/1.5;

}

coef_calc(&kconcentration, &sg_final, &t_bt, &b_coef, &viscos);

}

/¢ Let's write the Xd -~ td data =/
/% Suppose each visosity of gas arrives at
time = 0.00/(n_shocks - 1) after the previous one */
td = 0.0;
for(i=0; i < n_shocks; i++) {
fprintf(£p42,"2\n");
fprintf(fpd2,"%f 0.0\n",td):
if (shock_vel[i]#*(1.0 -~ td) > 1.0) {
temp2 = 1.0;
templ = 1.0/shock_velli] + td;
}
else {
templ = 1.0;
temp2 = shock_vel[i]=*(1.0 -td);
}
fprintf(fp42,"%f %f\n",templ,temp2);
td = td + 0.00/(n_shocks -1);
}
fclose(fpd2);
/* =/
/% Given a td, one should get th> Saturation profile =/
if ((f{pS1=fopen(''graphs/com3","w")) == NULL) {
printf("Can’t open file com3");
exit(5);
}
else {
make_com3(fp51);
}
fclose(fp51);
/*
*x  For Reduc~<d Gas saturation S = (Sg - Sir)/(1-51ir-S2r)
x/
if ((fp61=fopen("graphs/com4","w")) == NULL) {
printf("Can’t open file com4");
exit(6);
}
else {
make_comd (fp61);
}
fclose(fp61);

if ((fpS2=fopen("graphs/sat_profile.dat","s")) == NULL) {
printf("Can’t open file sat_profile.dat");
exit(S);



R

¥

if ((fp62=fopen('graphs/sat_profile2.dat","v")) == NULL) {
printf("Can’t open file sat_profile2.dat");
exit(6);

}

/% first pass to check the material balance =*/
mat_balance = 0.0;
sat_temp = 0.0;
for(i=0; i < n_shocks; i++) {
xd = (tdd - td) = shock_vell1];
mat_balance += (shock_sat[i] - sat_temp)e*xd;
sat_temp = shock_sat[i];
}
mat_correct = tdd/mat_balance;
/% second pass to check the material balance and correct the values */
mat_balance = 0.0;
sat_temp = 0.0;
fprintf (fp52,"%d\n",2#n_shocks);
fprintf (£p62,"%d\n",2sn_shocks);
for(i=0; i < n_shocks; i++) {
xd = (tdd - td) * shock_vel[i] * mat_correct;
fprintf (£p52,"%f %f\n",xd,sat_temp);
fprintf (£pS2,"%f %f\n",xd,shock_satlil);
fprintf(fp62,"%f %f\n",xd,(sat_temp - s2r)/(sg_final-s2r));
fprintf (£p62,"%f %f\n"”,xd, (shock_sat[i] - s2r)/(sg_final-s2r));
/+ Material balance checking */
mat_balance += (shock_sat{i] - sat_temp)=xd;
sat_temp = shock_sat[i];
}
printf("The material balance is %f for tdd = %f\n",mat_balance,tdd);

/= s/
/* Get the normal Saturation profiles for Buckley-  */
/% Leverett Gas-Water displacement =/
/* at vis_gas!l and vis_gas2 */
/* vis_gasli Or O concentration */

concentration = 0.0;

coef_calc(&concentration, &sg_final, &t_bt, &b_coef, &viscos);
saturat = 0.0; /+ intitial condition =/

f2 = 0.0;

min_sat = s2r;

max_sat = sg_final;

for(j = 0; j < 50; j++) {

1f() == 49) {

printf ("Too many iteratioms.\n");

exit();

}

sat_temp = (max_sat + min_sat}/2.0;

f2_temp = frac_floe(sat_temp.sg_fxnal,t_bt,b_coef*:



J'# the slope betveen the two points on curves =/
vel_temp2 = (f2_temp - f2)/(sat_temp - saturat);

/* the tangent of the second curve =/
vel_templ = frac_flow_dev(sat_temp,sg_final,t_bt,b_coef);
if( fabs(vel_templ - vel_temp2) < 0.00001) {

vel_templ = vel_templ; /* this is the shock velocity =/
temp2 = sat_temp;

j=100;

}

else if( vel_templ > vel_temp2 ) {

min_sat = sat_temp;

}

else {

max_sat = sat_temp:
}

}

fprintf (£p52,"21\n");

fprintf (£p62,"21\n");

xd_temp = vel_templxtdd;

fprintf(£p52,"%f 0.0\n",xd_temp);

fprintf (£p52,"%f '%f\n",xd_temp,temp2);

fprintf (fp62,"%f 0.0\n",xd_temp);

fprintf (fp62,"%f J%f\n",xd_temp,(temp2-s2r)/(sg_final-s2r));
for(i=0; i < 19; i++) {

sat_temp = sat_temp + (sg_final - temp2)/20;

templ = frac_flovw_dev(sat_temp,sg_final,t_bt,b_coef);
fprintf (£p52,"%f %f\n", templstdd, sat_temp);

fprintf (£p62,"%f %f\n",tempistdd, (sat_temp - s2r)/(sg_final-s2r));
}

/# vis_gas?2 Or C concentration ./
concentration = C;

coef_calc(&concentration, &ksg_final, kt_bt, &b_coef, &viscos);
saturat = 0.0; /# intitial condition =/

2 = 0.0;

min_sat = s2r;

max_sat = sg_final;

for(j = 0; j < 50; j++) {

if(j == 49) {

printf("Too many iterations.\n");

exit();

}

sat_temp = (max_sat + min_sat)/2.0;

f2_temp = frac_flow(sat_temp,sg_final,t_bt,b_coef);

/* the slope betwveen the two points on curves =/
vel_tomp2 = (f2_temp - f2)/(satl_temp - saturat);

/# the tangert of the second curve ./
vel_templ = frac_flov_dev(sat_temp,sg_final,t_bt,b_coef);
if( fabs(vel_templ - vel_temp2) < 0.00001) {

vel _templ = vel_templ; /# this is the shock velocity =/
temp? = sat_temp;

§=100;
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}
else if( vel_templ > vel_temp2 ) {
min_sat = sat_temp;

}

else {

max_sat = gat_temp;
}

}

fprintf (£p52,"21\n");

fprintf (£p62,"21\n");

xd_temp = vel_templ=*tdd;

fprintf(fp52,"%f 0.0\n",xd_temp);

fprintf (fp52,"%f %f\r",xd_temp,temp?2);

fprintf (fp62,"%f 0.0\n",xd_temp);

fprintf (fp62,"%f %f\n",xd_temp,(temp2-s2r)/(sg_final-s2r));
for(i=0; i < 19; i++) {

sat_temp = sat_temp + (sg_final - temp2)/20;

temp! = frac_flow_dev(sat_temp,sg_final,t_bt,b_coef);
fprintf (fp52,"%f ¥%f\n",templ*tdd, sat_temp);

fprintf (fp62,"%f %f\n",templ*tdd, (sit_temp - s2r)/(sg_final-s2r));
}

fclose(fp52);
fclose(fp62);
/*
-* Saturation Profile at Location Xdd
** Sat vs. Equivalent Pore Volume Injected
./

1f ((fp71=fopen('graphs/com5","w")) == NULL) {
printf(“Can’t open file com5");
exit(7);

}

else {
make_com5 (fp71);

}

fclose(fp71);

1f ((fp72=fopen('graphs/sat_epv.dat","”w")) == NULL) {
printf("Can’t open file sat_epv.dat");
exit(7);

}

sat_temp = 0.0;

fprintf (fp72,"%d\n",2#n_shocks);

for(i=0; i < n_shocks; i1++) {
td = xdd/shock_vel[i];
fprintf (£p72,"Af %f\n",td,1.0 - sat_temp);
fprintf (fp72,"%f %f\n",td,1.0 - shock_sat[i]);
sat_temp = shock_sat[i];

TN



/*
=%
EY s

«/

exit(8);

}

td = 1.0/shock_vel[0]; /% breakthrough time =*/
t_break=td;
fprintf (fp82,"202\n");
fprintf(£p82,"0.0 0.0\n"); /# initial point */
fprintf (£p82,"%f %f\n",td,td);
for(i=0; i < 200; i++) {
recovery = 0.0;
td += (5.0 - 1.0/shock_vel[0])/200.; /* up to S PV %/
for(j = 0; j < n_shocks; j++) {
xd = (shock_vel[jl*td >= 1.0)71.0:shock_vel[jl*td;
if(j == 0) {
recovery += shock_sat[jl*xd; /* initial condition is 0 %/
}
else {
recovery += (shock_sat[j] - shock_sat[j-1])xd;
}
}
fprintf (£p82,"%f %f\n",td,recovery);
}
fclose(fp82);
return;
}

fclose(fp72);

Recovery
vs. Pore Volume Injected

if ((fp81=fopen("graphs/com6","w")) == NULL) {

printf(“Can’t open file com6");
exit(8);

}

else {
make_com6(fp81);

}

fclose(fp81);

if ((fp82=fopen("graphs/recovery.dat","w")) == NULL) {
printf("'Can’t open file recovery.dat");

double frac_flow(saturation,sg_final,t_bt,b_coef)
double saturation, sg_final, t_bt, b_coef;

/*

fractional flow calculation =/

/* Usage: frac_flow(saturation,sg_final,t_bt,b_coef) »/

{
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double a,b,d,f,wi,sg_av,f2;

a = sg_final*b_coef;

b = b_coef;

d = ast_bt;

f = bxt_bt -1;

vi = t_bt + saturation/(a ~ b#saturation);

sg_av = (bsvixd/f/f - a*vi/f)*(log(b-f/wi) - log(b) ) + d/f;
£2 = 1 - (8g_av - saturation)/wi;

return (double) f£2;

}

double frac_flow_dev(saturation,sg_final,t_bt,b_coef)
double saturation, sg_final, t_bt, b_coef;

/* fractional flow derivatives calculation =/

/% Usage: frac_flow_dev(saturation,sg _final,t_bt,t_coef) =/

{

double a,b,d,f,vi,sg_av,dvi_dsg,dsg_av_dvi,f2_dev;

a = sg_finalsb_coef;

b = b_coef;

d = a*t_bt;

f = bst_bt -1;

wi = t_bt + saturation/(a - bssaturation);

sg_av = (bswixd/f/f - a*wi/f)*(log(b-f/wi) - log(b) ) + d/f;

dwi_dsg = a/(a - saturationsb)/(a - saturationsb);

deg_av_dwi = (d*b/f/f - a/f)*( log(b - f/wi) - log(b) -1 + bswi/(bxwi-f));
f2_dev = (sg_av - saturation)/wi/visdwi_dsg - (dsg_av_dwixdwi_dsg -1)/wi;
return (double) f2_dev;

}

void coef_calc(concentration,sg_final,t_bt,b_coef,viscosity)

double #concentration;

double *viscosity, *sg_final, *b_coef, =*t_bt;

/% Coefficients interpolation calculation #*/

/* calculation of coefficients given a concentration #/

/* From experimental data #/

/* Usage: coef_calc(&co:centration,&sg_final,kt_bt,&b_coef,kviscosity) */

{

double x;

x = loglO(*concentration+0.00001);

»sg_final = 0.8854 + 0.0922#x;

*t_bt = 0.8406 + 0.1212»x;

if (#concentration <= 0,001) {

*viscosity = 16.62+13.46%x+3.303*%x#x+0,269%x=x*x;
*yiscosity = pow(10.0,*viscosity);

sb_coef = 109.82+72.06%x+17 . 29%x»x+1.402%x*x*x;

}

else {

*viscosity = 0.1355+40.1676%x+0.333¢x*x+1.835%x*x*x;
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*viscosity = pow(10.0,*viscosity);

sb_coef = 108.62+132.19%x+68.07%xxx+11.61»xex%x;
}

coef_adjust(sg_final,t_bt,b_coef,viscosity);

}

void coef_adjust(sg_final,t_bt,b_coef,viscosity)

double sviscosity, *sg_final, *b_coef, *t_bt;

/* adjust the coeficients so that wi = sg_av at breakthough #/
/* Usage: coef_adjust(&sg_final,&t_bt,&b_coef,&kviscosity) */
{

double wi, a, b, d, f, sg_av, min_b, max_b;

int 1i;

vi = »t_bt;

a = #sg_finals(*b_coef);

b = *b_coef;

d = as(st_bt);

f = bs(st_bt) -1;

min_b = *«b_coef/2;

max_b = *b_coef*1.5;

sg.av = (bevisd/f/f - a*vi/f)*(log(b-£f/wi) - log(b) ) + d/f;
for(i=0; i < 200; i++) {

if(i == 199) printf("Warning: Coefficient b not adjusted %f\n",b);
if(fabs(sg_av - wi) < 0.0000001) {

*b_coef = b;

i = 300;

+

if(sg_av > wi) {

max_b = b;

}

else {

min_b = b;

}

b (min_b + max_b)/2;

a = »sg_finalxb;

d = a*(st_bt);

f = bs(*t_bt) -1;

sg_av = (bevisd/f/f - a*vi/f)*(log(b-f/wi) - log(b) ) + d/f;
}

}

/*® ErsErzmsr s C s SRR S X EE XX RECX SN EEEXEXFCATIETST==SE= -/
/» makecom.c ./

/» making command files for gps ./
/* called froam calc.c ./



/* */

/* Dianbin Liu liu@pangea.stanford.edu */
/‘ == =xzzzz=azus==== &/
#include <stdio.h>

/* All the input data should be declared to be EXTERNAL to be
used by other functions. Also the data should be stored
in a data file in case the user chooses to restart run

or wants to have a demo */
extern float ni,n2,slr,s2r,kri10,kr20; /* */
extern float visl,vis_gasl,vis_gas2; /+  */
extern float tdd;
extern float xdd; /* Localion */
extern int n_shocks;
extern float a,b; /* Langmuir constants */

make_com1(fp31)

/* make the command file for use with gps #/
/* The fractional flow curves */
FILE *fp31;

{

int i;
fprintf (fp31,"symbol  0");

for(i=2; i < n_shocks; i++) {
fprintf (fp31," 0");

}
fprintf(fp31,” 1 \n");
fprintf (fp31,“line 1222222222222222227222\n");

fprint{(fp31,"linefat !'20 1 \n");

fprintf (£p31, " 'symbolsize '20 8\n'");
fprintf (fp31,"at 1.5 2 \n");

fprintf (fp31," \n");

fprintf (fp31,"ymin 0 ymax 1 \n");
fprintf(fp31,"xmin 0 xmax 1 \n");

fprintf (fp31," \n");
fprintf (fp31,"textfont 1 \n");
fprintf (fp31," \n");

forintf(fp31,"labelx \"Gas Saturatinn, Sg\" \n");

fprintf(fp31,"labely \"Gas Fractional Flow, fg\" \n");

fprintf (fp3t1," \n");

fprintf(fp31,"name 1 \"Gas viscosity = %6.2f cp \"\n", vis_gasl);

fprintf (fp31,"name %d \"Gas viscosity = %6.2f cp \"\n", n_shocks,vis_gas2);
fprintf (fp31," \n");

fprintf (fp31,"read xy frac_flow.dat\n");

fprintf(fp31,"xy \n");

fprintf (fp31,"atxy 0.05 0.9 1legend \n");

fprintf(fp31,"stringsize 16 14 stringfont 3 \n");
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fprintf (fp31,

"atobj 0.5 1.2 string \"Fractional Flow Curves for %d Shocks\", c\n",n_shocks);
fprintf (fp31,"stringsize 10 10 stringfont 2 \n");

fprintf(fp31,"atobj 0.9 ~0.25 string \"Dianbin Liu\", cb\n");

return;

}

make_com2(fp41)
/¢ make the command file for use with gps #/
/# this is the velocity graph (Dimensionless distance

vs Dimensionless time */
FILE =fp41;
{
fprintf(fp41,"symbol 011115678912345617891 2\n");
fprintf(fp41,"line 122222222222222222222\n);
fprintf(fp41,"linefat !20 1 \n");

fprintf(fp41,"symbolsize !20 8\n");
fprintf(fp41," at 1.5 2 \n");
fprintf(fp41," \n");

fprintf(fp41,”ymin 0 ymax 1 \n");
fprintf (fp41,"xmin 0 xmax 1 \n");

fprintf(fp4t," \n"});
fprintf(fp41,"textfont 1 \n");
fprintf(fp41," \n");

fprihtf(fp4l,“labelx \"Dimens ionless Time, tD\" \n');
fprintf(fp41,"labely \"Dimensionless Distance, xD\" \n");

fprintf (fp41," \n");

fprintf(fp41,"name 1 \"Shock for Gas viscosity = %6.2f cp \"\n", vis_gasi);
fprintf(fp41,

"name %d \'"Shock for Gas viscosity = %6.2f cp \"\n", n_shocks, vis_gas2);
fprintf(fp41," \n");

fprintf(fp41,"read xy vel.dat\n"):

fprintf(fp41,"xy \n");

fprintf(fp41,”atxy 0.10 0.9 1legend \n');

fprintf(fp41,"stringsize 16 14 stringfont 3 \n');

fprintf(fpd41,"atobj 0.5 1.2 string \'"Shock Velocities\", c\n");
fprintf(fp41,"stringsize 10 10 stringfont 2 \n");

fprintf(fp41,"atobj 0.9 -0.25 string \"Dianbin Liu\", cb\n");

return;

}

make_com3(fp51)
/* make the cozmand file for use with gps #/

/* this is the saturation profile */
FILE =fp51;

{

fprintf(fp51,"symbol 1 0 3 3456 7\n");
fprintf(fp51, "line 1 2 2 22222\n");

fprintf(fpi1,”linefat '8 1 \n");
fprintf fpS1,''symbolsize !4 8\n");
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fprintf(fp51,"at 1.5 2 \n");
fprintf (fpst,” \n");

fprintf(fp5S!,"ymin 0 ywax 1 \n");
fprintf(£p5!1,"xmin 0 xmax 1 \n");

fprintf (£p51," \n");

fprintf(fp51,"textfont 1 \n");

fprintf (fp51," \n");

fprintf(fp51,"name 1 \"Gas Shocks \"\n");

fprintf (fp51,"name 2 \"Gas viscosity = %6.2f cp \"\n", vis_gasl);
fprintf (fp51,'"name 3 \"Gas viscosity = %6.2f cp \"\n", vis_gas2);
fprintf (fp51," \n');

iprintf(fp51,"labelx \"Dimensionless Distance Xd\" \n"};
fprintf(fp51,“labely \"Gas Saturation\" \n");

fprintf (fp51," \n");

fprintf(fp51,"read xy sat_profile.dat\n");

fprintf (fp51,"xy \n");

fprintf(fp51,"atxy 0.10 0.2 legend \n");

fprintf (fp51,"stringsize 16 14 stringfont 3 \n");

fprintf (£pS1,

“atobj 0.5 1.2 string \"Saturation Profiles at tD = %5.2f\", c\n",tdd);
forintf (fp51,"stringsize 10 10 stringfont 2 \n");

fprintf (fp51,"atobj 0.9 -0.25 string \"Dianbin Liu\", cb\n");
return;

}

make_com4 (fp61)

/* make the command file for use with gps #/

/* this is the saturation profile for Reduced Cas Saturation #*/
FILE #fp61;

{

fprintf (fp61,"symbol 1
fprintf(fpé1,"line 1
fprintf (fp61,”linefat !
fprintf(fp61,"symbolsize !
fprintf (fp61,"at 1.5
fprintf (fpé1," \n");

fprintf (fp61,"ymin 0 ymax 1 \n");

fprintf (fp61,"xmin 0 xmax 1 \n");

fprintf (fp61," \n'");

fprintf (fp61,"textfont 1 \n");

fprintf (fpé1," \n");

fprintf(fp61,"name 1 \"Gas Shocks \"\n");

fprintf (fp61,"name 2 \"Gas viscosity = %6.2f cp \"\n", vis_gio1);
fprintf (fp61,"name 3 \"Gas viscosity = %6.2f cp \'"\n", vis_gas2};
fprintf (fp61,” \n");

fprintf (fp61,"labelx \"Dimensionless Distance Xc\" \n");
fprintf(fp61,"labely \"Reduced las Saturation\" \n");
fprintf(fpé1,” \n'");

fprintf(fp61,"read xy sat_profile2.dat\n");

fprintf (fpé1,"xy \n");

fpraintf(fp€1l,”atxy 0.10 0.2 legend \n");:
fpraintf(fpél,"stringsize 16 14 strangfont 3 \n' ',



fprintf (fpé1,

"atobj 0.5 1.2 string \"Saturation Profiles at tD = %5.2f\", c\n",tdd);

fprintf (fp61,"stringsize 10 10 stringfont 2 \n");

fprintf (fpé1,"atobj 0.9 -0.25 string \"Dianbin Liu\", cb\n");
return;

}

make_com5 (fp71)

/* make the command file for use with gps «/

/* this is the saturation profile with time (EPV --

Equivalent Pore Volume) at a fixed location «/
FILE »fpT7%;
{
fprintf(fp71,"symbol 1 0 3 3 4 56 7\n")
fprintf (£fp71,"line 1 2 2 22222\n";
fprintf (fp71,"linefat !8 1 \n");
fprintf (£p71,"symbolsize !4 8\n");
fprintf (fp71,"at 1.5 2 \n");
fprintf (fp71," \n");
fprintf(fp71,"ymin 0 ymax 1 \n");
fprintf (£p71,"xmin 0 xmax 3 \n");
fprintf (fp71," \n");
fprintf (fp71,"textfont 1 \n");
fprintf (fp71," \n");
fprintf (£p71,""name 1 \"Gas Shocks \"\n");
fprintf (fp71," \n");

fprintf(£fp71,"labelx \"Equivalent Pore Volume \" \n");
fprintf(fp71,"labely \"Liquid Saturation\" \n");

fprintf (fp71," \n');

fprintf(fp71,"read xy sat_epv.dat\n");

fprintf (fp71,"xy \n");

fprintf(fp71,"atxy 0.10 0.2 legend \n");

fprintf (fp71,"stringsize 16 14 stringfont 3 \n");
fprintf (fp71,

"atobj 0.5 1 2 string \"Saturation Profiles at XD = %5.2f\", c\n",xdd);

fprintf (fp71, stringsize 10 10 stringfont 2 \n");

fprintf (fp71,"atobj 0.9 -0.25 string \"Dianbin Liu\", cb\n");
return;

}

make_comé6(fp81)

/#* make the command file for use with gps #/

/# this is the Recovery with Time up to 5 pore volumes =/

FILE £fp81;

{

fprintf (fp81,"symbol 0 0 3 3456 7\n");
fprantf (fp81,"line 1 2 2 22222\n");
fprintf(fp81,”linefat !8 1 \n");

fprintf (fp81,"sv~bolsize !4 8\n");

fpraintf (£p81,"at 1.5 2 \n");

fprintfi.p81," \n");

fprantf (fp81,"ymin 0 ymax 1 \n");
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fprintf(fp81,"xmin 0 xmax 3 \n");

fprintf (fp81," \n");

fprintf(fp81,"textfont 1 \n');

fprintf (fp81," \n");

fprintf (fp81,"name 1 \'"Gas Shocks \"\n");
fprintf (fp81," \n");

fprintf (fp81,"labelx \"Pore Volume Injected \" \n");
fprintf{fp81,"labely \"Recovery Factor (Fraction) \" \n"j;
fprintf (£{p81," \n");

fprintf(£fp81,"read xy recovery.dat\n");

fprintf (fp81,"xy \n");

fprintf(fp81,"atxy 3.10 0.2 1legend \n");
fprintf(fp81,"stringsize 16 14 stringfont 3 \n");
fprintf(fp81,

"atobj 0.5 1.2 string \"Recovery Efficiency \", c\n');
fprintf(fp81,"atringsize 10 10 stringfont 2 \n");

fprintf (fp81,"atebj 0.9 -0.25 string \"Dianbir Liu\", cb\n");
return;

}

#!/vin/csh -f

Post-processing the foam data
gps creates a2 ps graph file
gs will show it on an xterm
The user can also get hardcopies from the laser rriter
Thiz shell script is very site-dependent. Actually, it only
vorks on pangea.stanford.edu
So modify ana use it at your own risk.

October, 1990

Dianbin Liu

& B 8% % % B 8 B B B S o8

echo -n " Post-Processing the data. Continue?(ny}"
set resp = $<

if( $resp '= "y" ) then
echo "Nc¢ problem. See you later."”
exit

end1f

# If the answer is y, then the x-y graphs are created

# with gps -- Chick Wattenbarger’'s graph device
2 The output are in PostScript files

cd graphs

gps coml gps.psl > tmp

gps com? gpeg.ps?2 > tmp

gps com2 gps.ps3d > tmp

gps com4 gps.ps4 > tap

gps comS gps.psS > tmp

gps comé& gps.psé > tmp



gps com.2ll tmpl > tmp

\ra tmp

enscript -G ~b"lnput Data for Dianbin Liu" \
-fCourier12 -FCourier-Bold14 -q -ptmp2 ../input.dat

set linel = ‘wc -1 tmpl®

set lineZ = ‘wc -1 tmp2‘

€ linel = $linel[1] - 1

@ line2 = $line2f1] - 1

head -$linel tmpl > gps.all

tail -$line2 tmp2 >> gps.all

\ra tmpl

\re tmp2

echo " I did my best, Sir."

if ( $term == "xterm" ) then
echo " "
echo -n "Show the plots on screen?(ny)"
sSet resp = $<
if ( $resp !'= "y" ) then
cd ..
exit
endif

4
# The background is set to the image of foam.bitmap
# which can be modified using bitmap command
2

xsetroot -bg grey -fg red -bitmap foam.bitmap
% A nice picture but really time consuming

% gs ps/s
gs gps.*
echo " "
enaif

echo -n "Print all of them on laser3? (ny)"
set resp = $<
if ( $resp '= "y" ) then
if ($term == "xterm" ) then
cd ..
xsetroot
endif
exit
endif
echo "Sure, Sir. The graphs are being sent to laser3"
# enscript -G -b"Input Data for Dianbin Liu" \
 J -fCourier12 -FCourier-Bold14 -Plaser3 input.dat
lpr -Plarer3 gps.all
1pr -rlaser3 gps.psi
lpr -Plaser3 gps.ps2
lpr -Flaser3 gps.ps3
lpr -Plaser3 gps.ps4
lpr -Plaser3 gps.psS
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lpr -Plaser3 gps.ps6
echo "'Sent"
cd ..
if ($term == "xterm” ) then

xgetroot
endif
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Appendix D

Computer Program of Mixing Effect

Program to find the mixing coefficients, C and a-

/= ===
/* Dianbin Liu

/« Least Squares fit for y = a * bx

/= to find the mixing effect

/= ==

ginclude <gtdio.h>
#include <math.h>

gdefine MAX_PTS 500

main(argc,argv)

int argc;
char *argv(l:
{

FILE sfp, sfopen();

double x [MAX_PTS], y[M.X_PTS], a, b, rxy;

/= Standard deviation, sigma, and average distance =/

double st_dev[HhX-PTS]. av-dist[HAX_PTS];
int 1,npts;

if(arge '= 20 {

printfl” Mixing 77 Dianbin Liu \n
printf(Usage: mixing data_input_file \n");
exit(1);

}
/s input of data ./

1£¢ (fp = fopentargv(1l, npryy == NULL)
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pr
ex

intf("Unable to open ¥%s\n", argvii]):
it(2);
}

for(i=0; (fscanf(fp,"%1f %1f",&st_dev[i],tav_dist[i])

x[i] = 1.0/st_dev[i];
y[i] = st_dev([il/av_dist[i];

printf("x = %1f \t y = ¥1f \n", x[i], y[iD);

}
npts = 1i;
fclose(fp);

least_squares(x,y,npts,ka,tb,brxy);

printf("\na
printf("\nC

]

least_squares(x,y,npts,a,b,rxy)

/*
/=
/=
/=

Least Squares fit for y = a < bx

41\t b = Y1f\t rxy = %1f\n",a,b,rxy);
Zif\t alpha = %1f\n",a/1.04675,b/2.01029);

'= ECF); 1++){

=/
4

Reference: P. 835 of Mathematics Handbook (in Chinese) =/

*/

doutle x[],y(],*a,*d,»rxy; /* y=a + bx; rxy - correlation coeff s/

in

{

t npts;

double x_average=0.0C, y_average=0.0, 1xx=0.0, 1xy=0.0, lyy=0.0;

int i;

/* Get the average values for x and y */
for(i=0; i < npts; i++) {
x_average += x[i];
y_average += y[i];
}
x_average /= npts;
y-average /= npts;

/* Get the 1's =/
for(i1=0; i < npts; i++) {

1xx += (x[i] - x_average)s(x[i] - x_average);
lxy += (x[i] - x_average)=(y[i] - y_average);
lyy += (y[i] - y_average)=(y[i]l - y_average);

/* Now the results #/

sb = lxy/lxx;

*a = y_average - sb*x_average;
srxy = lxy/(sqrt(lxxslyy));
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Appendix E

Mixing Effect on Foam Displacements

Taking Run 41 as an example. a detailed calculation is shown here to match the foam
displacement saturation histories using the mixing coefficients.

Having found the mixing coefficients, C and a.in Chapter 6, the standard deviation of

each distance traveled by a corresponding saturation can be calculated from Equation 6.5,
which is:

o 1.04675Cz + /(1.04675C1)? + 4 x 2.01029az

. (E.1)

As discussed before. for each location z. o can be calculated from the above equation.
Then the ratio of the Cz value to o gives rise to the multiplier that should be used to
account for the mixing effect for that location. However, this procedure applies best when
the saturation profiles are readily available. In this work, the saturation histories at different
loctions were measured and are believed to be reliable.

So. some manipulation was needed to find the multipliers to be appiied for each satura-
tion history at each location.

In fact. replacing the distance with the inverse of time would convert a saturation profile

to saturatior history. Substituting this concept and Equation E.1 into the multiplier ('r /0.
we get:
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c: _ C _ 20
7 W 104675C + \(1.04675C)7 + 4 x 2010290 X1,/ L

where 1 is time in equivalent pore volumes injected, X is the distance to that specific
location from the inlet in ft, and L is the length of the sandpack in ft. For the long
sandpack in this work, the length was 4 ft.

After the saturation history was calculated from the displacement theory for the first
location close to the inlet, as listed in columns 1 and 2 in Table E.1. the multipliers are
then found for different locations aleng the sandpack from Equation E.2. Note that the
multipilers also depend on the equisalent pore volume injected. The multipliers for locations
2. 3.and 4 (1.223, 2.5342, and 3.433 ft from the inlet} are calculated in Columns 3. 4. and 5
of Table E.1.

Finally. the EPV's for other locations are obtained by the product of the EPV of Location
1 and the multipliers of other locations. Then the EPV's are plotted against the saturation
as the final match of the saturation historis, shown in Figure 6.17.

By exactly the same procedures. the mixing multipliers were found and tabulated in
Table E.2. The EP\’s are plotted against the saturation as shown in Figure 6.24.



EPV for | Saturation ‘—i—a T’f? ‘—%
Location 1| (fraction) | Location 2 | Location 3 | Location 4
0.338050 1.000000 0.759143 0.653594 0.605507
0.338050 0.995797 0.759143 0.653594 0.605507
0.344783 0.991594 0.756583 0.650496 0.602304
0.351516 0.983243 0.754054 0.647448 0.598159
0.355919 0.974892 0.752417 0.645482 0.597133
0.360323 0.967199 0.750792 0.643536 0.595130
0.366689 0.959506 0.748466 0.640760 0.592275
0.373055 0.948790 0.746166 0.638025 0.589466
0.382180 0.938075 0.742914 0.634174 0.585519
0.391304 0.923837 0.739713 0.630405 0.581662
0.404333 0.909599 0.735221 0.625147 0.576295
0.417402 0.8915%9 0.730826 0.620039 0.571094
0.436165 0.873578 0.724669 0.612941 0.563889
0.454929 0.851976 0.718696 0.606118 0.556985
0.482300 0.830374 0.710291 0.596620 0.547411
0.509671 0.805929 0.702230 0.587617 0.538375
0.550639 0.781485 0.690751 0.574972 0.525746
0.591606 0.733503 0.679915 0.563215 0.514065
0.6554%6 0.729522 0.664157 0.546412 0.497472
0.719367 0.703644 0.649618 0.531200 0.482547
0.825270 0.677766 0.627787Y 0.508847 0460778
0.931173 0.653618 0.608320 0.489374 0.441961
1.278160 0.629471 0.5365%4 0.439489 0.3914339
1.625140 0.595082 0.517329 0.403225 0.360200
2.816310 0.560692 0.43026% 0.326814 0.2%9432
4.007480 0.504078 0.373169 0.283297 0.249757

Table E.1: Calculation of Mixing Multipliers for Run 41



EPV for | Saturation -‘% % ‘—(;—0
Location 1 | (fraction) | Location 2 | Location 3 | Location 4
0.337168 1.000000 0.759481 0.651004 0.605931
0.337168 0.996856 0.759481 0.651004 0.605931
0.343414 0.993712 0.757101 0.651121 0.602951
0.349660 0.986449 0.754748 0.648283 0.600021
0.353720 0.979185 0.753233 0.646461 0.59581.12
—0.357779 0.972112 0.751729 0.644658 0.596254
0.363706 0.965039 0.749553 0.642055 0.593607
0.369632 0.954950 0.747400 0.639490 0.590971
0.378179 0.944860 0.744334 0.635853 0.587239
0.386726 0.931199 0.741313 0.632286 0.583587
0.398992 0.917537 0.737054 0.627288 0.578479
0.411258 0.899977 0.732883 0.622426 0.573523
0.428913 0.882417 0.727026 0.615651 0.566636
0.446568 0.861063 0.721335 0.609126 0.560025
0.472284 0.839708 0.713326 0.600036 0.550%849
0.497999 0.815252 0.705627 0.59139% 0.512166
0.536346 0.790797 0.694679 0579277 0.530037
~0.5746.‘)3 0.764528% 0.684315 0.567969 0.518780
0.634099 0.738258 0.669288 0.551846 0.50282¢6
0.693504 0.711857 0.653368 0.5371%4 0. 488308
0.791012 0.685455 0.634567 0.515729 0.467460
0.888520 0.660631 0.615905 0.496913 0.119230
1.202540 0.635806 0.566580 0.448931 0.403291
1.516560 0.6002%3 0.528596 0.413506 0.369%40
2.553160 0.564759 0.445357 0.339705 0.301269
3.5%9770 0.537131 0.394036 0.296395 0.261655
9.745560 0.484752 0.265180 0.193431 0.169069
15.90130 0.430059 0.215013 0.155185 0.135180

Table E.2: Calculation of Mixing Multipliers for Run 42
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Appendix F

Pressure Calculation for Foam Flow

To calculate the pressure drop across the sandpack for foam flow, the following procedures
could be used.

Since the displacement theory would result in shocks, the pressure calculations should
be treated accordingly over each shock segment, as illustrated in Figure F.1.

At a given time, e.g. 0.1 pore volume injected, the gas saturation could be calculated.
Then each shock would be treated individually to get the pressure drops from standard
Buckley-Leverett theory.

At a later time, e.g. 0.2 pore volume injected, the saturation profile has advanced to a
longer distance. The saturation profile at later times should be calculated using the concept
of mixing discussed before. Then the total pressure drop could be obtained by adding up
the individual pressure drops associated with the shocks.

Before gas breakthrough, the pressure drop across the core or sandpack is the sum of
the pressure drop behind the front and the pressure drop ahead of it, which is water in this
work.

After gas breakthrough, the total pressure drop is the sum of all the individual pressure
drops up to the end of the sandpack, as illustrated in Figure F.1 at 0.4 pore volumes injected.
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Figure F.1: Saturation Profiles
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