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PREFACE

These proceedings of the High Resolution X-ray Computed Microtomography (CMT)
Workshop, held at the Ernest Orlando Lawrence Berkeley National Laboratory (LBNL)
on August 12 and 13, 1996, serve as permanent record of important worldwide research
and development activities in computed tomography. The purpose of the workshop
was to determine the status of the field, to define instrumental and computational re-
quirements, and to establish minimum specifications required by possible users. The
workshop audience included Advanced Light Source (ALS)/LBNL scientists and a
number of invited guests, bringing together users and implementers from around the

world.

The most important message sent by implementers was the reminder that CMT
is a tool. It solves a wide spectrum of scientific problems and is complementary
to other microscopy techniques, with certain important advantages that the other
methods do not have. Therefore, because experiments have differing characteristic
radiation specs, CMT should not be concentrated only at the National Synchrotron
Light Source (NSLS), the Advanced Photon Source (APS), or ALS. Rather, it should
be pursued at light sources around the world. From the users’ point of view, materials
scientists, for example, need to be able to further investigate the applications of three-
dimensional imaging. Current training in electron microscopy and two-dimensional
analysis of data misses the fact that there is a third dimension, which in some cases

may significantly alter scientific findings.

Third-generation synchrotron x-ray radiation sources such as the ALS offer the ad-
vantage of high fluence, brightness, and energy tunability to the nearly collimated
photons from the synchrotron source, along with the possibility of monochromatic
measurements. This is particularly important in medical and biological applications.
For medical applications, for example, use of monochromatic energy allows higher
signal-to-noise and contrast ratios compared to conventional tomography — with the
same adsorbed dose per subject. High-resolution CMT can be used non-invasively and

non-destructively to study a variety of hierarchical three-dimensional microstructures

(including bone, lung, liver and pancreas), which in turn control body function.




X-ray computed microtomography can also be used at the frontiers of physics, in
the study of granular systems, for example. With high-resolution CMT, for example,
three-dimensional pore geometries and topologies of soils and rocks can be obtained
readily and implemented directly in transport models. In turn, these geometries can
be used to calculate fundamental physical properties, such as permeability and elec-
trical conductivity, from first principles. Clearly, use of the high-resolution CMT
technique will contribute tremendously to the advancement of current R&D tech-
nologies in the production, transport, storage, and utilization of oil and natural gas.
It can also be applied to problems related to environmental pollution, particularly to
spilling and seepage of hazardous chemicals into the Earth’s subsurface. Applications
to energy and environmental problems will be far-ranging and may soon extend to
disciplines such as materials science — where the method can be used in the manufac-
ture of porous ceramics, filament-resin composites, and microelectronics components
— and to biomedicine, where it could be used to design biocompatible materials such

as artificial bones, contact lenses, or medication-releasing implants.

The proceedings include: summaries of the talks, copies of the viewgraphs, and tran-
scriptions of the Monday and Tuesday discussion sessions. These discussion ses-
sions (“User-Driven Microtomography Applications and Radiation Requirements”
and “Technical Challenges and Strategies Towards Achieving High Resolution (~1
um) Tomography”) were especially timely and aided in the CMT user/CMT im-
plementer interaction. The discussions complement the technical papers presented
during the workshop and provide a unique opportunity for extensive interactions be-
tween authors and delegates and are a highlight of the workshop. All presentation
materials received are included in the proceedings. The full workshop proceedings
were also video-recorded and are available at the LBNL main library. Copies can also
be ordered from LBNL Video Production Services. '

The high regard in which the workshop was held by the research community is attested
to by the nearly 50 participants from a variety of U.S. and foreign institutions who
attended it.

Special thanks are owed to the team of scientists from the European Synchrotron

Radiation Facility (ESRF): Per Spanne, Anatoly Snigirev, Irina Snigireva, Carsten

vi




Raven, and Andreas Koch. Thanks also to all the CMT workshop invited speakers
for their excellent scientific contributions and keen scientific insights into the CMT
technique and its potential applications. Gratitude must also be expressed to others
who made major contributions to the success of the CMT workshop: the LBNL
Conference Coordination Group, Audio-Visual Services, the Technical and Electronic
Information Department (TEID), and the administrative support staff in the LBNL
Advanced Light Source (ALS) and Earth Sciences Division.

1996 High Resolution CMT Workshop Coordinators

Erika Schlueter

Earth Sciences Division

Fred Schlachter
Advanced Light Source

E.O. Lawrence Berkeley National Laboratory

February 1997
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DISCUSSION (8/12/1996) - CMT WORKSHOP

“User Driven Microtomography Applications and Radiation Requirements”

Moderator: Per Spanne - ESRF

Per: Let’s start this last session of the day which is going to be a discussion. The topic
is “User driven microtomography applications and radiation requirements.” I start by
making a couple of comments on this: I am coming from an institution (ESRF) where
we are supposed to be user driven and 85% of our beamtime is devoted to outside
users. I think that microtomography is a tool. It is not a science in itself, but a tool
that We are going to use to solve scientific problems. I also think that it is important
to realize that this is a tool in a whole arsenal of different microscopy techniques and
it is complementary to all other microscopy techniques. It does not replace anything;
it does not really compete, but it has certain advantages which other methods do
not have. You could easily ask “Why do we even bother doing it at a resolution
of one micron?” There are many applications where we can use its nondestructive
nature, where the sample preparation would actually change the sample in such a
way that we cannot answer the questions that we have. With those remarks I let you
say something about this. I do not really know what all the user driven applications
are because most of all the work (CMT) except for a bit of technical developmental
work is user driven. Does anybody want to make any comment or say anything

provocative?

Al Thompson teased me before his talk because I said it was important to talk about
those things that were challenging and difficult to achieve and he finally said that
after all, I did not mentioned anything and only presented results. So I will pay him
back by telling him that he started his talk by saying that he was not going to present
any results and that he ended his talk by presenting results. So I call that real fast
progress. Is there anyone that wants to say anything about user driven applications?
What do you want? I know what I want. My goal was to make a 256 cubed tomo-
graphic volume at 10 Hz, collect the data, reconstruct and display and update the
display at 10 Hz. I think that is possible. Now after talking to Al I decided to update




the requirements so now I say I am going to do a 1024 cube instead of 256. Of course
that is going to be very difficult, but I think that there are very interesting develop-
ments going on in the East Coast at Stony Brook with respect to the reconstruction
and display part. Kaufman at N.Y. State University at Stony Brook is developing
something that he calls “the cube” which is a display machine. He said at a lecture
that instead of storing the data in real space he was going to store it in Fourier space.
I said ‘wow’, then we have the reconstruction automatically, because if we can store
the data in Fourier space and he can display it, that essentially means that he is
taking the inverse Fourier transform of the data. That is exactly what we do when
we do Fourier reconstruction. So maybe this is not just a dream, but something that
is going to be possible to realize Withiﬁ 5 to 10 years, I would guess. There is a user
requirement for materials scientists. I think that John Kinney touched that issue.
Also Al Thompson is studying for example crack propagation in modern composite
materials in real time. We cannot study fluid flow in real time, for the reasons that
I mentioned earlier because if we have a 10 Hz update, the sample will spin with 10
revolutions per second which is significant. So what do you want? We heard one

speaker who wanted 50 um spatial resolution.

Ralph Steininger: Can CMT be used to study problems in coal production?

Per: Of course, you can put anything into the beam you use for microtomography,

but it is not always possible to visualize what you want. You are severely detection
task limited and you always have to keep in mind what it is that you want to see and
so as a user you have to choose your x-ray microscopy method in general and I do

not know if microtomography is specially good for what you want to do.

Fred Schlachter: May I present two viewgraphs? Not to worry, this is not a talk,
but I would like to emphasize the point that I hope I made during the Advanced
Light Source (ALS) tour and that is that third generation light sources have high
brightness. Brightness is not an intuitive concept; that is why I want to show these

viewgraphs. The point bere is that if you are trying to fill a tea cup and you have




(a) a rain cloud. You can make a lot of water but it does not necessarily go in the
cup very efficiently. Obviously using (b) a sprinkling can is better and using (c) a tea
pot of course is the best. The analog would be for a laboratory x-ray source, ‘(a)’
would be a light bulb ‘(b)’ would be a First/Second generation light source, and ‘(c)’
would be a third generation light source. So, what has the progress been? You have
probably all seen this viewgraph from Scientific American where the vertical axis is .
brightness and the units are photons per second per unit source size per unit solid
angle per unit bandwidth and what it means is putting photons into a small spot.
The progress here for many years if you look at the blue line is quite flat and then with
the advent of light sources the brightness has gone up several orders of magnitude.
With the exception of computation and information science it is very rare to have any
technology that goes up orders of magnitude per decade and that is the opportunity
that we have here. So when you are thinking about applications, think about what
previously was done on homogeneous samples is now done on heterogeneous samples
or on small samples where the only useful photons are the ones that illuminate the
sample. So in a porous medium, for example, if it were a small sample or small pore
sizes that you are looking at, this is the opportunity. Now I also want to remind you
that the light source is only one component of this and it is increasing very dramati-
cally. The next component is detectors and one of the talks this morning emphasized
the developments at the European Synchrotron Radiation Facility (ESRF) and the
comparable developments here of very high speed, high resolution imaging detectors.
One of the later talks emphasized the sample handling at a particular beamline here
“the x-ray microscope,” where the sample could be placed to a 100 nanometers repo-
sitioning accuracy. The third area of course where there has been enormous progress
is in data acquisition and processing. We heard about 3 Gigabyte data sets and so
on. So, we have had progress in all three areas: in the x-ray source, in the detectors,
and in the data acquisition and processing and that is the opportunity. That is all
I want to say. I will be glad to answer any questions regarding the Advanced Light
Source (ALS) and third generation light sources.

Per: Thank you. More comments?




Howard Padmore: Here is a question to people here about microtomography: What
is the ultimate spatial resolution of the technique? The presentations which have been
made today work in one particular mode which is a plane wave transmission mode.
I was particularly wondering whether people have thought about other point source
geometries where you can take advantage of the superb microfocussing techniques
that we now have available such as Bragg-Fresnel optics and zone plates. Perhaps
we ought to talk a little bit about the ultimate spatial resolution of this technique,
because it seems to me that right now it is disconnected at a few microns level from

other types of x-ray microscopies which have already achieved angstrom resclution.

Anatoly Snigirev: If you are talking about high energy x-rays (energies more than

6 keV) you can employ Bragg-Fresnel optics but I am sure that during the next 10

- years we will stay at a spatial resolution no better than 0.1 microns first of all due to
technological limits in the production. And secondly you would have no contrast from
the elements smaller than 0.1 microns with this energy even applying holography or
phase contrast imaging. This is the limit I think for the next 10 years because it is
quite difficult to make the optics smaller than 0.1 microns fringe size for high energy
x-rays. It is not comparable with soft energy x-rays. You can forget about absorption
at this resolution because there is no absorption. You can apply the phase contrast
technique. For carbon base materials with a size of 0.1 microns you can get a few
percent contrast at 10 kev. This is the limit, and there is no technique better than

phase contrast at the moment.

Howard: We are interested in studying microelectronics structures.

Anatoly: But for that you can use other techniques such as topography, high reso-

lution diffraction techniques.

Howard: We would be interested in aluminum cubes which might be say 20 or 50




microns on edge. So in that case there might be a possibility of imaging with high

contrast perhaps down to 1000 angstrom resolution.

Anatoly: So then you need to use Bragg diffraction. This is the easiest way and most
sensitive to make stress analysis. So you should have a monochromator and a double

crystal spot and you can apply this tomography technique to treat the data somehow.

Howard: But there are two problems: One is physical motion of the aluminum
interconnect which attract within a SiO; structure and physically you can actually
see the structure move. Secondly, there is another problem which is due to stressing
individual micrograins in the structure. This second one is being attacked by various

people here by using microdiffraction.

Anatoly: For that you can combine this double crystal geometry with the micro-
probe technique, which is what we did for the Siemens people when we used this for

a laser structure analysis and it is possible of course.

Howard: But we are dealing with three dimensional reconstruction techniques at
very high resolution and not plane wave. So you are limited by the resolution of your

detector in that case. Is that right?

Anatoly: Yes, if you use the plane wave you are limited by the resolution of the
detector but you can use a focused beam and it is going to be 0.1-0.3 microns so you

can scan this easily.

Howard: The only example I know of right now, and perhaps you can correct me,
of that technique being applied in x-rays is by some people in the soft x-ray group
at Stony Brook (Janos Kirz’s group), who did a test experiment using about 20

angstrom radiation looking at some artificial structure. It was a very small structure




as well. It was a tomographic reconstruction where you had x-ray scanning and you
had formation of a microprobe using a zone plate and I think they achieved a 3D
reconstruction of about 10 angstrom resolution. But nothing similar has been done

at harder energies I think.

Anatoly: At submicron resolution not yet.

Howard: My question was really to motivate the discussion on what are really the
intrinsic resolution determining factors in different energy regions for microtomog-
raphy. Right now for high energy photons, one seems to be the resolution of the

detector if you use the conventional plane wave approach.

Anatoly: Yes, the only way is to use a point source, to have some magnification,

and this can be done with the optics as well, or you need to optic after the object
and to magnify the image and this is possible with Bragg-Fresnel optics to have a
0.5 micron resolution. We want to go in this direction. It is the only way to have

submicron resolution with high energy x-rays.

Howard: Are people working on optics as magnifiers?

Anatoly: No, I do not believe that it will work.

Howard: Because people are getting to take 0.3 microns as the actual size of a mi-

crocapillary.

Anatoly: Don Bilderbeck got this result with 500 angstrom resolution.

Howard: That was a single capillary. But I am talking about polycapillaries.




Anatoly: That is not optics it is just a collimator. It will never work like the imaging

optics.
Howard: But it can be used as image expander.

Anatoly: No, if you are looking at the surface in inner capillaries the slope error or
different deffects are higher than microradians scale for high energy x-rays and you
need microradian accuracy of this kind of optics. So, you can forget the capillary like
an imaging optic. Even a mirror is difficult to polish with the quality better than one
microradian so how can you polish a capillary? It is impossible. So I do not believe

in this kind of optics. It is not even optics, right?

Howard: We can talk about it off-line, but I mean that the x-rays are contained
within a single element of the polycapillary array, you do not have to focus with the

thing. You just use it as a beam expander.

Anatoly: Did you see the image of the capillary at the ESRF for example. It looks

like a mess. It is not a spot, it is something different.
Howard: Maybe we need a pencil and paper to explain each other’s point.

John Kinney: I guess I have been drinking too much coffee, but once it comes out
of the capillary it is diverging with a critical angle at least of the reflection and so
you are talking about measuring volume now and not doing point source imaging like
a scan of a fluorescense map in 2D. I think that is one of the issues. The second issue
with integrated circuits is that you have to have very good friends in the integrated
circuits community because they usually give you a chip that has all the gold and
then they say “well, we may have a ‘delam,’ can you find it?” We say we will take

the gold off and then they say “no, we cannot, this is the only one we think that has
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a ‘delam’ there.” So there you sit. You have something that is gold and something
sitting right next to it that is silicon and it is very hard...

Howard: That is a very interesting point. One of the problems that we have in
general in microscopy treatments, is a general form of microscopic problem is that a
microelectronics manufacturer will give you a circuit, and like you say, it is almost
impossible to find the point which the manufacturer is interested in on that circuit.
So one of the things that we are building in, at their request, {and we have a number
of collaborations with Intel Corporation on this point) is absolute fiducialization of
samples and absolute encoding of the sample in the sample holder to sub-resolution

precision and that in some cases is a more severe problem than actually forming a

microimage in the first place.

John: Can I show one picture? This is a typical package that we get from the manu-
facturer that is sitting on a Kovar backing with silver epoxy. This is a radiograph and
this is the best we can do in a tomogram. We are not really set up very well. These are
5 pum Al onto Si. The mechanism for contrast here I think cannot be the micron-thick
Al coating Si. One of the prime sources of the contrast here, we think, is reflection
at certain angles and reflection looks like absorption so most of the data, most of the
information is not in the planar view. It comes as the sample rotates to the point we
are looking at the edge of the sample. And you can pull out another case. This is a
case where the contrast on the edge of the Al here is a barrier coating. That is a 70
nanometer barrier coating, so I am tempted to say we have 70 nanometer resolution
but unfortunately if you map this out we have 2 microns instead of 70 nanometers. So
I think you can do these varied structures but I am not convinced that tomography is
the best way to do it. I think it is an Al Thompson’s case here where laminography
or planar methods might give you more information. I think that maybe it is that
we do not have any capital equipment money but everybody talks about hardware
and all that. One of the things I think it is important to emphasize is also what you
do with three-dimensional data and why do you take three-dimensional data. It is a

huge amount of storage. One of the volumes we talked about was 3 Gigabytes of vol-




ume and then we store hundreds of samples and why? What is the advantage of 3D?
One of the things that I still think we need to investigate more of are applications of
three-dimensional imaging because we are all trained, if you are in material sciences,
to do electron microscopy and two-dimensional analysis of data and this is the story
of flatland. You are sitting on flatland. Have you heard the story of flatland? It is
a hundred year old story about a 2D world populated by polygons and a square is
visited by a sphere who lifts him off the surface of flatland and he can see his 3D
counterpart, a cube, and then he comes back to flatland and he tries to convince
everybody that there is a third dimension and he is branded heretic and he is put in
jail and even looses the memory of what the cube looked like. So I think that one of
the things, that when we start thinking in 3D data, what you are going to have to ask
yourself is “can I convince the people who really want to know structural information
that we should give them 3D data,” because once they find out how difficult it is to
handle it, and even with the nice array processors, even with an alpha workstation to
handle a 2000x 2000 x 2000 array for your data analysis, the question is do you really

need this information? And I think that scenario is what you have to be careful about.

Howard: I agree with that. Just to take the example of the microelectronics industry
a little bit further: you have a Whole array of different imaging techniques. One is
to use an electronmicroscope; you look at image changes which are injected into the
surface. You very often know exactly where there is a fault or something going wrong
or something strange happening in a circuit. So one of the things that we would like
to do is to be able to have a three-dimensional image of just that local area. So the
fiducialization, being able to go to exactly to a 1 um spot or a (10 gm)3 area around
the fault region is very important. What we are doing in other areas right now is
that is we think we know that area, we actually microcleave the area and then with
other x-ray microscope probes or electron probes we look at local surface chemistry
in that area. So perhaps sometimes you do not need 1024% arrays of data, you just

need sparse sets of data around something that is already identified.

John: I think that you can do that now because you can take advantage of some
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other weird effect. If you have this barrier interface you can actually reflect inside

that interface. And now you will see for example if you look at something dead on-

line you can see very nice effects because light is reflected at the surface of these cracks.

Howard: Another point of very high resolution is that a lot of structures we have
started to look at now, because of the shift of the microelectronics industry from Al Si
and SiO, technology, to replace dielectric with high temperature analogs of polymides.
The whole structure becomes very low Z. We are interested in the structure of the
Si-Al, polymide interface and so this possibly opens up a way to do tomography at
much longer wavelengths because we do not have very absorbent structures there

involved.

Per: I would like to comment on your statement that somebody had made a 100
nanometer resolution tomogram. I claim that this is wrong. Nobody has achieved
that. It was done as a tomography experiment at Stony Brook and if you look into
the data you first of all find that, they undersample in angle and secondly you realize
that with the zone plate you are focusing, you are creating a divergent beam which
blows up significantly in the sample and I think that if you only take that into ac-
count, which means that you only have this 100 nanometer resolution in a focal spot.
If you take that into account, you will end up with something at best 0.6 microns, if
I remember the numbers correctly, and if you take the care to look at the data that
was presented, the only frame that gives really good tomographic section is the plane
that is perpendicular to the rotation axis. You can see that the rectangular structure
is very badly distorted; it is almost an ellipse. So they might have reached, perhaps,
slightly below a micron but definitely not an order of magnitude lower. I think this
is one of the main problems with these focusing methods. In all of them the beam
expands in the sample as it passes through because the beam has a finite extent. It
is the divergence of the beam that counts if you look at the submicron capillaries.
Stony Brook’s experiment is a tomography experiment but it is not correct to say

with a 100 nanometer resolution.




Anatoly: I think that they are right to write this paper and cite these numbers.
How they measure it is defined in the paper. Nobody could repeat this experiment
in the future I am sure, but still the paper is published and we should use this result

as a reference.

Per: Yes, but if you clearly can show that the resolution is not submicron, I do not

think that is correct to say we can achieve this.

Howard: A comment about detectors. I have been to a few talks today and some
people have made some comments about limitations of the current generation of CCD
detectors. I am not sure that people ére aware of this or if it is even particularly ap-
plicable, but there is a new generation of x-ray detectors based on individual pixels.
We have a program here at LBNL for protein crystallography to develop and to use
this new type of detector. The difference in comparison to a regular CCD is that
under each sensing element of the detector there is a single preamplyfier-amplyfier
discriminator and prescalar and each individual element is its own separate counting
channel. So our aim is to produce'a,n array which has several thousand elements.
The elements right now are 150 ym?. We only make right now 16x16 arrays. This
is the basic building block of much larger detectors that will be made in the next
couple of years. The specifications of these types of pulse counting detectors is that
they count about 1 MHz per channel per second. So they can handle very high data
rates and you do buffering on the chip so you do not have to read out at that rate;
you can pre-scale by any factor that you want. You may be able to just read it out
every second or every 10 s or every 100 ms. We are particularly interested in this for
dynamic experiments where we are actually reading out detectors “on the fly” in real
time, rather than reading out CCD’s on a serial basis. So I think this will become

fairly accessible technology in the next 2 or 3 years.

Per: What is the pixel size at the moment state-of-the-art if you want high resolution?
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Howard: State-of-the-art I guess is here at LBNL and is 150 pym. I think there is
shorter prospects of going down to 100 um. The microelectronics is under 1 pixel.
We are actually fairly conservative now, as we are only using about one quarter of
the area of 1 pixel for the microelectronics and we are using a Hewlett Packard 0.65
micron metallization process. So in the future if we go to 0.35 ym then we will po-

tentially be able to go down to a few microns pixel size.

Per: That is a very exciting development and will be able to play a big role in medical

imaging in the long run.

Howard: The one that we are developing right now is for medium energy x-rays (10-
12 keV). That is really limited by the type of detector front end that you use. The
current version is a Silicon pin diode array, which is then bonded onto an applications-
specific integrated circuit which has microelectronics under each pixel. We are work-
ing on detector arrays made of Cadmium-Zinc telluride. We have actually made one
of these. The only problem over and above using Silicon is that they are much more
fragile. Those are designed to work up to 30 keV. It is a much higher Z-material and

you can work up to a much higher energy.

Per: One thing if we really want to go down to 0.1 microns we need to put an effort
into the movement of the stages. We need a controlled environment to be able to
reach the accuracy and precision we need when we do tomography. Well, after all,

we need to rotate the sample, but it’s technically possible.

David Haupt: I think that Sandia Corporation in Florida has recently put up a
set of stages supposely certified for around a 25 nanometer repetition that certainly
gets you into the ball part. The problem that I have noticed for a long time is that
everybody doing tomography is basically dealing with a light microscope. We are
taking an image off the scintillator of some type and blowing it up onto the camera

and you are not going to do much better than 0.6 microns operating like that. I
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think that probably the finest microscope objective made is a Zeiss with a numerical
aperture around 1.43 or so. It is going to have to be done with true x-ray optics so

that you can really accomplish it, I think.

Per: We will hear more about x-ray optics and detectors tomorrow. So, if nobody

else wants to say anything, we close this discussion. Thank you very much.







DISCUSSION (8/13/1996) - CMT WORKSHOP

“Technical Challenges and Strategies towards Achieving 1-um CMT”

Moderator: Ross Schlueter - LBNL

Ross: I have a couple of items to start the ball rolling. I would like to know if
someone could comment on how the different optimum x-ray energies for various ex-
periments/applications might affect the choice of optics, detectors, etc. In particular,
for example, how would a 7 keV experiment and a 10’s of keV experiment be com-

patible with one set of beam optics, detectors, etc?

Tom Breunig: At lower energies what you need to use for light conversion is going
to be different than what you are going to need at higher energies. Thickness is going
to play a role in what you have there, total stopping power is going to come into
play as well as if you are going to try to get extremely high magnifications on a small
sample we see from a lot of the medical applications dose sensitivity comes into play.
The whole detector package has to really kind of reflect what you are trying to image.
If you are trying to do phase contrast imaging what you need there is very different

from what you need for straight transmission.

Ross: So, if you have a different set of users here from the biomedical community and
for someone that wants to measure frog legs and someone who wants to measure the

Berea sandstone, we have to have different beamlines set-up to do the experiments?

Tom: The basic beamline set-up can be the same, e.g., a monochromator with multi-
ple silicon crystals for doing things. What is going to change is the detector package.
If you need extremely high spatial resolution, as was mentioned yesterday, the staging
for positioning the sample becomes very critical. It is a question of if you are looking

at a large object, i.e., a rock versus something very fine, i.e., the holy grail for the

biological stuff at 10 or 20 nanometer scale, then the size of the field becomes very




important.

Per Spanne: I believe that you not only need to tailor your detector to your detec-
tion task, but I think you need to choose the source out from your detection task too,
so microtomography should not be concentrated at the ALS, APS, or NSLS, it should
be driven in all places. My management at the ESRF has asked me if we should build
a microtomography beamline at the ESRF and I have said not yet, I need to know
how big the user community is. Also because I want to go to different beamlines
because they have diﬁ”erent optics and different characteristics and the sample range
is enormous. We are talking about of a couple of hundreds eV’s up to 50 keV and
there is no universal equipment that is going to handle all of those things at the same

time. It is a compromise: detector resolution and energies, always a compromise.

Tom: We have seen that people want more divergent geometries, while some others
want more parallel geometries. So just based on that alone the source characteristic
you need is going to have to be variable, in which case the investment is huge, or
there will have to be multiple facilities that are each tailored to a certain range of

applications.

Waleed Haddad: I would like to extend it into the area of x-ray optics as well,
which also has to be tailored for the imaging application, especially as it connects in
with the original subject of the discussion which is to push below one micron resolu-
tion, in which case you really need to do something with x-ray optics. For example,
in the case of zone plates you certainly need to design the zone plates specifically for
the energy range that you are using, in terms of the materials that are chosen and
the geometry of the zone plate. And it may in fact connect in with the choice of
the source because if you wanted to use a zone plate to produce a microfocus for a
scanning probe type of experiment you want to have a coherent source which points
you towards the use of an undulator or something like that. And of course if you are
using mirrors or something like that to produce focus, they have to be designed for

the specific energy range. So it also pertains to the x-ray optics as well.
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Andreas Koch: I would like to make a comment about detectors. I don’t think it
is a question of a compromise just between technical specifications, but also between
the time you want to spend to get a device (a detector) and the money you want to
spend. So my question to the community is what are you willing to pay and how long
do you want to wait for for it, and even more so, are you willing to follow up different
approaches. We could imagine to have a short-term developing project which is not
very risky, where you know what you get in a certain time, and on the other hand
you could imagine in parallel to do some ambitious development project where you
really do not know what will come out. Are you really willing to finance it, I would
like to know.

Anatoly Snigirev: For example, if you want to build a beamline dedicated to to-
mography specifications for tomography at 1 um resolution at 10 keV it is quite
attractive to use an undulator source without a monochromator, but if somebody
wants to use mirrors, I want to show you the image of multilayers and mirrors so this
is one example so we can easily use this high resolution film 1 micron to achieve. But
you have to be very careful with this kind of optics. This is just paper that you put
in the beam so you have to be very careful with the filters that you want to put in the
beam with 1 micron tomography. For example, this is 20 yum Aluminum foil it was
done for a few months at the bending magnet at the ESRF. It is slightly melted. So
it seems to me, you can see a lot of artifacts afterwards in your imaging facility if you
put in such a filter. Concerning the monochromators, if your monochromator is not
polished correctly, you can see these microscratches. They are 1 micron but becoming
larger if you move it further. So, it is really a nice image you can obtain at the tomo-
graphic facility. Now, concerning the mirror once again and yesterday we discussed
this point can we use these mirrors “to expand” the image. With the mirrors it is in
principle possible, but this is the best available mirror, 70 cm long. It is polished one
microradian slope error and less than 1 Angstrom roughness, but you can see a lot of
thin fringes coming from low frequency modulated surface of the mirror. This as done

at 12 keV. So you have to be very careful with this kind of thing, even if you have the
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best mirror from General Optics. If you have this image, let’s say this holographic
image, and if you want to transfer this image to the mirror and if mirror is after the
sample it is not so bad, it works. But if the mirror is before the sample you can
see it degrades the appearance of the beam. So, in principle the mirror can be used
to transfer the image and to expand the image, but the acceptance of the mirror is
limited. So it can be used to fix the resolution of the CCD detector. Concerning the
multilayers, (this is a multilayer), so it has completely spoiled the imaging facility.
So I am not sure that multilayer can be used as an imaging device. This is a best
multilayer, the same General Optics stuff and multilayer tungsten silicon made at the
ESRF. So, I am not so optimistic about this. And concerning the sources, I just want
to show you one demostration. We do not need the ESRF for phase contrast imaging.
These are from my colleages in my former Russian Institute. They use a Microflex
generator, so they use a silicon crystal 3 microns in this direction, what we use for
phase contrast imaging, and they put in some fibers and they easily observe these
tomographic images of the different hairs. In principle in some cases you can build
this facility in the laboratory. So you can see a lot of things using this microfocusing
generated in the laboratory. So this I want to comment concerning the optics re-
quirement. And a last point - Yesterday we discussed for microelectronics structures
how to probe the different layers and this coherent imaging can be used. This is an
example of the SiO,. If you use some simple topography image you have this contrast
from the SiO,. But if you move this detector further away, I mean 0.5 of a meter,
probably you can see this holographic image due to the streaks you introduce in the
Bragg refractive layers and probably this is one of the ways to scan this structure.
To change the Bragg angle you can probe this structure in the depth if you have a
multilevel system and this coherent imaging can help you a lot. So this is another
example of this Si0;. Now you can have a holographic image of different layers of
SiO,. This is one of the ways, but it is not completely tomography in this particular

case.

Ross: Another question that I wanted to ask the community is that here at LBNL

we have this new supercomputer center called NERSC. I would like to know as we
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go to higher resolution if someone could comment on the need for supercomputers in
either data collection, storage, data processing, reconstruction, visualization, or post

processing.

Bill Loo: I am not really familiar with the Thinking Machine but I know one of the
machines here and I think the actual name of the company is “Maspar.” I forget how
many processors it is, a few thousand processors each with its own memory and it is
good for processing array type of data. So essentially tomographic type of data is a
good candidate for this type of computer. I think this was here before the NERSC
Center was moved here so there are other compﬁters in addition that I do not know

about.

David Haupt: We were approached by some people a few years ago in trying to
raise interest in our using it. They had realized that they had to come up with more
local work orders or they had to go somewhere else. The problem that we ran into
was that there was going to be very substantial software development cost and we
really did not have tomographic algorithms and things like that already in place on
the machine. They had all kinds of magnetic hybrid code type stuff. There were some
people at Los Alamos that had software but for a slightly different machine. So there
is a possibility that this stuff can be rounded up within the system but I suspect that
there is still going to be software development involved. We more or less decided that
it was cheaper and easier to keep upgrading our own workstations. We have an alpha
model 900 now and we find that gets done most of the things that we need to do
if not the same hour, at least overnight. They had a few people at Livermore (Joe
Huang) I think, that was getting good use of those supercomputers for his work. I
really do not know much of that facility though. It was kind of isolated from us.

Tom: Part of the concept, the need for the possibility of using the supercomputing
facilities: if you are going to have a user facility on site dedicated to tomography,

you either have to send people home with the raw data and let them deal with re-

constructing it or set up the facility so that once the data is collected it gets fully




reconstructed on site either locally on a workstation or by submitting it to the super-
computer facility and sending the user home with a large 3D volume set. That would
be the real use of the supercomputing facility: sending the user home with that data
taken care of and then it is up to them to deal with analyzing what they have.

Bill: I would like to make a comment about the usefulness of the supercomputer
facility. For the kind of experiment that I would like to do, like I was showing at the
end of my presentation, the automatic segmentation, where I am collecting popula-
tion statistics. That kind of information is not really useful on just one image. Really
what I would like to be able to do is to do a similar kind of analysis on hundreds or
thousands of images and then we are talking about 3D data sets. And if you have
one 3D data set you might be willing to wait overnight or even a couple of days to
reconstruct it, but if ybu are reconstructing hundreds or thousands you cannot wait

overnight on each one. So that is a potential application area for supercomputing.

Per: I think you have to be careful when you start discussing this computer topic
because it is easy to go beyond the reconstruction, but I do not think you should do
it. My advice is to leave to the user to do the analysis. You could perhaps implement
some good reconstruction algorithms and do it for him/her but if you go beyond that
you are going to need big stuff. And with the CCD detectors today, it is enough
work to do the reconstructions. At the ESRF, the management has decided that we
are not really going to do the reconstructions other than in the case for “in house”

research.

Larry Schwartz: I will just make a comment. When you get involved in using a
supercomputer, you will be sharing it with many other users so the apparent increase
in clock speed will be rapidly diminished. So many groups just find that it is more
useful to get a really strong dedicated work station so that they can write a special
purpose software for it and use that as their machine. For massively parallel comput-
ing, the codes are not terribly difficult to write, but you quickly get into situations

where there are a lot of people using the machine and there are hundreds or thousands
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of processors that have to be partitioned and you may get, for example, 50 processors

for two hours next Wednesday.

David: The NERSC at the Lawrence Livermore National Laboratory (LLNL) ma-
chine was designed to handle an enormous user load distributed essentially worldwide.
There were big microwave satellite links into it so it does have a tremendous capabil-
ity to handle multiple users so that may not be quite such a problem. I am really not
an expert on it but most of what I know about it I read in the Lab newsline and by
talking to several other people. It probably would not be as unpleasant an experience

as running “batch mode” on an old IBM 360 was.

Larry: That was before my time.

David: Are you kidding me? As far as a user facility capability regarding an imag-
ing beamline, it would be nice to have in such a facility the best monochromator and
collimation equipment that modern technology can provide. As far as what kind of
equipment is in the hutch where the users access it, I think it might be nice to have a
very high quality state-of-the-art CCD camera and excellent optics for imaging scin-
tillation detectors, but leaving it to the user to provide their own individual detector
or scintillator. They would be somewhat constrained, but I think they would proba-
bly be able to design something that would fit the existing hardware. Possibly also
you can provide a good set of stages and again, assuming it came from a company
like Newport or Huber, that people could have the drawings on hand to design their
own individual sample apparatus to fit. We certainly see a lot of that at Stanford
Synchrotron Radiation Facility (SSRL) where people show up with boxes of little
goodies that they have designed and they put them in place and proceed to work.
Regardless of what kind of computer facility is available, we would never consider
leaving the facility without the raw scanned data on tape. If there were further fa-
cilities for instantaneous reconstruction and so on, we probably would make use of
that, but if we got home and decided that anything looked funny we probably would

end up doing it all over again in that case.
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Ross: ] have one more item that I would like to give those of you who are out of town

guests, that were not speakers, the opportunity to tell us what your CMT application

or interest is. Ralph, John, or Diane?

Diane Stott: Basically what my interest is looking at the interior structure of soil
aggregates with aggregation size anywhere between 50 ym and 2 mm in diameter
average. The first step in soil crusting and surface sealing is the breakdown of soil
aggregates that leads to soil erosion and what we are trying to determine is how
management impacts soil aggregation, how the aggregates form during time because
some of this happens seasonally, how organics that are present in the soil impact the
aggregation process since it is a biological process, and there is no way right now
that we can look at in-situ what is happening inside an aggregate. We only see the
exterior, we can look at the aggregate visually and see what the exterior is like. We
also have no way that we can look at the interior structure and be able to test that
same aggregate on terms of slakeing and mechanical breakdown. And that is the
biggest use I can see of CMT, is being able to look at that interior structure and still

have that intact aggregate to test slakeing and mechanical breakdown.

Ross: Are there any other topics that anyone else would like to bring up before we
close? If not then I will turn the closing ceremonies over to Erika Schlueter and Fred
Schlachter.
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In Vivo, Three-Dimensional Microscopy of
Trabecular Bone
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ABSTRACT

Osteoporosis, which is correlated with low bone mass and increased bone fragility, is responsible for about 1.2
million fractures per year in the United States. We have used the three-dimensional (3-D), X-ray tomographic
microscope to image the trabecular bone architecture of the proximal tibias of six Sprague-Dawley rats in vivo.
Three of these rats were then ovariectomized to induce estrogen depletion, and three remained as controls.
Five weeks Iater, the tibias were reimaged. The ovariectomized rats lost approximately 65% of their trabecular
bone volume as compared with an insignificant change in the control rats. The connectivity density of the
trabecular bone, as measured by the Euler characteristic, was linearly correlated with trabecular bone volume,
even in the ovariectomized rats. Hypoestrogenemic bone loss manifested itself in greatly reduced connectivity
and fewer trabecular elements, but not in thinning of trabeculae. The ability to microscopically image
sequential changes in the 3-D architecture of trabecular bone in vivo will allow exploration of the earliest
stages of hypoestrogenemic bone loss and to more rapidly test the effectiveness of new clinical treatments for

this major public heaith problem.

INTRODUCTION

STEOPOROSIS IS A DISEASE characterized by bone fragility
that results in fractures. One third of women older
than 65 will have osteoporotic fractures.(? These frac-
tures, which often occur with little or no trauma, have
largely been attributed to reduced bone mass. Accordingly,
research in osteoporosis has focused on those factors that
affect bone mass, such as estrogen deprivation, age, and
physical activity. Furthermore, treatments to control osteo-
porosis have been largely based on trying to maintain or
increase skeletal mass.*® However, significant overlap ex-
ists between the bone mass of normal and osteoporotic
populations.‘ This overlap has led a number of investiga-
tors to search for factors other than low bone mass, such as
structural properties and bone quality, to help explain the
abnormal susceptibility to fractures among osteoporotics.
Much of this research has focused on the trabecular
bone.&®
Trabecular bone is made up of an interconnected struc-
ture of curved plates and struts. Parfitt™ pointed out that

one of the age-related changes that accompanies bone loss
is a decrease in the number of these trabecular elements.
He and his colleagues found, in transiliac biopsies from
normal subjects, that trabecular bone volume decreased
with age. This decrease in bone volume appeared to be due
to a loss in the number of trabeculae, as opposed to a
thinning of trabecular elements. The authors suggest that
the elimination of trabecular connections would be ex-
pected to reduce the mechanical strength of the bone out of
proportion to the loss of tissue. Others have made similar
observations.—*?

Currently, histomorphometry is used as a method for
quantifying three-dimensional (3-D) structures from planar
sections. It allows estimates of the volume fraction of tra-
becular bone (BV/TV) and surface areas of trabeculae.
With an appropriate model it is also possible to calculate
the trabecular separation (Tb.Sp), thickness (Tb.Th), num-
ber (Tb.N), and other features required to explain bone
formation, resorption, and architecture.*) However, it is
impossible with histomorphometry to determine the true
number, true shape, or interconnectedness of trabeculae

!Lawrence Livermore National Laboratory, Livermore, California.
2University of California at San Francisco, San Francisco, California.

Reprinted with permission from Blackwell
Science, Inc., October 7, 1996.
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3-D MICROSCOPY OF TRABECULAR BONE

FIG. 1.

An anesthetized rat with hind limb immobilized being scanned with the in vivo microscope. The scanned region

is shown by the window marked “a.” The rat is secured to the rotating stage, “b,” and is shielded with lead foil. Part of
the foil has been removed for greater clarity. The X-ray camera is to the left of the image.

short of serially sectioning much of the sample.*? DeHoff
et al.*® established that the spacing between consecutive
sections must be between 1/3rd to 1/10th the intercept
length of the features of interest to determine topological
properties such as connectivity between objects. In the tibial
metaphysis of the rat, where the trabecular length scales are
often less than 150 wm, this would require serial sections with

spacings between 15 and 50 um from the diaphysis to the
growth plate. Such detailed sectioning is time consuming,
artifact prone, and destructive. Hence, 3-D analyses of heter-
ogeneous trabecular structures are rarely undertaken.*¥)

Another method for reconstructing 3-D images of a
structure is X-ray computed tomography (CT). Because
little or no sample preparation is required for CT, tomo-
graphic methods provide a cost-effective alternative to se-
rial sectioning. An important achievement in X-ray CT
occurred with the development of the 3-D “cone” beam
scanner.(*>) Investigators reported using a 3-D cone-beam
microtomography system to image the trabecular bone ar-
chitecture in small samples of human tibias and vertebrae
ex vivo with a stated spatial resolution of 60 um.@%'” A
resolution of 60 wm, however, although acceptable for char-
acterizing the connectivity of human trabeculae, may be
insufficient for studies in small animals like the rat, where
the trabecular widths average about 50 um and trabecular
separations average 150 pum or less. Furthermore, Smith
and Silver™ have reported that 3-D images from cone
beam scanners are inevitably distorted away from the cen-
tral slice because the single-orbit cone beam geometry does
not provide a complete data set. These distortions and asso-
ciated loss of spatial resolution have been particularly evident
in samples containing plate-like structures, even when the
cone beam angle is less than 6.5°.(% Nevertheless, investiga-
tors have reported relatively high spatial resolution (30 wm)
when imaging small specimens with this method.®

Synchrotron radiation sources, because of their high
brightness and natural collimation, have allowed the devel-
opment of CT systems that have spatial resolutions ap-
proaching 1 um.®” With synchrotron CT, it is possible to
use parallel beam imaging geometry, thus avoiding the
distortions and loss of resolution inherent in cone beam
methods. One such high resolution CT instrument is the
X-ray tomographic microscope (XTM).*>» Bonse et
al.,®® using an XTM at a synchrotron storage ring, have
demonstrated the ability to make distortionless images of
human trabecular bone in small (1 mm diameter) samples
with 8 um resolution. In this study, we have successfully
used the XTM to image the 3-D structure and mineral
density of trabecular bone in vivo, demonstrating that the
instrument can detect microscopic changes in the trabecular
bone structure and connectivity in ovariectomized rats, an
important animal model for hypoestrogenemic bone loss.

MATERIALS AND METHODS

For this experiment, the proximal tibias of five, female,
Sprague-Dawley, retired breeder rats (6 months old at start
of study) were imaged in vivo with the XTM. A sixth rat was
not imaged at this time. The radiation source was the
31-pole, X-ray wiggler beamline 10-2 at the Stanford Syn-
chrotron Radiation Laboratory. The radiation from the
wiggler was made nearly monochromatic at 25 keV by using
a single crystal silicon (220) monochromator. A combina-
tion of pixel binning and demagnification of the charge-
coupled device (CCD) detector reduced imaging times to
less than 30 minutes/animal. Shuttering of the direct beam
reduced actual exposure times to less than 2.5 minutes.

The animals were anesthetized with Xylazine (13 mg/kg)
and Ketamine (87 mg/kg) for 50 minutes. While the animals
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were unconscious, they were secured to a rotating platform
and their right hind limbs were elevated into the X-ray
beam, splinted rigidly in place to eliminate motion artifacts,
and scanned (see Fig. 1). The scanned region contained
both cortical and metaphyseal trabecular bone in the prox-
imal tibia from approximately 1.5 to 3.5 mm distal to the
growth plate (see Fig. 2a). On the day following the initial
scans, three rats were chosen at random and ovariecto-
mized by the dorsal approach. Five weeks after ovariec-
tomy, all six animals were imaged a final time with the same
imaging parameters.

The animals tolerated the procedure well. Dosimetry

FIG. 2. XTM images of single sections of the proximal
tibia. (a) frontal section showing the region of tibia scanned
for this in vivo study. The large window, “a,” is the region
over which the three-dimensional images (Fig. 3) were
acquired. The trapezoidal area, “b,” is the region within this
window where the conventional morphometric parameters
were measured for Table 1. (b) a transverse section through
the metaphysis. The line “a” is the position of the plane
used to create the frontal section in (a).

KINNEY ET AL.

provided an upper bound to the amount of radiation each
animal received. No animal received more than 90 rad of
radiation, and this dosage was confined to a narrow band
about 2 mm high in the X-ray target zone. We believe that
the radiation had no measurable effect on bone develop-
ment, as reflected by the normal growth of bone and carti-
lage in the two irradiated control animals. Previous work on
vertebrae in rat tails showed that a 500 rad dose of radiation
in 1-week-old rats stunted growth very little.** In humans,
radiation doses below 2500 rad showed no signs of capital
femoral epiphyseal slippage or epiphyseal abnormalities.*>
Thus, we anticipate that a 90 rad dose to older rats, espe-
cially when performed away from the epiphysis, will cause
no measurable effects. We are taking steps to further re-
duce the radiation exposure levels.

Once the radiographic projection data were acquired, the
3-D images of the tibia were reconstructed by Fourier-
filtered backprojection on a computer workstation.? The
3-D reconstructions required approximately 1 h to perform.
Because the reconstructions could be performed separately,
a single 8 h shift of beam time was more than sufficient to
image the six animals. ’

The volumetric data were analyzed by two methods. In
the first method standard morphometry was performed on
vertical image-reconstructed sections from the XTM data
taken across the medial/lateral extent of the tibias (see Fig.
2). The cortical bone on both sides of each section was
removed approximately 0.5 mm inward from the endosteal
surface. Closed contours were fitted to the interfaces be-
tween the trabecular bone and the marrow. B,, the total
perimeter length of the contours (mm) per section area
(mm?), was used to obtain the surface area, Sy, according to
the relation

4B4

v

SV=

The fraction of pixels lying inside the contours per unit
section area A , was equated directly to the volume fraction
of trabecular bone. These two measured values of area and
perimeter were then used to calculate the trabecular width,
separation, and number with the plate model.*?

In the second method, cluster analysis was performed on
the trabecular bone structures in the 3-D images.?® Cluster
analysis identified all of the trabecular bone that was con-
tinuously interconnected and also any isolated structures
that were disconnected from the surrounding cortical bone
and trabecular structure. Cluster analysis, therefore, pro-
vided a direct measure of 8, and ,, the topological vari-
ables that quantify both the number of isolated bone frag-
ments and the number of imbedded pores. For the
interconnected cluster, the connectivity, 8,, was determined
by the relationship B, = By — x + B, where x is the
Euler-Poincaré characteristic calculated with the method
described by Feldkamp et al.*” The connectivity is a topo-
logical property of a structure that enumerates the times
that connections can be separated without disconnecting
the structure.

After the second scan the animals were sacrificed and the
imaged tibias were sent to Creighton University Center for
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Hard Tissue Research for 2-D histomorphometry. Standard
methods, published elsewhere, were utilized.**

RESULTS

Figure 3 shows 3-D images of a portion of the proximal
tibia of the same rat just prior to ovariectomy and 5 weeks
after surgery. A major loss of trabecular bone has occurred
in the 5 weeks following ovariectomy. In addition, the 3-D
images show a significant change from an interconnected
plate- and strut-like structure to one that is mostly discon-
nected struts. Also, dangiing (or dead-end) trabecular ele-
ments are seen only in the ovariectomized animals. These
dangling elements, although still contributing to the total
bone mass, most probably do-not contribute significantly to
the stiffness or strength of the bone.

Figure 4 shows a small region of trabecular bone in an
ovariectomized rat at higher magnification. Of particular
interest is the small trabecular fragment that is isolated
from the surrounding bone and supported only by marrow.
We have only observed trabecular fragments such as this in
ovariectomized animals, where they account for about 1.5%
of the total trabecular bone volume. These isolated trabec-
ular fragments, as well as the more significant fraction of
dangling trabecular bone, may be responsible for the over-
lap in bone mass between individuals with osteoporotic
fractures and individuals without fractures.

FIG.3. Three-dimensional visualization of a subset of the
trabecular bone in the proximal tibia of a female rat imaged
(a) just prior to ovariectomy and (b) 5 weeks after ovari-
ectomy. The trabecular bone volume decreased by approx-
imately 65% following the ovariectomy. In addition, the
plate-like structures have been highly resorbed, leaving
behind disconnected strut-shaped structures.
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Table 1 shows the results from the morphometric ap-
proach to XTM data analysis listing the measured values of
BV/TV and calculated values of Tb.Sp, Tb.Th, and Tb.N.
We compare the XTM results of the control and ovariec-
tomized groups after the final scan with the results from
conventional histomorphometry performed on the same
limbs. In addition, we list the values given by Li et al.?” for
age-similar, nonovariectomized female Sprague-Dawley
rats. It should be noted that we did not calculate Tb.Th,
Tb.Sp, and Tb.N for the ovariectomized rats at 5 weeks
because the plate model was clearly no longer valid.

Five weeks after ovariectomy, we recorded a 60% de-
crease in the trabecular bone volume, similar to the mag-
nitude reported in other studies from histomorphometric
analyses.®? The bone loss recorded with conventional
histomorphometic methods on the same bones was 58%, in
very good agreement with the XTM results. The connectiv-
ity density (B, normalized to the analysis volume) as a
function of volume percent bone is shown in Fig. 5. The
measured connectivity density of the rat is much greater
than that reported for human bone.**'¢!”) The higher
connectivity density can be explained by the smaller inter-
cept lengths in rat bone than in human bone.

DISCUSSION

The morphometric parameters measured with the XTM
(Table 1) are in good agreement with those observed in
age-similar animals with conventional methods. In addition,
with the exception of trabecular spacing, the XTM mea-

FIG. 4.

In vivo image of a small region of trabecular bone
in an ovariectomized rat. A small trabecular fragment, iso-
lated from the surrounding bone, is supported only by
marrow. Other, smaller fragments can also be seen in this
image. Five weeks following ovariectomy, these isolated
fragments account for only about 1.5% of the total remain-
ing trabecular bone.
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TasLE 1. HiSTOMORPHOMETRY RESULTS
BVITV Tb.Th Tb.Sp Tb.N Number of
Sample % (m) (um) (fmm) samples

Li et al. 235+ 4.7 474 = 3.6 160.6 = 40.3 5+1 6
Pre-OVX 23.0x25 54.0 = 4.3 193.4 = 20.6 404 5
Control (5 weeks) 234+53 49.6 = 5.7 168.5 = 51.7 48 £ 1.1 3
OVX (5 weeks) 92+56 3
Control® (5 weeks) 213+83 63.7 = 11.8 307.7 = 64.1 33+0.7 3
OVX? (5 weeks) 89+33 3

# Values determined with conventional histomorphometry.
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FIG. 5. The connectivity density/mm® as a function of
volume-percent trabecular bone. The open circles are the
connectivity density of the rats prior to ovariectomy. Five
rats were initially imaged; the sixth data point was provided
(the value at 14% bone volume) from a second scan on one
rat of a region 2 mm more distal than that initially scanned.
The open diamonds represent the connectivity densities of
the nonovariectomized control rats 5 weeks after the initial
scan. The open squares are for the ovariectomized rats 5
weeks following ovariectomy.

surements are consistant with conventional histomorphom-
etry of the identical bones. The higher average value of the
trabecular spacing determined with conventional histomor-
phometry may be due to the larger examination area. The
histomorphometry slide covered a range from approxi-
mately 1.5 mm distal to the growth plate to approximately
5.5 mm distal. Because the histomorphometry section sam-
pled the trabecular bone farther from the growth plate than
we did with the XTM, it is more likely to reveal higher
average trabecular spacings.

The linear correlation we observed between connectivity
density and trabecular volume is significant (p < 0.001;
" R? = .91) over a range from 5 to 25 vol. %. We are aware
of three other published reports showing the relationship
between connectivity density measured in three dimensions
and trabecular bone volume.'*'%3% Two of these studies
were of human bone.*!® Goldstein et al. reported a
significant linear correlation between bone volume and con-

nectivity density with positive values for the Euler charac-
teristic at low bone density (negative connectivity).(!®
Other investigators have commented that a positive Euler
characteristics may be due to measurement artifacts.®"®
These investigators suggested, from analysis of their own
data, that the connectivity density is correlated more with
architecture than with bone volume, as the connectivity
density is a topological, not a metric, measure of the mi-
crostructure. B

We avoided measurement artifacts that might influence
the calculated Euler characteristic by using smoothing and
percolation " algorithms that have an effect similar to
Odgaard’s and Gundersen’s artifact suppression meth-
ods.* Our computed Euler characteristics remained neg-
ative throughout the density range. Unlike Odgaard and
Gundersen, however, our connectivity density is linear with
trabecular volume and goes to zero at a small positive value
of bone density (it would be unlikely that connectivity den-
sity should go through the origin, since, by definition, the
connectivity of a simply connected structure having finite
mass is zero). Also, the linear relationship between bone
volume and connectivity density was preserved after major
hypoestrogenemic bone loss. A similar observation has been
reported in the L2 vertebrae of ovariectomized canines.”

Qur data were obtained from approximately the same
position in each animal; position variability in the connec-
tivity density, therefore, is minimal. The overall linear re-
lationship observed in our data is most likely a true reflec-
tion of the way in which trabeculae are distributed in bone.
Bone mass is increased or decreased by either adding or
subtracting connections. Though this linear relationship is
preserved at 5 weeks postovariectomy, it remains to be
determined if it is manifest in the earliest stages of hy-
poestrogenemic bone loss.

The sharp loss in connectivity density that we observed is
a direct measurement of what time-consuming, multiple
sectioning methods have only been able to infer indirectly:
hypoestrogenemic bone loss leads to a removal of trabecu-
lar plates (connections) more than it leads to a thinning of
surviving trabeculae."” From our data, trabecular connec-
tions are lost at a 4.5 times greater rate than the bone
volume decreases. However, our data have been taken at
only two points in time when a considerable amount of
bone loss has occurred. The sequential changes in connec-
tivity immediately following ovariectomy must be measured
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to establish the significant time markers at which the con-
nectivity of trabeculae are irreversibly lost.

CONCLUSION

In summary, we have developed an in vivo technique for
imaging trabecular bone structure in three dimensions. Our
initial results substantiate that the number of trabecular
interconnections (connectivity density) decreases linearly
with trabecular bone volume. The linear correlation be-
tween connectivity density and bone volume is preserved
even after significant hypoestrogenemic bone loss. The
XTM will allow us to quantify microscopic changes in tra-
becular bone architecture resulting from estrogen defi-
ciency. With the XTM, we will be able to evaluate therapies
and conditions that affect bone structure. Osteoporosis is a
disease of bone fragility, and, if the key to understanding
fragility is to understand the trabecular microstructure, in
vivo X-ray tomographic microscopy will significantly ad-
vance our understanding of this important public health
problem.
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Recent advances in X-ray tomography using synchrotron radiation enable three-dimensional microscopic images to be obtained
nondestructively from relatively large samples. With both increased sample size and improved spatial resolution, it is now possible to
quantify experimentally-induced microstructural and microchemical changes in materials as they occur in situ, in vitr, and even in vivo.
With the X-ray tomographic microscope, we have begun to improve our understanding of the processing of ceramic matrix composites,

bone loss in osteoporosis, and the development of caries lesions in teeth.

1. Introduction

Complex, heterogeneous microstructures occur natu-
rally. Examples can be found in teeth and bone, which are
complex composites with organic and mineral phases.
Heterogeneous microstructures can also be synthesized to
achieve materials with tailored properties. Examples of
synthesized microstructures include continucus-filament
metal and ceramic matrix composites. Predicting the prop-
erties of materials possessing heterogeneous microstruc-
tures, or understanding and optimizing the synthesis of
these materials, is complicated by the difficulty of obtain-
ing three-dimensional microstructural characterization.

Stereology is a method for estimating three-dimen-
sional structures from planar sections [1]. With stereologi-
cal methods, it is possible to estimate volume fractions and
surface areas of pores, inclusions, second phases, and other
features found in heterogeneous microstructures. However,
it is impossible with stereology to determine the number,
true shape, or interconnectedness of such microstructural
features, short of serially sectioning the entire sample [2].
DeHoff et al, in a sintering study, established that the
spacing between consecutive sections must be on the order
of 1/3 to 1/10 the length of the feature of interest in
order to determine topological properties such as the con-
nectedness between objects [3]. Such detailed sectioning is
time comsuming, artifact-prone, and destructive. Hence,
three-dimensional analyses of heterogeneous microstruc-
tures are rarely undertaken.

X-ray computed tomography (CT) is a method for
reconstructing three-dimensional images of a structure from
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a finite number of radiographic images. Because little or
no sample preparation is required, tomographic methods
provide a cost-effective alternative to serial sectioning.
Until the advent of accessible synchrotron radiation
sources, however, the spatial resolution of X-ray CT (with
a few exceptions [4] has been limited to 50-100 pm in
nonmedical applications [5,6]. Synchrotron sources, how-
ever, because of their brightness, have allowed CT systems
to be developed that have spatial resolutions approaching 1
pm and better — sufficient resolution to begin effective
microstructural imaging in three dimensions [7,8] We
have called these high-resolution methods that use syn-
chrotron radiation X-ray tomographic microscopy to em-
phasize the distinction between microtomography and what
is definitely microscopic imaging [9].

The most important advantage of X-ray tomographic
microscopy over serial sectioning methods is that tomo-
graphic methods are nondestructive. This means that the
same sample can be characterized many times. It is possi-
ble to characterize samples in situ, in vitro, and in some
cases, in vivo and observe how microstructures evolve in
response to processing, degradative environments, or me-
chanical loading. Each sample, in essence, provides its
own baseline. Sample-to-sample variations that might cloud
the interpretation of a sequence of events are compensated
for by the use of repeated measurements on the same
sample.

We have developed and used the X-ray tomographic
microscope (XTM) on the 31 pole, hard-X-ray beamiine
10-2 at Stanford Synchrotron Radiation Laboratory [10].
The XTM has evolved from the designs described by
others to include capabilities for imaging large samples
under a variety of conditions {7,8,11]. The types of mi-
crostructural information that can be obtained from the
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instrument may be described with respect to an application
in ceramic matrix composites in which the XTM is used to
quantify the evolution of porosity during chemical vapor
infiltration [12]. In addition, biomedical applications are
being pursued, including characterization of the internal
structural materials of teeth and bone and their responses
to demineralization processes such as dental caries (decay)
and osteoporosis.

2. The X-ray tomographic microscope

The XTM uses monochromatic synchrotron radiation to
measure with great precision the X-ray attenuation coeffi-
cient as a function of position in a sample. In practice, the
linear attenuation coefficient, «, is averaged over a finite-
sized volume element (voxel) in the sample. Because «
depends on both average atomic number and density,
differences in composition and concentration throughout
the sample give rise to variations in « different voxels.
These differences in « provide the contrast for forming an
image.

This concept is illustrated in Fig. 1, where an arbitrary
sample containing two phases (A and B) is shown as being
partitioned into voxels. These voxels, each containing a
measured value of o, fill a cubic array A(x, y, z). Cross-
sectional images may be examined by displaying single
slices in the x, y plane (shown) or vertical cuts in the x, z
or y, z planes. Three-dimensional images may also be
displayed using volumetric rendering algorithms. Metric
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and topological parameters that describe the heterogeneous
microstructure of the object can be obtained using methods

- to be described later.

The linear X-ray attenuation coefficient, «, in a voxel
at r,,, in a sample is determined from a finite set of
X-ray attenuation measurements (projection data) taken at
different angles. The projection data [F(x’, y")} are the
transmitted X-ray intensities that reach a position-sensitive
detector after passing through the sample. These data are

given by

1=fS(E)[exp(—[a(x, y, z, E) dl)] dE, 6))

where S(E) is the energy spectrum of the X-ray source
and a(x, y, x, E) specifies the energy and material de-
pendence of the linear attenuation coefficient. The line
integral is taken along a straight path d/ through the
sample. For nearly monochromatic radiation with energy
E,, S(E) can be approximated by a delta function, and Eq.
(1) reduces to the familiar form of the Radon transform
[13]:

1n(£19) = fa(x, y, 2, E) dL. (2)

Measurements of the attenuation through the sample as
a function of angle are used to numerically invert Eq. (2)
to solve for a(x, y, z, EO). As long as the detector has
sufficient spatial resolution to discriminate between
closely-space ray paths, the reconstruction voxels can be
made arbitrarily small. As the voxels become smaller than
the size of the features of interest, the spatial resolution

Fig. 1. The XTM provides a quantitative measure of the linear attenuation coefficient within individual volume elements in a slice plane
through the sample. Three-dimensional images are obtained by stacking these slice planes into a three-dimensional volume. Because the
detector accumulates the data for each slice plane simultaneously, data for the volume can be obtained at speeds greater 2 s per slice.
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becomes sufficiently high to be able to perform mi-
crostructural analysis. This increase in resolution with
decreasing voxel size is illustrated in Fig. 2, where a single
cross-sectional slice of the greater trochanter of a rat (a
bony projection on the proximal femur) has been imaged
with ever finer resolution. Fig. 2a approximates the resolu-
tion obtainable with the best of medical CT scanners
(250- X 250- X 500-um voxels); Fig. 2b approximates the
resolution obtainable with a typical industrial high-resolu-
tion scanner (100-X 100-X 100-pm voxels); Fig. 2c ap-
proximates the resolution obtainable with high-resolution
microtomography system (50- X 50- X 50-p.m voxels); and
Fig. 2d is the resolution achieved with the XTM running in
the low-resolution mode (17-X 17-X 17-pm voxels).
Clearly, as the voxel size becomes smaller, the number of
resolvable microstructural features increases.

The XTM uses a single-crystal silicon monochromator
to select the X-ray energy. The energy chosen is sample-
dependent, and an energy that will optimize the signal to
noise in the images is used. This energy selection criteria
represent a compromise between too much attenuation at
low energy and loss of contrast at high energy [14]. A

specially-designed scintillator screen is used to convert the
X-rays into visible light. Presently, the XTM uses a single
crystal of CdWO, for this purpose. The crystal is highly
polished and coated with an antireflective layer to reduce
blurring that might be caused by reflections from the
surface. The visible light produced by the X-rays is pro-
jected onto the CCD using variable-magnification optical
lenses. These lenses were specially designed for a large
field of view and high spatial resolution with minimal
distortion.

A two-dimensional CCD array detector is used to con-
vert the visible light from the scintillator into position-sen-
sitive electronic signals required for tomographic recon-
struction. The CCD array allows the simultaneous collec-
tion of both multiple ray paths and multiple slices for a
given orientation of the sample, which increases the effi-
ciency of the tomographic measurements. The CCD is
cooled thermoelectrically to temperatures below —40°C to
reduce dark current and readout noise. The optimal tem-
perature for operation is CCD-dependent, and must be
established by making careful measurements of resolution
and charge-transfer efficiency. Finally, the CCD is read

Fig. 2. XTM images of the greater trochanter off of the proximal femur of the rat with decreasing voxel size: (a) voxel is 250X 250X 500
pm (typical of medical CT), (b) voxel size is 100X 100X 100 wm (typical of industrial CT), (c) voxel size is 50X 50X 50 pm (typical of
microtomography), and (d) voxel size is 17X 17X 17 p.m (typical of the XTM in low-resolution mode).
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out as 12-bit data in slow scan manner, thereby greatly
reducing the noise and significantly increasing the linear
range of the detector.

To obtain three-dimensional images, a sample is posi-
tioned on the rotating stage. The sample is initially trans-
lated out of the X-ray path, and an image is obtained of the
incident X-ray beam. This reference image, taken without
the sample, provides the values for /(x’, y') in Eq. (2).
Next, the sample is placed between the X-ray path and the
scintillator, and another image, the projection image, is
acquired. The projection image provides the value for
I(x’, y") at a given angular orientation. The ratios of the
logarithms of the reference image and the projection image
provide values of the integrated attenuation along the
individual ray paths. By rotating the sample in discrete
angular increments through 180°, sufficient data are ob-
tained from the two-dimensional projection images to re-
construct them into a three-dimensional image of the atten-
vation coefficients of each of the voxels in the structure.
This procedure, known as reconstruction from projections,
can be performed in any number of ways [13]. For our
applications, we choose to reconstruct by Fourier-filtered
back-projection.

3. Methods of data analysis

The reconstruction produce large volumes of attepua-
tion data. Of the numerous methods for analyzing these
data to obtain microstructural information, perhaps the
simplest is to display slices or cuts through the object as
images (as in Fig. 2a, b, ¢, and d). Alternatively, the entire
data set can be rendered as a three dimensional object and
viewed from all orientations. As informative as visual
inspection can be, it does not provide quantitative informa-
tion. In addition, if one considers that many data sets will
consist of literally thousands of slices, direct viewing of
every orientation of the sample and relating them to each
other become problematic.

We have extended many of the two-dimensional tech-
niques from stereology to analyze the three-dimensional
XTM data. In particular, we calculate the volume fractions
(V,) and surface areas (S,) of different phases. In addition
to these stereological parameters, we quantify microstruc-
tural features that can be determined only from three-di-
mensional analyses. These include the number of particles
(N,) and their distribution within the sample (correlation
lengths), the interconnectedness of features, and the true
shape and size of the particles. Quantification is facilitated
because the three-dimensional image data are in digital
format.

We illustrate the power of XTM as a three-dimensional
“tool for characterizing microstructures by considering an
application to the processing of continuous-filament, ce-
ramic-matrix composites. Chemical vapor infiltration (CVI)
is an important technology for fabricating SiC ceramic-ma-

trix composites [15). In CVI, a vapor precursor of the
matrix material, methyltrichlorosilane (MTS), is passed
through a network of reinforcing fibers at elevated temper-
ature. The MTS dissociates, and the SiC matrix phase
deposits on the fibers. As matrix growth progresses, av-
enues for gas transport become more tortuous and begin to
close off, eventually stopping the infiltration process. Pore
closure determines the final density of the composite.

CVI technology must be improved if continuous fiber
ceramic composites are to realize their full potential. Fabri-
cation costs must decrease, and residual porosity must be
reduced and controlled. Improvements will require a better
understanding and how processing variables and fiber ar-
chitecture (the orientation of the fibres and the type of
arrangement, or weave) ultimately control the composite’s
microstructure. This understanding has been frustrated by a
lack of good microstructural data showing the evolution of
composite microstructure during CVI [16]. This lack of
microstructural data is largely the result of the difficulty in
trying to reconstruct the three-dimensional pore networks
with two-dimensional analytical methods.

We are using the XTM to study CVI. In a recent
experiment, three-dimensional images of woven SiC fiber
samples (performs) mounted in specially-designed infiltra-
tion chambers were made prior to infiltration with MTS.
After the uninfiltrated preforms were imaged, the samples
were placed into a 975°C furpace and infiltrated for 3 h.
After infiltration, imaging was repeated. This procedure of
infiltration followed by imaging was repeated at 3-h inter-
vals until, because of pore closure, vapor flow through the
composite could no longer be achieved. In this manner,
consolidation of the composite specimens was quantified
as a function of infiltration time.

Within the fiber bundles (tows), where pore sizes can
be much smaller than the spatial resolution of the instru-
ment, consolidation was measured by equating the average
attenuation coefficient in a supervoxel (an assemblage of
adjacent voxels that average over several micropores) to
the amount of SiC that had been deposited. Prior to
infiltration, when the composite is a two-phase mixture of
fibers and pores, the volume fraction of porosity, V., can
be determined from the measured attenuation coefficient
averaged over the supervoxel:

_ {a?

V=1 ;
Mg Py

€))

where {a) is the measured averaged attenuation coeffi-
cient, and p; and p, are the calculated (or independently
measured) mass attenuation coefficient and depsity of the
individual fiber strands. The initial value of the porosity is
used to solve for the subsequent porosity during the course
of infiltration. In this manner, the porosity can be mea-
sured as a function of infiltration time with X-rays of a
single energy.

In an independent study, it was established that the
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supervoxel approach produced volume-fraction values that
were indistinguishable from those obtained with conven-
tional destructive sectioning techniques [17]. Fig. 3 shows
the consolidation of the first 10 plies of a 0/90 preform as
a function of infiltration time. These results are in excel-
lent agreement with model predictions that show the fiber
tows being consolidated rapidly at the outset of CVI.

A similar approach can be used to quantify the mineral
(hydroxyapatite) concentration in dentin: the hard, calci-
fied tissue beneath the enamel layer in teeth. Of interest in
these studies are the changes in mineral density that occur
during caries growth (cavity formation). A relationship has
been derived that relates the attenuation data measured
with XTM to the concentration of the mineral phase in
dentin (C,,) with good accuracy [18)

ay;—0.28

Cp=———, 4
™ 338 )

where a, is the measured attenuation coefficient, and the
measurements are made with 25 keV X-rays. With this
relationship, it is possible to map the three-dimensional
distribution of the mineral phase in dentin and to quantify
caries-induced changes in mineral concentration.

We have designed and used a specimen cell for in vitro
studies of caries growth. The cell is a cylindrical lexan
vessel, 8 mm in diameter. A dentin specimen, approxi-
mately 3 to 4 mm wide and 2 to 3 mm thick with the
enamel removed, is placed in the vessel, and caries growth
is simulated by submerging the specimen in a buffered gel
(pH = 4). The XTM acquires three-dimensional images of
the lesion as it evolves in the gel and quantifies both the
amount of mineral phase removed and the mineral density
gradients that evolve during demineralization. In this man-
ner, it is possible to rapidly evaluate the effectiveness of
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Fig. 3. Tow porosity in the first 10 plies of a 0/90 preform

quantified in situ with the XTM: uninfiltrated preform, 3 h

infiltration, and 6 h of infiltration. Tows are fully consolidated in

the first six to seven plies by the end of 3 h of infiltration. Plies

farther from the vapor inlet become fully consolidated between 3

to 6 h of infiltration. The gradient is consistent with gas-depletion
effects on the deposition process.
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Fig. 4. Percentage of the mineral phase removed from a 0.85-
mm-thick dentin sample, as a function of exposure to caries-
simulating broth (pH =4). Two controls (unlased samples) are
compared to Nd: YAG-treated and Ho : YAG-treated samples. Data
are obtained in vitro with the XTM.

caries treatments and improve our understanding of lesion
formation in dentin.

In a recent experiment, we use the in vitro caries cell to
evaluate the effectiveness of laser surface modification as
a method for inhibiting caries growth in dentin. In this
experiment, dentin samples were treated with two different
laser wavelengths: Nd: YAG at 1.06 pm and Ho: YAG at
2.1 pm. The demineralization was measured as a function
of time in caries solution. The treated samples were then
compared with unlased controls. Fig. 4 shows the percent-
age of the mineral phase removed as a function of time in
the gel for two controls: an Nd: YAG treated sample and
an Ho: YAG treated sample. These data are from a recent
experiment and are included in this paper only to show
that the XTM is useful for studies of this kind. Until all of
the data are analyzed, it is not possible to evaluate the
effectiveness of laser treatments at these wavelengths.

These examples show how volume fractions and con-
centrations can be measured with voxel averaging meth-
ods. As the voxel size becomes smaller than the features of
interest, direct measurement of surface area also becomes
possible. The surface area per sample volume, S, can be
estimated by fitting contours to the phase boundaries in
two dimensions and measuring the total perimeter length
per unit area, B, From stereology,

&)

Because our data are three-dimensional, however, S,
can also be measured by integrating over a three-dimen-
sional mesh fitted to the structures of interest. The advan-
tages of the first method are the ease in fitting two-dimen-
sional contours and the direct relationship of surface areas
determined in this manner to conventional stereological
approaches. The advantage of the three dimensional method

S,=—B,.
a




J.H. Kinney et al. / Nucl. Instr. and Meth. in Phys. Res. A 347 (1994) 480-486

is that the result is not a two-dimensional approximation,
but a direct, three-dimensional measurement.

In more complex applications, it is possible to count all
isolated (nonconnected) particles in a sample. Identifying
isolated particles and correctly enumerating them in a large
volume set (> 100 million voxels) should be a computa-
tionally intensive task. Thanks to an efficient cluster-label-
ing algorithm developed by Hoshen and Kopelman [19],
however, it is possible to label and count all of the isolated
features in a large volume set quite rapidly on a standard
workstation. In this method of counting, particles of type
A are composed entirely of voxels (called sites in ref.
[19]) containing attenuation coefficients unique to the type
A particle. The algorithm performs a single pass through
the data, giving each cluster of type A voxels a unique
label. In those cases where two or more previously isolated
clusters merge, the higher numbered clusters are relabled
as belonging to the lowest number in the newly merged
cluster. A cluster may be considered as being face-con-
nected only, or edge and corner connections may also be
included.

We have use the HK algorithm to count the number of
pores that become isolated (closed off from the infiltration)
during consolidation of the ceramic matrix composite dur-
ing CVI. Ideally, the number of isolated pores would be
minimal because porosity can weaken the composite. Prior
to infiltration, there are no isolated pores, as they are all
interconnected. As infiltration proceeds, pores close off
and become isolated from the infiltrating vapor mixture.
The number of isolated pores increases until, near the
completion of infiltration, the number of isolated
avalanches. At this point, there are no longer any percolat-
ing (continuous) clusters, and infiltration ceases.

We are interested in knowing if the topological proper-
ties of the pore network can be used to explain the onset of
pore avalanche. A similar study of sintering showed a
strong correlation between decreased interconnectedness
and increased isolated porosity [3]. However, in that study,
the method for measuring the connectedness (the number
of connections or pathways between pores) was developed
for serial sectioning and did not lend itself to computer
methods. Feldkamp described a method for calculating the
connectedness of three-dimensional structures, which is
straightforward to implement on a computer [20). The
algorithm computes the Euler—Poincareé characteristic for
a network, X, which is a topological number describing
the number of connections, or branches, minus the number
of nodes. For the volume sets from the CVI data, we
calculated 8, =1 — X, where B, is the first Betti number:
the number of branches that must be cut to form a discon-
nected, or isolated, structure. For example, a simply-con-
nected pore network, or Caley tree, has B8, = 0. Closure of
any pathway or branch in a simply-connected pore net-
work will produce an isolated pore.

Fig. 5 shows preliminary results from a combined
cluster / connectivity analysis. The number of pores is
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Fig. 5. The connectivity density and the number of pores in a
0/45 ceramic matrix composite at different stages in its consoli-
dation. Initially, only one interconnected pore permeates the entire
sample. As infiltration proceeds and the fractional density of the
composite increases, pores gradually become isolated. The con-
nectivity density only gradually decreases during early stages of
consolidation. However, at a critical density, the connectivity
density rapidly decreases as vapor pathways close off. This is
accompanied by an avalanche in isolated pores. Infiltration ceases

shortly thereafter.

represented by the left abscissa, and the connectivity  8;)
is represented by the right abscissa. A sharp break occurs
in both curves at about 75% fractional density. A sudden
decrease in the number of connections toward a more
simply connected network is associated with a simultane-
ous increase in the number of isolated pores. This correla-
tion between connectivity and porosity may lead to new
techniques of optimizing fiber architectures for chemical
vapor infiltration processing.

4, Conclusion

We have described the X-ray tomographic microscope
that we have designed for imaging microstructures in three
dimensions. Although the XTM can be used with conven-
tional X-ray sources, it is truly microscopic only when
used with synchrotron radiation.

The XTM’s application in advanced composites and
mineralized tissues has been described. Methods for fol-
lowing the evolution of microstructure with in vitro and in
situ imaging cells have been demonstrated. A large number
of specially designed cells can be envisioned. Sandia Na-
tional Laboratories, California, has designed an in situ load
frame to use with the XTM. With this load frame, it should
be possible to image the nucleation and growth of cracks
in composites. At Lawrence Livermore National Labora-
tory, we have designed and begun using a stage for
imaging cancellous bone structure in small animals in
vivo. This stage will allow us to quantify sequential changes

XII. X-RAY TECHNIQUES
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in cancellous bone resulting from estrogen deficiency,
microgravity environments, or immobilization.

We anticipate that the next generation of high-bright-
ness synchrotron radiation sources will make the use of
X-ray optics practical, allowing the XTM to achieve even
higher spatial resolution. Nevertheless, even with the cur-
rent spatial resolution, the XTM is already making valu-
able contributions to those studies that require a three-di-
mensional understanding of microstructure.
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Advantages with monoenergetic x-rays:

Less beam hardening artefacts
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Optimized imaging time

Minimized absorbed dose
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Fig. 8. The relative number of scattered X-rays from a skin
sample as a function of the absorbed dose. The line 1s drawn to
guide the eye.
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single crystal
monochromator

beam stop R

2D detector white beam

diffracted
monochromatic beam

4

sample stage

Schematic of the 3D CMT instrument.
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~— CCD camera: Photomerics ATX200L
thermoelectric cooling (Peitier)
1024 x 1024 pixels

% pixel size: 24um x 24um

dynamic range: 12 bits

] —-—o lens: focal length: 320 mm

fmrmme T ——

e S,
screen: Gd202S:Tb deposited on lead glass
(X-ray-to-light conversion)

lens 2: focal length: 112 mm ——3
X-rays
irgor
lead glass plate

CCD based area detector
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High Performance ESRF
Camera Head

High pizel rate, High Dymamic Range, 1 Million 19 um2 pixzels
200 ms Readout Time

J.C. Labiche, J.Segurz. D. Van Brussel, J.P. Moy and the
cooperaton of
J.Cerral, J. Clement and S. Gibney

<
<

ept 85

Imaging Plate
10 Mpels

Slowe scan cooled CCD
{commercially available.
I'to 4 Mpels: 15-24 um sq.

401t §=
1254 §=

= This ESRF development
10 vic §e Ultra-fast (1024)" pixels, 19 um sq.

'mulﬁoucput‘ cameras
=~ \_ o be developed

@

3 3it k
commercial Jasi cameras:

Kodak Ekt: tercial fasi
(256)2 oiizg typ. {312)+ gixels

Lms 10 ms 00 ms L second 10s

Rezdout tme
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CONCEPTUAL DESIGN FOR HIGH-SPEED
COMPUTED MICROTOMOGRAPHY AT THE
ADVANCED PHOTON SOURCE

W. B. Lindquist
Department of Applied Mathematics and Statistics

State University of New York, Stony Brook, NY

A. E. Kaufman
Department of Computer Science

State University of New York, Stony Brook, NY

P. Spanne and K. W. Jones
Department of Applied Science
Brookhaven National Laboratory, Upton, NY

J. V. Smith, M. L. Rivers, and S. R. Sutton

Department of the Geophysical Sciences
The University of Chicago, IL
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Real Time Computed Tomography
System

GOAL:

Data collection, reconstruction and display for a
256x256x256
element volume
at a refresh rate of

10 Hz.
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Raw data from CMT:

One slice:

Typically 1024 x 1024 x12§ words

For volume consisting of 1024 slices:

Approximately 3 Gbyte 'array
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Per Spanne 96-08-03

Reconstruction today:

SNARK filtered backprojection

Parallel processing using PVM
Now 16 computers
Average of 36 s per 1024 slice
10° voxels in 10 h

Improvements within the next 3 months:

Implementation and parallellisation of
the linogram method will increase speed
by a factor of 8

Alternative algorithm can perhaps give
another factor of 2




BEREA SANDSTONE
(for Erika Schlueter, LBNL)

(6 pm voxels - 5 mm diameter)
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A Momose and J. Fukuda: Phase-contrast radiographs of cerebellar specimen

SR source

monochromator

object beam
/
specimen
in liquid cell

wedge-shaped °

phase shifter
—_—

ge detector

FIG. 2. Experimental setup for phase-contrast radiography. When the inci-
dent x-ray beam to an x-ray interferometer, which is cut from a silicon
perfect crystal, satisfies the Bragg diffraction condition. an object beam and
a reference beam are created. A specimen which is put in a liquid-filled cell
is inserted in the object beam path. For quantitative analysis of an interter-
ence pattern. a wedge-shaped phase shifter is inserted in the reference beam
path. The interference pattern is detected by an X-ray image detector and
x-ray films.




C. Raven, A. Snigirev, I. Snigireva, A. Suvorov, P. Spanne

rotation stage

source monochromator with fiber CCD camera
v =
- — >
e a<UTTTT 0
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High Resolution IVEM Tomography of Biological Specimens
John W. Sedat and David A. Agard”

Department of Biochemistry and Biophysics and "Howard Hughes Medical Institute,
University of California at San Francisco, San Francisco CA 94143-0448

Electron tomography is a powerful tool for elucidating the three-dimensional
architecture of large biological complexes and subcellular organelles. The introduction
of intermediate voltage electron microscopes further extended the technique by
providing the means to examine very large and non-symmetrical subcellular organelles,
at resolutions beyond what would be possible using light microscopy. Recent studies
using electron tomography on a variety cellular organelles and assemblies such as
centrosomes (Moritz et al.,1995a,b), kinetochores (McEwen, 1993) and chromatin
(Woodcock, 1994), have clearly demonstrated the power of this technique for obtaining
3D structural information on non-symmetric cell components. When combined with
biochemical and molecular observations, these 3D reconstructions have provided
significant new insights into biological function.

Although the information that tomography provides is unique, its use as a general
tool in the biological community has been limited due to the complexities involved in
data collection and processing. To obtain reasonable resolution on thick biological
samples requires the collection of a large number of tilted views of the same sample
(typically > 100) at fine tilt intervals (< 1.5°) covering an angular range in excess of =
60°. Because it is impossible the make the sample perfectly eucentric, specimen tilting
results in both an X-Y translation and an alteration in focus. Thus each image has to be
re-centered and re-focused. In addition, the images must be converted 1o digital form
and precisely aligned with one another before the reconstruction can be calculated.

This is an extremely exacting and labor-intensive procedure. Recently, efforts
have been made to simpilify parts of tomography through the development of automated
data collection systems (Dierksen et al, 1992; Koster et al,1993). These systems
automate the tilting, translating, focusing and picture-taking steps that make up a typical
data collection. If done manually, this process is both time-consuming due to the large
number of images needed to be collected and also, suboptimal because of the high
dose to which the sample is exposed during the execution of these actions. With an
automated data collection a marked reduction in both time and dose is achieved (Fung
et al, 1996, Braunfeld et al,1994; Koster et al, 1992) improving the quality of the data
collected.
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Our approach to simplifying and integrating the entire process has been to
combine all aspects of a tomographic study: data collection, reconstruction, and image
interpretation within one system (for a more complete discussion, see Fung et. al.,
1996). With our system, both data collection and reconstruction are automated to make
tomography more approachable to the average user. Ease, reliability and speed have
been emphasized.

Instrumentation: Our current system is built around a Philips EM430 Intermediate

Voltage TEM (300 kv LaBg) with a Phillips C400 microscope/computer interface unit
providing a link to all the TEM's functions. Images are acquired through a prototype 12
bit/pixel cooled (-35° C) slow scan CCD camera attached to a Photometrics controlier
(Thompson CCD chip 10242 pixels and 19 x19 um) with a readout rate of 2 x 10°
pixels/s. Imaging control, display and processing were built around a Personal IRIS
4D35 (Silicon Graphics, Sunnyvale) workstation. For fast image acquisition and cross-
correlation calculations, we use a 4 processor Shamrock array processor providing 320
Mflops (SKY Computers Inc.). ‘
I Image Positioning and Focusing Fundamental for automated tomography is the
ability to dynamically correct for the positional and focus offsets that result from
imperfect specimen eucentricity. To minimize beam dosage, very short exposures (~
0.1s) are used for all correction functions. Cross correlation between the current test
image taken after a tilt change, and the last good image immediately reveals the amount
and direction of image translation. Both image and beam deflection coils are energized
so as to precisely re-center the image. In a manner analogous to the built-in wobbler
used to aid in manual focusing, the cross correlation error between two images taken
with the beam tilted first + then - ~ Tmrad reveals the distance that the same is away
from true focus. The energization of the objective lens is then altered to set the desired
underfocus level.

In an effort to make the process more robust, we have developed functions to
monitor the behavior of the data collection. Values such as tilt, maximum or minimum
intensity, and image shift displacements are all checked to make sure each of the
values falls within an expected range, otherwise, an error message is sent and the data
collection is paused until further operator instructions. Problems can be dealt with either
by using a function to resume the next action, or by using a function which goes back to
previous sections in order to redo their collection. Microscope and computer failures
which can completely halt the data collection do happen occasionally. For such
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situations, a recovery function was installed to restore the reference section and all
environment conditions to the last saved image.

More General Functions For a tomography system to be complete, additional
functions which permit ease in scanning and aid in image analysis are needed. We have
incorporated functions to permit computer optimization of sample eucentricity, to
interactively shift the image center , as well as a stereo viewing function to automatically
acquire stereo pairs of an image. To aid in recording larger areas than permitted by the
limitations of the CCD field, a montage function has also been added. The montage
function takes a series of partially overlapping views in order to construct a larger
combined image.

Data Processing Once a data stack is collected, the tilt projection views making up
the stack are processed to ensure that their alignment and mass density distribution are
consistent with the 3D object from which they were derived. Only then can the entire
set of tilt projection views be used to reconstruct a 3D model of the specimen. To
maximize the automation of the processing steps, a pipeline was installed so that
parameters and files created or modified in one module are automatically updated as
input to the next module. Furthermore, each module was optimized so that the number
of input parameters and files entered by the user are kept to a minimum. In the best
case, only the name of the data stack, the approximate size and number of the beads
used for alignment, and the reconstruction volume are strictly required. Options to
switch to an interactive mode are also provided for in each module.

The next step is to obtain the parameters to perform a mass normalization of the
data i.e. to convert the image intensity to a measure of mass density. Once calculated,
these parameters along with the alignment parameters, are applied to the original data
stack before the actual reconstruction begins. One reconstruction method or a
combination of methods is then chosen as a means to construct our 3D density map
from the collected tilt data. We have two reconstruction algorithms: EWBP(Elliptical
Weighted Back-Projection) which is a linear method, and TAPIR (Tomographic
Alternating Projection lterative Reconstruction) which is non-linear and iterative. EWBP
computes the weighted back-projection reconstruction. Besides the conventional r-
weighting function, EWBP contains an elliptical-square weighting function to allow for
arbitrary projection tilting geometry and proper reconstruction scale (i.e., the scale of the
reconstruction corresponds to that of the projections). The other reconstruction
algorithm TAPIR uses an iterative method to compare the reconstruction with the
original data while incorporating some boundary conditions. Simply, TAPIR tries to
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minimize the difference between the reconstruction and the projections with constraints
such as positivity and Z-boundedness. Positivity and boundedness provide strong
constraints for removing reconstruction artifacts due to the missing wedge (finite tilt
range). TAPIR also attempts to minimize the limited detector problem which arises when
the specimen area is larger than the detector.
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X-ray Microtomography
What Can We Learn About Reservoir Rocks and
the Interplay Between Physics and Geometry
Larry Schwartz

Schlumberger-Doll Research, Ridgefield, CT, USA

Models and Measurements of Pore and Grain Geometries
Granular and Image Based Models
Synchrotron X-Ray Microtomography

Calculation of Transport Properties
‘Electrical and Fluid Flow - Single Phase Transport
Multi-Phase Transport

Challenges for the Future - Two Component Pore Spaces

Interfacial Transition Zone in Mortar

Micro-Porosity in Carbonates

Collaborators:

F. Auzerais

J. Dunsmuir (Exxon)
E. Garboczi (NIST)
N. Martys (NIST)

T. Ramakrishnan

D. Rothman (MIT)
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Three Dimensional X-ray Microtomography

B. P. Flannery, H. W. Deckman, W. G. Roberge, and K. L. D'Amico,
Science 237, 1439 (1987).
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How do we Convert Data to a Binary Representation (Pores and Grains)?
L J

1) Bin data into 400 levels and store the intensity function, p(z)

2) Find three parameters: Threshold (T) and Two Grez Levels (A and B)

that minimize the error function

T . > 400 N2 gy g
E = ./0 (i — A)’p(i) di + /T (B —i)*p(i) di
with respect to A, B, and T
3)- This is equivalent to an iterative solution for T
T=(A+B)/2

where A and B are the means of the distributions separated by T.

/T“ ® ip(i) di
/;00 (i) di

4) Result: ¢y = 0.154; while ¢ezp, = 0.152 (He intrusion)

and B=

Reference: A. Magid, S. R. Rotman, A. M. Weiss, IEEE Trans. Systems,
. Man, and Cybernetics, 20, 1238-39 (1989)
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Diffusion Simulations of Conductivity

(1) Standard Diffusion \ <rz>

¢ =¢D

>t

<r>

>

(2) Weak Applied Bias

J ~ ok

>

Formation Factor F = 9(¢=1)
o (9)




VISCOUS FLUID FLOW IN POROUS MEDIA

(1) Definition of Permeability: Darcy Equation

V==Vp

ES I I

n: Fluid Viscosity
v Macroscopic Fluid Velocity
p: Pressure

k: Permeability

| (2) Proper Thing to Do: Solve Stokes Equation

—Vp+nVi=0; V.-@=0

Where 4(7) is the Microscopic Fluid Velocity

(3) Note: k has the Dimensions of Area; Depends on Length Scale
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= (pm) | F |k (pm)* | R, | S

|

¢ (%)

Measured 15.2 9.6 25.6 1.1 0.92 0.03

Calculated || 16.8 | 10.4 |36.0| 1.0 (FD)| 0.84 (1) | 0.53
(Sample 1) 1.2 (LB) | 0.90 (II)

Calculated || 15.0 8.9 28.6 | 1.3 (FD) - —
(Sample 2)

Calculated || 14.6 8.7 32.7 | 1.0 (FD) — —_—
(Sample 3)

Table 1: Measured and calculated values of porosity é, pore-volume-to-surface ration V,/S,
formation factor F', permeability &, endpoint relative permeability &2, and residual saturation
Srw- In the permeability column, FD and LB denote values computed by finite-difference and
lattice-Boltzmann methods, respectively. The endpoint relative permeabilities were computed
from both nonwetting invasion (Type I) and constant saturation (Type II) simulations.
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-- FLUID SATURATED ROCK --

MAGNETIC RELAXATION — PORE LENGTH SCALES

Bulk Relaxation
Two Mechanisms

Surface Relaxation &——. Q - \1

fs

- Spherical Pore - Radius a - Two Cl;ar;;tgri-stic Timg S_cales:

2
Tp = % (Diffusion) T, = ;‘:- (Wall Relaxation)

Fast Diffusion: ‘Qg— < 1  Slow Diffusion: .Eb“;) 1

f"/{/ ; / '
. 4 A
J/ _/"/l :;,.é‘,».". O

Link to Permeability

is Remote (At Best)

BUT - p is Unknown - Crucial in Fast Diffusion Regime




Physical principle

NMR relaxation time To <«—>» pore-body size
1

1 S, 1
T, =/p v\+ Tgb\

surface relaxivity surface NMR relaxation

area of bulk fluid
volume
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MICRITE (Calcite Crystal)




Grain Consolidation Model
Simple Cubic Lattice
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Pore Section
Throat Section
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Combined Intergranular and Micro-Porosity

- Ala=40; ¢,_=020, ¢, =005 o=0.50
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Components of the T, Distributions
Ala = 100; ¢_=0.153, ¢,=0.157

—— Start in Intergranular Pore

———— Start in Micro Pores

p=7.50X 10" cm/s
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WORKSHOP ON COMPUTED MICROTOMOGRAHY
LAWRENCE BERKELEY NATIONAL LABORATORY, AUG. 12-13, 1996

CMT for Soil Science Applications

Volker Clausnitzer and Jan W. Hopmans
University of California, Davis

The CT technique was introduced into the soil sciences by Petrovic et al. (1982) who
measured soil bulk density. Changes in soil water content in both space and time were
determined by Hainsworth and Aylmore (1983), Crestena et al. (1985), and Hopmans et
al. (1992). The ability of CT to monitor displacement concentrations was first
demonstrated by Vinegar and Wellington (1987) and by Steude et al. (1990). For a
compilation of recent soil-related tomography studies, see Anderson and Hopmans
(1994).

Today, x-ray computed microtomography (CMT) provides us with the ability to
noninvasively measure porous-media properties at a scale approaching 10 um. In
contrast, traditional measurement techniques are either destructive or else invasive while
still providing only locally limited information. Because the output from x-ray CT is
directly related to density and atomic number, it is well suited for phase identification and
concentration measurements.

This information is especially valuable when evaluating macroscopic flow and transport
equations derived from the microscopic (or “point”) equations through volume averaging.
While the point equations are based on first principles and the laws of continuum
mechanics, practically useful macroscopic equations are typically obtained only at the
expense of more limiting assumptions and may also require empirical constitutive
relations. The limits of applicability for a macroscopic model have therefore to be
carefully investigated in terms of homogeneity, isotropy, length-scale, and geometric
considerations. For example, consider the transport of a dilute dissolved species by
diffusion arid hydrodynamic dispersion. The appropriate microscopic equation for this
case is

% + V-(cv) = V-(DVec).

Given the velocity field v, boundary and initial conditions, and the coefficient of
molecular diffusion D, it will predict the solute concentration in space and time, c(X, 1),
where x is the location vector. The volume-averaged, macroscopic version of the
equation is
dc - —
£+ V -Ve = D:VVe,
where € and D are porosity and total dispersion tensor, respectively, and the bar indicates
intrinsic averages, i.e., values that are averaged with respect to the liquid phase over a
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representative volume. Within resolution limits, x-ray CT can potentially provide
exhaustive description of pore-space geometry and the c(X, ) field, and consequently, of €

and —c-(x, ). In addition to being noninvasive, c-measurements by CT also avoid the

problem of flux-weighted sampling which is inherent to any physical sampling or
collecting method. Given the velocity field v and the CT information, the suitability of
the macroscopic equation, including the selected constitutive model for D (which
physically is a function of pore space geometry and v), can be evaluated. If the spatial
description of the system is exhaustive, the CT data can also help identifying the optimum
size of the representative averaging volume, i.e., the size at which the value of the
averaged quantity becomes largely independent of the size.

To be useful, the chosen CT method has to be able to capture a sufficiently large domain
in a sufficiently short period of time with sufficient resolution and accuracy. We
investigated the suitability of x-ray microtomography for studying solute transport in
porous media at approximately 20 pum spatial and 20 min time resolution using a 125-kV
microfocus cone-beam scanner (10 um spot size) at Scientific Measurement Systems,
Inc., Austin, Tex. '

Fig. 1 X-ray attenuation vs. solute concentration

After establishing that the chosen scanner configuration permitted the measurement of
solute concentration inside of pores—represented by 0.5-mm glass capillaries—with
adequate accuracy (Fig. 1), we observed the breakthrough of 10%-Nal solution in an
initially water-saturated pack of 0.5-mm glass spheres (average porosity = 0.47). A 90-
min pulse was moved through the system at a steady flow rate of 100 pl/hr. Individual
3D data sets of attenuation values were acquired in 20-min intervals, each encompassing
the complete circular cross section of 4.5 mm diameter over a 0.5-mm vertical range, 20




mm below the inflow (Fig’s. 2 and 3). Before introducing the Nal, a reference scan of
the water-saturated sample was obtained.

Fig. 2 Miscible-displacement experiment

For each scan, the spatial distribution of the iodide was inferred from the attenuation
values after subtracting the reference scan. For quantitative analysis, the top horizontal
cross-section was divided into 16 segments by imposing a rectangular grid.

Fig. 3 Iso-attenuation representation of the giass-air interface in the dry porous medium
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The results indicate that the method clearly discerned differences in the breakthrough
between the 16 individual cross-sectional portions (Fig. 4).

Fig. 4 Local breakthrough curves

The lower limit on the size of these portions is controlled by the noise in the attenuation
values after reconstruction. Smaller portions would contain too few voxels to identify a
significant above-noise reading. To achieve true pore-scale observation capability at
reasonable acquisition times, the photon flux rate in the optimum energy range will have
to be improved.

For a mass-balance computation, liquid-phase cross sections for each segment were
obtained from reference scan (H,0-saturated sample), and vertical components v; of the
local pore-water velocities were estimated from individual peak-arrival times. Based on
these assumptions, 86% of the introduced solute were accounted for in the scans.




The results to date are very encouraging as they demonstrate the applicability of x-ray
CMT for quantitative investigation of flow and transport in porous media. To further
exploit the potential of CMT, our next step will be to observe the complete vertical flow
range of similar breakthrough experiments. Variations in breakthrough are caused by
local variations in flow velocity and in flow path geometry. Because these mechanisms
are represented by the total dispersion tensor D, a complete three-dimensional set of local
breakthrough measurements will be very valuable in evaluating proposed models for this
critical parameter.
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Computerized Microtomography for New Applications

A. Thompson
LBNL

G. Ice
ORNL

The advent of high brilliance synchrotron sources has stimulated the development of
advanced x-ray microtomography and has made it possible gain new insights into materials
properties. However, materials research problems challenge existing tomographic techniques.
High spatial resolution is required to identify and characterize microstructure in real
materials. Good elemental sensitivity is required to study the effects of microalloying. Three-
dimensional crystal texture, strain and phase information is required to understand advanced
materials. In addition, materials samples can inclade a wide range of elements, can come in
unfavorable geometries, and sometimes will require dynamic measurements of their three
dimensional structure.

One challenge for x-ray microtomography, is the measurement of low concentrations with
good spatial resolution and high elemental sensitivity. In several alloy systems, the addition of
10 to 100 ppm can have a major effect on ductility, impact resistance, creep-rupture strength,
radiation stability or weldability. For example in Fe,Al and iridium alloys, weld properties are
sensitive to ppm of Zr and Th. The study the 3-dimensional distributions in microalloy
samples, will require fluorescence tomography techniques. Fluorescence tomography has
been applied to tomography of plasma confinement in fusion devices, and some proof-of-
principle experiments for fluorescence x-ray microtomography have been performed with
simple phantoms and low Z (biological) samples. For example Paul Boisseau completed a
dissertation in 1978 under Lee Grodzins which used x-ray fluorescence microtomography to
study the iron distribution in a honey bee.

Another challenge to standard x-ray microtomography is the study of elemental distributions
in planar structures where elemental sensitivity is required in one or two dimensions, but the
spatial sensitivity in all three dimensions is not required. For example, the elemental
distribution through the thickness of a plastic rocket fuel liner was recently needed to study
the effect of elemental contamination on the liner adhesive properties. Because of the small
concentrations, standard tomographic techniques were not possible. Depth profiling was
accomplished by crossing the x-ray sensitive volume with the incident beam. This technique
allows three dimensional elemental distributions to be built up with good resolution in two
dimensions (determined by the transverse beam dimensions) and with poor resolution in the
third dimension. Similarly, total-external-reflection techniques can be used to depth profile
the elemental distribution with nanometer depth resolution in smooth samples, and standing
wave techniques can be use to study surface contamination with sub-angstrom resolution on
perfect single crystals. '

For a large class of materials, crystalline structure, strain and texture are critical to the
materials properties. Recent work has now demonstrated the possibility of extending x-ray
microdiffraction to the study of three dimensional crystallographic distributions. Efforts are
now underway at the APS, ALS, SSRL and NSLS to further develop x-ray microdiffraction
and x-ray microdiffraction tomography. The measurement of strain and texture in three
dimensions will have important applications to the study of high J. high T, superconductors,
the study of second phase distributions and texture in composite materials, and the study of
crack and void evolution in structural and electronic materials.

Another frontier for x-ray tomography is the development of dynamic or real-time
measurements. Gunivier and Stock have recently studied crack propagation by observing the
evolution of a crack through repeated cycling of the specimen. By monitoring the evolution
of cracks, phases, diffusion, void growth and other microstructural properties it will be
possible to greatly extend our understanding of materials properties.
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Although there are many challenging materials samples where more powerful
microtomography techniques are needed, for some specimens, existing techniques provide
very valuable new information. One almost ideal specimen is an advanced nuclear fuel
sphere for intrinsically safe reactor fuel. These small spheres are composed of a nuclear fuel
kernel surrounded by buffer layers of graphite and a containment barrier of SiC. X-ray
tomography allows a nondestructive evaluation of the sphere to study defects,
inhomogeneities and interfaces. Not only do the tomographic measurements avoid the
contamination problems associated with traditional sectioning methods, but because the
tomographic measurements are nondestructive it is possible to study the evolution of the
spheres through various environmental insults such as simulated meit downs.
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THE SOLID-STATE SIGNALING PATHWAY FROM EXTRACELLULAR
MATRIX TO NUCLEAR MATRIX: THE CRITICAL ROLE OF THREE-

DIMENSIONAL ARCHITECTURE FOR FUNCTIONAL DIFFERENTIATION.

Sophie Leli¢vre and Mina J. Bissell.
Life Sciences Division, Lawrence Berkeley National Laboratory,
1 Cyclotron Road, Bldg 83-101, Berkeley CA 94720.
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Organs comprise specific organization of cell populations surrounded by an extracellular jelly
which includes fibrous and globular proteins called the extracellular matrix (ECM) (figure 1). Cells
are able to communicate with each other through specific cell-cell interactions. Cell-ECM interactions
also transduce messages which participate in the regulation of cell behavior. Some of these messages
ultimately reach the level of the genome in the nucleus and induce the activation or inactivation of
specific genes. Such signaling is the basis for cell differentiation, a process by which cells start out
with the same genetic information in the DNA of their nuclei and change into distinctly different
specialized tissues and organs which make up a functional organism. Understanding cell
differentiation is the Holy Grail of cell biology! Cell biology encompasses the study of cells as living
entities that interact with their microenvironment, take on specialized shapes, size and functions, and
organize into communities (morphogenesis). While most of the functions of the various tissues of the
organism are now known, the role played by tissue structure and organization in the regulation of
such functions remains obscure. Clarifying the relationships between structure and function at the
cellular level is one of the keys which should allow us to answer fundamental questions regarding the
determination of cell and tissue phenotypes as well as their alteration in different pathologies.

Breast cells are useful experimental subjects for cell biologists because the mammary gland
is one of the few tissues that undergoes dramatic changes in form and function after aduithood. The
study of breast cells has permitted the determination of the importance of cell-ECM interactions and
cell structure in the regulation of cell phenotypes. In particular, Bissell and collaborators showed that
the ECM was critical for the induction of cellular differentiation in the mammary gland, leading to
the lactating phenotype through specific ECM component and cell receptor (integrins) interactions
(1). They also demonstrated that ECM-dependent cell shape control was critical for cell
differentiation and they proposed that cellular structure was part of the message necessary for the
completion of such differentiation (2-3). Cellular structure is determined by the ECM-induced
organization of cells into clusters and the specific distribution of internal components of the cellular
architecture, which are both events of a process called morphogenesis. Their results led them to

define not the cell, but the cell plus its ECM as the smallest functional unit of tissues (3-4). How do

these differences in cell shape and structure relate to function in various tissues?




Already we know a lot about the composition of cellular structure. At the surface of the cells
specific components (receptors) are in contact with components of other cells or with ECM protein
fibers. These cellular components are connected within the cell to various elements of the
cytoskeleton. These elements comprise filamentous proteins whose arrangement depends on cell
shape and on cell-ECM and cell-cell interactions. Cytoskeletal elements participate in cell shape and
cell movements. They are also involved in transmission of biochemical signals which cascade toward
internal cellular targets. The overall cytoskeleton constitutes a network of fibers connected by some
of its components to the peripheral part (lamina) of the nuclear skeleton called the nuclear matrix
(figure 2). The nuclear matrix is also described as a network of filamentous components which may
organize nuclear bodies associated with DNA replication and gene expression (5). Interestingly the
chromatin which represents the higher level of DNA organization has been shown to be associated
with the nuclear matrix through specific DNA sequences (6). The physical continuity between the
ECM, the cytoskeleton and the nuclear matrix has been demonstrated using a technique involving the
preparation of cell skeleton/nuclear matrix and the visualization of interconnected elements of the
cellular architecture by electron-microscopy (7). Moreover, the modulation of cell phenotype has
been shown to be associated with alterations of the different elements of cellular architecture.
Together these data support the existence of a solid-state signaling pathway which comprises the
ECM, the ECM receptors, the cytoskeleton, the nuclear matrix and the chromatin (figure 2) and
which has been proposed to be the basis for the regulation of gene expression and cell differentiation

(8).

In order to unravel the relationship between cell structure and function, an increasing number
of studies are now investigating cellular architecture in a biophysical context. One of the aims is to
understand how local changes in the ECM produce alterations of cell and nuclear shape. This is based
on the fact that changes in cell shape are commonly associated with alterations of nuclear structure
(9) which in turn appear to be required for changes in nuclear functions including gene expression.
Ingber and collaborators have introduced the concept of tensegrity (tensional integrity) several years
ago. They studied the transmission of mechanical signals in ECM-directed blood vessel growth and
differentiation (10), by applying a mechanical stress directly to cell surface receptors using a magnetic

twisting device. They argued that mechanical stresses must be transmitted over structural elements




that are physically interconnected (tensegrity). The concept of a solid-state ECM-driven signaling
pathway could be integrated with such a model. For example, it has been shown that only adhesion
receptors such as the beta-1 integrin receptor-induced focal adhesion formation will support a force-
dependent stiffening response to a cell surface applied mechanical stress. Therefore integrins can be
considered as mechano-chemical receptors transmitting physical signals to the cytoskeleton and
nuclear matrix (11). The fact that certain cytoskeletal components are capable of
polymerization/depolymerization (e.g., actin, tubulin) implies that the system can be dynamic (12),
whereas cytoskeletal components such as the cytokeratins, which are static may provide an element
of mechanical integrity which defines cell organization and permits structured morphogenetic
movements (13). These cytoskeletal properties could play an important role during the organization
of cells into defined structures. Ingber and Folkman (14) showed that extracellular attachment points
predominated ECM-driven morphogenetic activity. There is an equilibrium between cellular tension
and ECM resistance, and forces generated from one part of the system will generate a feedback
reaction. Therefore cell-generated forces of tension can organize ECM into a structure that directs
the behavior of single cells and provides the positional information necessary for the organization of
multicellular structures (for a review see 15). While the cytoskeleton has been shown to participate
in ECM signaling, the role of the nuclear matrix in such signaling still requires elucidation. Certain
forces generated by the ECM and transmitted to the cytoskeleton might elicit a resistance response
by the nuclear matrix. We can for example envision such a phenomenon to occur at the level of the
lamina which underlines nuclear shape and whose distribution may be perpendicular to forces
emanating from the ECM and/or the cytoskeleton (figure 3). If it is feasible that intracellular feedback
forces might partly derive from the intrinsic resistance inherent to nuclear matrix structure the
evidence is still lacking. Nuclear matrix structural components implicated in the mediation of ECM-
directed gene regulation might be different from nuclear matrix components which are involved in
change in nuclear shape. It has been proposed that ECM-induced changes in cell shape and nuclear
shape result from the action of mechanical tension that is generated within the cytoskeleton via a
filament sliding mechanism (16). Bending or sliding between cytoskeletal filaments rather than the
stretching of the filaments themselves is also proposed to be responsible for the compliance of cells
(17). Parallel to tensional events, biochemical signals may cooperate and add the subtle alterations

in cytoskeletal and nuclear matrix organization necessary for specific gene regulation during
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differentiation. It has been proposed that a change in the scaffold topology of the cell cytoskeleton
provides a mechanism for the regulation of cellular biochemistry (18). For example, it was suggested
that focal contacts (ECM/cell or cell/cell interactions) may activate signaling molecules bound to the
cytoskeletal network (e.g., protein kinases implicated in the phosphorylation of proteins). Moreover,
various kinases have been shown to be associated with the nuclear matrix and it has been proposed
that phosphorylation of specific nuclear matrix proteins could alter their association and/or
organization within the nucleus and correlate with fundamental events which modulate cells
phenotype (19).

How ECM-induced mechanical and biochemical signals cooperate to direct the expression
or repression of specific genes remains to be determined. More particularly the repercussion of such
signals on chromatin structure has to be analyzed. However such an investigation requires the
identification of structural elements of the nuclear matrix which participate in ECM signaling and the
development of new high resolution technique to énalyze the intricate 3-dimensional organization of

the nucleus.

Recently the study in our laboratory of a human breast tumor progression series has allowed
for the analysis of changes in cellular architecture (including nuclear architecture) when
phenotypically normal cells become tumorigenic. This work is included in the context of cancer as
a disease of cellular organization and structure (20) and aims to participate in the battle against breast
cancer by helping to understand tumor progression and to identify new therapeutic markers for cancer
treatment. The studies were done by culturing cells in physiologically relevant conditions where the
cells are embedded in a 3-dimensional extracellular matrix. This culture system enables the cells to
form pluricellular structures encompassing complex cell-cell and cell-ECM interactions. Moreover,
it allows for the discrimination between functionally normal and tumor cells (21). Functionally normal
breast cells undergo morphogenesis (they growth arrest and form alveoli-like structures) whereas
tumor cells do not undergo morphogenesis (they form disorganized spheroids including actively
proliferating cells). Using the 3-dimensional culture system we were able to show that an alteration
in cytoskeletal architecture was critical for the onset of tumorigenesis (Weaver et al., in preparation).
Moreover, using cell skeleton/nuclear matrix preparations performed directly on cell cultures (in situ),

we were able to identify a nuclear matrix structural component whose distribution is dependent upon




ECM signaling in functionally normal cells. The distribution of this nuclear matrix component is
altered when the cells become tumorigenic. Interestingly, its distribution in tumor cells does not seem
to depend on cell-cell and cell-ECM interactions anymore. This suggests that some interconnections
in the 3-dimensional network of cellular architecture have been modified when the cells became
tumorigenic. Hopefully this nuclear matrix component, as well as other nuclear matrix components
under investigation in our laboratory, will facilitate the establishment of the link between ECM
signaling and the regulation of gene expression through the modulation of nuclear and chromatin
structures.

To achieve this aim, we now have to study the interactions of different elements of cellular
architecture. Such a study undertaken at the nuclear level will require new methods of investigation
using high resolution techniques. Our ideas about cell architecture are shaped by the technology
available for examining the cells. So far thin section electron microscopy permits the study of nuclear
structure at a 2-dimensional level with no possible reconstruction in a 3-dimensional context.
Utilization of immunofluorescent markers permits the simultaneous study of up to three different
parameters of the cellular architecture using confocal microscopy. The 3-dimensional reconstruction
of images of complete cell clusters using a specific computer analysis program is also possible.
However not all the components of the cellular architecture can be analyzed simultaneously and the
resolution is limited. We hope that high resolution X-ray computed microtomography will open up
new avenues for the study of 3-dimensional organization of tissue architecture. More specifically we
need to study the 3-dimensional interactions of nuclear structural elements using cell skeleton/nuclear

- matrix preparations in situ. The technique of visualization must allow for the analysis of the
connective distribution of nuclear elements as thin as 30 nm diameter in pluricellular structures
representing several dozens of microns, but in which we can make sections which would fit with the
maximum thickness authorized by the instrument utilized for the investigation. We propose the

challenge, you give us the instrument: it is a deal !
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FIGURE LEGENDS.

Figure 1. Tissue organization: schematic example of the mammary gland.

Mammary epithelial cells (EC) are organized in alveoli-like structures and surrounded by a specific
type of extracellular matrix called basement membrane (BM). Some mesenchymal cells (MC) are
distributed around the alveolus. Endothelial cells (ENC) which form the blood vessel are also
surrounded by a basement membrane. The various pluricellular structures are embedded in the jelly-
like substance of the extracellular matrix (ECM), which is composed of fibrous and globular protems.
ECM composition depends on the tissue-type. (N: nucleus of the epithelial cell; nuclei are represented
in gray in all cell types; L: lumen of the alveolus where mammary epithelial cells secrete milk proteins

during lactation).

Figure 2. Model of the solid-state signaling pathway: the postulated minimum required unit for
tissue-specific function, the cell plus its ECM (model modified from Bissell et al., 1982, and Bissell
and Barcellos-Hoff, 1987). NM: nuclear matrix, L: lamina; NE: nuclear envelope; A: actin
microfilament; IF: intermediate filament; T: microtubules; ECM: extracellular matrix. Specific cell-
ECM interactions direct the reorganization of the internal cell architecture (schematic square). A, IF,
and T are elements of the cytoskeleton. Regulatory proteins directing cytoskeletal remodeling and

facilitating interconnections between ECM receptors and cytoskeletal elements are not represented.

Figure 3. Diagram representing transmission of ECM-induced mechano-chemical signals
through the cell architecture (solid-state signaling). Hypothetically, the tension-inducing signals
transmitted through pathway A may be resisted at the level of the nuclear structure (e.g., at the level
of the peripheral lamina (L), which is part of the nuclear matrix and part of the nuclear envelope).

Another pathway (B) may permit the transmission of signals inside the nuclear matrix and lead to the

modification of nuclear functions. NM: nuclear matrix; (p) nuclear pores; (pm) plasma membrane.










%5
RO
2522

A




SESSION II: TUESDAY AUGUST 13, 1996

97







High Resolution CMT Workshop, August 12-13, 1996 Berkeley LBNL

Bragg-Fresnel Optics: New Field of Applications.

Anatoly Snigirev, ESRF, B.P. 220, 38043 Grenoble, France

Abstract

Bragg-Fresnel Optics shows excellent compatibility with the third generation synchrotron radiation sources such
as ESRF and is capable of obtaining monochromatic submicron focal spots with 10%-10° photons/sec in an
energy bandwidth of 10*-10"° and in a photon energy range between 2-100 keV. New types of Bragg-Fresnel
lenses like modified, ion implanted, bent and acoustically modulated were tested. Microprobe techniques like
microdiffraction and microfluorescence based on Bragg-Fresnel optics were realised at the ESRF beamlines.
Excellent parameters of the X-ray beam at the ESRF in terms of low emittance and quite small angular source
size allow for Bragg-Fresnel optics to occupy new fields of applications such as high resolution diffraction,
holography, interferometry and phase contrast imaging.

1. Introduction

Among the focusing elements for hard X-rays (> 6 keV) Bragg-Fresnel Optics shows
excellent cdmpatibility with the third generation synchrotron radiation sources such as ESRF.
In addition to a beam of extremely high brilliance, these X-ray sources are characterised by
very small source size. A typical source size at the ESRF is 50-100 pm, that at the source -to-
sample distance of 50 m gives an angular source aperture of about 1-2 prad. The coherence
preservation is precisely, an essential feature which is required of the focusing optics. The
Bragg-Fresnel optics (BFO) is a combination of Bragg reflectionfrom the crystal and
diffraction by Fresnel structure grooved into crystal. As evident from creating principles, the
BFO is coherent optics and this is the only focusing optics that is able to preserve the coherence
of the incoming beam. As a coherent focusing element Bragg-Fresnel optics allows to realise
along with standard microprobe the new field of applications such as high resolution
diffraction, ultra small angle scattering, holography, interferometry and phase contrast
imaging.

BFO was put forward in the Institute of Microelectronics Technology Russian Academy
of Sciences ten years ago [1]. Since that time a lot of efforts has been spent on both BFO
technology development and on experimental and theoretical research on the BFO performance
[2-6]. It is clear that in general Fresnel zone structure on the surface of the flat crystal has an
elliptical shape. Unfortunately, all attempts to obtained reasonable focusing properties for this
type of the BFL failed due to low efficiency (~10%), an existence of zero order of diffraction,
and shadowing effect in the diffraction plane. A remarkable study was done on BFL with the
slope zones [7], but further optimisation of the profile structure is needed. At present two types
of Bragg-Fresnel lenses (BFL) are mainly used [8-9]: linear BFL in sagittal geometry (Fig. 1-
2) and circular BFL in backscattering (Fig. 3-4).
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2. BFO : principles, performance

Bragg-Fresnel crystal optics is based on a superposition of Bragg diffraction by a crystal
and dispersion by a Fresnel structure, which is patterned on the surface or grooved into the
crystal. Unlike the transmission FZP the Bragg-Fresnel lens (BFL) is working in reflection. Its
main advantage is that the various possibilities of beam transformation arising from the specific
properties of Fresnel structures now become accessible to the high energy x-ray range. The
wave reflected by the lower surface of the BFL zone structure gains an additional phase shift T,
as compared to that reflected by the upper surface. So far BFL is a purely phase element, since
upon diffraction of the X-ray wave on the BFL zone structure no amplitude modulation of the
reflected wave is observed. Moreover BFL phase shift for a certain reflection is independent on
the energy and is determined by the structure height only [8]. Diffraction efficiency of the BFL
is very closed to the theoretical performance and is about 40% . The limiting spatial resolution
that can be obtained in BFO is given by the width of the outermost zone of the zone structure.

Present technologies permit to achieve fractions of a micron.

2.1 Linear BFL

A linear BFL in sagittal geometry (Fig. 1-2) on a flat substrate produces one-dimensional
focusing of X-rays [8]. The phase properties of a linear BFL structure do not depend on the

Fig. 1 SEM image of linear Si based Bragg-Fresnel Lens: aperture 150 um, outermost zone
width 0.3 pm, focal distance at 8 keV 25 cm.
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energy. Therefore the same lens can be designed for a wide energy range determined only by
Bragg's low. Tests of linear BFL. were done at the undulator source and wiggler sources. It
was shown that linear BFL is capable of focusing white radiation in the range from 2 to 100
keV[10]. The focal spot of 0.8 wm with intensity 10® - 10° photons/sec for linear BFL was
measured at 8 keV and was limited by the source size according the demagnification ratio [11].

6

from the source
—————

L

Fig. 2 Schematic sketch of the principle of the focusing by means of linear BFL in sagittal
geometry

A limitation of the one dimensional focusing by linear BFL can be easily overcome by
applying Kirckpatrick-Baez geometry [12] or cylindrical bending of the BFL [13-14]. The
experiment was carried out at the Optics beamline (D5) at the ESRF. The focusing properties of
the curved BFL were tested at energies 18 keV and 28 keV. The intensity in the focal plain of
the BFL was measured by means of 2D mapping with 1pum pinhole paired with scintillating
detector or Si PIN diode. In accordance with demagnification factor and X-ray source size the
focal spots of 2*4.5 um?2 at 18 keV and of 3%¥6.5 um? at 30 keV were measured. The
comparison of the X-ray integral intensities in the focus spot by the flat and curved linear BFL
with same parameters was carried out. A gain by the factor of up to 100 in the focal flux was
obtained.
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To improve the resolution and to increase the focal flux the BFL may be completed with
the third and fifths order structures which, increase the total aperture of the BFL by a factor of
3 and 5 respectively [15]. To perform the experiment linear BFL on Si (111) substrate with
first and third order structures was fabricated with the following parameters: total aperture A =
380 pm, lens length L = 8 mm, outermost zone width Arp = 0.3 pm, focal distance F =
0.25m at E = 8 keV. The measured focal spot size was in a good agreement with the
limitations given by the source size and demagnification factor.

To increase the absolute intensity in the focal spot of a BFL it is to change the crystal
reflectivity, i.e. to modify the crystal lattice. An enhancement of the BFL focal flux of up to
15% due to crystal lattice deformations was demonstrated already with ion implanted BFL[16].
However, due to the complicated scattering of the implanted ions inside micron or submicron
size crystal features which make up the BFL relief, the implantation technology destroys the
peripherical zones of the BFL more than increases the intensity in the focus.

2.2 Circular BFL

A circular BFL in backscattering (Fig. 3-4) produces two-dimensional focusing at fixed
X-ray energies determined by Bragg's low for the different reflection orders [9, 17].
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¥
13

e
-
-

Fig. 3 SEM image of the Ge based circular Bragg-Fresnel Lens: outermost zone width
0.15 pm, aperture 100 pm, focal distance at 8 keV 10 cm.
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Therefore, it is not possible to tune the energy. It was shown that the imaging can be made
with significant diffraction efficiency of the BFL in the energy range of about 2 keV-18 keV
when the reflections were varied from Si-111 to Si-999 [9, 17]. The focal spot of 0.7 um with
intensity 10" - 10® photons/sec for circular BFL was obtained at 10 keV [18].

The phase BFL gives a high efficiency focusing of monochromatic X-rays however no more
than a small fraction of the total intensity of a white source is gathered into the focus. To
increase the absolute intensity in the focal spot the ultrasonic modulation of crystals which BFL
is based on was applied [19]. The influence of an ultra sonic modulation of the Bragg-Fresnel
lens as a tunable instrument to vary the radiation flux at the focal spot was studied (Fig. 5). The
reflectivity and integral intensity of the crystal substrate depend on the frequency and amplitude
of the exited ultra sonic wave. The intensity in the focal plain of the BFL was measured by
means of 2D mapping with 10 pum pinhole paired with scintillating detector or Si PIN diode. A
gain by the factor of up to 3 in the focal flux was obtained.

Si-BFL

/ \ undulator

“image plane

Fig. 4 Schematic layout for principle of focusing using circular BFL in backscattering
geometry.

2.3 Elliptical Multilayer BFL

For some applications the degree of monochromatisation obtained by Bragg-Fresnel lenses is
too high. This is the case especially for circular BFLs used in back reflection geometry. This
problem can be overcome by using an elliptical Bragg-Fresnel lenses based on multilayers [20-
21]. Elliptical multilayer lens (Fig. 5) with aperture 140 pm * 18 mm was tested at the ESRF
Optics beamline. The focal length was 40 cm at 12.4 keV. The outermost zone width which
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determines the resolution was 0.3 um. A focal spot of 1.3 * 5 um” and a flux 10° photons / sec
was reached.

Fig. 5 SEM image of the elliptical W / Si multilayer BFL: length 18 mm width 140 pm,
outermost zone width 0. 3 um

3. Applications

It is evident that a combination of microfocusing x-ray optics with the high brilliance x-
ray beams provided by the third generation synchrotron radiation sources like ESRF opens up

new capabilities to develop hard x-ray microimaging and microprobe techniques.

3.1 Microprobe

3.1.1 Microfluorescence

A varied program of experiments using X-ray microbeam produced by BFLs for
fluorescence imaging and elemental distribution was carried out. The experiments have been
performed at different undulator and bending magnet beamlines at the ESRF. Applications of
the developed fluorescence microprobes for elemental distributions in volcanic rocks,
Antarctica micrometeorites, bone specimens and human hair slices were demonstrated [20-22].
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3.1.2 SAXS camera

The attractive feature of proposed BFL-based camera is the fact that one can measure
down to the smallest angles without using a complicated collimation system: defining and
guard apertures (slits). The performance of the BFL-based SAXS camera has been designed
and tested at the Microfocus beamline [23]. The diffraction patterns from the turkey tendon
collagen were detected on the Molecular Dynamics image plate. The first 25 meridional
reflections were resolved. Thus, small-angle scattering is possible from a sample on the scale
of a few m and can be extended to the subpum range. These open the possibility for new
applications of SAXS, in particular in the area of surfaces and interfaces.

3.1.3 High pressure diffraction

It 1s evident that microbeam is very desirable for high pressure experiments, especially
when diamond cells have to be transparent for x-rays and very litle amount of sample is
involved in the measurement [24]. A range of samples were investigated at 26 keV, but more

important results were obtained on oxygen at very high pressures (up to 108 GPa).

3.2 High resolution diffraction

Single crystal Bragg-Fresnel lens is acting as a focusing monochromator producing
cylindrical wave front - a sagittally focused beam remains a very parallel in meridional plane.
This focusing monochromator can be applied in high resolution diffraction technique: double-
and triple-crystal diffractometry for a detailed study of nearly perfect semiconductor crystals
with topological surface structure. High angular resolution can be easily achieved using an
asymmetrically cut BFL crystal, so standing wave technique with lateral resolution of about
1pm is also feasible.

3.2.1 Double crystal stress analysis

A turbine blade of the nickel-base super alloy CMSX-6 which was subjected to service in
an accelerated mission test for several hundred hours was investigated at different positions
aJong several (100) and (001) sections. The local lattice parameters were determined from the
locally measured line profiles of the (004) and (400) Bragg reflections using BFL based
diffractometry set-up with high lateral and angular resolution. The analysis of the data shows
that lattice parameter distributions is determined mostly by the centrifugal stresses and the high
material temperatures, and further details will be published soon [25].

3.2.2 Double crystal diffractometry

The microfocus X-ray diffraction measurements were carried out at the Optics beamline
in (+n, -n) setting consisting of a Si (111) Bragg-Fresnel lens and the sample [26]. Using this
set-up III/Y heterostructures grown by different selective area epitaxy techniques ( planar and
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embedded selective area MOVPE and MOMBE ) were investigated. The samples were test
structures of InGaAs and InGaAsP layers grown on an InP (001) substrate that was partially
masked with SiO2 fields and laser/waveguide devices laterally integrated on an InP (001)
wafer. In order to determine the lattice mismatch close to the boundaries of the layer / oxide and
laser / waveguide boundary, rocking curve scans with micrometer step width were performed.
The lattice distortions of the III/Y - heterostructures show changes at the boundaries in the
range of 5 um to 100 pm depending on the selected process.

3.3 Imaging techniques

3.3.1 Imaging of the self-luminous objects

The circular BFL was applied for imaging of the self-luminous objects such as the
undulator source [27-28]. Two optical geometry's have been tested at the energy 8 keV. In a
first set-up the image formed by the long focus (F = 1.25 m) BFL as an objective lens has been
vertically enlarged by asymmetrically reflected Si-422 crystal with magnification 15 that
corresponds to asymmetry factor. The enlarged image was recorded by X-ray CCD camera
having a resolution of 30 pum FWHM. In a second set-up classical telescope geometry was
applied when two BFLs were used in tandem. The first objective forms a real inverted image,
which was examined using the second short focus BFL (F = 0.25 m), the eyepiece. The
second focal plane of the objective nearly coincided with the first focal plane of the eyepiece
and a 100 pm pinhole was installed in this plane in order to spurs the zero diffraction order for
better image contrast. The image was recorded by X-ray CCD placed at 1.5m distance from the
second lens. The computer recorded images for both optical set-ups were treated and the
deduced values of the emittance are in a good agreement with other estimates.

3.3.2 Phase contrast microscopy

Usual principle of the microscopy based on amplitude contrast which arises through
differences in the absorption length from material to material. From this concept x-ray imaging
microscopy is practically impossible for hard x-rays. It is well known that the contrast of the
sample to be imaged can be enhanced considerably by using phase contrast. Zernicke type
phase contrast microscopy was realised in soft x-ray domain. In principle the same approach
can be apply for hard x-rays using BFO or zone plates. But we suggested to use another way.
High level of collimation and coherency of the X-ray beam provided by the ESRF sources
make it possible to develop phase sensitive technique [29-31]. High energy X-ray phase
contrast microscopy based on the Bragg-Fresnel optics with submicrometer resolution was
demonstrated [32)]. An X-ray image of the free-standing gold grid was observed at 9.5 keV
using a circular Bragg-Fresnel lens in backscattering geometry. The fine 0.5 im gold grid was
clearly seen not only in the open areas of the supporting mesh but also underneath the 3 um
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bars. A contrast of more than 20% was measured. Crystal BFL works like a normal imaging
lens, so it magnifies the phase-contrast image of the object. Moreover, the depth of the image
field was experimentally measured to be almost infinite, this confirms a partially coherent

illumination as in laser microscopy.

3.3.3 Microtomography

Considering the small divergence and coherent properties of the beam evident benefits
might be achieved in the development of phase contrast tomography. The first results on phase-
contrast tomography were obtained at 50 keV recently [33]. For phase contrast tomography
with parallel illumination the resolution is determined by the resolution of the detector: at
present this is 5-10 pm for high resolution X-ray cameras and 1 pm for high resolutions films.
The use of additional optics like a Bragg-Fresnel lens installed after the object should lead to a
0.1 um resolution.

Bragg-Fresnel optics is quite promising for normal absorption tomography with the
pencil beam with sub-micrometer resolution. It is practically impossible to produce sub-pm

beam with collimation systems owing the diffraction broadening.

3.3.4 Holography and interferometry

First holograms from the organic fibres and boron fibre were recorded at the ESRF with
X-rays in the energy range from 10 till 60 keV. Preliminary numerical reconstruction’s of these
holograms with a modified Genzberg-Saxon algorithm show encouraging results. However, in
Gabor holography the spatial resolution is limited by the detector resolution to 1-10 um. To

achieve higher resolution, Fourier transform holography seems to be a promising alternative.
Here the object wave interfere with a spherical reference wave rather than a plane wave as in
the Gabor set-up. We propose to utilise a Bragg-Fresnel lens to obtain a point source for the
spherical reference wave. The resolution will then be limited by the size of the focal spot, thus

by the outermost zone width of the Bragg-Fresnel zone plate.
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Fluorescence Knife-edge mesurements
of the BFL microfocus beam
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TESTING OF SUB-MICROMETER FLUORESCENCE MICROPROBE BASED ON
BRAGG-FRESNEL CRYSTAL OPTICS AT THE ESRF

A. Snigirev, |. Snigireva, P. Engstrém, S. Lequien,A. Suvorov, P. Chevallier, F. Legrand, G. Soullie
M. Idir

ESRF, LURE, IMT RAS,LSA
subm. to SRI-94, to be published in Rev.Sci.Instr.
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Composed Bragg-Fresnel Lens
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2-D focusing by curved linear BFL

A. Snigirev, I. Snigireva, A. Souvorov (ESRF, France)
Ya. Hartmann, V. Yunkin, (IMT RAS, Russia)
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BFL acoustics excitation for light gathering
power enhancement

A. Snigirev, L. Snigireva, A. Souvorov (ESRF, France)
Ya. Hartmann, E.Aristova, (IMT RAS, Russia)
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energy tunability yes no
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angular divergence:
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Applications
of Bragg-Fresnel Crystal Optics

Energy range: 2-100keV
Resolution: at present <1ipm in future ~ 0.1pum

Efficiency: ~40% | ~70%

X-ray microprobe linear/2D
- u-fluorescence

- microdiffraction

- high pressure
- small angle scattering

= high resolution diffraction
multicrystal diffractometry
standing wave
microtopography

Imaging

- beam emittance monitor
- beam position monitor
- phase contrast microscopy
- microtomography
- microinterferometry/ holography/ speckle
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Microfocus double crystal diffractometer based on a linear BFL

A. Snigirev, . Snigireva, A. Freund, B. Lengeler

ESRF, Optics Beamline
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A. Iberl, M. Schuster, B. Baur, H. Gébel
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InP 50 nm
InGaAs 300 nm
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2D imaging of the undulator source 1D6
by phase circular BFL

A= 200
fa=9
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Image of the Electron Beam through the X-Telescope

BFL#1

Undulator

[ = | BFL#2

X-ray

Camera
Electron Energy = 6.05 GeV, Current = 90 mA, BetaX = 27 m, BetaZ = 13 m
Undulator Per. = 42 mm, Field=0.054T, K =0.20, L = 1680 mm
BFL#1 31 m from ID, Foc.= 1.25 m, Diam .= 400 um, E = 7.91 keV
Iris .20 m from BFL #1, Diam = 100 ym
BFL#2 1.58 m from BFL#1, Foc. = 0.25 m, Diam = 120 ym

X-ray Camera 1.75 m from BFL#2, Pixel = 1 1ym, Res. FWHM = 30pm
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10 keV Sub-u Transmission X-ray Microscopy
at the ESRF BL4

Snigirev A.. Snigireva |..

Bdsecke P.. Lequien S.

Ge circular \ . :
BEL ‘ ~__toroidal mirror monochromator

from undulator

Pt pinhole 70um
~ /7 ™\\ Gold grid
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from condensor
(toroidal mirror)

X-ray image
magnification M=4
resolution ~ 0.5um
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Phase contrast imaging with coherent high energy X-rays.
Irina Snigireva ESRF, B.P. 220, 38043 Grenoble, France

1. Introduction

X-ray imaging concern high energy domain (>6 keV) like a contact radiography,
projection microscopy and tomography is used for many years to discern the features of the
internal structure non destructively in material science, medicine and biology. In so doing the
main contrast formation is absorption that makes some limitations for imaging of the light
density materials and what is more the resolution of these techniques is not better than 10-
100 um. It was turned out that there is no way in which to overcome Ipum or even sub-um
resolution limit except phase contrast imaging.

It is well known in optics that the phase contrast is realised when interference between
reference wave front and transmitted through the sample take place. Examples of this imaging
are: phase contrast microscopy suggested by Zemike and Gabor (in-line) holography. Both of
this techniques: phase contrast x-ray microscopy [1] and holography [2] are successfully
progressing now in soft x-ray region.

For imaging in the hard X-rays to enhance the contrast and to be able to resolve phase
variations across the beam the high degree of the time and more importantly spatial coherence is
needed. Because of this it was reasonable that the perfect crystal optics was involved like
Bonse-Hart interferometry [3-6], double-crystal and even triple-crystal set-up using Laue and
Bragg geometry with asymmetrically cut crystals [7-16].

2. Phase contrast imaging based on perfect single crystals

2.1 Phase contrast imaging with Bonse-Hart interferometer

First time imaging was realises by M. Ando and S. Hosoya [4], and then very successfully
developed by A. Momose [5-6].
Advantages:
- refractive index mapping
- high absolute sensitivity
Shortcomings:
- high absorption due to relatively thick crystals
- spatial resolution is limited by the Bormann fan ( ~30 pum)
- energy tunability for given interferometer is limited

- lack of space for sample environment
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2.2 Phase contrast imaging with multicrystal set-up: Laue or Bragg case

There are different schemes using analyser crystal in Laue or Bragg cases that have specific
names as ‘“‘schlieren” (K. Goetz, M. Kalashnikov, Yu. Mikhailov, G. Sklizkov, S. Fedotov,
E. Forster, P. Zaumseil, 1978 [7-8]); “dispersion” (V. Ingal, E. Beliaecvskaya, 1991 [9-11));
“refraction” (K. Podurets, V. Somenkov, S. Shilstein,, 1986 [12-14]); “phase-contrast” (T.
Davis, D. Gao, T. Gureev, A. Stevenson, S. Wilkins, 1995 [15-16]).

Advantages:

- can be realised using laboratory sources

Shortcomings:

- resolution limited by extinction depth (length) 5 - 10 microns
- contrast lost due to beam filtering by crystal analyser.

3. Phase contrast using in-line holography set-up at the ESRF.

3.1 Experimental conditions at the ESRF

Third generation sources such as ESRF make possible to realise phase contrast
techniques for high energy X-rays using Gabor in - line holography set - up [13-16]. Taking
into consideration the optical set-up of the typical beamline at the ESRF (source size ~100 um,
large source to object distances ~50m and presence of the Si monochromator as the first optical
element) one can easily estimate that the provided spatial coherence is about 100 pm, that is
sufficient to observe an interference patterns from samples up to 100 pm in size.

The idea of phase contrast imaging in the transmission geometry can be explain in the
following way. It is easy to show when nearly parallel monochromatic X-ray beam impinges
on the surface of a practically transparent light density specimen there will always be an
apparent deviation from the rectilinear X-ray propagation - the segments of the wave front will
be deflected due to refraction on the sample edge-air interface slope. Further interpositioning of
the deflected coherent rays will course the strong interference at the certain distance. Rough
estimations for the energy 10-50 keV show that the angle of deflection is about 10-5-10-6rad.
and 5-10 microns intersection of the beam may occur at the 1 m distance from the sample.

3.2 Results on phase contrast imaging

The experimental set-up used at the ESRF beamlines for imaging different low density
materials is shown in Fig. 1. The 6 - 60 keV radiation from the source (undulator, wiggler or
bending magnet) was selected using Si monochromator.

Three imaging areas can be determined: shadow or outline image, Fresnel zone fringes
and Fraunhofer zone fringes (Fig. 2). The distance for outline imaging can be varied from few
millimeters to few centimeters depending on the object size. The distances for Fresnel zone
fringes for 1 pm; 10 pm and 100 pm samples for light, soft and hard X-rays are displayed in
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HR detector
(film)

source

\

Fig. 1 Schematic display of the experimental set-up, where distance from the source to the
object was 40 m and distance from the object to the detector varied from O to 200 cm.
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Fy~ dzlk o
object (d, wm) ry=de/A
light 1 2 um
A =0.5um 10 200 pm
100 20 mm
soft x-rays 1 - 1mm
A>10A 10 ~ 01lm
100 10m
hard x-rays 1 10mm
A<1lA 10 Im
100 100 m

Fig. 2 Principle of X-ray phase contrast imaging generated by interference of the diffracted
beams with unscattered wavefield. Three imaging areas are defined: outline imaging (just after
the object; Fresnel and Fraunhofer diffraction zones. Comparison of the Fresnel zone
distances (r;) for light, soft X-rays and hard x-rays are given in the table for 1, 10, 100 um
(d) carbon-based samples.
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table. As it is seen for high energy X-rays we are always in the Fresnel region for imaging 1 -
100 pm objects. |

The phase contrast X-ray images of the boron fiber 100 um in diameter with tungsten
core of about 15 um are shown in Fig. 3. Outline image of the fibers borders at short distances

from the fiber and the fine interference pattern at larger distances (~50 cm) are clearly seen.

Fig. 3 Holograms from the boron fiber with tungsten core recorded at 12 keV energy. fiber-to-
film distance are from 5 to 105 cm.

A comparison between amplitude and phase contrast at 18 keV energy was done.

Fig. 4(a-b) show a seashell Foraminifer “Operculina ammonoides™ imaged in amplitude and

phase contrast modes [17]. It may be advantageous to use both modes, phase and amplitude
contrast, for taking images.

amplitude mode phase contrast mode

Fig. 4 Image of seashell Foraminifer “Operculina ammonoides” taken with 18 keV X-rays in
amplitude and phase contrast modes.
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Theoretical analysis given in [18], shows that the carbon based fibers of 0.1 um diameter
are detectable with 2% contrast at 10 keV. Since the contrast behaviour is linear with the X-
rays wavelength one can predict the same values for 2-3% contrast for 1um fiber at 100 keV.

4. Phase contrast tomography

Phase contrast imaging is very attractive for phase contrast tomography due to the
following features:
- experimental simplicity (straightforward technique)
- energy tunability ( 5 - 60 keV)
- large space for sample environment
- spatial resolution is only limited by the detector
- no need for monochromator, undulator beam can be used directly
- short exposure (recording) time
Phase contrast imaging in outline region and Fresnel (holographic) region can be used for
two types of phase contrast tomography: outline and holographic.

4.1 Qutline tomography

Outline imaging (detector is close to the sample) can be applied for outline phase contrast
tomography. Taking images at different angles and applied then standard will provide cross -
sectional information of the interfaces and borders in the sample. The first results on this type
of phase-contrast tomography [21] were obtained at 50 keV recently (Fig. 5). More examples
and detailed consideration are presented in C. Raven contribution (this proceedings).

Fig. 5 (a) reconstructed cross-section of the boron fiber with the tungsten core and (b) without
(hollow) obtained by a filtered backprojection algorithm.
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4.2 holographic tomography

For holographic tomography set of holographic images in Fresnel region at different
angles of view is recorded. From each projection the phase profile or in other words integrated
phase shift over the projection is reconstructed. Then the obtained set of reconstructed profiles
is putted in standard tomographic algorithm for reconstruction the diffractive index in the cross
section. The most critical step in this technique is the reconstruction of the phase profile from
holograms.

5. Requirements to the optics

Phase contrast imaging based on high spatial coherency of the X-ray beam impose
special requirements for the optics and all elements of the optical set-up to be installed in the
beampath.

It was shown that the rough surface of the Be windows is mainly responsible for the
intensity variation in the beam [20]. To avoid this problem Be foils have to be polished. It
should be noted that the same requirements must be fulfilled for any filters used at the
beamlines

For the first time was demonstrated that the mirrors, that are the best available for the
modern technology, give rise to deterioration of the coherent properties (or produce speckle
structure) of the beam delivered at the third generation synchrotron radiation sources [22]. In
the case of using of mirror, it should be installed in horizontally deflected set-up.

We proposed a holographic technique to characterise the coherence preservation by the
mirrors and multilayers [23]. The X-ray interference pattern from the well known calibrated
transparent sample like a round fiber can be used to characterise the coherence of the beam
including the source and all optical elements installed. It was shown that mirrors deteriorate the
source coherence, while the multilayer completely destroyed a coherence of the radiation in the
vertical direction.

6. Bragg-Fresnel optics for phase contrast imaging

For phase contrast imaging techniques in the in-line holography set-up the resolution is
determined by the resolution of the detector: at present this is 5-10 pm for high resolution X-
ray cameras and lum for high resolution films. The use of additional optics like a Bragg-
Fresnel lens installed after the object should lead to a 0.1 pm resolution [24-26]. First
experimental tests of the imaging properties of the BFO were performed at the ESRF [27].
Crystal BFL works like a normal imaging lens, so it magnifies the phase-contrast image of the
object.
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Bragg-Fresnel optics is quite promising for normal absorption tomography with the
pencil beam with sub-micrometer resolution. It is practically impossible to produce sub-um
beam with collimation systems owing the diffraction broadening.

7. Conclusion

In conclusion we would like to mention that straightforward experimental set-up
proposed allows one to obtain phase contrast imaging at any beamline at the ESRF. Phase
contrast imaging is therefore expected to be useful for investigating the microstructure inside
biological specimens, and organic materials enables the separation of a specific inhomogeneity
or inclusions from the matrix. Specimen size and thickness can have large ranges depending on
the applications.

Future developments is needed on:

- reconstruction technique
- optics:

- coherence preservation (monochromator and mirrors)

- Zernike type microscope based on Bragg-Fresnel optics

- magnification with Bragg-Fresnel optics im and sub-pm resolution
- detectors with resolution 1 pm.
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incident beam

What is phase contrast?

L. transmitted beam interference
sarpple

'
detector
\non-dxffracted beam

ﬂ(ﬁ,&rd‘\ FJ’Q

f . p
Phase contrast method consist in
- separating the diffracted and non diffracted parts of the light
- treating them differently
- recombining them under conditions such that they produce
L controlled visible intereference effects Yy
light |
- Phase contrast light microscopy Zernike, 1935
- In-line holography Gabor, 1948
soft X-rays
- Phase contrast microscope Schmabhl et al., 1988
- X-ray holographic microscopy Aoki et al. 1972
‘ Howels(ALS), Jacobsen(BNL), Polack (LURE)
- X-ray Fouriey holography McNulty & Kirz, 1992
hard X-rays
~ interferometer Bonse & Hart, 1965
- phase contrast imaging
& tomography Ando & Hosya, 1972; Momose, 1995
- phase contrast based on multicrystal setup
“schlieren” Goetz, Kalashnikov, Mikhailov, Sklizkov,
Foerser, Zaumseil, 1978;
"refraction” Shilstein & Podurets, 1986;
"dispersion” Ingal & Beliaevskaya, 1991;

"phase-contrast”

Davis, Gao, Gureev, Stevenson, Wilkins , 1995
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Phase contrast imaging

- Phase contrast microscopy (Zernike, 1935)
- In-line holography (Gabor, 1948)

Soft X-rays (E < 1 keV)

POLYCHROMATIC -

X-RADIATION
/ MONOCHROMATOR PNHOLE

ANNULAR PHASE PLATE

i

MCRO Z0NE PLATE s

CONDENSER ZONE PLATE ZERC OROER

Phase contrast X-ray microscope
(Schmahl, Rudolph, Guttmann, 1988)

> R i
R S 2D Detector
Coherent > (resist, film)
X'fav -
beam
——
_ ;
H -
X-ray in-line holography Howells (ALS)
(Aoki, Ichikara, Kikuta, 1972) Jacobsen (Stony Brook

Polack (LURE)
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Phase contrast using interferometer

Bonse-Hart Interferometer

S A
e
><< !magefifirstector
/

L
5

M.Ando and S.Hosoya, 1972
A.Momose, 1995

[\ \=

U. Bonse, (1996) at ESRF

Advantages

- refractive index mapping
- high absolute sensitivity

Shortcomings

- relatively thick crysals ( 1mm ) - high absorption
105ph/s/mm? at BM Photon Factory (Momose)

- spatial resolution is limited by the Borrmann fan
30 um (according to Momose)

- energy tunability for given interferometer is limited
11 -18keV/0.7-1.3 A (Momose)

- lack of space for sample environment
pressure, temperature etc.
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Multicrystal setup: Laue (l) or Bragg case (ll)

monochromator -

analyzer

I
Image detector
L ] film

/ V.Ingal and E.Belyaevskaya, 1991
1 S.Shilstein and V.Somenkov, 1986
T.Davis, T.Gureev, D.Gao, A.Stevenson, and S.Wikins, 1995

;schlieren” Goetz, Kalashnikov, Sklizkov,
Foerser, Zaumseil, 1978;
"refraction” Shilstein & Podurets, 1986;
"dispersion” Ingal & Beliaevskaya, 1991;
"phase-contrast” Davis, Gao, Gureev, Stevenson,
Wilkins , 1995
Advantage:

can be realised using laboratory source

Shortcomings:
resolution limited by extinction depth (length) 5 - 10 microns

contrast lost
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Experimmental conditions at the ESRF BL HR detector

(film)
monochromator object

source : >

7 2|

r0 r1
source size: - §~100um
source-to-sample distance: ro~50m = gpatial coherence
U

angular source size: ~ 2urad Ary/s = 50um (A=1A)
1% coupl. s ~ 50um

angular source size: ¢ =s/r ~ 1urad!

1. ¢ < AO© ( width of the rock. curve Si monochr.)
2. 0 ~An~10%-10% ( refractive index decrement)
spatial coherence

Mo =100um (A=1A)

Cohevewce & the ged o} expe v mental
C—;"‘C{L‘%MS +o ofserve.  aum . dater ference pa -1-+ey~h)
Which we wish 4o SJ-ua/y .

Snigirev A., ICFA Jan. 1996
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Boron tube
X-ray Phase Contrast
Imaging at 15keV

S EM image




X-ray phase contrast imaging of Boron fiber
at 50keV




X-ray imaging of seaweed Valonia ventricose
at 20keV energy

image in amplitude mode

ia in p'h'ab cotst mo&
500 um
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X-ray phase contrast imaging
Seaweed Valonia ventricosa
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BEREA SANDSTONE
(for Erika Schlueter, LBNL)

phase contrast mode

amplitude mode
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Computed Tomography

« record projections at different angles
g(x,y,2)> P(r,0,z)
« reconstruct 3d data set by
Filtered Backprojection
=» Fouriertransformation

Algebraic Reconstruction (ART)

=p linear inverse problem

Experimental setup COxe i

rotation stage x-&a
source monochromator with fiber CCD camera

TS ‘ Phetouity (eience
| 1) L
g/um%‘,’

—6l5m—> & 5mP>P¢EE—2m —




>J£m..3ﬂ ) .d..x,o&m .A\.. von .>.63».W..3m ..H_<5>Q.?. “
“Wwiij uonnjosal
:@_c 0} Dm‘_mQEoo elswed 8y} Jo uolnjosal ‘sabew 19 WU} paleindjed sem uoljoas-ssoud
1OMO| 3yl UM UdAd ‘udsas IS SI A_.ci m_.v 9100 ayl -(s400 MOJ|0Yy) 8402 Cmum@:a 9U} INoyim
paydle ay| .Q: Jeqgy sy} jo mmmE_ dg poispuay i9qi uoiogq 8yl JO UuOol}0asS-SS04D pPa1oNIISuooay

161

"‘wyiuobie oiydeib
Azn) SITT '19Q1j 9yl WOJ) SduUBISIp W g Ul Wesq  -Owo} pJepuels B Jo sueaw AQ Joaqy
ASY 0G B yum psepiodas asem sebewl  uoJoq Yl jo sebewl uonoas-ssoio ueqo
9yl "wri G Jo 8zisjaxId UUM BIBWED DD B O} Pasn aiem MaIA Jo sajbue JusJBjyIp
pasn am wyy uonnjosas Ybiy ayj Jo pesisu] WOy  papiodas  uwieped  8ouLIBBIU|

AydeI3ouwol0IdNA ISBIIUO)-3SBY ]




Contrast parameter

C= I.ma.x'Imin/Imid

C=2ryAd =&
where Y = 6/ A?
d=0.1um

A=124A (E=10keV)
O = 4.7*%10-6 (carbon)
v =3.05%1014

C =2%

CL

d=1um
A=0.124 A (E.=100keV)

C=2-3%




outline holography
imaging imaging
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Eﬁaée_mrgs_t_&tmin - line holography geometry

Attractive features

- experimental simplicity / straightforward technique
- energy tunability 5- 50 (100) keV

- large space for sample environment

- spatial resolution is only limited by detector (source)

- no needs for monochromator
- undulator beam can be used
- short exposure (recording) time

Shortcomings

At present!

- 1t 1s difficult to interpret the images quantitatively
- lack of reconstruction technique

Applications to various heterogeneous materials:

biological samples,

soil,

advanced materials,

Htc superconductors,

ceramics,

injection moulding composites,
ferrofluids,

filters, paper,

video tapes etc.
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Reconstruction Methods for Phase-Contrast
Tomography

Carsten Raven

July 21, 1996

1 Introduction

Phase contrast imaging with coherent x-rays can be distinguished in outline
imaging and holography, depending on the wavelength A, the object size d
and the object-to-detector distance 7. When r << d?), phase contrast occurs
only in regions where the refractive index fastly changes, i.e. at interfaces
and edges in the sample. With increasing object-to-detector distance we come
in the area of holographic imaging. The image contrast outside the shadow
region of the object is due to interference of the direct, undiffracted beam and
a beam diffracted by the object, or, in terms of holography, the interference
of a reference wave with the object wave (Fig.1). Both, outline imaging
and holography, offer the possiblity to obtain three dimensional information
of the sample in conjunction with a tomographic technique. But the data
treatment and the kind of information one can obtain from the reconstruction
is different.

2 Tomography in Outline Mode

When the phase-contrast images are recorded close to the object, contrast
occurs only at edges and interfaces in the form of sharp peaks in intensity. In a
crude approximation, this intensity distribution can be seen as the projection
of thin absorbative layers in an otherwise transparent object. The thin layers
are exactly there located where interface in the real object are (Fig. 2).
Taking images from different angles of view and process them with a
standart tomographic algorithm will give cross-sectional information of the
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extreme near field: near field far field
Fresnel diffraction: (Fraunhofer diffraction):
r << @\ r~&/4 A r>>@ A
only edges are visible  all parts contribute to form of interference pattern
contrast constant
Outline Mode Holography

Figure 1: Image formation. The intensity distribution is a function of the
object-to-detector distance.

COl'l

' phase- absorptlon

Figure 2: Phase-contrast images in outline mode can be modeled by a trans-

parent objects in absorption mode having thin absorbative layer where in-
terface in the real object are.
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Figure 3: tomographic reconstruction of three hairs in outline mode.

interfaces in the sample. The method of outline-mode tomography differs
from absorption tomography in the way the images are corrected for inho-
mogenities in the background. Where in the latter

Nin 47 :
i 20 d
In N, myﬂ(:z:, z)ds (1)

is used as input data for the tomographic reconstruction to calculate
the absorption index 8, in outline mode tomography the flatfield Iis sub-
stracted from the phase-contrast image I;to account for background noice
and inhomogenities. In Fig.3 the tomographic reconstruction of three
fibers is seen. 200 outline images were recorded on Kodak high resolution
X-ray film and scanned into an image processing routine, which realigned the
images,substracted the flatfield images and sharpened the peaks by means of
a differentiation and a thresholding filter.

3 Holographic Tomography

Reconstruction of the cross sectional refractive index distribution from holo-
grams involves one step more. Prior to the tomographic reconstruction, each
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record holograms l-: for each projection, reconstruct the
of different reconstruct the phase diffractive index in the
angles of view + profile, i.e. reconstruct cross section from
flatfield images the integrated phase reconstructed phase
shift over the projection profiles with a
tomographic algorithr

Figure 4: Principle of holographic tomography. Prior to the tomographic
reconstruction, the phase profiles must be reconstructed numencally from
the holograms for each angle of projection

phase profiles, i.e. the line integral over the phase shift inside the sample

o [
(m)-—%—\- / 6z, 2)dz. (2)

—d/2

must be reconstructed from a hologram. This set of (holographically) re-
constructed phase profiles serves then as input for the tomography algorithm
to obtain cross-sectional information (Fig 4).

4 Phase Reconstruction from Holograms

The most critical step in holographic tomography is the reconstruction of
the phase profile from holograms. We tested the feasibility of different re-
construction and phase-retrieval algorithms and the best choice seems to
be a modified Gerchberg-Saxton algorithm, which iteratively propagates the
wavefield between the object and the detector plane back and forth, sat-
isfying in both planes constrains given by the measured hologram and an
a-priori knowledge of the outer sample-size. A schematic diagram of one
iteration step is shown in Fig. 5. Convergence to the real phase profile
is provided only for a certain range of values for the source size, the wave-
length and the outer size of the object play. The smaller the source size, the
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Figure 5: one iteration step in the modified Gerchberg-Saxton algorithm

higher the coherence and the better the spatial resolution. The lower the
wavelength, the larger the interference pattern and thus the less the demand
on detector resolution. Even under optimal conditions (simulations with a
perfectly homogenous beam, no noise, no detector aberrations) the maximal
object size with which the algorithm still converges is limited to < 100 ym
for a 10 keV beam in the moment. Fig.6 shows that the reconstructed phase
profile ’creeps’ to the real phase profile beginning from the border of the
object. The larger the object size the more iteration steps are necessary to
achieve convergence. Rather major improvements have to be made on the
reconstruction algorithm to overcome this problem of limited object size.

5 Spatial Resolution

Fig.7 shows the calculated and the reconstructed cross-section of the diffrac-
tive index of a fiber bundle.  Fig,8 shows that improving the detector
resolution to better than 2 um does not improve the quality of the recon-
structions further as long as the improvement in detector resolution is not
accompanied by a decrease in source size. A brief listing with the major
issues limiting the spatial resolution of holographic tomography is given in
Fig. 9.
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Figure 6: iterative reconstruction of the phase profile. In this simulation
the hologram was calculated from the ideal phase profile and then the phase
profile was reconstructed from the hologram iteratively

tomographic reconstruction tomographic reconstruction from
from calculated phase profiles reconstructed phase profiles

Figure 7: calculated and reconstructed phase profiles were used to calculate
these cross-sections. The blurring is due to the source size rather than due
to detector limitations.
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Figure 8: improving the detector resolution beyond 1 ym does not improve
the image quality due to the then limiting source size

today future limiting
source size: 80 um 50 um beam emittance,
demagnification factor: vertical coupling
object-to-detector distance im 50 cm reconstruction alqorithm
source-to-object distance 40m 50m g

=25um =0.5um length of beamlines

detector resolution:

high resolution film 1pm 1pm comsize, dynamic range

CCD - camera 8um 2um fluorescence screen
max. object size: 100 um 500 um reconstruction algorithm
beam inhomogenities

vacuum windows surface finish of windows

optical elements in the x-ray surface roughness

beam

Figure 9: The most important parameters which are limiting the spatial
resolution in holographic imaging and tomography
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DIFFRACTION TOMOGRAPHY VIA SOFT

X-RAY HOLOGRAPHY

HISTORY

HOLOGRAPHY EXPERIMENTS

READOUT

RADIATION DOSE LIMITATIONS

SXR DIFFRACTION TOMOGRAPHY: PRINCIPLES
Born approximation
Rytov approximation

PROGRESS IN IMPLEMENTATION
Cryoholography experiments
Results

, PROGRESS IN TWIN-IMAGE SUPPRESSION




X-RAY HOLOGRAPHY: HISTORY

1948

1952

1960's

1972

1980's

1990's

Invention of holography D. Gabor

Suggestion to record holograms with
x-rays and reconstruct the image with visible
light, A. Baez

Invention of the laser and off-axis holography
but failure to do x-ray holography with good
resolution

First hologram made with SR (Aoki and
Kikuta 1972), recognition of the spatial
coherence advantages of SR

Gabor holography at submicron radiation at
Orsay and Brookhaven

e Undulators

* Resists

Fourier-transform x-ray holograms and 3D
reconstructions (McNulty, Trebes, Haddad)
Atomic-force-microscope readout (Lindaas)
Hard x-ray Gabor holography (ESRF)
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X-ray Holography: Results of Denis Joyeux (Institut d'Optique,
CNRS) and Francois Polack (LURE, CNRS)

SEM of silica skeleton of diatom

Interference micrograph of a
hologram recorded at 100 A.

Image reconstructed using a 6320
R laser (48 X 63 um? field).
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X-ray Gabor
(in-line)
Holography
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e No pre-focusing (no imaging optics)
¢ Multimode

¢ Resolution potential

e Compatible with one-shot imaging
¢ Numerical reconstruction:

— Aberration-free
— Simultancous phase and amplitude images obtained

o Disadvantage: Twin-image artifact

e

(Resist Plane)




THE Twiv (MAGE sSIGNAL

Plane wave
wavelength

Sam F’e with
eomf(-ex a5$ot6au¢j A

Virtual
image
plane

(%,4,)

2
ijxo|?

At the hologram the intensity I, (X,) =|r (1 - A(X,))® e e *
1

X1
Now reconstruct with the original reference wave - the field at the real image plane is

in|x?

Ex,)=r{1-AX)®—-e | —A"(X,)+...
2iAz -

X2

Leads to the correct real image plus a second hologram at distance 2z




Scanning Force Microscopy

Steve Lindaas

Cantilever/Tip

z piezo Feedback

Weak Cantilever < 0.1 N/m
Typical Deflection < 1pm

Contact and Noncontact Operating Modes




Atomic Force Microscope

Difference Signal

Q> Split

Photodiode \L

Feedback Electronics

ADC (16 blt)
z (Image) Data

DAC (16 bif) Unix Workstation

x/y Stage Waveforms | ~ IBM RS/6000

Custom Features:

o Lincar stage - bettter than 5 parts in 10*
o Large scan field
o Controlled by UNIX workstation

x No limits on size of dataset

+ Computational power
















Gabor x-ray holography using photoresists
S. Lindaas and M. Howells, Advanced Light Source, Lawrence Berkeley Laboratory
C. Jacobsen and A. Kalinovsky, Stony Brook Physics
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(400 pixels x 0.15um)? (512 pixels x 0.04um }?
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Resoluition Test — Diatom

Amplitude
o
[44)
o

o
(<

12 14 16
Distance fum] (0.031um pixels)

'456m iine' width§

Power Spectrum Density

¥

{r !
‘)"“'"‘h‘:’ "l""‘rm‘rru

i

10 15 20
Frequency [um™]

I
.

“‘ 1 ‘V\*l" th




X-Ray Gabor (in-line) Holography
S. Lindaas?, M. Howells’, C. Jacobsen* and A. Kalinovsky* (+ LBL, i Stony Brook)

Comparative microscopy on critical point dried NIL cell.

m 2.0 pm

TEM image:
magnified 3000 x

201

X-ray 1mage:

Recorded in photoresist (2 = 415 ym.A -
1.89 nm) and scanned using a custom atomi
force microscope.

2.0 um
Optical image:
100x, N.A. = 0.90 objective




LIMITATIONS DUE TO RADIATION DOSE

« Single hologram with resolution 200-400 A: > 108 rads

slow imaging of natural material not possible

« Can image fixed or dried material

« Can image frozen hydrated samples at LN2 temperature
including multiview diffraction tomograpiiy experiments:

(1010 rads allowed)

«  Can use a pulsed source for single-view imaging of natural

material

The ultimate possibility: single-shot, multiview tomography,

(needs a high-gain free-electron laser)
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DIFFRACTION IN THE BORN APPROXIMATION

(Mott and Massey 1950)

PLANE
WAVE
MR)
Uq()

Free space: V2U0 +k2U, =0

Medium of index n: V2U+ng=(l—n2)ng
(k=nky)

Substitute: U=U,+U, n=ny+mn
Now subtract the free-space form and drop second order small quantities
V32U, + k2U, = -2k2nU,

At Q we now get:

Green's Scattering
function potential

Approximations: ny << n, Always OK for x-rays (no=1)

U, << U, Weak scattering and weak absorption
If these are valid: U, (E Ué ) = the measured scattered field

X-RAY VALIDITY: = HARD X-RAY: VALID

SOFT X-RAY: NOT VALID
203




DIFFRACTION IN THE RYTOV APPROXIMATION
(Tatarski 1961, Devaney 1986)
Helmholz equation: V2U+k2U = (1 - nz)ng
| th#ﬁtute: U=e¥
Ricatti equation: Vi +(Vy) +k2 = (1 ~n? )kg
Substitute: V=Yo+Vy; n=ny+n
Now subtract the free-space form and drop second order small quantities
V3(Uoy) + k3 (Ugyy) = —2k5mU,

This is the same as before with

U, =Uoy,
Approximations: n, << ng ~ Aways OK for x-rays (no=1)
V<<V but v, =ikor so [Vy|=k

So the validity condition for the Rytov approximation is

Vy, A <<2r
phase
change
per A
X-RAY VALIDITY: HARD X-RAY: VALID

SOFT X-RAY: VALID
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SOLUTION TO THE INVERSE PROBLEM

Born Approximation:
e — -
UP0 = 5> fff Pl Ll o) o

L—r

\"K

T ™%
‘ ! s(x,y,z)
e 2 .l \“y Fourier
I ' transform
~8.
_Us (kx'ky;z)
~ ik, e T1B
) = —Z exp [ iz | Ul kyi2)
K=k —ky , k=1\kZI-kZI-K

Wolf 1969
GENERALIZED PROJECTION-SLICE THEOREM

206 XBL 8611-9949




EXPERIMENTS

PLANE

- WAVE
MA)
Uoft)

At each view we measure:

U=Aés
Uo = Aoelso
Note the phases are needed: holography provides an approach to this

Two ways to derive U, (U 2 ) from the measured data

Born: s i
= Ae® — Aye
U, =Uyy,
Rytov:

= Age™® {Inf; +i(S— S, )}

Either way the Generalised-Projection-Slice Theorem (or a more meodern
equivalent) could then be used to get n;(r).
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Cryo-Holography at NSLS X1A

7 ag.slnsisx1a/8-96
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BERKELEY L aB

Cryo-Holography Chamber

ag.sl/cryochamber/8-96
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PROJECTIONS ON TO CONVEX SETS

(Stark 1987)

An image of n pixels can be regarded as a vector in n-space

A set of such vectors (images) is convex if for any x; and x, in the set the

point
x=Ax, +(1-A)x; (0<A<])

is also in the set

e Set of all vectors with certain SUPPORT CONSTRAINT
components equal to zero is convex
Im X2
Xy
e Set of all vectors with prescribed Re
phases is convex T X, |
X, 1
e Set of all vectors with prescribed real Qe,
parts is convex
- xl
RS
e Set of all vectors with prescribed
amplitudes is NOT convex Ke
| Rx.

When the constraints are convex and a solution exists, convergence to it is
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High resolution x-ray microtomography of biological samples:
requirements and strategies for satisfying them

Billy W. Loo, Jr."** and Stephen S. Rothman'>*

1. Bioengineering Graduate Group, University of California, San Francisco and Berkeley
2. School of Medicine, University of California, Davis

3. Emest Orlando Lawrence Berkeley National Laboratory, Berkeley, California

4. Departments of Physiology and Stomatology, University of California, San Francisco

Introduction: Biolegical soft x-ray microscopy

High resolution x-ray microscopy has been made possible in recent years primarily by two new tech-
nologies: microfabricated diffractive lenses for soft x-rays with about 30 - 50 nm resolution, and high
brightness synchrotron x-ray sources.

X-ray microscopy occupies a special niche in the array of biological microscopic imaging methods'. It
extends the capabilities of existing techniques mainly in two areas: a previously unachievable combina-
tion of sub-visible resolution and multi-micrometer sample size, and new contrast mechanisms.

Because of the soft x-ray wavelengths used in biological imaging (about 1 - 4 nm), XM is intermediate in
resolution between visible light and electron microscopies. Similarly, the penetration depth of soft x-rays
in biological materials is such that the ideal sample thickness for XM falls in the range of 0.25 - 10 pum,
between that of VLM and EM. XM is therefore valuable for imaging of intermediate level ultrastructure,
requiring sub-visible resolutions, in intact cells and subcellular organelles, without artifacts produced by
thin sectioning.

Many of the contrast producing and sample preparation techniques developed for VLM and EM also
work well with XM. These include, for example, molecule specific staining by antibodies with heavy
metal or fluorescent labels attached, and sectioning of both frozen and plastic embedded tissue. However,
there is also a contrast mechanism unique to XM that exists naturally because a number of elemental ab-
sorption edges lie in the wavelength range used. In particular, between the oxygen and carbon absorption
edges (2.3 and 4.4 nm wavelength), organic molecules absorb photons much more strongly than does wa-
ter, permitting element-specific imaging of cellular structure in aqueous media, with no artificially intro-
duced contrast agents (Figure 1). Thus even living cells can be imaged, depending on radiation dose. This
natural contrast can also be exploited at shorter wavelengths using phase contrast>*.

Some of the x-ray microscopes now in operation around the world produce images directly in digital
form. This greatly facilitates quantitative imaging and computational image reconstruction. For three-
dimensional imaging applications requiring the capabilities of XM, an obvious extension of the technique
would therefore be computerized x-ray microtomography (XMT)>®.

I. Resolution requirements

A consideration of the requirements demanded of XMT must take into account what can be accom-
plished using more readily available VLM methods, weighed against the advantages of imaging with x-




rays. Three-dimensional VLM is generally accomplished by confocal microscopy or wide field micros-
copy with digital reconstruction by deconvolution of the lens point spread function’. Fluorescence im-
aging is required to achieve the highest resolutions. In most cases, resolutions of about 0.2 pm laterally
and 0.5 um axially can be expected, for sample thickness up to a few tens of micrometers. The newest
developments in VLM techniques are pushing the resolution limit to about 0.1 pm in all three dimen-
sions, although to achieve these extreme resolutions ideal optical conditions are required that constrains
the types of samples that can be examined, and how they are prepared.

Given this, it is reasonable to require that XMT resolutions be 0.1 pm or smaller in all three dimensions.
This corresponds roughly to the dimensions of internal features of important intracellular compartments
and organelles, such as mitochondria, Golgi apparatus, and membrane bound storage and secretion vesi-
cles. Many such compartments have complicated three-dimensional topologies that are beyond the abil-
ity of current methods to measure®. XMT has the potential to allow visualization of such structures, and
even quantitation of their contents, in as close to their natural state as possible.

I1. Achieving high resolution in three dimensions — strategies and tradeoffs

Focusing of x-rays is accomplished by the diffraction of the radiation by the small structural features of a
diffractive optical element, called a zone plate, consisting of alternately transparent and opaque concen-
tric rings. The lateral resolution of the lens is roughly the same as the size of its smallest feature, the
width of the outermost zone, currently limited by the fabrication process to about 30 nm®. Because the
wavelengths used are much smaller than the zone plate resolution, the numerical aperture is low and the
depth of focus is much longer than the lateral resolution, typically about 1 - 10 um. The relatively long

depth of focus compared to the sample thickness means that each 2-D image is a projection of axial sam-
ple structure onto a plane. This makes tomography the method of choice for reconstructing 3-D struc-
ture, as opposed to the optical sectioning used for 3-D VLM.

The entire sample must be in focus to achieve a good projection of sample structure. This occurs when
the depth of focus is at least as large as the sample. For zone plates the depth of focus is proportional to
the square of the outermost zone width divided by the illuminating wavelength. Thus, a balance must be
achieved between resolution, wavelength, and sample size: imaging larger samples requires either lower
resolution or shorter wavelength. For example, at 2.4 nm wavelength, nearly the shortest wavelength at
which good absorption contrast exists between protein and water, an 80 nm resolution zone plate has a
depth of focus of 11 um while a 50 nm resolution zone plate could be used to image a 4 pm sample with
corresponding focal depth.

A stronger constraint on resolution is radiation dose to the sample, which is proportional to about the
fourth power of the 3-D resolution. In the above example, achieving 50 nm resolution in 3-D would thus
require roughly 7 times the radiation dose that 80 nm resolution would for the same statistical signifi-
cance in the image, while 40 nm resolution would require 16 times the dose. As a result, high resolution
XMT will likely require freezing of biological samples to cryogenic temperatures, or some similar means
of protection against radiation damage. A conservative estimate of the dose that can be withstood by
frozen biological samples is about 2 - 5 x 107 Gray (J/kg), based on the dose at which x-ray diffraction
patterns from frozen protein crystals are lost'®. The dose required to detect by Rose’s criterion (signal to
noise ratio of 5) a single 80 nm cube of protein at a concentration of 100 mg/mL in the middle of a 10 pm




water layer is 2 x 10° Gy. The dose is the energy absorbed per unit mass by the sample, which depends
on three parameters: sample density, sample thickness, and a wavelength dependent absorption coeffi-
cient. Increases in any of these results in lower transmission through the sample, and therefore requires
stronger illumination and higher dose to obtain images of equal statistical quality.

Consequently, for a given wavelength and acceptable dose, resolution can be increased by decreasing
sample thickness. This can be accomplished by sectioning thick samples, or by imaging samples that are
naturally thin such as cultured cells. Similarly, thicker samples can be imaged more optimally at shorter
wavelengths, where the absorption coefficients are generally lower. At wavelengths shorter than 2.3 nm,
there is no longer good absorption contrast between protein and water. This means that other contrast
mechanisms must be used at these wavelengths, but it also means that dose absorbed by the sample can
be significantly lower. Examples of other contrast mechanisms include naturally occurring phase con-
trast, or artificially added contrast agents such as heavy metals or luminescent labels that emit visible
light upon x-ray excitation''. A barrier to imaging with short wavelengths is that the diffraction efficiency
of zone plates is lower for shorter wavelengths. Manufacturing zone plates that are efficient at short
wavelengths is therefore a technical problem that needs to be resolved for best performance.

II1. Instrumental requirements

Other components are needed for XMT in addition to appropriate sources, optics, and detectors, pri-
marily related to mounting and positioning of the sample. A sample rotation stage is necessary for ob-
taining views from multiple angles because most x-ray microscopes are end stations on synchrotron
beamlines, so the optical axis cannot be moved about the sample. The main challenge is to engineer the
stage in such a way that the sample holder, which can be quite complicated and large, can be rotated
through as large an angle as possible in order to facilitate a good reconstruction.

As mentioned above, radiation doses in XMT generally require that samples in aqueous media be frozen,
so the sample stage must include equipment for cryofixation. One advantage of XM over EM is that the
sample can be in air rather than vacuum, but this means that condensation of humidity onto the cryo-
stage must be prevented, such as by surrounding the sample area with a dry gas chamber.

In addition, samples must be mounted on substrates that are transparent to soft x-rays. Thin membranes
of polymer or silicon nitride under 100 nm thick are usually used for this purpose. These membranes
must be supported by frames such as metal grids or silicon wafers, because their fragility makes them
difficult to fashion into free standing structures.

Given the number of components and optics in the vicinity of the sample, some of them possibly bulky,
it is likely that for practical considerations, the range of rotation of the sample must be restricted to less
than a full circle. This necessitates the use of specialized algorithms to reconstruct the image.

IV. Computational strategies and requirements
Many algorithms have been developed to solve the tomographic reconstruction problem. The most effi-

cient of these from a computational standpoint take advantage of analytical properties of the projection
process that allow inversion of the measurements using Fourier transforms. However, they are not well
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suited to dealing with high noise levels, which may be present when lower illumination intensity is used
to reduce radiation dose, or with missing data as in the limited angle tomography problem. Certain itera-
tive algorithms are useful in these cases because they are designed to provide a good statistical estimate
in the presence of noise, and allow incorporation of prior knowledge about the sample to compensate for
cases in which data is missing'.

The most computationally expensive operations in tomographic reconstruction are projection and back-
projection, the operations that transform between object and projection spaces. For each 2-D axial slice,
a projection or backprojection operation involves a number of arithmetic operations proportional to the
number of angular views times the number of ray projections per view times the number of pixels inter-
sected by each ray. The Fourier inversion methods require only one backprojection. However, the itera-
tive methods may require one projection and one backprojection operation per iteration.

These operations are equivalent to a sparse matrix multiplication, with the number of nonzero elements
in the transition matrix roughly equal to the cube of the width of the slice in pixels, for a typical angular
sampling. Thus for a 256 x 256 pixel axial slice, the transition matrix (using floating point values) would
require about 70 megabytes of memory to store. Assuming each slice in the volume can be processed in-
dependently, with a small multiplicative factor added when there is cross-talk between slices, the com-
putational cost is on the order of 10'° arithmetic operations per iteration for reconstructing a 256 x 256 x
256 volume. (At a voxel size of 40 nm, the total field of view in this case would be a cube 10 pum on a
side.) A good iterative algorithm may converge within about 30 iterations. A computer of relatively mod-
est expense should be able to perform such a full volume reconstruction within several hours.

Aside from the reconstruction process itself, computational tools are needed to analyze volumetric data

and extract measurements automatically to allow processing of a sufficient number of images for statisti-
cal significance. Examples of such tools are algorithms to segment and compile statistics on attributes of
objects of interest'>.

V. Current status, and developments at LBNL

The results of computer simulations have indicated the feasibility of high resolution XMT of biological
samples at tolerable radiation doses®'* (Figures 2-3). Experimental imaging of an artificial test object has
been a technical proof of principle’. However, XMT of biological samples at sub-visible resolution has
not yet been demonstrated. The authors’ work on two view x-ray stereomlcroscopy has come the clos-
est so far to achieving this goal'>’°.

One of the newest high resolution biological x-ray microscopy facilities has been contructed and operat-
ing at the Advanced Light Source (ALS) synchrotron at Lawrence Berkeley National Laboratory
(LBNL)"". The authors have been using this microscope to do quantitative imaging of pancreatic tissue in
their investigation of cellular secretory mechanisms (Figure 4). Work is in progress to implement cry-
ofixation and sample rotation in this and a number of other x-ray microscopes around the world. In addi-
tion, a scanning x-ray microscope for biological samples has been proposed that would take full advan-
tage of the high brightness of the ALS. Such an instrument would be ideal for XMT because the scanning
geometry allows imaging with lower dose due to the lack of optics between the sample and the detector.




V1. Conclusion

X-ray microscopy has begun to provide a new view of biological samples. By extending its view to
three-dimensions, x-ray microtomography has the potential to become a truly powerful method for elu-
cidating complex cellular ultrastructure. X-ray microscopes are in operation around the world that could
be modified into XMT instruments using existing or readily implementable technologies. Continual prog-
ress 1s being made in overcoming the remaining obstacles to optimal performance.
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4 Natural Contrast in the Water Window
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Figure 1: Protein absorbs x-rays much more strongly than does water
in the “water window” wavelength range

1um

0.00
Figure 2: Digital phantom of a biological cell used in a computer simulation of XMT.

The pixel values represent density (in g/cm®) of protein. The smallest point-like features
are 80 nm across. Reproduced with permission from [6].
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R90D i NMSE = 0.02003 R80D NMSE = 0.02803

R70D NMSE = 0.04017 R60D . NMSE =0.05813

Figure 3: Simulated tomographic reconstruction of the phantom in Figure 2 with various re-
strictions on the range of view angles. Reconstructions by an iterative algorithm are shown for
the angular ranges: £90°, £80°, £70°, £60°. Both photon shot noise and blurring due to the
point spread function of an 80 nm resolution zone plate lens are simulated. X-ray wavelength
is 2.4 nm. The average dose to the sample, set at a level sufficient to resolve barely the 80 nm
features, is 9 x 10° Gray. Reproduced with permission from [6].

e

Figure 4: Hign resolution X-ray micrograpn of a U. /> [Lm section oI rat pancreatic tissue.
The mmage shows many zymogen granules surrounding a ductal space. This image is a mo-
saic of several images with smaller field of view. Scale bar =2 pm.
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Principles of x-ray microscopy

Where does x-ray microscopy fit in?

Visible light X-ray Electron
Wavelength ~ 500 nm 2-4nm < 0.1 nm
Resolution ~ 250 nm ~ 50 nm ~ 0.5 nm
Penetration 10’s-100’s um ~ 10 um <0.1 um
Sectioning No No Yes
required?
Stains No No Yes
required?
Living cells? Yes Yes No
Quantitative No Yes No

densitometry
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Rat pancreatic acinar cells

Human spermatozoon
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from B. Alberts, ez. al., Molecular Biology of the Cell, 2nd ed.,

i
1 pm
Fig. 8-7: Electron micrograph of pancreatic acinar cell
Garland Publishing, Inc., New York, 1989.
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7

Fig. 1: High resolution scanning electron micrograph of cleaved rat epididymal cell
from K. Tanaka and H. Fukudome, "Three-dimensional organization of the Golgi complex observed
by scanning electron microscopy,” Journal of Electron Microscopy Technique, 17(1), 1991.




Fig. 4b: Connections between ER and Golgi in nerve cell from rat spinal cord

Fig. 3a: Helically wound Golgi stack in rat extraorbital lacrimal gland cell
from K. Tanaka. A. Mitsushima, H. Fukudome, and Y. Kashima, "Three-dimensional architecture
of the Golgi complex observed by high resolution scanning electron microscopy,”
Journal of Submicroscopic Cytology, 18(1), 1986.




245



















R T e G s Y e







sa1d02S0IDIN SAIBAOUU| ‘19SBRIE) "H puB SUUOION ‘N

-? &,ﬁ_@ig“ A k \,; E
UOISSIWSUEBl] NI

249

NX1S
usAeyyooig

20Ua2saUIWLINT ] ‘uoissiwsuel] Aei-x
ulingn] pazuswA|od pejede eiejsydAjod-wniqial







SUu]

R T







B

SAMPLE HOLDER FOR

BIOLOGICAL MICROSCOPY

WET CELL




NOMJOIN T —wf leu—o

L0dS AVY-X V 00 _

MOONIM N IS V N
|9 OO .)/MWJV

EDOS
MOANIM N IS < oocﬁ

TIONVID NADOWAZ *

SAVI—X
qdSN004

)

SATANVED ANV SMOANIM 0 MAIA dN ASOT)




s s o e ke e b e e o i




Tilt angle




R90OD S NMSE = 0.02003 R8OD NMSE = 0.02803

R70D B NMSE = 0.04017 R60D - NMSE = 0.05813

255




NMSE = 0.02184 R90OD o NMSE = 0.02003

Density (g/cny’)

i B o A -
PEESSTN ST R AVETEET S ST RTRSE ATEDETETEE EPETERR I
Density (g/cm’)

LSS BELINE MR A A A e B e B B e e B
e boavo oy bae o oo by gov 0 by v by gy 7]

1 1
100 150 100 150
Pixel number Pixel number




2.0><107 r

1.5%107 [

Dose {Graoy)

257
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Fig. 1: Stereo image pair of human spermatozoa
from B.W. Loo, Jr., S. Williams, S. Meizel, and S.S. Rothman,
"X-ray stereomicroscopy: high resolution 3-D imaging of human spermatozoa
in aqueous suspension with natural contrast," Journal of Microscopy, 166(2), 1992.

Plate 5: Sterco image pair of rat pancreatic zymogen granule
from B.W. Loo, Jr., et. ¢l., "High resolution x-ray stereomicroscopy:
true three-dimensional imaging of biological samples," in Soft X-Ray Microscopy,
Proceedings SPIE vol. 1741, 1993.
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High Resolution X-ray Computed Microtomography

J. Keenan Brown
UCSF Department of Radiology
and the
UCSF/UCB Bioengineering Graduate Group

- Abstract: This paper qualitatively discusses the primary characteristics of methods for reconstructing
tomographic images from a set of projections. These reconstruction methods can be categorized as
etther “analytic” or “iterative” techniques. Analytic algorithms are derived from the formal inversion
of equations describing the imaging process, while iterative algorithms incorporate a model of the
imaging process and provide a mechanism to iteratively improve image‘ estimates. Analytic
reconstruction algorithms are typically computationally more efficient than iterative methods;
however, analytic algorithms are available for a relatively limited set of imaging geometries and
situations. Thus, the framework of iterative reconstruction methods is better suited for high accuracy,
tomographic reconstruction codes.

L Introduction

Numerous methods have been used to reconstruct tomographic images, representing the
distribution of attenuators within planes through an object, from sets of x-ray transmission projections
through the object(1-3). Generally, these reconstruction methods can be classified as either an
“analytic” or an “iterative” approach. Analytic reconstruction algorithms are derived by starting with
a mathematical model that predicts the set of projections that would be measured given a particular
object geometry (i.e., material types and distributions). The model equations are then inverted to give
an expression for an object geometry in terms of the set of projections. Analytic reconstruction
algorithms are simply techniques for numerically evaluating the inverse model equations. These
algorithms can be computationally efficient. Unfortunately, the needed iverse relationship has only
been derived for a limited number of projection geometries. .

An alternative reconstruction strategy is provided by iterative reconstruction techniques. As
with analytic reconstruction methods, iterative methods start from a mathematical model of the
projection imaging process. Iterative algorithms, however, use this model explicitly to calculate the
set of projections expected for a given image estimate of the object. The calculated projections are
then compared with a measured set of projections for a particular object, and then the image estimate
is updated based on discrepancies between the calculated and measured projections. The projection-
comparison-update cycle is repeated iteratively until the calculated and measured projections in some
sense “match.” Since the inverse of the mathematical projection model is not explicitly needed in
iterative algorithms, the projection model can include many details that are typically ignored in
analytic algorithms. Improvements in the accuracy of the projection model can result in superior
reconstructed tomographic image quality. However, improvements in image quality must be weighed
against the computational burden of iterative algorithms since a single projection-comparison-update
cycle frequently requires more computer time than a full analytic reconstruction from the same
projection data set.
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IL Analytic Reconstruction Algorithms

Perhaps the most common class of analytic reconstruction algorithms for transmission
computed tomography (TCT) are the filtered backprojection (FBP) algorithms. These algorithms
divide the reconstruction process into three steps: (1) weighting the projections, (2) filtering the
projections, and (3) backprojecting the projections. One of the attractive aspects of filtered
backprojection algorithms from a computational perspective is that projections acquired from
different angular views of an object can be processed independently. Thus, the reconstruction can
take place concurrently with the acquisition of projection data, and reconstructed images can be
viewed almost immediately after acquiring the projection data.

As noted previously, analytic reconstruction algorithms, including FBP, have been derived for
a limited number of idealized projection geometries. Most TCT scanners are designed to closely
approximate these idealized geometries so that FBP or other analytic reconstruction techniques can
be used with the system. While these compromises have proved adequate in many medical TCT
imaging situations, applications arise that require higher resolution, accuracy and/or precisision than
can be achieved with these systems.

Several physical aspects associated with TCT imaging are commonly neglected in the
formulation of analytic reconstruction algorithms. Examples include: (1) beam hardening, (2)
truncation, (3) projection measurement noise, (4) object motion, and (5) finite source focal spot size
and detector size. Although the manifestation of neglecting these aspects of transmission imaging in
the reconstruction process varies, generally doing so results in images with reduced contrast and
resolution, and can result in artifactual image structures such as streaks.

IIL Iterative Reconstruction Algorithms

In theory, the physical characteristics of TCT imaging noted above that are not considered
in typical FBP implementations can be treated using iterative reconstruction techniques. This is
possible as long as the imaging and object characteristics are well enough defined to construct an
accurate model of the projection imaging process in the iterative code. While this advantage of
iterative reconstruction methods has been recognized for many years, these techniques are not
routinely exploited for transmission imaging due to the computational burden of iterative
reconstruction methods.

The runtime for iterative reconstruction methods is determined by several factors including: (1) the
complexity of the projection model, (2) the optimization algorithm used, and (3) the number of
iterations required to satisfy the particular set of stopping conditions. Roughly, the minimum time per
iteration is approximately the time to reconstruct the data using an FBP code. Depending on the
optimization algorithm used, it is likely that at least 10 iterations, and perhaps several hundred, may
be required to satisfy the stopping conditions. Qualitatively, this implies that iterative codes require
at least an order of magnitude more time to reconstruct a data set on a given system than is needed
by FBP. Obviously, increasing the complexity of the projection model will increase the runtime for
the reconstruction.
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IV. Summary

Analytic and iterative tomographic reconstruction methods have complimentary characteristics, and
the availability of both techniques on the LBNL Computed Microtomography system would be
advantageous. Several analytic reconstruction methods are well established and computationally
efficient. These techniques generally deliver good image quality for a broad range of imaging
circumstances. However, iterative methods can provide superior image contrast and resolution, and
better quantitative accuracy and precision, at the expense of computational efficiency.
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The Transmission CT
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Transmission Computed
Tomography

1(d,0) Photons are
Detected

y

I,(d,0)Photons Enter
the Object

Total attenuation, p(d,f), along the
line specified by (d,0) is

p(d,0) = In[1,(d,0)/1(d,0)]




Transmission CT Example

Original to Image

. Red regions correspond to

lower attenuation.

"Raw" Projection Data

Projection Data
(Sinogram)

The raw projection
data must be
processed according
to:

log ()




Reconstruction Stategies

I. Analytic Reconstruction Methods

Start with a model equation that predicts
projection measurements for a particular
distribution of attenuators. Invert this model
to give an explicit expression for the
distribution of attenuators in terms of the
projections. ’

II. Iterative Reconstruction Methods
Start with a model equation that predicts
projection measurements for a particular
distribution of attenuators. Use this model to
predict projections for an estimate of the
attenuators. Iteratively refine the attenuator
estimate based on comparisons between
predicted and measured projections.
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Transmission/Emission CT
Reconstruction Methods

Analytic Methods

Advantages

1. Computationally efficient
2. Insight from analytic model

Disadvantages

1. Available for limited geometries
2. Difficult to Incorporate other physical
aspects of imaging problem

Interative Methods

| Advantages

1. Adaptable to broad range of geometries
2. Can incorporate other physical aspects
of imaging problem

Disadvantages

1. Computationally inefficient
2. Limited insight from model problem
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Backprojection from a Point Source

A single ray is 5
"backprojected" N2y

N2
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Log Scaled Surface Plot of
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The || High Pass Filter

N W
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-1 -0.5 0 0.5 1

Applying the high pass filter || approximately
corresponds to correlation with the function shown
above (Fourier Convolution Theorem).
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Filtered Backprojection
of a Point Source

Number of Views
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Reconstruction with Filtered Backprojection

Object to Image Projection Data
(Sinogram)

Filtered

Pt Reconstructed
Projections

Image
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Design Considerations

[. Geometry

The filtered backprojection algorithm can
be used for a limited number of geometries.
These include:

Parallel Beam

= = X-Ray
X-Ray — =
Source — = Difr?g;or
Fan Beam
X-Ray
Poim‘ Source
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Design Considerat

II. Sampling Requirements

ions

Number of Detectors per View:

Simple considerations indicate that there
should be two samples per detector width per
view to achieve a reconstructed spatial
resolution of approximatley one detector

width.
View 1 View 2
+1/4 Detector Width -1/4 Detector Width

R

----- » o Wy

For Opposing Views,
the Detector Arrays are
shifted by 1/2 of a
detector width
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Design Considerations

II. Sampling Requirements
Number of Views:

Simplistic considerations indicate that the
number of angular views of an object should
be ©/2 times the number of detectors.

Positioning Requirements:

Typical Commercial Medical CT scanners
have a positioning accuracy of
approximately 1/10 of a Detector Width.

Detector Dynamic Range:

Typical Commercial Medical CT Scanners
use 20 to 22 bit A/D converters for
projection measurements, and achieve a
dynamic range of 10 to 12 baits in the
reconstructed images.
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Limitations of Analytic
Reconstruction Methods

I. Restricted Scan Geometries
II. Truncation Errors

ITI. Focal Spot & Detector Size
I‘V. Sensitivity to Noise

V. Beam Hardening

VI. Motion

VII. Scatter
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Incomplete Sampling
due to Truncation

Object to Image

Projection Data

Reconstructed
Image
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Incomplete Data due to strong absorber

Image reconstructed
from noiseless data.

Attenuation in the
upright region is
approximatley 4x

greater than in the

darker region.

Image reconstructed
from projection data
including noise.




Beam Hardening Example

"High" Energy
Image

"Low" Energy
Image

Beam Hardened
Image
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lterative Reconstruction
Methods

Sinogram
Comparator |—3»| Corrector
Stopping
Rules
Projector
Initial Image
Estimate

Reconstructed
Image




The Alphabet Soup of

lterative Reconstruction

ART
MART

SIRT

MENT
ML-EM

CG/WLS

SOR

Jacobi, Gauss—Seidel, Kaczmarz

Methods
(Abreviated Edition)

Algebraic Reconstruction Technique

Multiplicative Algebraic
Reconstruction Technique

Simultaneous lterative
Reconstruction Technique

Maximum Entropy

Maximum Likelihood -
Expectation Maximization

Conjugate Gradient /
Weight Least Squares

Successive
Simultaneous Over-relaxation
Sequential




"Spokey" Phantom

Mean Image ~ “"Standard Deviation"
Image

Simulated Projection Data (400 Realizations)
Reconstructed Using 30 ML-EM lterations

500

>. D Pixel Counts

-

5000

1000

Reconstructed Pixel Counts




Summary

Analytic and lterative Reconstruction
Methods are Complimentary

Analytic methods provide computational
efficiency at the expense of image
accuracy,

while,

Iterative methods provide higher accuracy
but carry a much greater computational
burden.
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Requirements on High Resolution Detectors

by
Andreas Koch
European Synchrotron Radiation Facility
BP 220, F-38043 Grenoble

For a number of microtomography applications X-ray detectors with a spatial resolution
of 1 um are required. This high spatial resolution will influence and degrade other
parameters of secondary importance like detective quantum efficiency (DQE), dynamic
range, linearity and frame rate. This note summarizes the most important arguments, for
and against those detector systems which could be considered. This note discusses the
mutual dependencies between the various figures which characterize a detector, and
tries to give some ideas how to proceed in order to improve present technology.

Until now X-ray film has been the main choice if imaging resolution of 1 pm was
required. The main disadvantage is that it takes much time to develop the film, scan it
into the computer and eventually see the image. It is not considered to be an 'on-line’
detector. Other drawbacks are the limited dynamic range and the poor linearity (see
viewgraphs). The absorption of X-rays is poor for energies above 10 keV but this will
be not much different for a few other detectors including luminescent screen based
detectors.

Luminescent screen based detectors 'instantaneously’ convert the X-ray image into a
visible light image which can be registered by usual electronic detectors. This detector
type therefore is ‘on-line’. Even images with high dynamic range of 16 bits can be
recorded and visualized within seconds. Systems with the required spatial resolution,
however, are not commercially available. The main challenge is to fabricate the
luminescent screen. There are mainly three types of screens: powder deposited screens,
crystalline screens and structured screens.

Powder screens are most widely used. Luminescent powders are available in a huge
variety of different chemical compositions. They are composed out of small grains with
minimum grain size of, unfortunately, around 1 um (commercially). So uniform layers
of 1 um cannot be produced, 2 pm is about the limit. The layer thickness is
approximately proportional to the spatial resolution, in terms of fwhm of the
pointspread function (PSF). Therefore, high resolution results often in a low DQE [1].
Even if the production of smaller grains would be feasible, the deposition of the
phosphor gets more difficult. The deposition is usually done in a suspension of these
grains in a liquid. The smaller the grain size, the more the suspension becomes a colloid
and settling becomes more and more difficult. To optimize the detector, a fine grain
powder out of high Z material, high density and high conversion efficiency of X-rays
into light has to chosen. A resolution of 4 pm at 20% rms uniformity has been achieved
(see viewgraphs) which is probably close to the achievable limit.

The resolution of crystalline screens does not only depend on their thickness but also on
the optics used. High aperture optics will have a short depth of focus but good light
collection efficiency. Additionally, parallax may cause a degradation in resolution. The
optimum configuration will depend on the X-ray energy and the crystal used. Polishing
methods probably do not provide crystals which are thin enough. Evaporation or
epitaxial growth methods have to be used which restrict the choice of materials further.
3 um with a YAG:Ce crystal grown on pure YAG has been obtained (viewgraphs). 1
um resolution should be possible to achieve.

Structured screens provide some sort of light guiding perpendicular to the screen in
order to avoid light spreading in the screen and to obtain a higher ratio of thickness over
spatial resolution (again in fwhm of PSF). They can be produced from materials
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growing in needle’ like manner (e.g. CsI) [2] or be using masks filled with the
luminescent material. A resolution of 1 pm has been reported by a group from Exxon
(viewgraphs) [3].

Electron tube detectors employing photoconductive targets have a potential advantage
w.r.t. the ratio of thickness to spatial resolution. The creation of electron hole pairs takes
place along the path of the X-rays and in principal no lateral signal spreading occurs.
Furthermore photoconductors like PbO, CdTe or Se provide good X-ray absorption
which will be important at energies higher than 10 keV. This makes it interesting to
study the potential properties of this system further. A resolution of 500 lp/mm has been
reported (viewgraphs) [4].

More exotic approaches using physical or chemical processes to store a latent image.
Photoresist can be used. When exposed with X-rays, followed by etching will leave a
relief which can be read with an electron microscope. A resolution even of 0.06 um has
been achieved, 0.02 um is estimated to be possible (viewgraphs) [5].

Another method could perhaps exploited for X-ray detection which is used for
holographic recording at visible light. The sensitive target is a sandwich of a
thermoplastic and a semiconductor layer. The thermoplastic layer is electrical
isolating. It is charged to several kilovolts. The incident radiation creates charges which
attract the ions on the thermoplastic layer. The layer deforms when heated up under the
electrical forces. A relief is formed which again may be read out with an electron
microscope [6]. Also for this system, submicron resolution should be possible. These
last two systems of course are not 'on-line'. Their dynamic range and linearity have to
be carefully looked at.

In conclusion, it seems to be most promising to improve luminescent screen detectors in
terms of effort. Rather straightforward is the improvement of crystalline screens. More
effort is required for structured screens. If high DQE and work at high energies is
necessary, electron tubes with photoconductive target may be a very interesting choice.
Their feasibility, however, have yet to be proven. Utmost resolution is obtained from
photoresists.
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“Be¥’  DETECTOR CHARACTERISTICS
Jeet critical requirements

Resolution™

VS.

absorption, readout noise)

exposure time
dose to sample

high resolution requires thin detection layers
therefore '
low absorption of X-rays
low DQE
long exposure times
high dose to sample

VS.
thickness of active detection area
Cspatial resolutioit>

contrast of interference pattern

high X-ray energy requires thick absorbing detection material,

and/or high Z material
therefore
lower spatial resolution or lower DQE
lower contrast in interference pattern 100 mm
2
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DETECTOR DEVELOPMENTS
STRUCTURED SCREENS

Structured Growth of phosphors and
substrate production with small structures,
H.W. Deckman et al., Exxon, USA

Csi-grown on
etched fibre-optic
plate,

aspect ratio 20:1

cell structure

which used
lithographic mask

of polymer colloidal
particles,

Csl was evaporated
into cells afterwards,
aspect ratio 10:1

(b)
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%% HIGH RESOLUTION X-RAY IMAGING
oL - PRINCIPLES

2. Conversion of X-rays ---> electron hole pairs ---> ‘bits’

(X-ray electron tube detectors)
con P"“QMQ“+ OP C‘\.urlg
in small voluwe

o . l phelo conchuctor

X

» spatial resolution: no direct relation to thickness , but f‘"““

 realized: 20 um resolution (2 pm (7): Oguro and Okamoto,
Kanagawa Dental College)
e possible: maybe 7 (combine photoconducting target with
electron microscope
* advantages:
1o 'signal spreading’ like in luminescent screens
well absorbing photoconductors like PbO, CdTe
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ABSORPTION

X-RAY ABSORPTION FOR
DIFFERENT DETECTION TARGETS

; !
—— X-ray film, 12 pm
====-Gd202S, 2 um
——=--==Pb0, 10 um
0.1
0.01
0.001 + : :
0 10 20 30 40 30

PHOTON ENERGY [keV]




%27 CONSEQUENCES FOR DETECTOR

CHOICE
1. Ayailable (at least components)
* photoresist: > 60 nm resolution \\
e X-ray film: > 0.5 um resolution
» X-ray electron tubes: > 20 um resolution (maybe < 10 um)

* luminescent screen/CCD's: >3 um resolution
maybe Exxon detector’

» direct detection with CCD's: > 7 um (<10 keV)

J——"

[\

. Development - 'small’ effort

» deposition of thin films of luminescent materials for
luminescent screen/optics/CCD system
* objective: 1 pm resolution

()

. Development - 'medium’ effort

» structured screens for luminescent screen/optics/CCD system

« like Exxon group (mask out of shrinked polymeric particles)

» or masks with LIGA process

* objective: 1 pum resolution but higher absorption/resolution ratio
than thin film screens

* adapting sytem with thermoplastic/semiconductor layer for X-rays?

4. Development - 'high'’ effort

* high resolution scanning of photconducters
for X-ray electron tube

* highest absorption/resolution ratio expected

* objective: 1 um resolution
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SR ACTIVITIES IN THE DETECTOR
“Pegels: GROUP

Test of luminescent screens

(a) powder deposited
(b) thin crystalls

thickness LSF (fwhm) PSF (fwhm) rel.sensitivity uniformity

@ 18 keV
YAG:Ce 5 um 43um (2.8 Em) 7.7 CCD limited
YVO4:Eu 2um 4.7 um 4.0 um 2.2 19% rms
BGO 20 um 4.2 um 3.6 um 8.4 CCD limited
ZoS:Cu,Al 2 um 4.0 um 3.2 um 6.7 42% rms
Gd202S:Tb 5 um 5.7 um 42 um 100.0 8% rms
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Luminescent films by pulsed laser deposition
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LUMINESCENT FILMS BY
PULSED LASER DEPOSITION

status of project:

e first layers produced and analysed

e stoicheiometry o.k.

» problems with homogenity

* optical system + CCD camera assembled

advantage of this deposition method:

» powder phosphors can be used, wide range available,
different phosphors to adapt to:
absorption edges
emission wavelength
time response
» complicated stoicheiometric compositions are
generally well preserved
* easy to handle c.f. other vacuum deposition techniques
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CONCLUSIONS

1 um resolution - luminescent film - CCD detector
should be feasable.

* 3 um fwhm of pointspread function has been realized.

» This detector will give comparable image quality’ than
film but will be an 'on-line’ detector.

» Detectors with simultaneously better spatial resolution and
DQE require a high development effort.

« Such detectors could be:
detectors with structured luminescent screens
detectors using photoconductive targets and
electron beam readout
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Dose Fractionation Theorem in 3-D Reconstruction (Tomography)

Robert M. Glaeser, Life Sciences Department, Donner Lab, LBNL.

Abstract*

It is commonly assumed that the large number of projections required for single-axis
tomography precludes its application to most beam-labile specimens. However, Hegerl
and Hoppe have pointed out that the total dose required to achieve statistical significance
for each voxel of a computed 3-D reconstruction is the same as that required to obtain a
single 2-D image of that isolated voxel, at the same level of statistical significance (2).
Thus a statistically significant 3-D image can be computed from statistically insignificant
projections, as along as the total dosage that is distributed among these projections is high
enough that it would have resulted in a statistically significant projection, if applied to
only one image. We have tested this critical theorem by simulating the tomographic
reconstruction of a realistic 3-D model created from an electron micrograph. The
simulations verify the basic conclusions of the theorem and extend its validity to the
experimentally more realistic conditions of high absorption, signal-dependent noise,
varying specimen contrast and missing angular range. Furthermore, the simulations
demonstrate that individual projections in the series of fractionated-dose images can be
aligned by cross~correlation because they contain significant information derived from the
summation of features from different depths in the structure. This latter information is
generally not useful for structural interpretation prior to 3-D reconstruction, owing to the
complexity of most specimens investigated by single-axis tomography. These results, in
combination with dose estimates for imaging single voxels (3) and measurements of
radiation damage in the electron microscope (4), demonstrate that it is feasible to use
single-axis tomography with soft X-ray microscopy of frozen-hydrated specimens.

1. Mc Ewen, B.F., Downing, K.H. and Glaeser, R M. (1995) Ultramicroscopy 60: 357.

2. Hegerl, R. and Hoppe, W. (1976) Z. Naturforsch. 31a : 1717.

3. Sayre, D., Kirz, J., Feder, R., Kim, D.M. and Spiller, E. (1977) Ultramicroscopy 2: 337.
4. Glaeser, RM. and Taylor, K.A. (1978) J. Microscopy 112: 127.

* This abstract describes work reported previously in (1). It is used here with only minor
modification from the abstract published in (1).
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Abstract

It is commonly assumed that the number of projections required for single-axis tomography precludes its application to
most beam-labile specimens. However, Hegerl and Hoppe have pointed out that the total dose required to achieve statistical
significance for each voxel of a computed 3D reconstruction is the same as that required to obtain a single 2D image of that
isolated voxel, at the same level of statistical significance. Thus a statistically significant 3D image can be computed from
statistically insignificant projections, as long as the total dose that is distributed among these projections is high enough that
it would have resulted in a statistically significant projection, if applied to only one image. We have tested this critical
theorem by simulating the tomographic reconstruction of a realistic 3D model created from an electron micrograph. The
simulations verify the basic conclusions of the theorem and extend its validity to the experimentally more realistic conditions
of high absorption, signal-dependent noise, varying specimen contrast and missing angular range. Individual projections in
the series of fractionated-dose images could be aligned by cross-correlation because they contained significant information
derived from the summation of features from different depths in the structure. This latter information is generally not useful
for structural interpretation prior to 3D reconstruction, owing to the complexity of most specimens investigated by
single-axis tomography. These results demonstrate that it is feasible to use single-axis tomography with soft X-ray and
electron microscopy of frozen-hydrated specimens.

1. Introduction , structures are macromolecular assemblies, represent-
ing individual units that cannot be treated as identi-

Tomography has become a valuable tool for ob- cal copies of one another. In such applications the
taining three-dimensional (3D) images of subcelular entire data set for the 3D reconstruction must be
structures (e.g. Refs. [1-4]). The majority of these collected from the same unit structure, usually by

tilting the sample about a single axis. Typically
60~150 projections are recorded, over as wide an
angular range as possible (120°-140°).

" Corresponding author. Until recently the large number of projection im-

0304-3991 /95 /$09.50 © 1995 Elsevier Science B.V. All rights reserved
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ages required has been thought to preclude applica-
tion of tomography to beam-labile preparations such
as frozen-hydrated biological specimens. Instead, to-
mography has been primarily limited to embedded
preparations stained with heavy metals, for which the
total electron dose that can be tolerated has not been
a major consideration. On the contrary, embedded
specimens may even be pre-irradiated (i.e., given an
added electron dose not used for imaging) to ensure
stability of the plastic sections before commencing
data collection [5]. Shot noise is not a concern for
specimens that are stable in the electron beam be-
cause each projection is collected with enough illu-
mination to form an image with high signal-to-noise
ratio (S/N). Beam-sensitive samples present a
dilemma, however, in which the structure of the
specimen itself can change from one projection im-
age to the next if the accumulated dose is too high,
while the individual images will have a very high
level of shot noise (i.e., a low S/N) if the accumu-
lated dose is kept low.

- Two recent experimental developments justify a
reexamination of the role of shot noise in single-axis
tomography. In electron microscopy, advances in
automated tomography have improved the overall
efficiency of data collection to the point where it is
now feasible to apply the technique to thin, frozen-
hydrated preparations [6,7). In X-ray microscopy,
advances in zone-plate optics have made it techni-
cally possible .to use soft X-rays to visualize hy-
drated specimens that are several micrometers thick,
with a resolution of 30-50 nm [8,9].

The complexity of the specimens used in soft
X-ray imaging and in electron microscopy are
roughly comparable in the sense that the sought-after
resolution of individual features within the sample in
both cases will tend to be about 20-200 times
smaller than the thickness of the sample. Because of
this complexity, it will generally be necessary to use
tomographic 3D reconstruction for effective interpre-
tation. Frozen-hydrated specimens, whether illumi-
nated with electrons or X-rays, can only sustain a
total dose of 10'° rad before extensive morphologi-
cal damage becomes apparent [10,11]. Under condi-
tions of such limited illumination, the trade off be-
tween radiation damage and shot noise becomes an
important consideration in determining whether a
statistically significant reconstruction will be possi-
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ble because data must be recorded from a large
number of different tilt angles.

Hegerl and Hoppe [12] introduced a critical theo-
rem stating that ‘‘A three-dimensional reconstruction
requires the same integral dose as a conventional
two-dimensional micrograph provided that the level
of significance and the resolution are identical’’. A
very important point in understanding this theorem,
and applying it in practice, has to do with recogniz-
ing that the proof requires (a) that the image — being
a projection — is a linear function of the density of
every voxel of the 3D object, and (b) the shot noise
can be correctly represented as additive noise. Thus,
while the proof developed by Hegerl and Hoppe
dealt with only a single voxel that had non-zero
density, linearity (i.e., additivity) renders trivial its
generalization to an arbitrary collection of voxels
with non-zero density.

In the context of the Hegerl-Hoppe theorem, a
projection image is considered to be statistically
significant only if the contribution made by the
density in a single voxel is statistically significant.
This is different from the usual understanding in
which only the density of a projection (i.e. a 2D
pixel) is required to be statistically significant. The
linear superposition of voxels in a projection ensures
that a projection-image will be significant if the
contribution from each voxel is significant, but the
reverse 1s not always true. The practical relevance of
the Hegerl-Hoppe theorem is that it tells us that it is
permissible to fractionate the dose that would be
needed in order to record a single significant image,
dividing it instead among an arbitranly large number
of images in a tilt series, each of which can no
longer be statistically significant. The implication,
then, of the theorem is that a statistically significant
3D reconstruction can be obtained from projections
which are not statistically significant at the limiting
resolution.

Although the Hegerl-Hoppe theorem has been
controversial, there is no criticism of the fundamen-
tal mathematical analysis [13,14]. Instead criticism
appears to have been made in reaction to the state-
ment that ‘‘two-dimensional microscopy was in fact
a waste of information™ [15]. A helpful rebuital of
these criticisms has been published subsequently by
Hegerl and Hoppe [16] (see Section 4). The unwill-
ingness to accept the conclusions of the dose-frac-
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tionation theorem, which some have expressed in the
past, is clearly due to the wrong impression that the
theorem was claimed to require that the total dose
only produces statistical significance in the projec-
tions, but not necessarily in the images of single
voxels. As stated above, however, the total dose
must be sufficient to guarantee that the image of a
single voxel will be statistically significant (which,
in turn, guarantees that the projection will also be
statistically significant) provided that the total dose
is used for a single image rather than being fraction-
ated into a 3D data set.

While the fundamental conclusion of the
Hegerl-Hoppe theorem is mathematically sound, it
also remains largely untested in experimental situa-
tions. There appears even to have been very little
done to put the theorem to the test by the use of
straightforward numerical simulations. Apart from
demonstrating unambiguously the validity of the the-
orem, within the conditions stated for its derivation,
numerical simulations are able to explore related
questions that may be less amenable to analytic
derivation. In X-ray microscopy, for example, it is
important to know whether dose fractionation will
still work in strongly absorbing (i.e., high-contrast)
specimens, where the shot noise will become highly
signal-dependent and the additive shot-noise assump-
tion will no longer hold. Another important concern
is to determine whether noisy projection images can
still be adequately aligned to a common origin, an
essential prerequisite if the theorem is to be put into
practical application, and an issue that is not ad-
dressed as part of the derivation [16].

To test this important theorem and address the
accompanying questions, we have implemented an
extensive set of simulations of the 3D reconstruction
process using a realistic model created from an
actual electron micrograph. In addition to verifying
the basic conclusion of the Hegerl-Hoppe theorem,
we have extended its validity to the non-ideal, but
experimentally more realistic, cases of high absorp-
tion, signal-dependent noise, varying specimen con-
trast and missing angular range. Finally, we show
that, when the integral dose is partitioned among 180
projections, each projection of our ‘‘realistic model
structure’” still contains enough information to per-
mit accurate alignment using the cross-correlation
function. We also show that reconstruction is suc--
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cessful when the exposure is partitioned into 1800,
or even 18000, projections but at the latter level
individual projections contain little or no information
and cannot be aligned.

2. Methods

We have constructed models from an electron
micrograph of a centriole scanned at 512 X 512 pix-
els (kindly provided by Dr. Conly L. Rieder). The
centriole image was used to ensure that our model
contained realistic levels of gray scale and spatial
complexity. Although this image is actually a 2D
projection from an epon section 0.25 um thick, we
have used it as if it were a 2D slice (i.e., only one
voxel thick) from a 3D object. This is possible
because many of the triplet microtubules in this
particular image are aligned in the depth dimension
and can thus be clearly recognized as the cross-sec-
tions of tubes.

The ability to detect a feature at a given noise
level was defined as the ability to see that feature in
difference images between two separate models
where the feature was either present or absent. Hence
each test required making a comparison between a
model generated from the full centriole image and
one generated from a centriole image with selected
features removed.

2.1. Model A: full structure

The centriole image was first windowed to 384 X
384 pixels and then interpolated to 128 X 128 pixels,
and a circular mask was applied with a diameter of
120 pixels (see row 1 of Fig. 1). Ninety new versions
of the image were created by successive 1° rotations.
The entire set of 91 images was then stacked to give
a 3D model in which the centriole structure twists to
form 1/4 of a turn of a helix. The circular mask
ensured a uniform helical structure without trunca-
tion artifacts.

2.2. Model B: selected features removed

Three different-sized features were removed from
the image: a full triplet centriole blade; a single
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Fig. 1. Models used for the simulations. Columns 1-3 are: the full model (model A), the model with features removed {(model B); and the
difference between models A and B, respectively. Row 1 illustrates the central slice from each model. Model A was created by stacking 91
such slices successively rotated by 1° (see Section 2.1). The three features removed from model B are indicated as BL, blade, MT
microtubule and TP microtubule tip. The tip is only removed from the central three slices, while the microtubule is removed from 31 slices
and the blade from all 91 slices (see Section 2.2). Row 2 shows slices from row 1 imaged at 3.6 X 10® quanta per pixel. At this dose even
the tip is evident in the difference image. Row 3 shows the 0° projections of the models imaged at 2 X 10° quanta per pixel (column 3 is the
difference between the projections shown in columns 1 and 2). This is the fractionated dose, or the illumination level per projection when
the dose used in row 2 is partitioned among a data set with 180 different views. The tip is no longer visible in the difference image, but
densities derived from the blade and microtube are. Row 4 shows the —60° projection of the models imaged at 2 X 10® quanta per pixel.
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microtubule from a different blade; and the tip of an
open microtubule in a third blade (see row 1 of Fig.
1). The features were arbitrarily chosen on the bot-
tom, side and top of the image so that they would not
overlap in any of the projections from the tilt series
(tilt axis lies in the vertical direction in Fig. 1). The
features were masked from the full-sized image (be-
fore windowing, interpolation and masking) and re-
placed by the background density, which was esti-
mated as the average density of a small window
from an area of minimum mass outside the centriole.
The blade and microtubule were masked using an
interactive procedure (see Ref. [17]), while the open
microtubule tip was removed with a small circular
mask 10 pixels in diameter. In the final binned down
version of the image, this feature had a diameter of
approximately 3 pixels.

The above masking procedure was used to create
three different versions of the image: one in which
the blade only was removed; one in which the blade
and the microtubule were both removed; and one in
which all three features were removed. The individ-
ual images were windowed, binned down and circu-
larly masked exactly as for model A. The 3D model
was constructed by stacking rotated versions of the
images in such a way that all three features were
missing from the middle three slices of the model
(slices 45—47), the blade and microtubule were miss-
ing from 14 slices on either side of these (slices
31—-44 and 48-61), and only the blade was missing
from the remainder of the slices (slices 1-30 and
62-91). Thus the blade is absent from all of the
slices of model B, the microtubule from 31 slices
and the microtubule tip from 3 slices. The tip, there-
fore, represents a feature approximately at the resolu-
tion limit of the image and was used to visually track
the recovery of desired resolution in the 3D recon-
struction. The microtubule and the blade were used
to monitor lower-resolution features.

2.3. Models L and H: modifications of model A to
simulate low and high contrast

Variations of contrast between models A and B
were simulated by changing the intensity of the
blade, microtubule and tip in model A. In model L,
their contrast was lowered by adding four times the
density in each voxel of model B to each voxel in
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model A (i.e., the addition of two 3D image files).
Each new voxel was then divided by five with the
result that, in a comparison between model L and
model B, the blade, microtubule and tip have only
1/5 of their contrast relative to a comparison be-
tween models A and B. Areas outside of these
features retained their original density values. In a
similar approach, model H was constructed by sub-
tracting 0.8 times the density in each voxel in model
B from each voxel in model A, followed by multi-
plying each voxel by five (see Fig. 6).

2.4. Computing projections and 2D slices with shot
noise

The noisy data sets used for simulations of the 3D
reconstructions were constructed from each of the
four models in two steps. First the mass-density
distribution was computed for 180 different projec-
tions over an 180° angular range with a 1° interval.
The tilt axis was orthogonal to the cylindrical axis of
the helical models (vertical direction in Fig. 1). In
the second step, shot noise in the illumination was
simulated by assigning to each pixel a number of
incident quanta, X, drawn from a Poisson distribu-
tion [18] with mean X, : The output density for each
pixel was set equal to X,, the number of quanta
transmitted through the specimen:

X, = exp(—EP(I))X,, (1)

where P(I) is the input density value of the pixel.
P(I) is the sum of voxel densities along a ray
through the 3D model, in the direction of a particular
projection. E is the extinction coefficient.

The value of E was selected as an input parame-
ter to give the desired value for the maximum or
average beam-absorption of the data set during each
series of simulations. Similarly, the mean number of
quanta per pixel, X, was selected to specify the
illumination level. The same procedure was also
used to generate simulated images of individual slices
of the model as shown in row 2 of Fig. 1. Projections
of models A, B and their difference are shown at 0°
tilt angle in row 3 of Fig. 1 and at —60° in row 4 of
Fig. 1. The latter emphasize how projections fre-
quently provide a very confused picture of the actual
3D structure.
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Fig. 2. Detection as a function of S/N. Difference images were computed from binary versions of the central slices from models A and B
with S/N values between 1 and 9. The S /N values were specified by setting the absorption level to 1% and the mean dose values from 10*
through 81 X 10* quanta /pixel (see Section 3.1 for details). The results of one such determination, for S /N values between 1 and 8, are
shown. When this trial was repeated ten times, the microtubule tip was never detected when S/N = 1; it was detected 2 of the 10 trials
when S/N = 2; 5 of the 10 trials when S/N = 3; 9 of the 10 trials when S /N = 4 or 5; and all 10 trials when S /N > 5. This result agrees
with the Rose criterion, which states that a S /N of 5 or greater is required for reliable detection of features at the resolution limit.

a Poisson distribution with the latter being used to
compute X .

2.5. Signal-dependent noise

The stochastic nature of absorption becomes a
significant source of noise -in strongly absorbing
specimens. In this situation the number of quanta

2.6. 3D reconstruction from noisy projections

The weighted back-projection method (see Ref.

transmitted through the sample, X,, was drawn from
a binomial distribution [18] with the number of
incident quanta, X, and the probability of transmis-
sion, P = exp(— EP(I)), as input parameters. Thus,
in the high absorption case, X, is determined by two
statistical distributions: the binomial distribution and

[19]) was used to compute reconstructions, and no
non-linear restoration methods were applied. The

-reconstruction volumes were 128 X 128 X 128 vox-

els. The middle slices (63—65) from reconstruction
volumes derived from model B were subtracted from
those derived from models A, L, or H to determine

Fig. 3. Difference images of single slices of either the model or the 3D reconstructions obtained with varying amounts of illumination. The
extinction coefficient in Eq. (1) was set so that the average absorption in the projections was 1% {(absorption in single slices is much less).
The total dose in columns 1-4 is 0.2, 0.8, 3.2 and 8.9 X 108 quanta per pixel. Row 1 shows difference images from the central three slices
of the models computed with the fractionated dose (1 /180 of the total). No features are evident above the shot noise. Row 2 shows the same
difference images computed with the full total dose. The microtubule tip becomes consistently evident at dose levels around 1 X 108 quanta
per pixel. Row 3 shows slices from the 3D reconstructions computed from data sets where each projection is imaged with the fractionated
dose. Again the tip becomes evident at a total dose of 10® quanta per pixel. Rows 4 and 5 show the slices from models A and B,
respectively, that were used to compute the difference images in row 3.
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the detectability of a feature in the 3D reconstruc- 2.7. Software

tions. The difference maps could then be directly

compared with difference maps taken from 0° projec- All computations and visualizations of the results
tions or the middle slices (number 46) of the original were carried out using the UNIX version of the
models. SPIDER software package [20]. The formulation
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given in Sections 2.4 and 2.5 for simulation of
imaging with limited illumination was written in
FORTRAN and incorporated into our version of
SPIDER. This new subroutine queries the user for
the mean number of quanta per pixel, X, and the
extinction coefficient, E.

3. Simulations of the 3D reconstructions
3.1. Tests of the imaging simulation

The capacity of the program to generate Poisson
statistics over a large range of incident quanta was
tested by computing a 2D image with the extinction
coefficient set to zero. Since there is no absorption,
the density of each pixel in the output image is equal
to X,, the number of incident quanta selected for
that pixel by the program, and the standard deviation
of the image is equal to the noise. Using this ap-
proach we determined that the signal-to-noise ratio,
S/N, was equal to the square root of X, the mean
number of quanta per pixel chosen, over a range of
X_ from 4 X 10° to 2 X 10° {data not shown). This
result demonstrated that the program generates a
Poisson distribution of incident quanta over a larger
range than used in these studies.

In an absorption model of image formation, the
signal of interest is the difference between the num-
ber of quanta absorbed by neighboring voxels. If the
maximum absorption is set to 1%, the maximum
signal will be equal to 0.01 X,,. Since the noise is
still \/Z , the maximum S/N becomes 0.01 \/Z
and, therefore, 25 X 10* quanta/pixel are required
for S /N = 5. To test how well.our ability to visually
detect the signal conforms to the expectation that
S /N must be 5 or higher, we created binary versions
of the central slices of models A and B in which the
background was set to zero and the specimen mass
to an arbitrary but uniform value. Binary models
were used for this test to ensure a uniform absorption
level throughout the image. Images of these modified
slices were computed with the extinction coefficient
set for 1% absorption, and X, values ranging from
10* to 81 X 10* quanta/pixel in increments that
yield integer S/N values from one through nine.
Representative examples of the results for S /N val-
ues of 1 through 8 are presented in Fig. 2. When this
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trial was repeated ten times, it was found that the
microtubule tip (smallest feature in the difference
images) could not be detected at all when S/N = 1;
it could be detected in 2 of the 10 trials when
S/N=2;in 5 of the 10 trials when S/N = 3; in 9 of
the 10 trials when S/N = 4 or 5, and in all 10 trials
when S/N =6, 7, 8, or 9. Thus, in agreement with
the Rose criterion, we find that a S /N of 5 or greater
is required for reliable detection of features at the
resolution limit.

3.2. Verification of the Hegerl-Hoppe theorem with
ideal data

Simulations that confirm the basic tenet of the
Hegerl-Hoppe theorem are illustrated in Fig. 3. In
this figure the columns delineate four different
amounts of total illumination ranging from 0.2 X 10%
to 8.9 X 10® quanta per pixel. The extinction coeffi-
cient was set so that the average density in projection
corresponded to 1% absorption, and the maximum
density corresponded to less than 3% absorption.

The first and second rows in Fig. 3 show the
difference image for the sum of the middle three
slices of models A and B (see Sections 2.1 and 2.2
above). The sum of the three middle slices of each
model was used in these simulations because the
microtubule tip is removed from these three slices in
model B (see Section 2.2). Recall that the ‘‘limiting
resolution feature’” was represented by a three voxel
cube rather than a single voxel for reasons related to
Shannon sampling [21].

In the first row of Fig. 3 the difference images
were computed from image pairs simulated to have
1/180 of the total dose (i.e., the amount of illumina-
tion that would be partitioned to each projection in
the tilt series). None of the three features (blade,
microtubule, or microtubule tip) can be detected
above the noise level, demonstrating that the dose
per projection is far less than that required to image
features in a ‘‘single’’ slice of the models in a
statistically significant fashion.

For comparison, the second row of Fig. 3 presents
difference images for the middle slices of models A
and B when the slices are imaged with the total
reconstruction dose (i.e., 180 times the dose used in
the first row). The features, particularly the micro-
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tubule tip, become consistently recognizable above
the noise at 10® quanta per pixel.

The third row of Fig. 3 illustrates the difference
obtained for middle slices of the 3D reconstructions
computed from the tomographically reconstructed
data sets in which the dose used for each projection
was as shown in the first row. The microtubule tip
again becomes detectable at a total dose of 103
quanta per pixel, the same level as is required for
detectability in single images of the 2D slices.

The fourth and fifth rows in Fig. 3 show the slices
themselves, from 3D reconstructions of models A
and B, that were used to compute the difference
images in the third row of Fig. 3. Although the
missing tip is difficult to see in the reconstructions, a
sufficiently careful examination, such as by differ-
ence imaging, reveals its absence (i.e. row 3 of Fig.
3). Thus, while surrounding structural complexity
alters the ease of detection, it does not alter de-
tectability at a given level of statistical significance.

In 0° projections the blade and microtubule be-
come apparent at much lower dose levels than in
single slices (row 3 of Fig. 1 and data not shown).
This fact is expected in advance, and it is due to
summation effects from densities located at different
levels. The microtubule tip, however, does not be-
come apparent until the dose level reaches 10® quanta

per pixel (data not shown). Taken together with the
data illustrated in Fig. 3, these observations demon-
strate that the same total dose is required to obtain
statistical significance in a 3D reconstruction, in a
2D projection, or in an image of a single slice of the
model. The latter result is equivalent to Hoppe and
Hegerl’s ‘‘Gedankenversuch’’ [16]. Inspection of the
images in rows 4 and 5 of Fig. 3 confirmed that high
resolution features are the first to be lost as the dose
level is decreased.

3.3. Strongly absorbing samples

In their analytical derivation, Hegerl and Hoppe
[12] assumed low contrast, as is typical of the elec-
tron microscope ‘‘weak phase objects’’ that moti-
vated the investigation of dose fractionation at that
time. To satisfy the criterion of low contrast, we set
the extinction coefficient in the simulations shown in
Fig. 3 so that the maximum absorption correspond-
ing to any pixel in the projections was less than 3%
of the incoming radiation. Absorption by a single
voxel is very small under these conditions, of course,
and this fact is responsible for the large number of
quanta that must be used per pixel to ensure that the
contribution from each voxel will be significant (as
required by the theorem). In the case of electron

Fig. 4. High-absorption case. Non-linear imaging was simulated by setting the extinction coefficient so that the maximum and average
adsorption were 84% and 50%, respectively (see Section 2.4). The dose levels in columns 1-3 are 0.9, 1.8 and 3.6 X 10° quanta per pixel,
respectively. Difference images of the central slice from the model are shown in row 1 and from the 3D reconstructions in row 2.
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microscopy, phase contrast gives a much stronger
signal than would be expected if the signal were
derived solely from such low levels of absorption.
Thus far fewer quanta per unit area than used for our
simulations are required for frozen-hydrated speci-
mens imaged by cryo-electron microscopy (see Sec-
tion 4 for strategies to determine total dose levels
required). Our simulations, however, give a realistic
estimate of the illumination levels required for soft
X-ray microscopy. Furthermore, since shot noise at
low absorption levels is generated almost exclusively
from fluctuations of the incident illumination, our
conclusions concerning the Hegerl-Hoppe theorem
are independent of the mode of contrast formation.

B.F. McEwen et al. / Ultramicroscopy 60 (1995} 357~373

Most soft X-ray microscopic applications, and
several potential electron-microscopic applications,
of single-axis tomography will involve specimens
that absorb more strongly than the levels used in Fig.
3. To simulate these applications we have set the
extinction coefficient so that the maximum absorp-
tion is 84% and the average is 50%. The results are
seen in Fig. 4 where, as in Fig. 3, the columns
delineate total dose levels. In this case the levels
range from 9 X 10* to 36 X 10* quanta /pixel. Fewer
quanta were required than for the low-absorption
simulations because the higher absorption gives a
much stronger, albeit non-linear, signal. The first
row of Fig. 4 shows the difference images of slices

Fig. 5. Signal-dependent noise at extremely high absorption. The extinction coefficient was adjusted to yield a mean absorption of 99% in
the projections {again absorption in single slices from the models is much less). Stochastic fluctuations in the number of incident quanta
were simulated by random selection from a Poisson distribution with a specified mean value, and stochastic fluctuations in the fraction of
those quanta that are actually absorbed in the column above each pixel were simulated by random selection of each pixel’s absorption from
a binomial distribution (see Section 2.5). The total exposure in columns 1-4 is 104, 10°, 10% and 107 quanta/pixel. Row 1 shows difference
images of central slices computed with the total dose. Difference density arising from the microtubule tip is clearly evident in all four
images. Row 2 presents difference images of the zero-degree projections, also computed at the same total dose. The microtubule tip is barely
detectable at 10° quanta/pixel. Results from the 3D reconstruction are shown in row 3. Again, the microtubule tip is detected when the

dose levels are higher than 10° quanta /pixel.
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from models A and B computed with the total dose
(analogous to row 2 in Fig. 3). The second row
shows the difference images of slices from the tomo-
graphic reconstructions (analogous to row 3 of Fig.
3). As in the case of a low-contrast specimen, the
microtubule tip becomes distinct at approximately
the same total dose in a 3D reconstruction, in a 2D
projection and in a single slice from the model (i.e.
18 X 10* quanta per pixel).

At high absorption levels the stochastic nature of
the absorption process also adds to the noise of the
image (i.e., the noise becomes signal-dependent). We
modeled the statistics of this process using the bino-
mial distribution (Section 2.5). The effect of stochas-
tic absorption was measured by applying the pro-
gram to a blank image (image with uniform density).

The “‘signal’’ in this test case still corresponds to the
amount of absorption, even though the amount of
absorption does not vary from one pixel to the next.
When the absorption was set at values of 25%, 50%,
75%, 90% and 99%, the S/N was 50%, 37%, 20%,
12% and 3% of the S /N observed at 0% absorption.
Thus the S/N depends upon the amount of absorp-
tion and will vary from pixel to pixel in the projec-
tion images: 1., the noise is no longer ‘‘additive”’,
as required in the analytical derivation of the dose
fractionation theorem.

When the effect of stochastic absorption was in-
cluded in the image simulations, again with 50%
absorption by the average pixel in the projections,
the results were indistinguishable from those pre-
sented in Fig. 4. This result demonstrates that dose

Fig. 6. The effect of varying contrast. The relative contrast of the blade, microtubule and tip were varied by making new versions of model
A (see Section 2.3). The low- and high-contrast versions are shown in columns 1 and 3 while model A is shown in column 2 for
comparison. These images have been individually scaled. Row 1 shows a single slice from each model. Row 2 shows (° projections imaged
at the fractionated dose. Row 3 presents difference images of the central slice from different 3D reconstructions. The total dose used for the
low-, medium- (model A) and high-contrast versions was 1.8 X 105, 9.0 X 10° and 2.7 X 10° quanta per pixel, with the adsorption set to
have a maximum value of 30%. Reconstruction artifacts are more visible in the 3D reconstruction of the low-contrast model, presumably
because of the lower signal, relative to the rest of the structure, that is present in the difference image.
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fractionation is still valid under conditions of moder-
ate signal-dependent noise. We further tested this in
the extreme case by setting the absorption level of
the average pixel in the projections to 99%. As can
be seen from rows 1 and 2 of Fig. 5, when the
absorption is this high, projections require 10® times
more quanta per pixel for significance than do single
slices. This is because absorption levels and there-
fore, signal-dependent noise, are much greater in
projections than in single slices. The 3D reconstruc-
tion requires the same total dose as the projections
(row 3 of Fig. 5). This demonstrates that dose frac-
tionation is still valid at this extremely high level of
absorption, if the total dose required for significance
is measured from projections and not single slices.

3.4. The effect of contrast

Next we tested the effect of variation in specimen
contrast on the reconstruction. This was accom-
plished by changing the contrast of the blade, micro-
tubule and tip relative to the rest of the structure (see
Section 2.3).

Row 1 of Fig. 6 shows one central slice from the
low- and high-contrast versions of the model (mod-
els L and H) on the left and right, with same slice
from the original model {(model A) in the middle.
The 0° projections from these models are shown in
row 2, while row 3 presents the difference images
between central slices from 3D reconstructions of
models L. and B, A and B, and H and B at the

Fig. 7. The effect of an incomplete angular range. For rows 1 and 2 only, the angular range in columns 1-4 is the full 180°, 140°, 120° and
100°, respectively. The total dose was 3.2 X 102 for each of these reconstructions. Row 1 illustrates slices taken from each reconstruction.
The light shadows on each side of the various features in columns 2-4 are a well known reconstruction artifact arising from the limited
angular range (21}, Row 2 shows slices cut orthogonal to those in row 1. Here the tilt axis goes into the page (i.e., is orthogonal to the plane
of the slice) instead of lying vertically in the plane of the slices. These slices show the tip magnified by a factor of 4, so that the elongation
due to the limited angular range is evident. Row 3 presents slices from the 3D reconstruction computed with a 120° angular range and dose
levels of 0.2, 0.8, 3.2 and 8.9 X 10% quanta per pixel. As with the full angular range, the tip becomes evident at 10° quanta per pixel, the
same exposure that is required to image it in 2D slices (compare with row 2 and 3 of Fig. 3).
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minimal total dose levels required for detection of
the microtubule tip. In all three cases this was the
same total dose¢ as required to image the tip in a
single slice or 2D projection of the model (data not
shown).

In the low-contrast case, reconstruction artifacts
contribute extraneous mass that is comparable in size
and intensity to the microtubule tip. Normally these
artifacts are not visible but the difference signal
between models L and B, relative to the mass of the
3D structure, is only 1/5 of the difference signal
between models A and B. This result indicates that if
the relative contrast is too low there will be difficul-
ties in interpretation due to the weakness of the
signal. It is possible that the reconstruction artifacts
would be less evident if the tilt series were sampled
more finely, i.e., the dose fractionated into 900 or
1800 projections.

3.5. The effect of a missing wedge

In most applications of electron tomography only
120-140° of the full 180° angular tilt range can be
recorded owing to technical limitations involved in
mounting the specimen (see Ref. [22]). It is antici-
pated that applications involving soft X-ray mi-
croscopy will suffer a similar limitation. We have
therefore simulated 3D reconstructions from data
covering an incomplete tilt range by removing pro-
jections from both ends of the tilt range and adjust-
ing the dose per projection so that the totals were the
same as used in the experiments described in Section

Table 1
Alignment error versus imaging dose

3.2 (i.e., the doses used in Fig. 3). The top row in
Fig. 7 demonstrates that the microtubule tip is recov-
ered almost equally well in 3D reconstructions, com-
puted from a total dose of 3.2 X 10® quanta per
pixel, when the angular range is reduced from +90°
(column 1) to £ 70° (column 2) or +60° (column 3),
but some loss in recovery is evident for an angular
range of only +50° (column 4). The light shadows
seen on either side of the feature, when less than the
full tlt range is used, are a well known artifact
caused by the missing angular range [21]. The sec-
ond row illustrates the expected, increasing elonga-
tion of specimen features (i.e., elongation of the
point spread function) with increasing amount of
missing angular range. The increased spreading of
the signal and concomitant decrease in peak intensity
with limited range of tilt is presumed to be the
reason why dose fractionation is less effective for
too much of a limitation in the range of tilt. These
difference images of the microtubule tip were cre-
ated by viewing the reconstruction in a direction
parallel to the tilt axis, with a fourfold magnification
(in all other views the tilt axis is vertical in the
image plane). The bottom row shows the difference
from 3D reconstructions computed with a +60°
angular range and total doses varying from 0.20 X
10® to 8.9 X 10® quanta/pixel (i.e., analogous to
columns 1-4 in row 3 of Fig. 3). As with the full
angular range, the microtubule tip becomes distinct
at about 10% quanta /pixel (compare with rows 2 and
3 of Fig. 3). These results demonstrate that the
Hegerl-Hoppe theorem still holds for data with a
substantial missing angular range.

Total dose Fractionated dose Average error Maximum error
[quanta /pixel X 10°] [quanta /pixel X 104] [pixels] [pixels}

900 744 0.13 0.92
360 298 0.14 0.92
180 @ 149 *® 0.17 0.91
72 59.5 0.25 1.46
36 29.8 0.30 221
18 14.9 0.68 3.60
9.0 7.4 0.32 2.17
36 ° 30° 1.67 8.04

* Cut-off for obtaining full resolution in the 3D reconstruction.

° Alignment failed (picked the wrong cross-correlation peaks) for fractionated doses lower than 3 X 10* quanta/pixel.
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3.6. Alignment

The above simulations demonstrate that features
at the limiting resolution can be recovered in a 3D
reconstruction computed from projections imaged
with radiation levels grossly insufficient for detect-
ing the contributions made by such features in indi-
vidual 2D images. There would be no practical
advantage to this effect, however, if each projection
did not contain enough significant information to
enable its alignment relative to the rest of the data
set. We have applied a translational alignment
scheme, based on the center of mass of the maxi-
mum peak in the cross-correlation function [23,24],
to test our ability to align data sets with an angular
range of 120° and 140°, and the results from the 120°
data are presented in Table 1. The alignment is
excellent (maximum error less than 1 pixel, average
error less than 0.2 pixels) when approximately the
minimum total dose required for recovery of the
microtubule tip (1.8 X 10® quanta /pixel) is fraction-
ated over the 120 projections of the data set (line 3,
Table 1). The alignment is still reasonable at 1/5 to
1/20 of this total dose (lines 5-7 of Table 1). With

the minimum total dose required to recover the
microtubule tip, the alignment errors were so small
that 3D reconstructions computed from aligned data
were indistinguishable from those computed from
unaltered (i.e., perfectly aligned) data sets (results
not shown).

These results imply that projections contain sig-
nificant information even when imaged at doses well
below (in our example here, less by a factor of 10°)
those required to record the limiting-resolution fea-
tures of the specimen. This is illustrated in rows 3
and 4 of Fig. 1, which show projections at the
fractionated dose levels. In these projections, density
derived from the microtubule and the blade is evi-
dent but the tip cannot be detected.

It might be argued that the circular mask used to
make the models (see Section 2.1) gives the cross
correlation an extra piece of information not found in
biological specimens, and that this advantage may
make the simulations in Table 1 more accurate than
can be expected for real specimens. The mask, how-
ever, is only visible at tilt angles between +15° and,
when results from this part of the range, and even
from the range +20° are left out, the average

Fig. 8. Extreme fractionation of the dose. In columns 1-4 a total dose of 9 X 10° quanta /pixel has been fractionated among 36, 180, 1800
and 18 000 projections. All projections were computed from a modified version of model A (see Section 3.7) with an average absorption of
1%. Row 1 shows the zero degree projections, imaged at the fractionated dose, and row 2 central slices from the 3D reconstructions. The
image quality of the 3D reconstructions remains roughly constant, despite the extreme degradation of individual projections with increased
dose-fractionation.
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alignment error actually decreases slightly. This
demonstrates that the circular mask is not strongly
affecting the accuracy of the alignment.

3.7. Extreme fractionation of the incident dose

The results of the previous section emphasize
that, even though projections imaged at the fraction-
ated doses do not record statistically significant in-
formation at the resolution limit, they do record
significant information that is related to, but qualita-
tively different from, the 3D object density (see
Section 4). The question then arises whether signifi-
cant detail will be recovered in practice, in the 3D
reconstruction, if the dose is fractionated until there
is no (or very slight) density detectable on the indi-
vidual projections. To answer this question we frac-
tionated a total dose of 9 X 10° quanta per pixel
between 36, 180, 1800 and 18000 projections of a
modified version of model A (thinner in z-dimension
and binned down to 64 X 64 X 32). The results of
these trials are presented in Fig. 8 and they demon-
strate that the 3D reconstruction is essentially inde-
pendent of the number of views into which the total
dose is fractionated, even in the extreme case of
18000 views with little or no detectable density on
each view. However, in the extreme case the projec-
tions of the data set lack sufficient density for align-
ment (see Table 1).

4. Discussion

The results of this study verify the Hegerl-Hoppe
theorem and demonstrate its applicability to realistic
experimental conditions. The importance of these
findings lies in the fact that the total dose required to
recover a specified resolution level in the 3D recon-
struction can be determined prior to the experiment
and fractionated over the whole tilt series, irregard-
less of the number of projections collected. In this
way sensitive specimens can be spared the damaging
effects of unnecessary radiation.

The prior controversy concerning dose-fractiona-
tion stems from different definitions of what is meant
by ‘‘statistical significance’’, as it is applied to an
image, rather than from disagreements about the
mathematical formulation of the theorem [13-16].
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Since a 2D projection is formed by the accumulation
of signal from successive layers of the volume,
projections generally contain considerably more con-
trast than would be obtained from a single 2D slice
of the specimen if such a slice could be imaged
[13,14,16]. For this reason a 2D projection can be
recorded with statistical significance in the individ-
ual pixels of the projection at much lower dose
levels than is required for the 3D volume, or, equiva-
lently, for a 2D slice of the 3D volume. However,
the goal of 3D reconstruction is to obtain structural
information about a 3D object. In this regard it is
important to remember that, although the higher
contrast contained m projections is useful for align-
ment, the information contained in the projections is
qualitatively different from the 3D object density
[16], and the resulting 2D projection alone can be
notoriously misleading when attempting to decipher
the 3D structure {e.g., row 4 of Fig. 1). As the dose
fractionation theorem shows, greater insight regard-
ing the possibility of 3D reconstruction is gained if
we define statistical significance in terms of the dose
require to record a single volume element of a 3D
object, as was done by Hegerl and Hoppe [12,16].

It is also important to note that the features which
we have considered in our simulations are embedded
in a larger object. We have even shown, as an
example, that the Hegerl-Hoppe theorem is still
valid when the contrast of our selected features is
lowered fivefold relative to the rest of the object
(Fig. 6). This result demonstrates that the theorem
will hold for most, if not ail biological specimens,
rather than being restricted to a special class of
sparse objects as argued in Ref. [14].

Nevertheless, there are other important and desir-
able scientific objectives that one might like to
accomplish through the application of dose fractiona-
tion, but which can be calculated to lie outside the
realm of physical possibility. Specifically, it would
be impossible to use dose fractionation to do a
tomographic reconstruction of a (single) biological
macromolecule at a resolution of 0.35 nm. The rea-
son is that the dose needed to obtain a statistically
significant image of such a voxel requires an elec-
tron exposure (‘‘dose’’) that is more than 10* times
larger than the maximum exposure that can be toler-
ated, due to radiation damage [13,25].

Since signal accumulated from successive layers
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of a 3D object can be recorded with statistical signif-
icance at much lower dose levels than signal from a
single volume element, determining the total dose
required for a 3D reconstruction from 2D projections
is normally inappropriate. Rather, the only reliable
method to compute the radiation dose required to
recover a specified resolution level is to calculate it
from known extinction coefficients and agreed crite-
ria for statistical significance (i.e., the Rose criterion,
for X-rays see Ref. [26]; for electrons, see Ref. [27]).
For soft X-ray microscopy at ~ 50 nm resolution,
which is the anticipated limit of present-generation
instruments, statistically significant images (in the
sense of Hegerl and Hoppe) can be obtained with
10® rad [26). Since this dose can be fractionated over
the whole tilt series, we expect it to be eminently
feasible to compute a limiting-resolution 3D recon-
struction without exceeding the 10'° rad limit at
which extensive specimen damage occurs in frozen-
hydrated specimens. This important conclusion
means that it is worthwhile to build a soft X-ray
microscope capable of 3D imaging of thick, frozen-
hydrated specimens, using single-axis tomography.

In electron microscopy, the Hegerl-Hoppe theo-
rem complements the recent development of auto-
mated data collection methods [6,7). The latter has
improved efficiency of data collection to the point
where almost all of the electron exposure is used for
image acquisition. Current evidence indicates that
cryo-specimens can tolerate about 30 electrons per
A’ before large scale structural damage occurs
[10,11]. According to the table presented by Saxberg
and Saxton [13], this level of exposure would permit
the discrimination of protein (density about 1.5 times
that of water) from water at resolutions of 5 nm or
larger. By combining dose-fractionation with auto-
mated tomography, it is feasible to collect a reason-
ably large number of projections {e.g. at least 70 to
140) on cryo-specimens without exceeding a total
dose of 30 A% This number of projections would
ensure resolution levels comparable to those achieved
in present applications of tomography to beam-stable
preparations. The use of low-noise CCD cameras for
direct image acquisition also makes it feasible to
record images at lower exposure than on film. This
permits greater fractionation of the total dose.

The cross-correlation alignment scheme employed
in our simulations is used less frequently than fidu-

cial marker schemes [28] because the latter give a
greater accuracy for rotational alignment (some
schemes use both methods, see Ref. [24]). Although
we did not attempt to simulate a fiducial marker
scheme it is reasonable to expect that it will work at
the same dose levels as the cross-correlation scheme
because the colloidal gold beads used are much
stronger scatters (or absorbers) of electrons and X-
rays than the carbon, nitrogen and oxygen atoms that
predominate in biological structures. In fact, to be an
effective marker the gold bead must have more
contrast in 2D projections than the rest of the speci-
men.

At present, the extreme fractionation demon-
strated in Fig. 8 has no practical value for either
electron microscopy or soft X-ray microscopy owing
to technical limitations on data collection. However,
current advances in image acquisition (i.e., CCD
cameras), and in the speed, memory and disk capac-
ity of computers, will soon make it feasible to rou-
tinely collect and process 500-1000 views/speci-
men. Thus, it is likely that the principle of dose-
fractionation will, in the future, enable investigators
to obtain the desired resolution by sampling 3D
structures at angular intervals as small as 0.1°, with-
out increasing the total dose.

5. Conclusions

Our simulations demonstrate that the Hegerl-
Hoppe dose-fractionation theorem [12] is valid for a
wide range of biological and similar specimens and
for the experimental limitations that typify single-axis
tomography. This means that the dose required to
record a specified level of resolution from a 3D
specimen can be fractionated among any number of
different projections, and the specified resolution can
still be recovered in a 3D reconstruction computed
from these projections. Thus, a significant 3D recon-
struction can be computed from ‘‘insignificant’’ pro-
jections. In most, if not all, cases the ‘‘insignificant
projections’’ will contain adequate information, de-
rived from the summation of features at different
levels in the specimen, to enable alignment of the tilt
series. From these results we conclude that it is
possible to compute in advance the dose required for
a 3D reconstruction, and that it is feasible to use
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tomography with soft X-ray microscopy to obtain 50
nm resolution of frozen-hydrated specimens without
causing extensive structural alterations. It is also
feasible to use single-axis tomography with cryo-
specimens in electron microscopy, where the limit of
resolution is anticipated to be approximately 5 nm.
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Post-processing methods of rendering and visualizing 3-D

reconstructed tomographic images

Stephen T.C. Wong
Radiology, Neurology, and Bioengineering
UCSF

SUMMARY

The purpose of this presentation is to discuss the computer processing techniques of
tomographic images, after they have been generated by imaging scanners, for volume
visualization. Volume visualization is concerned with the representation, manipulation, and
rendering of volumetric data.' Since the first digital images were produced from computed
tomography (CT) scanners in the mid 1970s, applications of visualization in medicine have
expanded dramatically. Today, three-dimensional (3D) medical visualization has expanded from
using CT data, the first inherently digital source of 3D medical data, to using data from various
medical imaging modalities, including magnetic resonance scanners, positron emission scanners,
digital ultrasound, electronic and confocal microscopy, and other medical imaging modalities. We
have advanced from rendering anatomy to aid diagnosis and visualize complex anatomic structures
to planning and assisting surgery and radiation treatment.”> New, more accurate and cost-effective
procedures for clinical services and biomedical research have become possible by integrating
computer graphics technology with medical images. This trend is particularly noticeable in current
market-driven health care environment. For example, interventional imaging, image-guided
surgery, and stereotactic and visualization techniques are now steaming into surgical practice.

In this presentation, we discuss only computer-display-based approaches of volumetric
medical visualization. That is, we assume that the display device available is two-dimensional
(2D) in nature and all analysis of multidimensional image data is to be carried out via the 2D
screen of the device. There are technologies such as holography and virtual reality that do provide
a “true 3D screen”. To confine the scope, this presentation will not discuss such approaches.
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Data Acquisition

Image scan

Reconstruction

Modeling ' ‘

3D Enhancement/construction

'

Segmentation

Direct rendering Rendering with
from yvolume data display primitives

Mapping
]
Yiewing
|
Shading

Figure 1. Volume visualization pipeline of tomographic images.

The flow of processing of 3-D tomographic images is shown in Figure 1.°> The steps
include data acquisition, modeling, and rendering. Data acquisition and image reconstruction are
covered by other presentations in this workshop. In this presentation, mainly modeling and

rendering are explained.

Modeling consists of two processes. The first is the construction of 3-D data from the
original 2D tomographic images. The second step is the segmentation of target objects from the
constructed 3-D data. The process of 3-D data construction can be considered as a kind of data
estimation from a set of acquired tomographic axial images. In this process, the data that have
been rendered as 2-D pixels are translated into the 3-D voxels. 3-D data construction is
indispensable for the following 3-D processes in the pipeline. The spatial data-sampling pitch of
the original tomographic images in the direction along the body (the Z-axis) is larger than that in
the tomographic plane (the X- and Y-axis). This spatial data sampling also causes data to be
distorted in the original images, a phenomenon known as the partial volume effect. Segmentation
identifies and classifies interesting voxels and is necessary for the rendering algorithms that do not




directly deal with the 3-D constructed data. These algorithms require an intermediate data
representation (display primitive). By choosing an appropriate display primitive, rendering can
put special emphasis on such things as blood flow, aneurysm anatomy, or other functionality,
depending on the intended medical application.

Volume rendering is a direct technique for visualizing volume primitives without any
intermediate conversion of the volumetric dataset to surface representation. For example,
maximum-intensity projection (MIP), which is routinely used in viewing CT angiogram, and
multiplaner reconstruction (MPR). The availability of commercial graphics workstations
nowadays also allow fast, direct manipulation of the entire three-dimensionally constructed data

into 3D space.

Surface rendering, on the other hand, is an indirect technique for visualizing volume
primitives by first converting them into an intermediate surface representation and then applying
computer graphics techniques to render them. It can be further subdivided into three sequential
processes, namely, mapping, viewing, and shading. Mapping involves the division of the
objects, which are extracted by segmentation, into other more basic elements and expresses them
mathematically. As a result, they can be efficiently handled in the following processes. Viewing
deals with the hidden surface removal process according to viewing angle. In shading, the
number and positions of light sources are considered and shadow effects are imparted to provide

photorealistic effects in visualization.

It is worth noting that the post-processing techniques used in these steps are generic in
nature; they can be applied to macroscopic or microscopic tomographic images. In this
presentation, we will describe advanced methods available and demonstrated them with

application examples.

References
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Objective

¢ Introduce fechnigues and emerging
applications for rendering and visualizing
reconstructed 3D medical images

e Focus on 2-D computer display devices, not
holography, virtual reality, etc.

Objective
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Background

¢ Bicmedical image post-processing:
= concemns the representation, manipuiation,
rendering, and correlation of reconstructed
biomedical image datasets.
e perceives the size, shape, and other features,
of the tissues and organs of interests.

Background
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Emerging Applications

= Diagnostic Imaging

* image-Assisted Surgery

» Surgical Planning and Simulation
* Treatment Planning

» Education

» Hesearch

Emerging Applications
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- Dispiay primitives
iine, polvgon

Viewing
- Back-to-front
- Z-buffer
- Ray-tracing
Shading
- Depth-only shading
- Depth gradient shading
- Gray-ievel gradient shading

Basic Methods
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e A process in which, like photography, 2-D
realistic images are created from 3-D data.

< Divide into volume and surface rendering.

Rendering




Display

Direct rendering from volume data {(volume)
- Muitiplaner reconstruction
- Curved multiplanar reconstruction
- Reconsiructed surface anatomy scan
- Maximum-iniensity projection
- Weighted-integral projection
- C@nﬁ %}eam ;3:05@5***
Rendering with display primitives (surface
- Wire-frame display
- Suﬁace display
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» Handle display primitives in 3-D space with
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user perspective and deals with hidden surface
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Transfer Function

Maps raw voxel vaiue into presentabie entities:
color, intensity, opacity...

1. Raw data -> material (R, G, B, o, K, K, K )

2. Material -> shaded material

‘ransfer Function




Shading

Simulates the interaction of light with 3D surfaces.

Most shading methods associale light behavior with
surface orientation.

Shading
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n of the distance to the observer

e Fast
e Primitive light simulation
» | poses surface detall

Depth-only shading
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Depth gradient shading

the normal is approximated from the gradient of 1
{distance) values of the visibie voxels

Central Ditference:

Forward Difference:

Backward Difference:

Depth gradient shading
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Merging computer graphics and medical imaging
> Numerous research opporiunities and emerging
applications in biomedical image post processing.

Tecnmqws are generic and rendering hardware is
becoming aﬁ‘amam 3]
iy pictures are ;c“? the endpoint of scientific
and clinical problems.
Close collaboration between imaging devices and
mag fag Wormat ics researchers -- there is no

Conclusions
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Neural Network and Its Application to CT Imaging

M. Nikravesh’, A. Garg', AR. Kovscek’, L.M. Castanier’, and T. W. Patzek"
' Department of Materials Science and Mineral Engineering
*Earth Sciences Division, Lawrence Berkeley National Laboratory
University of California at Berkeley
*Department of Petroleum Engineering, Stanford University

Abstract

We present an integrated approach to imaging the progress
of air displacement by spontaneous imbibition of oil into
sandstone. We combine Computerized Tomography (CT)
scanning and neural network image processing. The main
aspects of our approach are 1) visualization of the
distribution of oil and air saturation by CI, II)
interpretation of CT scans using neural networks, and IIl)
reconstruction of 3-D images of oil saturation from the CT
scans with a neural network model. Excellent agreement
between the actual images and the neural network
predictions is found.

Introduction

During the past several years, various visualization
methods have been used for fluid saturation determination
during laboratory core flood experiments [1]. Some of the
more common ones in use are transparent models [2],
resistivity [3], microwave attenuation [4], NMR, MRI, X-

ray, and gamma ray attenuation [5]. While most of these

methods provide only average saturation and impose
restrictions on experimental techniques, CT is a very fast
and accurate technique with few restrictions on
experimental conditions and offers fine spatial resolution
[6]. Earlier investigators [7-10] have illustrated the
importance of computerized X-ray tomography as a
powerful tool for petroleum industry researchers.

In this paper, we use high resolution X-ray
computerized tomography to obtain images of the cross-
sectional distribution of kerosene and air in Berea
sandstone cores as a function of time. Scans perpendicular
to the axis of the core were made using a high resolution
EMI 5005 (second generation) CT scanner. Each CT slice
consists of a series of volume elements (voxels). Every
voxel has its own characteristic attenuation, and can be
mapped into a 2-D image matrix of picture elements
(pixels). Using standard computer software, the 2-D fluid
distributions at specific times and locations are visualized
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for each CT slice. CT is a fast, non-destructive imaging
technique for determining in-situ fluid saturation with
excellent 3-D resolution. Using this technique, attenuation
differences as small as 0.1% with a cross sectional
resolution of less than 1 mm’ can be realized.

Imaging the process of spontaneous imbibition in a
Berea core using CT scanning methods has many
limitations. One such limitation is the number of slices
that can be obtained in space and time. In order to obtain
fluid saturation distribution in space and time throughout
the core, a neural network model will be developed to
interpolate between the CT images for a given position
versus time and to extrapolate beyond the interval of time
during which the images were collected.

Principles of CT Imaging
To obtain a CT slice of an object, an X-ray source is
collimated to provide a thin beam which is received by an
array of crystal detectors. X-ray photons which strike these
crystals cause them to fluoresce with an intensity
proportional to the number of photons received. When a
body is placed in the beam between the source and detector
array, only those photons that are not absorbed by the body
reach the detectors. Fig. 1a illustrates the principles of X-
ray tomography. The values attained when the detectors are
read represent the beam attenuation by an object placed in
the path of the X-rays. After all readings for a slice have
been acquired and stored in a computer, a cross-sectional
image or matrix of attenuation coefficients u(x, y) is
created. Radon [11] established the mathematical
foundation for image reconstruction from projection data.
CT measures linear attenuation coefficients y, which
are defined by Beer’s law:
' —(u/plpx
Ily=e o M

where I is the source X-ray intensity, I is the intensity
measured by the detectors, p is the linear attenuation




coefficient, p is the density of the medium, w/p is the linear
mass attenuation coefficient, and x is the thickness of the
material. If several materials are placed in the path of the
X-ray beams, Beer’s law can be generalized as:

I/1, = ¢ =i/ PP

where i is the material considered. If the object contains a
mixture of components, the overall mass attenuation
coefficient of the mixture is given by:

B = Z H;S;

where S, is the saturation of the phase i, i.e., S, is the
volume fraction of component i such as water, oil or gas.

Different mechanisms are involved in the adsorption of
X-rays. The relative importance of these mechanisms
depends on the energy level of the incident X-rays. In
general, u depends on both electron density, p, and atomic
number, Z. If the energy is above 100 keV, p depends
mostly on the electron density (Compton scattering). For
energy below 100 keV, photo-electric adsorption is the
main mechanism, depending mostly on the atomic number
Z of the material studied. Thus,

where a is the Klein-Nishira coefficient, p is the electron
density, E is the energy level in keV, Z is the atomic
number, and b is a constant with a value of 9.8x10™

keV*’. Some conclusions that can be drawn from Eq. (4)
are, I) heavier elements will attenuate more than the lighter
ones, II) the coefficient of adsorption, p, for a given
material changes with the energy level of the source and
this change depends mostly on the atomic number of the
element considered, and III) by measuring adsorption at
two or more energy levels, one can obtain two independent
measurements. This will help in solution of three phase
problems.

Since it is impractical to deal with the X-ray attenuation
coefficient, pu, a new scale is defined based on the
international standard unit of Hounsfield (H or CT
number). On this scale, water has a value of zero and air
has a value of -1000. Hence, each CT unit represents about
a 0.1% change in the attenuation coefficient. Equation (5)
defines the CT number

T = 22 "B 1000
I’L water
where p_is the calculated X-ray attenuation coefficient. In
most CT scanners, the range of CT unit varies from -1000,
representing air, to 4000, representing very dense
materials. Reservoir rocks typically fall in the range of
1000 to 2000 on this scale.

Saturation Determination
In order to obtain fluid saturations, Eq. (1) can be written
as:

logl =log I, [uzp pA -0} +p 118 ].....6
where p, is the adsorption of the rock, p, is the density of
the rock, p. is the adsorption of the fluids, p, is the density

of the fluids, and ¢ is the porosity. For two phases
(kerosene-air system), the governing equation is given by
skt = kP (1-0)+o(k.ps +1.pP,)

where p, is the bulk density of the system, p, is adsorption
coefficient of kerosene, p, is the density of kerosene, 1, is
the adsorption coefficient of air, and p, is the density of air.
From the measurement of an evacuated core,
p P (1 —) is obtained. With p, andp, known, there
are two equations with two unknowns:

where S, and S, are the saturation of kerosene and air
respectively. Also,

S, +8, =
By scanning a fully kerosene saturated core and a fully air
saturated core, 1, and p, can be obtained.

Neural Networks

During the past several years, successful applications of
neural networks to solve complex problems have increased
exponentially. Considerable attention has been devoted to
the use of neural networks as an alternative approach to
interpolation and extrapolation, pattern recognition,
statistical, and mathematical modeling. For example, back-
propagation neural networks {12] were used to develop
process models as substitutes for complicated empirical
and mathematical models [13]. These models can be used
as an alternative to statistical and time series analysis.
Neural network analysis, unlike regression, does not
require specification of structural relationships between the
input and output data. However, identification using neural
networks is more useful when large amounts of data are
available. Once the networks are trained using sufficient
information, they achieve excellent predictive capability
and show excellent generalization performance. Neural
networks may be trained to analyze, predict, and optimize
waste management, electrochemical, reservoir, and
chemical processes [14].

Multi-layer perceptron networks with a back-
propagation learning algorithm are perhaps the most widely
used for process modeling, identification, pattern
recognition, and pattern classification. The typical network
has an input layer, where data are presented to the network,
an output layer, which holds the response of the network to
a given input, and at least one hidden layer, which connects
the input layer to the output layer. There'is no theoretical




limit on the number of hidden layers, but typically there
will be one. Each layer is fully connected to the
succeeding layer with corresponding weights. The values
of the weights represent the current state of knowledge of
the network. These weights are adjusted to improve the
network performance. They are either determined via an
off-line algorithm such as the back-propagation algorithm
[12], or adjusted on-line via a learning process [15]. In this
paper, only multi-layer perceptron networks with a back-
propagation learning algorithm were used.

Experimental Studies

An EMI 5005 (second generation) CT scanner at Stanford
University was used in this study. Fig. 1b displays the
scanner components. The scanner consists of a mainframe,
rotational elements, and scanner electronics.

The cores were scanned at an energy level of 140 keV
and a field size of 13 cm. A small field of scan was used to
obtain better spatial resolution, as the number of pixels
available remain constant. Slice thickness was made as
small as possible, i.e., 3 mm (it varies from 1-10 mm), in
order to minimize errors and maximize resolution. Greater
slice thickness results in greater measurement error. Also a
scan angle of 398" was used as it produces the highest
resolution due to an overscan of 38",

The core holder/experimental cell was constructed from
acrylic which is relatively X-ray transparent. A schematic
of the experimental setup is shown in Fig. 2a. The core
holder, 6.4 cm in diameter and 21 cm long, is provided
with two end caps for fluids to flow in and out of the core
holder. The inlet endcap is connected to a fluid tank
through a rubber tube. A control valve attached to the tank
controls the flow of fluid from tank to coreholder. The
outlet endcap is connected to a measuring vessel. The axis
of the cylindrical Berea sandstone core was aligned with
the axis of the core holder so that the core was exposed to
uniform fluid saturation on all the sides. The sandstone
used for this study has a porosity of 22% and a
permeability of 300 md. Kerosene used as the hydrocarbon
for this study has a specific gravity of 0.80 and viscosity of
1.152 cp at 21°C. Kerosene-air surface tension is 23-32
dynes/cm at 21°C.

Core preparation prior to the start of the experiment
involved firing the cores for 24 hours at 750° C. This was
done to remove effects of clay swelling and migration from
the imbibition process. The cores were initially at 1 atm
pressure and saturated with air. At the onset of the
experiment, the first images were scanned at four different
axial locations within the air-filled core holder in a single
run to obtain dry core CT values (C7, ). Four 3 mm thick
axial scans were taken at 20 min spacing. Location of the
four faces with reference to the two end faces are shown in
Fig. 2b. Later, the valve attached to the fluid tank was

opened and kerosene filled the core holder until the whole
core was uniformly submerged in kerosene. X-ray scanning
was done along the core at the same locations to obtain CT
values (CT,,) at times of 1, 5, 10, 15, 25, 35, 50 minutes,
and at every 60 minutes for next 240 minutes after the core
was exposed to kerosene to obtain temporal distribution of
kerosene within the core. The scanning procedure
determined the average saturation of the core sample at
each location. Scanning was also conducted at 24 hours and
48 hours after the start of kerosene imbibition. Weight of
the core was measured at the beginning and end of the
experiment for mass-balance calculations. Scanning was
performed at the same axial locations in all the runs to
obtain the spatial distribution of kerosene.

Results
For brevity, we only report images obtained at 5, 10, 15,
and 25 minutes after the start of kerosene imbibition. This
is because most of the observable dynamics of kerosene
imbibition were found to have occurred in first 15 minutes
of the experiment. An analysis of images obtained at later
periods showed only very small changes in the overall
kerosene saturation of the core.

For calculating kerosene saturation in any slice of the
core, Eq. (13) is applied to each pixel of the slice:

CT, —-CT,
Skerosene = Kerosene = errrarerenin e ( 13)
C]'l‘(erosene - C]:iry
and :
Sair = l - Skerogene ............................... (14)
CT....... is the CT value for a fully kerosene saturated core.

In this study, slices obtained from X-ray scanning after 48
hours of kerosene imbibition were used to determine the
fully kerosene saturated core CT values. From mass-
balance calculations, the final kerosene saturation in the
core is 80%. Thus to obtain accurate saturation values,
values obtained from Eq. (13) were multiplied by a factor
of 0.8. We are currently developing a better method of
rescaling the images directly from the raw X-ray
attenuation data.

For obtaining the CT,, values to be used in Eq. (13),
inner dry portions of the slices obtained after 1 minute of
kerosene imbibition were used. To obtain kerosene
saturation profiles, average kerosene saturation was
calculated in annular rings of each slice, within circles at
increasing radii, and finally in sectors. This averaging
procedure is illustrated in Fig. 2c.

Fig. 3 shows a series of images obtained after the
kerosene has imbibed into the core for 5, 10, 15, and 25
minutes at the four axial sections of the core. The images
represent the distribution of kerosene saturation inside the
core. In all these images, white represents zero kerosene
saturation, and black represents the maximum kerosene




saturation or 100%. Figs. a-1 through d-1 are the images of
Berea core after 5, 10, 15 and 25 minutes of kerosene
imbibition at section 1, located 2 mm from the core face. In
these images, there is a clear lack of an oil front, because
axial flow dominates over radial flow in this section. Thus
at all times, the whole slice appears uniformly saturated.
There is the possibility of a kerosene front at very early
times. However, nothing conclusive can be said from the
information available. Also, kerosene saturation increases
uniformly but consistently with time from image a-1 to d-1.
Image d-1 appears to 80 % oil saturated.

Berea slices obtained at section 2, 22 mm away from
the left core face, are shown in images a-2 through d-2.
Due to location of the slices far away from the core faces,
radial flow dominates in this section. This is seen as a clear
front observed at early times and represented by a dark
annulus at the edge of the slice. Image a-2 obtained after 5
minutes of kerosene imbibition shows a very sharp front,
that gradually changes to a more diffuse front in image b-2,
and finally disperses after 15 minutes as seen in images c-2
and d-2. In image a-2, kerosene is imbibing uniformly into
the core from all the sides and imbibes radially into the
sample as a sharp front. Analysis of the saturation-matrix
shows that the front is dispersed over 3-4 mm range. In
image b-2, the kerosene saturation annulus appears to be
moving radially inside the core and has thickened as
compared to image a-2. There is also a gradual increase in
the kerosene saturation towards the core edges as would be
expected. Image c-2 shows the kerosene saturation in
Berea core after 15 minutes of imbibition. The kerosene
front has dispersed by this time. High kerosene saturation
values in the center of the section show that the kerosene
has reached the center of the core. The kerosene saturation
distribution after 25 minutes of imbibition is shown in
image d-2. The image d-2 shows that approximately 80%
kerosene saturation is obtained uniformly throughout the
core and stays constant.

Again in section 3, 25 mm from the right face of the
core, an imbibition pattern in time similar to that of section
2 is observed. Radial flow dominates and hence changes in
kerosene concentration are observed radially with time. A
sharp kerosene front in image a-3 changes to a slightly less
sharp front in image b-3 and finally disperses in images ¢-3
and d-3.

A similar kerosene imbibition history is seen in images
obtained at section 4, 5 mm from the right face of the core.
Section 4, however, is quite different from section 1,
especially at the early stages of the imbibition process. This
is also due to a predominance of radial flow. A clear
pattern can be seen from a-2 to a-4, and b-2 to b-4. A sharp
front exists in the early part of the imbibition, then it
diffuses slightly and finally disappears after 15 minutes, as
shown in Figs. 3¢-4 and 3d-4. However, the distribution of
kerosene saturation in section 4 differs from those in

sections 2 and 3. Around 10 minutes of imbibition, axial
effects combine with radial flow. This cannot be seen in
images 3c-4 and 3d-4 as the core reaches uniform
saturation distribution and the axial flow effect is masked.
In summary, the behavior of section 4 in the early stages of
the imbibition process is similar to the behavior seen in
section 2 and 3. In the late stages of imbibition, it is a
combination of the behaviors of sections 1, 2 and 3.

History of average kerosene saturation in a circular
annulus of the core at different radii is shown in Fig. 4.
Here, average annular kerosene saturation is plotted as a
function of radial distance and time. It shows the
movement of a kerosene front, the knowledge of which is
extremely important for interpolation between the images.
In Fig. 4a through 4d, white shading represents zero
kerosene saturation and black shading represents 100%
kerosene saturation. Shades of gray represent intermediate
saturations. Trends found in Figs. 4a through 4d are similar
to those shown earlier in Fig. 3. At section 1 in Fig. 4a, 2
mm from the left face, at times 5-15 minutes, no change in
kerosene saturation occurs radially due to predominant
axial flow. Uniform increases in kerosene saturation
between 5 and 15 minutes is observed. After 15 minutes,
no further change in kerosene saturation occurs either
radially or with time. Figs. 5b, 4c, and 4d at sections 2, 3,
and 4, respectively, exhibit a similar trend in kerosene
imbibition and a trend similar to that seen in Fig. 3 in
sections 2, 3, and 4. Kerosene imbibition at 5 minutes
occurs only at a radial distance of 20 mm, i.e., near the
edge of the core. Kerosene first reaches the center of the
core at 12 minutes. Also, a sharp kerosene front is seen
during the first 15 minutes, after which the front
disappears.

In order to smooth the kerosene saturation distribution,
average kerosene saturation within a circle is presented as a
function of time and radial distance in Fig. 5. The purpose
of these plots is to show minute changes in the kerosene
saturation fronts. Kerosene imbibition patterns observed
earlier in Figs. 3 and 5 are exactly similar to those shown
in Fig. 6 at all the four sections. A lack of front is seen in
Fig. 5a at section 1, and sharp fronts in Figures 5b, Sc, and
5d at sections 2, 3, and 4 until 12 minutes. Beyond 15
minutes, the kerosene front becomes non-existent.

Fig. 6 is a plot of percent kerosene saturation versus
axial distance from the closest core face at different times.
In Fig. 6 at section 1, the core is saturated. Kerosene
saturations range from 45 % to 82 % after 5 to 25 minutes
of kerosene imbibition.

Plots -of average kerosene saturation in a specific
annular ring versus time is shown in Fig. 7a through 7d. A
nearly uniform kerosene saturation is observed in Fig. 7a,
representing section 1, at all times. Kerosene saturations
increase from the edge to the center of the core at 5, 10,




and 15 minutes. The change in saturation with radial
distance at 25 minutes is very small indicating that the core
has reached a steady state. Figures 7b through 7d show a
very sharp front at 5 minutes that changes to more diffuse
front at 10 minutes and no front at times 15 minutes and 25
minutes. Similar trends can be observed in Figs. 7c and 7d,
i.e., sections 2 and 3, respectively, and similar to that in
Fig. 7d, i.e., section 4 at earlier times. However, the trend
is different from Fig. 7d at later times and is a combination
of sections 1, 2, and 3 at times 15 and 25 minutes.

Design of Neural Network Models

The network model for axial mapping has two nodes in the
input layer representing the axial coordinate and elapsed
time, both scaled uniformly between 0 and 1. It has 3 nodes
in the hidden layer with noniinear transfer function, and
one node in the output layer predicting the total average
saturation in each circular cross section, and also with
nonlinear transfer function. The data in Fig. 6 were used to
train the network. Due to the limited volume of data
available, all the data were used in the training. The model
was trained until the prediction suffered upon continued
learning. Figs. 6a and 6b show the performance of the
network model for predicting the average oil saturation as a
function of time and axial position. The results show
perfect mapping and excellent prediction of the saturation
for the training data set. Even though only 4 images were
available in the axial direction, the model had excelient
performance. Therefore, better performance with higher
accuracy and confidence level will be expected if more
axial information is introduced into the network model.

To model the radial behavior presented in Figs. 7a to
7d, a different neural network was designed. This network
has three nodes in the input layer representing the axial
coordinate, radial coordinate, and elapsed time, all scaled
uniformly between 0 and 1. It has 15 nodes in the hidden
layer with nonlinear transfer function, and one node in the
output layer representing the average saturation in a
circular ring. Data presented in Figs. 7a through-7d were
used for training and testing the network model. The
available data were divided into two groups, a testing and a
training data set. The test data set was presented to the
network, and the model was trained until the prediction
suffered upon continued training. Figs. 7e through 7h show
the performance of the network prediction for both the test
and training data set. The mean error in the training data
set is equal to 0.000249 with standard deviation equal to
0.000343. The mean error in test data set is equal to
0.000520 with standard deviation equal to 0.001257.
Comparing Figs. 7a to 7d with Figs. 7e to 8h, one can see
that the network for radial mapping has excellent
prediction for both the test and training data set. We
conclude that the radial network is trained with sufficient
information and with data that span a wide range of system

behavior; therefore, it is an excellent predictive tool.

3-D Reconstruction of Images
The network model developed earlier can be used for 3-D
reconstruction of CT images and prediction of kerosene
saturation. Qur neural network methodology was used to
reconstruct image d-4 in Fig. 3. This particular neural
network model can predict the saturation of kerosene at
each pixel as a function of axial and radial coordinate at a
fixed time. The error predicted for reconstructing the 3-D
images of the saturation distribution is less than 5 percent.
To show the usefulness of the model to predict the oil
saturation at any point (axial and radial location and time)
image b-2 in Fig. 3 is used. Fig. 8a shows the actual data.
Fig. 8b shows the reconstruction of Fig. 9a based on linear
interpolation in time. Figs. 3a-2 and 3c-2 were used for this
interpolation. Comparing Fig. 8a with 8b, one can see that
the two images are not similar, and the linear interpolation
failed to reconstruct the actual data. As a remedy, the
results from the linear interpolation were used in
conjunction with the neural network prediction of the
average saturation in each concentric ring with a thickness
of 4 pixels. The result is shown in Fig. 8c. Comparison of
Fig. 8a with 9¢ demonstrates that the model accurately
reconstructed the actual image. The mean error in this case
study is less than 10% with a standard deviation of 2.5%.
To reduce the error further, a neural network model was
developed to calculate the average saturation in a sector of
2 pixels in the radial direction and 10 degrees in the
azimuthal direction. In addition, the axial images were also
included into the interpolation model. In this study, images
3a-2, 3¢-2, 3b-3, and 3b-4 in conjunction with the network
model were used to reconstruct the image 9d. Comparing
image 8a and 8d, one can see that the model reconstructed
the actual image almost perfectly. The maximum expected
error based on this technique is less than 5%.

Conclusions

Kerosene imbibition in-a dry Berea core was successfully
imaged using CT scans and correct fluid saturations were
computed. Images scanned in the interior of the core show
a sharp front propagating radially at short times. The front
gradually diffuses and disperses totally after 15 minutes, as
the entire cross-section fills with kerosene. Spontaneous
imbibition of kerosene in an air-saturated Berea core with
diameter 5.46 cm and length 6.7 cm is a comparatively fast
process with most of the observable dynamics ending in 15
minutes. A relatively fast and accurate technique for
imaging fluid flow in a porous medium, such as CT
scanning, is quite adequate for tracking kerosene
imbibition and for measuring the distribution of in-situ
fluid = saturations. However, CT experiments must be
carefully designed to avoid excessive experimental error in
a limited number of images that can be obtained in time




and space. As most of the observable dynamics of kerosene
imbibition were over in 15 minutes, it was imperative to
obtain images at several short time intervals. Also, it is
important to scan all the images with a similar medium
surrounding the core. A core imaged in surrounding media
of different densities has different absolute values of
attenuation coefficient, p. CT values of such images lead to
improper determination of saturations.

To train the neural networks for proper prediction of
spatial and temporal distribution of fluids, a large number
of data points are needed. Due to scanner limitations
(heating up of cathode-ray tube), images could only be
obtained at 4 time intervals during the first 15 minutes.
Thus, data obtained from this experiment was in general
quite insufficient for proper neural network modeling.
Axial information was sparse and even though our network
interpolated properly between the existing images we are
uncertain as to its extrapolative quality at core ends.
Fortunately, the homogeneous Berea sandstone core
behaved predictably, and we obtained sufficient radial
information to train the network.

Nomenclature

a = Klein-Nishira coefficient, (-)

b = constant in Eq. (4), 9.8x10™ ,mL’/t’, keV**
E = energy level, mL/t’, keV

I = detected X-ray intensity, 1/t, counts/min
I = incident X-ray intensity, 1/t, counts/min
¢ = porosity, percentage

p = density, m/L’, gm/cc

S, = saturation of the phase i, % PV

p = linear attenuation coefficient, L", cm”

x = thickness of material, L, mm

Z = atomic number
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Fig. 3-CT images of kerosene imbibition into Berea Sandstone core.
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Novel Technique for Subvolume Reconstruction

Detector Row

— 1, = radius of reconstructed area
-.- I, = radius of sample

21, = length of beam path outside
reconstructed area

21, = length of beam path through
reconstructed area

Path lengths are a function of x, distance from the center of circle, which coincides
with the center of the pixel row. From the geometry:

2, x) = 2(\| r2-x2 - \| r?-x )

An average value of mu per pixel for the entire sample is calculated from the data.
Each detector signal is then scaled by the factor exp][ .l (x)] to effectively

subtract out the effect of beam attenuation through the unreconstructed area.
This scaled data is then used to reconstruct the subvolume of interest.
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The histogram shown above plots #pixels as 3 function of mu <values shown are relative?

£lice from a reconstructed subvolume of reservoir sandstone:Uncorrected




Slice from the corrected subvolume of raservoir sandstone with histogram
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Basalt: dmm 0 subvolume (slice) imaged from bnm D full volume-No cor




Basalt Corrected Subvolume

vt

o trimita r fR

Hote: Pore Size is on the order of FOY (1

v
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VYolume Rendering of a reservoir sandstone from X-Ray CMT , D= Zum
Fores (blue) are on the order of 15 to 20 microns




3-0 Image rendared from X-Raj CMT data: .Swm D glass capillary, w:th 5 micron thi'cl-; uall
Filled with 168 micron glass spheres
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