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Abstract

These proceedings contain a record of the talks presented and papers
submitted by participants of the 5™ Joint Russian-American Computational
Mathematics Conference. The conference participants represented three
institutions from the United States, Sandia National Laboratories (SNL),
Los Alamos National Laboratory (LANL), Lawrence Livermore National
Laboratory (LLNL), and two from Russia, Russian Federal Nuclear Center
— All Russian Research Institute of Experimental Physics (RFNC-
VNIIEF/Arzamas-16), and Russian Federal Nuclear Center — All Russian
Research Institute of Technical Physics (RFNC-VNIITF/Chelyabinsk-70).
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PARALLELING CALCULATIONS IN 3D ELECTROMAGNETIC
SIMULATION CODE

G. A. Adamkevich, G. V. Baidin, I. A. Litvinenko. V. A. Rotko,
RFNC-VNIITF, Russia

Abstract
Presentation touches upon the issues related to a structure of code for 3D simulation
of plasma electrodynamics problems which will enable to parallel the code efficiently on
available multiprocessors. Peculiarities of 3D calculations and hybrid description of

charge carriers are considered as elements specifying data and code structure, determining
specifics of selection of paralleling option.




PARALLELIZATION METHODS FOR NUMERICAL SOLUTION OF 3D
GROUP NON-STATIONARY EQUATION OF NEUTRON DIFFUSION
FOR NUCLEAR POWER PLANT SAFETY CALCULATIONS

A. V. Alexeyev, O. A. Zvenigorodskaya, R. M. Shagaliyev,
RFNC-VNIIEF, Russia

Abstract

The paper presents an iterative parallelization method for 3D diffusion
problems implemented in reactor program KORAT 3D. It is based on geometric
decomposition concept which provides the possibility of parallelization on a great
number of distributed-memory processors.

As it is known, the idea of geometric decomposition method is in the fact that
the initial problem solution domain is split into a number of subdomains (to be called
mathematical domains below) and the diffusion equation is solved separately by
mathematical domains. The interaction of solutions obtained in different mathematical
domains is accounted by the internal boundary conditions whose interchange takes place
on special iterations (on iterations by internal boundary conditions).

The parallelization method implemented in KORAT 3D program is peculiar for
the use of a special kind of internal boundary conditions. These internal boundary
conditions are a combination of a full flow function and the desired function with a
coefficient selected in this combination basing on a multidimensional analog of a limiting
run coefficient.

The paper presents the results of analytical estimations of the iterative process
convergence rate by internal boundary conditions along with the results of numerical
evaluations of parallelization efficiency exemplified on a 3D test problem for channel-
type reactor.




METHODS FOR IMPROVING ACCURACY OF THE FIRST-ORDER
APPROXIMATION SCHEME FOR SOLVING SYSTEMS OF
EQUATIONS FOR RADIATION TRANSFER

E. S. Andreyev, V. Yu. Gusev, M. Yu. Kozmanov,
RFNC-VNIITF, Russia

Abstract
Methods are considered to improve schemes of the first order of accuracy enabling
to achieve required accuracy using even a coarse spatial grid. Results are illustrated by the
examples. To build the scheme, principle of maximum {1,2] is used, a system of non-
linear difference equations obtained is solved with the method of iterations [3]. The paper
sets forth development of results presented at the previous conference of five nuclear labs
described in [4].

Reference

1. E.S. Andreyev, M.Yu. Kozmanov, E.B. Rachilov Principle of Maximum for a System
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2. M. Yu. Kozmanov Existence Theorem of Solution for Non-Linear System of
Equations of Non-Stationary Radiation Transfer. - Voprosy Atomnoy Nauki iTekhniki
Ser. Matematicheskoe Modelirovanie Physicheskikh Processov. 1989 Issue 2, pp. 47-50.
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ANALYTICAL AND NUMERICAL STUDY
OF ACCELERATED THIN LAYER INSTABILITY

S. M. Bakhrah and G. P. Simonov,
RFNC-VNIIEF, Russia

Abstract

New analytical solutions for Rayleigh-Taylor thin layer instability on a non-linear
in observer space process stage have been obtained presenting the main equations in
Lagrangian variables.

Analytical solutions have been obtained for a liquid layer and an elastic one with
both 2D and 3D pertubations present. Pertubation evolution dependence is studied in
respect of pertubation kinds (pertubation of middle surface, layer thickness and
pertubations in layer velocities) and of non-dimensional parameters determining the
pertubation nature. Both exponentially growing and bounded solutions exist depending on
the parameter values.

The relations of pertubation growth increment and critical acceleration have been
obtained for a thin elastic layer, the boundaries of solution limitation have been defined.
The relations determining the strength effect on pertubation growth, particularly on their
limitation conditions, have been obtained.

The 3D elastic layer pertubations (with a considerably large shift module) are
shown to grow no faster than the 2D.

The analytical solutions obtained are tested by means of a complete system of
conservation laws for a compressible continuum. _

The obtained thin layer pertubation growth regularities are observed to take place
in a semispace of compressible both liquid and elastic continuum.

The analytical solutions obtained are good tests for 2D and 3D numerical
techniques for continuum flow calculations.




A TECHNIQUE FOR RADIATION TRANSFER COMPUTATION WITH
ACCOUNT OF ANISOTROPIC EMISSION OF BOUNDARY SURFACE

S. V. Bazhenov and P. 1. Pevnaya,
RFNC-VNIIEF, Russia

Abstract
The technique is intended for the solution of radiation transfer equation in

optically-transparent domain in the case when boundary surface radiation intensity
distribution is arbitrary enough.

To solve the problem, the method based on angular coefficients is used.

The equation of radiation exchange between boundary surfaces is derived from the
expression for one-way radiation flux outgoing through the unit boundary area of surface.

The scheme of calculations proposed by the authors to solve the problem is
strictly conservative for a common case when the form of the boundary surface depends
on time.

While setting the boundary condition the technique gives an ability to use various
boundary condition types in different areas of the boundary surface.

The given technique is implemented by the RADIBS program.

Using this program one may obtain more exact values of geometric ranges which
will allow to compute radiation transfers in a domain of a small size (as compared to the
range length in the material) by the diffusion approximation technique.




VARIATIONAL DIFFERENCE FLOW-TYPE SCHEME FOR
3D DIFFUSION EQUATION ON GRIDS OF ARBITRARY
HEXAHEDRONS

S. V. Bazhenov, S. P. Belyayev, Yu. A. Bondarenko, V. V. Gorev,
T. V. Korol’kova, P. 1. Pevnaya,
RFNC-VNIIEF, Russia

Abstract

The presentation describes the construction of a difference scheme for 3D
equation of nonstationary linear isotropic and anisotropic diffusion by variational
technique using flow-type form of diffusion equation (generalization for 3D case of the
following technique: Tishkin V.F., Favorskii A.P., Shashkov M.Yu. Variational difference
schemes for heat conduction equation on nonregular grids./ Doklady of the USSR
Acad.Nauk .-1979, Vol.246, No.6, pp.1342-1346). An arbitrary grid composed of
hexahedrons whose bounds are ruled surfaces and edges are segments of straight lines is
used. Temperature values being averaged over hexahedral cell volumes are used. Flows
being used are determined at hexahedrons’ bounds, they are averaged over bound surface
values of flow components normal to bounds. The energy conservation law is being
approximated in each hexahedron in a standard manner. The relation between flows at

bounds and temperatures in cells is obtained from the minimality condition for the
functional

W) = | D-‘\vrvrdg -2fu- divWdQ
Q Q

which is approximated in a simplest manner and in which only flow components normal
to hexahedron bounds are varied. As a result, the difference between temperatures of two
neighboring hexahedral cells is expressed via some linear combination of flows through
these two cells’ bounds. Then temperatures in the upper layerare excluded using the
energy conservation law written in implicit form and this results in linear system of
equations for normal flows. After approximate calculation of the equation system
temperatures are being found from the energy balance equation. The scheme version for
anisotropic diffusion is developed for an arbitrary symmetric positively defined tensor of
diffusion coefficients and the minimized functional is modified correspondingly.

To solve numerically the obtained system of difference equations, iterations with
one-dimensional runs are used that always converge due to the strict convexity of the
minimized functional. The results of test and methodical computations are given.
Calculations on orthogonal and strongly oblique grids show that the number of such
iterations is approximately proportional to the square root from the Courant number.




NUMERICAL SIMULATION IN DIFFUSIVE-VACUUM
APPROXIMATION
OF RADIANT ENERGY TRANSFER IN THERMONUCLEAR TARGETS

A. A. Bazin, V. V. Vatulin, Yu. A. Dementyev, V. F. Mironova,
G. 1. Skidan, E. N. Tikhomirova, B. P. Tikhomirov,
RFNC-VNIIEF, Russia

Abstract

An approximated method of numerical solution for 2D and 3D problems of
radiant energy transfer in multilayer systems consisting of optically thick and thin areas
is considered. Radiation transfer in optically thick layers is simulated in sectoral
approximation by the equation of radiant heat conductivity and gas dynamics. The .
propagation of X-ray radiation through optically thin layers is described by integral
equation of radiation heat conductivity with account of photon delay.

The equations of radiant heat conductivity and gas dynamics are integrated by
finite difference method. Integral equation is solved either by a generalized zonal method
or by method of large photons. Visibility factors (a slope one and of average distances)
are calculated for meshes on vacuum area surface with varied geometry. To obtain
solution on a temporal layer a method of separate area calculation is used. Stable exchange
boundary conditions are set up between optically thick and thin layers.

An application of diffusive-vacuum method to inertial thermonuclear fusion
exemplifies its use.

The characteristics of X-ray radiation field in a construction of a cylindric target
for heavy ion fusion with converters placed at lateral surface are studied in 2D and 3D
cases.

The influence of target parameters and heavy ion beam on the uniformity of X-ray
radiation distribution field on capsule surface is studied.




MOLECULAR DYNAMICS OF SHOCK LOADING OF METALS WITH
DEFECTS

J. F. Belak,
Lawrence Livermore National Laboratory

Abstract

The finite rise time of shock waves in metals is commonly attributed to
dissipative or viscous behavior of the metal. This viscous or plastic behaviour is
commonly attributed to the motion of defects such as dislocations. Despite this intuitive
understanding, the experimental observation of defect motion or nucleation during shock
loading has not been possible due to the short time scales involved. Molecular dynamics
modeling with realistic interatomic potentials can provide some insight into defect motion
during shock loading. However, until quite recently, the length scale required to accurately
represent a metal with defects has been beyond the scope of even the most powerful
supercomputers. Here, we present simulations of the shock response of single defects and
indicate how simulation might provide some insight into the shock loading of metals.

Work performed under the auspices of the U.S. DOE by LLNL under contract No.
W-7405-ENG-48.
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COMPUTATIONAL SIMULATION OF NON-EQUILIBRIUMPROCESSES
DURING THERMONUCLEAR FUSION

I. M. Belyakov, S. A. Belkov, V. V. Vatulin, L. L. Vakhlamova,
O. A. Vinokurov, S. G. Garanin, V. F. Yermolovich, N. P. Pleteneva,
G. N. Remizov, V. Yu. Rezchikov, N. A. Ryabikina, I. D. Sofronov,

L. P. Fedotova, R. M. Shagaliyev,
RFNC-VNIIEF, Russia

Abstract

The paper presents the main possibilities of numerical simulation for the
processes of radiation and material energy transfer in 2D problems of thermonuclear
fusion implemented in the frames of SATURN and MIMOSA technique communication
and their application to solve some thermonuclear fusion problems.

SATURN program set computes the processes of spectral X-ray radiation
transfer, energy transfer by ions and electrons with account of environment non-
equilibrium, laser radiation energy tranfer and absorption and the ionization kinetics in
an average ion approximation.

Multicomponent non-equilibrium gas dynamics movements are calculated in
MIMOSA code.

Initial differential equations are approximated by grid (finite-difference and finite
element) methods. Non-orthogonal spatial grids are used allowing to account the
peculiarities of computed geometries with a required degree of detail. Special acceleration
methods are used to economize the computations.

The computations with a simultaneous account of all the processes named above
are carried out by special communication programs of SATURN and MIMOSA
techniques (as a contiuous data exchange).

The given program package finds a wide application in studymg different
constructions for thermonuclear fusion.

The possibilities of the given program package are demonstrated by some
numerical simulation results of heavy ion fusion target with elliptic chamber proposed by
a group of scientists from Frankfurt University under Prof.Marun I. leadership.

Numerical results by SATURN+MIMOSA codes have allowed to optimize the

costruction of ellipsoid target. If the radiation field assymetry on the capsule surface
reached 16% in the first construction versions, the improved version based on numerical
calculations gave the assymetry value of 1%.
The work is being continued. Basing on modern physics-mathematical models the progam
set implies the calculation possibility for the parameters of non-equillibrium
multicomponent multicharged plasma in an average ion approximation being taken into
account in a series of computations for an American LABYRINTH target. The first
preliminary results have been obtained.
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SOLUTION OF LARGE NONLINEAR QUASISTATIC STRUCTURAL
MECHANICS PROBLEMS
ON DISTRIBUTED-MEMORY MULTIPROCESSOR
COMPUTERS

M. Blanford,
Sandia National Laboratories

Abstract

Most commercially-available quasistatic finite element programs assemble element
stiffnesses into a global stiffness matrix, then use a direct linear equation solver to obtain
nodal displacements. However, for large problems (greater than a few hundred thousand
degrees of freedom), the memory size and computation time required for this approach
becomes prohibitive. Moreover, direct solution does not lend itself to the parallel
processing needed for today's multiprocessor systems.

This talk gives an overview of the iterative solution strategy of JAS3D, our
nonlinear large-deformation quasistatic finite element program. Because its architecture is
derived from an explicit transient-dynamics code, it does not ever assemble a global
stiffness matrix. I will describe the approach we used to implement the solver on
multiprocessor computers, and show examples of problems run on hundreds of
processors and more than a million degrees of freedom. Finally, I will describe some of
the work we are presently doing to address the challenges of iterative convergence for ill-
conditioned problems.
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MOLECULAR DYNAMICS MODELING OF SOLIDIFICATION IN
METALS

D. B. Boercker, J. Belak, and J. Glosli,
Lawrence Livermore National Laboratory

Abstract
Molecular dynamics modeling is used to study the solidification of metals at high
pressure and temperature. Constant pressure MD is applied to a simulation cell initially
filled with both solid and molten metal. The solid/liquid interface is tracked as a function
of time, and the data is used to estimate growth rates of crystallites at high pressure and
temperature in Ta and Mg.

Work performed under the auspices of the U. S. DoE by LLNL under contract No. W-
7405-ENG-48.
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ELIMINATION OF ARTIFICIAL GRID DISTORTION AND
HOURGLASS-TYPE MOTIONS
BY MEANS OF LAGRANGIAN SUBZONAL MASSES AND PRESSURES

E. J. Caramana and M. J. Shashkov,
Los Alamos National Laboratory

Abstract

The bane of Lagrangian hydrodynamics calculations is premature breakdown of
the grid topology that results in severe degradation of accuracy and run termination often
long before the assumption of Lagrangian zonal mass ceased to be valid. At short spatial
grid scales this is usually referred to by the terms “hourglass” mode or "‘keystone”
motion associated in particular with underconstrained grids such as quadrilaterals and
hexahedrons in two and three dimensions, respectively.

At longer spatial scales relative to the grid spacing there is what is
referred to ubiquitously as *'spurious vorticity", or the long-thin zone problem. In both
cases the result is anomalous grid distortion and tangling that has nothing to do with the
actual solution, as would be the case for turbulent flow. In this work we show how such
motions can be eliminated by the proper use of subzonal Lagrangian masses. and
associated densities and pressures. These subzonal masses arise in a natural way from
the fact that we require the mass associated with the nodal grid point to be constant in
time. This is addition to the usual assumption of constant, Lagrangian zonal mass in
staggered grid hydrodynamics scheme.

We show that with proper discretization of subzonal forces resulting from
subzonal pressures, hourglass motion and spurious vorticity can be eliminated for a very
large range of problems. Finally we are presenting results of calculations of many test
problems. ‘
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NUMERICAL PRESERVATION OF SYMMETRY PROPERTIES OF
CONTINUUM PROBLEMS

E. J. Caramana and P. Whalen,
Los Alamos National Laboratory

Abstract

We investigate the problem .of perfectly preserving a symmetry associated
naturally with one coordinate system when calculated in a different coordinate system.
This allows a much wider range of problems that may be viewed as perturbations of the
given symmetry to be investigated. We study the problem of preserving cylindrical
symmetry in two-dimensional cartesian geometry and spherical symmetry in two-
dimensional cylindrical geometry. We show that this can be achieved by a simple
modification of the gradient operator used to compute the force in a staggered grid
Lagrangian hydrodynamics algorithm. In the absence of the supposed symmetry we
show that the new operator produces almost no change in the results because it is always
close to the original gradient operator. Our technique thus results in a subtie manipulation
of the spatial truncation error in favor of the assumed symmetry but only to the extent
that it is naturally present in the physical situation. This not only extends the range of
previous algorithms and the use of new ones for these studies, but for spherical or
cylindrical calculations reduces the sensitivity of the results to grid setup with equal
angular zoning that has heretofore been necessary with these problems. Although this
work is in two-dimensions, it does point the way to solving this problem in three-
dimensions. This is particularly important for the ASCI initiative. The manner in which
these results can be extended to three-dimensions will be discussed.
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PARALLEL DETERMINISTIC NEUTRONICS WITH AMR IN 3D

C. Clouse, J. Ferguson, C. Hendrickson,
Lawrence Livermore National Laboratory

Abstract
_ AMTRAN, a three dimensional Sn neutronics code with = adaptive mesh
refinement (AMR) has been parallelized over spatial domains and energy groups and runs
on the Meiko CS-2 with MPI message passing. Block refined AMR is used with linear
finite element representations for the fluxes, which allows for a straight forward
interpretation of fluxes at block interfaces with zoning differences. The load balancing
algorithm assumes 8 spatial domains, which minimizes idle time among processors.




A NEW 2-D, LIMITED, ZONE-CENTERED ARTIFICIAL VISCOSITY
TENSOR

M. R. Clover and C. W. Cranfill,
Los Alamos National Laboratory

Abstract

We have developed a fully 2-d(3-d) formulation of a linear, monotonic limiter for
use in conjunction with a new zone-centered Lagrangian Q (which we refer to as a
"discretization" viscosity) suitable for arbitrary connectivity. Rather than min-mod'ing
duw/dx from two adjacent cells onto a node, as in 1-d, we min-mod each eigenvalue of the
strain-rate tensor from all zones adjacent to a node. These are then used to calculate the
shock (or discretization) jump across the zone in that eigenvector's direction. We will
report results on various test problems (e.g. Saltzmann's piston problem, Coggeshall's
similarity solution, etc).
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QUANTUM MOLECULAR DYNAMICS SIMULATIONS OF DENSE
MATTER

L. Collins, J. Kress, N. Troullier, T. Lenosky, and I. Kwon,
Los Alamos National Laboratory

Abstract

We have developed a quantum molecular dynamics(QMD) simulation method for
investigating the properties of dense matter in a variety of environments. The technique
treats a periodically- replicated reference cell containing N atoms in which the nuclei
move according to the classical equations-of-motion. The interatomic forces are generated
from the quantum mechanical interactions of the (between?) electrons and nuclei. To
generate these forces, we employ several methods of varying sophistication from the
tight-binding(TB) to elaborate density functional(DF) schemes. In the latter case, lengthy
simulations on the order of 200 atoms are routinely performed, while for the TB, which
requires no self-consistency, upwards to 1000 atoms are systematically treated. The
QMD method has been applied to a variety cases: 1) fluid/plasma Hydrogen from liquid
density to 20 times volume-compressed for temperatures of a thousand to a million
degrees Kelvin; 2) isotopic hydrogenic mixtures, 3) liquid metals(Li, Na, K); 4) impurities
such as Argon in dense hydrogen plasmas; and 5) metal/insulator transitions in rare gas
systems (Ar,Kr) under high compressions. The advent of parallel versions of the
methods, especially for fast eigensolvers, presage LDA simulations in the range of 500-
1000 atoms and TB runs for tens of thousands of particles. This leap should allow
treatment of shock chemistry as well as large-scale mixtures of species in highly transient
environments.
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SOURCE DESCRIPTION AND SAMPLING TECHNIQUES USED IN
PEREGRINE MONTE CARLO CALCULATIONS OF DOSE
DISTRIBUTIONS FOR RADIATIONO NCOLOGY

L. Cox, P. M. Bergstrom, Jr., W. P. Chandler, S. M. Hornstein, A. E. Schach von
Wittenau, C. L. Hartmann Siantar,
Lawrence Livermore National Laboratory

Abstract

The goal of Lawrence Livermore National Laboratory's PEREGRINE project is to
provide accurate and fast Monte Carlo calculation of dose distributions for routine clinical
use in the radiation treatment of cancer. To attain this goal, an accurate and efficient
method of describing and sampling external radiation sources is essential. We combine
comprehensive simulations of accelerators with clinical measurements to determine
accurate, multiple-component descriptions of the patient-independent radiation field.
Monte Carlo simulations of the accelerators are performed with MCNP/4B and/or
BEAM96 based on detailed engineering information obtained from the linac
manufacturers. In this presentation, we describe the different source component models
available in PEREGRINE for defining complex patient-independent bremsstrahlung
sources emitted from commercially available linacs. The sampling techniques used with
the different source models are explained. PEREGRINE's methods of handling beam
modifiers -- such as jaws/collimators, blocks, wedges and multi-leaf collimators -- is
described. The important aspects of absolute normalization and dose monitor unit
calculations are discussed. Comparisons to clinical measurements and to standard clinical
treatment plans are shown.

This work was performed under the auspices of the U.S. Department of

Energy by the Lawrence Livermore National Laboratory under contract
number W-7405-ENG-48.

19




BOUNDARY ACQUISITION FOR SETUP OF NUMERICAL
SIMULATION

C. Diegert,
Sandia National Laboratory

Abstract

We present a work flow diagram that includes a path that begins with taking
experimental measurements, and ends with obtaining insight from results produced by
numerical simulation. Two examples illustrate this path:

(1) Three-dimensional imaging measurement at micron scale, using X-ray

tomography, provides information on the boundaries of irregularly-shaped

alumina oxide particles held in an epoxy matrix. A subsequent numerical
simulation predicts the electrical field concentrations that would occur in the
observed particle configurations.

(2) Three-dimensional imaging measurement at meter scale, again using X-ray

tomography, provides information on the boundaries fossilized bone fragments in

a Parasaurolophus crest recently discovered in New Mexico. A subsequent

numerical simulation predicts acoustic response of the elaborate internal structure

of nasal passageways defined by the fossil record.

We must both add value, and must change the format of the three-dimensional
imaging measurements before the define the geometric boundary initial conditions for the
automatic mesh generation, and subsequent numerical simulation. We apply a variety of
filters and statistical classification algorithms to estimate the extents of the structures
relevant to the subsequent numerical simulation, and capture these extents as faceted
geometries. We will describe the particular combination of manual and automatic methods
we used in the above two examples.
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THE MOVING-LEAST-SQUARES-PARTICLE ~ HYDRODYNAMICS
METHOD (MLSPH)

G. Dilts,
Los Alamos National Laboratory

Abstract

An enhancement of the smooth-particle hydrodynamics (SPH) method has been
developed using the moving-least-squares (MLS) interpolants of Lancaster and
Salkauskas which simultaneously relieves the method of several well-known undesirable
behaviors, including spurious boundary effects, inaccurate strain and rotation rates,
pressure spikes at imapct boundaries, and the infamous tension instability. The classical
SPH method is derived in a novel manner by means of a Galerkin approximation applied
to the Lagrangian equations of motion for continua using as basis functions the SPH
kernel function multiplied by the particle volume. This derivation is then modified by
simply substituting the MLS interpolants for the SPH Galerkin basis, taking care to
redefine the particle volume and mass appropriately. The familiar SPH "kernel
approximation" is now equivalent to a colocation-Galerkin method. Both classical
conservative and recent non-conservative formulations of SPH can be derived and
emulated. The non-conservative forms can be made conservative by adding terms that are
zero within the approximation at the expense of boundary-value considerations. The
familiar Monaghan viscosity is used. Test calculations of uniformly expanding fluids, the
Swegle example, spinning solid disks, impacting bars, and spherically symmetric flow
illustrate the superiority of the technique over SPH. In all cases it is seen that the
marvelous ability of the MLS interpolants to add up correctly everywhere civilizes the
noisy, unpredicatble nature of SPH. Being a relatively minor perturbation of the SPH
method, it is easily retrofitted into existing SPH codes. On the down side, computational
expense at this point is significant, the Monaghan viscosity undoes the contribution of
the MLS interpolants, and one-point quadrature (colocation) is not accurate enough.
Solutions to these difficulties are being persued vigorously.
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EXPLOSIVE DECELERATION AND FRAGMENTATION OF
METEORITES IN THE ATMOSPHERE

V. P. Elsukov, D. V. Petrov, V. A. Simonenko, O. N. Shubin,
RFNC-VNIITF, Russia

Abstract

Currently there is a series of experimental facts of observed interaction of
meteorites with the atmosphere that have no consistent and logical explanation. First of
all this refers to the burst of Tunguska meteorite at some altitude. No meteorite substance
was found after this burst. Besides, flashes similar to a fireball of nuclear explosion with
the yield of 1-100 kT of TNT are recorded in the Earth's atmosphere regularly. They
evidence that under some conditions there exists a physical mechanism of explosive
interaction of meteorites with the Earth's atmosphere having characteristic features of
above-surface or high-altitude nuclear explosion. Moreover, there is no contradiction-free
theory describing fragmentation of meteorites in the atmosphere.

The paper describes simulation-theoretical model of explosive interaction of
meteorites with the atmosphere as well as fragmentation of meteorites. This physical
model can lead to two outcomes. In the first case meteorites with rather low density and
sizes less than critical one are able to reach only some critical altitude above the Earth's
surface. Judging by the consequences of Tunguska burst, final sizes of particles are
microscopic. In the second scenario when density of meteorite is high or sizes are rather
large, fragmentation process have no time to evolve deeply. In this case, chunks falling on
the Earth will be of macroscopic size.

Thus, Sikhote-Alin event was not of explosive nature.
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SIMULATION OF THERMOMECHANICAL FATIGUE IN SOLDER
JOINTS*

H. E. Fang, V. L. Porter, R. M. Fye, E. A. Holm,
Sandia National Laboratories

Abstract

Thermomechanical fatigue (TMF) is a very complex phenomenon in electronic
component systems and has been identified as one promment deoradati~~ mechanism for
surface mount solder joints in the stockpile. < r«%@-’:f ’ s coefficients of
thermal expansion (CTE) of the materials in J ot changes in the
ambient temperature. In this case different CT" ~_ _ cocarswanr T the assembly,
and this strain is concentrated almost entirely in the solder because it is the most
deformable portion of the system. Since solder alloy is at a significant fraction of its
melting point even at room temperature, the cyclical strain enhances mass diffusion and
cause dramatic changes in the joint microstructure over time. As the microstructure
changes, the joint weakens and eventually cracks when it can no longer withstand the
strain.

In order to precisely predict the TMF-related effects on the reliability of
electronic components in weapons, a multi-level simulation methodology is being
developed at Sandia National Laboratories. This methodology links simulation codes of
continuum mechanics (JAS3D), microstructural mechanics (GLAD), and microstructural
evolution (PARGRAIN) to treat the disparate length scales that exist between the
macroscopic response of the component and the microstructural changes occurring in its
constituent materials. JAS3D is used to predict strain/temperature distributions in the
component due to environmental variable fluctuations.

GLAD identifies damage initiation and accumulation in detail based on the spatial
information provided by JAS3D. PARGRAIN simulates the changes of material
microstructure, such as the heterogeneous coarsening in Sn-Pb solder, when the
component's service environment varies. g

In a complex electronic compone 4352 MET hybrid
unit which contains 348 solder joints, ea » } and PARGRAIN
calculation is computationally intensive although only part of the TMF phenomenon is
modeled. For example, running JAS3D on a single processor of Cray J90 to model strain
distribution in MC4352 under TMF would take about 1000 CPU hours to finish one
fatigue cycle, while many cycles must be simulated for a complete analysis. PARGRAIN
would need a day or more on Sandia's Intel Paragon supercomputer to model grain growth
in a volume representative of a solder joint, using the fast Monte Carlo grain growth
algorithm recently developed. The limits of computational power from conventional
supercomputers prohibited the full implementation of this methodology in achieving
realistic problem size, physical complexity, and numerical accuracy. Moving to multi-
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teraflop computing is the only solution which can enable the practical interactions
required for a full-physics model of a complex electronic system, where TMF in solder
joints must be assessed. The preliminary results from our exercises on the Teraflop
machine at Sandia show that after full implementations, JAS3D could gain 140-200 times
speedup and the run time of PARGRAIN can be shortened to only two hours. Similar
- performance increase is also expected for GLAD. With the support of US ASCI
(Accelerated Strategic Compfuting Initiative) program and advanced algorithm
development, the computational TMF model will enable scientists and engineers to
anticipate reliability and performance problems in aging weapon components. This
capability in turn will allow early identification of problems so that corrective

actions can be efficiently implemented.

* Sandia ia a multiprogram laboratory operated by Sandia Corporation,
a Lockheed Martin Company, for the United States Department of Energy
under Contract DE-ACO04-94AL85000.
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SOLVING THE TRANSPORT EQUATION WITH QUADRATIC FINITE
ELEMENTS: THEORY AND APPLICATIONS

J. M. Ferguson,
Lawrence Livermore National Laboratory

Abstract

At the 4th Joint Conferece on Computational Mathematics, we presented a paper
introducing a new quadratic finite element scheme (QFEM) for solving the transport
equation. In the ensuing year we have obtained considerable experieince in the application
of this method, including solution of eigenvalue problems, transmission problems, and
solution of the adjoint form of the equation as well as the usual forward solution. We will
present detailed results, and will also discuss other refinements of our transport codes,
particularly for 3-dimensional problems on rectilinear and non-rectilinear grids.
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COMPUTATION TECHNIQUE FOR ELASTIC-PLASTIC FLOWS
WITH ACCOUNT OF MATERIAL DESTRUCTION AND
FRAGMENTATION

A. V. Gorodnichev, G. P. Siminov, Yu. V. Yanilkin,
RFNC-VNIIEF, Russia

Abstract

The paper gives the description of the Lagrangian-Eulerian technique implemented
in the EGAK program set [1] and intended for flow simulation with account of elastic-
plastic properties of materials. The technique is intended for simulation of 2D flows in
multicomponent media whose essential feature is the presence of large deformations. To
calculate contact boundaries, the concentration technique is used.

Both simplest models based on the instant destruction with achieving critical
tensile stress and more complex models are used to calculate material destruction. The
latter include equations for parameters characterizing the degree of material porosity.

To calculate the process of fragmentation of the destructed material, concepts
developed in the works by Grady [2] and Ivanov and others [3] were considered.

Computation results are given for several problems: the problem of punching a
two-layer aluminum and textolite barrier by a steel ball; impact of two copper plates;
punching a plastic material barrier by a steel ball, etc. Fragmentation computation
techniques were tested on the last problem.

Computation results are compared to analytical solutions, experiment data and
results of computations using other techniques. The results of all computation runs are in
good agreement with analytical solutions and experiment data.

Reference

1. Yanilkin Yu.V., Shanin A.A., Kovalev N.P., Gavrilova E.S., Gubkov E.V., Darova
N.S., Dibirov O.A., Zharova G.V., Kalmanovich A.l., Paviusha I.N., Samigulin M.S.,
Simonov G.P., Sin’kova O.G., Sotnikova M.G., Tarasov V.1, Toropova T.A. EGAK
Program Set for Computation of 2D Multicomponent Medium Flows.// VANT,
ser. MMFP, iss.4, 1993.

2. Grady D.E. Local Inertial Effects in Dynamic Fragmentation // J.Appl.Phys.. 1985,
v.53, No.1, pp.322-325.

3. Ivanov A.G., Rayevskii V.A., Vorontsova O.S. Material Fragmentation during
Explosion. // Fizika Goreniya i Vzryva, 1995, v.31, No.2.
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PROVIDING SCALABLE SYSTEM SOFTWARE FOR HIGH-END
SIMULATIONS

D. Greenberg,
Sandia National Laboratories

Abstract

Detailed, full-system, complex physics simulations requiring 10*15 flops and
terabytes of data have been shown to be feasible on systems containing thousands of
processors. In order to manage these computer systems it has been necessary to create
scalable system services. In this talk Sandia's research on scalable systems will be
described. The key concepts of low overhead data movement through portals and of
flexible services through multi-partition architectures will illustrated in detail. The talk
will conclude with a discussion of how these techniques can be applied outside of the
standard monolithic MPP system.
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MATHEMATICAL METHODS FOR PROTEIN SCIENCE

W. Hart, S. Istrail, J. Atkins.
Sandia National Laboratories

Abstract

Understanding the structure and function of proteins is a fundamental endeavor in
molecular biology. Currently, over 100,000 protein sequences have been determined by
experimental methods. The three dimensional structure of the protein determines its
function, but there are currently less than 4,000 structures known to atomic resolution.
Accordingly, techniques to predict protein structure from sequence have an important
role in aiding our understanding of the Genome and the effects of mutations in genetic
disease. We describe current efforts at Sandia to better understand the structure of
proteins through rigorous mathematical analyses of simple lattice models. Our efforts
have focused on two aspects of protein science: mathematical structure prediction, and
inverse protein folding.

A variety of methods have been proposed to predict the three-dimensional
structure of proteins from their amino acid sequence. Very few of these methods provide
the user with a measure of confidence in the predicted structure. We have developed
algorithms that generate protein structures in linear time whose energy is guaranteed to be
within a fixed fraction of the energy of the optimal protein structure. Our analysis has
focused on variants of the hydrophobic-hydrophilic model (Dill 1985), which abstracts
the dominant force of protein folding: the hydrophobic interaction. The protein is
modeled as a chain of amino acids of length n which are of two types: H (hydrophobic,
i.e., nonpolar) and P (hydrophilic, i.e., polar).

Although a variety of methods like these have been proposed to perform structure
prediction, this problem has been difficult to solve exactly in a robust manner. In fact, it is
still not known whether there exists an efficient algorithm for predicting the structure of a
protein from its amino acid sequence alone. This observation has prompted us to
characterize the computational complexity of protein structure prediction in simple lattice
models. We have shown that a two broad classes of structure prediction problems are
NP-hard. The first illustrates how structure prediction can be NP-hard for any reasonable
lattice. The second illustrates how structure prediction can be NP-hard for a broad class
of Lennard-Jones-like energy potentials.

Inverse protein folding is a complementary problem to structure prediction. It
concerns the identification of an amino acid sequence that folds to a given structure.
Sequence design problems attempt to avoid the apparent difficulty of inverse protein
folding by defining an energy that can be minimized to find protein-like sequences. We
have evaluated the practical relevance of two sequence design problems by analyzing their
computational complexity. Our analysis shows how sequence design problems can fail to
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reduce the difficulty of the inverse protein folding problem, and highlights the need to
analyze these problems to evaluate their practical relevance.
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MODELING BY VALUE IMPLEMENTED IN PRIZMA CODE

Ia. Z. Kandiev and G. N. Malyshkin,
RFNC-VNIITF, Russia

Abstract

PRIZMA code was intended for Monte Carlo simulation of linear radiation transfer
problems. The code has broad capabilities to describe geometry, sources, material
composition, obtain specified results. There is a capability to calculate path of particles
of different types (neutrons, photons, electrons, positrons and heavy charged particles)
taking into account their transmutations. Scheme of modeling by value [2] was
implemented to solve the problems which require calculation of functionals related to
small probabilities (for example, problems of protection against radiation, problems of
detection, etc.). The scheme enables to adapt algorithm of trajectory building to the
problem peculiarities.

Main components of the developed technique are the following.

Problem of any complexity can be presented in the form of combination of
(elementary) problems with simpler relations between the source and detector. Totally
four classes of elementary problem were defined:

1. Radiation propagation in optically thick medium.

2. Radiation propagation in optically transparent medium.

3. Problem of detection using detector located in vacuum or absorber.

4. Problem of detection using detector located in emitting or scattering
medium.

Schemes of non-analogous modeling and principles of building approximate value
function and appropriate non-analogous distributions were selected for each class of
problems.

Calculation of a specific problem is performed in the following way: problem
conditions are analyzed in order to understand peculiarities of the problem; based on the
peculiarities initial problem is split into elementary ones, each falling into one of four
classes; for each elementary problem approximate solution is built using appropriate
procedures and, if necessary, parameters of appropriate non-analogous distributions are
determined; modeling scheme obtained is described by initial data in addition to problem
conditions and calculation is performed.

References

1. Ia.Z. Kandiev, E.S. Kuropatenko, I.V. Lifanova et al. Monte-Carlo

Calculations of Particle Interaction with Matter in PRIZMA Code. Theses of
presentations at III Scientific Conference on Protection against Ionizing Radiation at
Nuclear Facilities.
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- Thilisi, 1981, p. 24.
2. J. Spanier, Z.Gelbard. Monte-Carlo Method and Neutron Transport Problems.
Moscow, Atomizdat, 1972, p. 207
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MONTE-CARLO SIMULATION OF BIOLOGICAL PROTECTION AT
REPETITIVE PULSE ELECTRON ACCELERATOR

Ia. Z. Kandiev and V. V. Plokhoy,
RENC-VNITF, Russia

Abstract

Bremsstrahlung dose rate was calculated. Bremsstrahlung results from the interaction
of electron beam of 1MeV accelerator operating in repetitive pulse mode with the foil of a
beam-exit hole and layer of air where beam is decelerated behind biological protection.

It is shown that high repetition frequency (~500 Hz) of pulses of accelerated
electrons leads to ~100cm width of concrete wall necessary to ensure personnel
protection against radiation.

Technique is described enabling Monte-Carlo simulation of bremsstrahlung dose
behind the obstacle with large optical thickness. This technique provides estimates with
rather small dispersion in acceptable run time. Calculations were performed using
PRIZMA code [1] which allows to consider the complete problem statement taking into
account combined electrons and photons transport in the real geometry.

To verify the results obtained, gamma-radiation dose from 60Co isotope source
scattered by atmospheric air was calculated at a great distance from the source for
geometry described in [2]. Calculation results are compared with "benchmark" experiment
results, thus enabling to test the technique developed to estimate bremsstrahlung dose
behind biological protection of the accelerator.

With the same purpose technique was tested for calculation of bremsstrahlung yield
and energy-angular distribution of photons by comparing measurement results given in [3]
with calculation results obtained using PRIZMA code.

References:

1. Ya.Z. Kandiev, E.S. Kuropatenko, I.V. Lifanova et al., Theses of presentations at
the III Scientific Conference on Protection against lonizing Radiation at Nuclear
Facilities. Thilisi, Tbilisi State University, 1981, p. 24.

2. R.R. Nason, J.K. Shultis, R.E. Saw and C.E. Clifford, "A Benchmark Gamma-Ray
SkyShine Experiment", Nucl. Sci. Eng., 79, 404-416, 1981.

3. D.H. Rester, W.E. Dance and J.H. Derrickson, "Thick Target Bremsstrahlung
Produced by Electron Bombardment of Targets Be, Sn and Au in the Range 0.2-

2.8 MeV", Journ. Appl. Phys., vol. 41, #6, pp.2682-2692, (1970).
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NUMERICAL SIMULATION OF EXPERIMENTS WITH FUEL PELLETS
AT PULSE REACTOR FACILITY

Ia. Z. Kandiev and R. M. Kozybayev,
RFNC-VNIITF, Russia

Abstract

To solve the problems related to numerical simulation of experiments performed at
pulse reactors, PRIZMA-D code which is a modification of the basic PRIZMA code was
developed at VNIITF.

Peculiarity of this code is in a special source - fission points distributed in
eigenfunction in the reactor core. To diminish constraints on applying non-analogous
simulation, process of determining source is distinguished from the process of modeling
trajectories to obtain necessary results. This structure of calculation cycle enables to
increase effectiveness of calculations. In addition, special method of modeling trajectories
of the particles implemented in PRIZMA code enables to obtain correlated results of
several problem versions during one calculation. To illustrate the code capabilities,
problems are considered related to numerical simulation of experiments with fuel pellets
at the pulse reactor.
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AN 8-NODE TETRAHEDRAL FINITE ELEMENT SUITABLE FOR
EXPLICIT TRANSIENT DYNAMIC SIMULATIONS

S. W. Key, M. W. Heinstein, C. M. Stone,
Sandia National Laboratories

Abstract

Considerable effort has been expended in perfecting the algorithmic properties of
8-node hexahedral finite elements. Today the element is well understood and performs
exceptionally well when used in modeling three-dimensional explicit transient dynamic
events. However, the automatic generation of all-hexahedral meshes remains an elusive
achievement. The alternative of automatic generation for all-tetrahedral meshes is a reality.
Unfortunately, in solid mechanics the 4-node linear tetrahedral finite element is a
notoriously poor performer, and the 10-node quadratic tetrahedral finite element while a
better performer numerically is computationally expensive. To use the all-tetrahedral
mesh generation extant today, we have explored the creation of a quality 8-node
tetrahedral finite element (a four-node tetrahedral finite element enriched with four mid-
face nodal points).

The derivation of the element's gradient operator, studies in obtaining a suitable mass
lumping and the element's performance in applications are presented. In particular, we
examine the 8-node tetrahedral finite element's behavior in longitudinal plane wave
propagation, in transverse cylindrical wave propagation, and in simulating Taylor bar
impacts. The element only samples constant strain states and, therefore, has 12 hourglass
modes. In this regard, it bears similarities to the 8-node, mean-quadrature hexahedral finite
element. Given automatic all-tetrahedral meshing, the 8-node, constant-strain tetrahedral
finite element is a suitable replacement for the 8-node hexahedral finite element and "hand-
built" meshes.
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THE ENERGETIC ALPHA PARTICLE TRANSPORT METHOD (EATM)

R. C. Kirkpatrick,
Los Alamos National Laboratory

Abstract

There have been several methods applied to the problem of energetic (e.g.. 14.1
MeV DT) alpha particle transport in fusion plasmas as well as heavy ion transport in
high-Z radiation converters for ion beam fusion targets. In addition, the magnetic
confinement fusion community has treated the problem of transport in the presence of
magnetic fields. However, the problem of energetic charged particle transport in a
dynamic magnetized plasma has been inadequately explored. The research code EATM is
a first attempt to find an efficient method of treating the transport of energetic charged
particles in a dynamic magnetized (MHD) plasma for which the mean free path of the
particles ahd the Larmor radius may be long compared to the gradient lengths in the
plasma. The intent is to span the range of parameter with the effeciency and accuracy
thought necessary for experimental analysis and design of magnetized fusion targets.

One of the eariest examples of such targets is the Sandia National Lab Phi-target in
1977. However, about the same time Los Alamos was exploring the Fast Liner concept. a
larger cylindrical version.

More recently, Los Alamos and the All-Russia Scientific Institute for
Experimental Physics have collaborated on the MAGO experiments that are intended to
study target plasma formation for magnetized target fusion (MTF).

EATM uses some piecewize analytic solutions and transformations to build
transport matricies for single computational cells, and then uses these matricies in a way
similar to equations of state or opacities to effect the transport throughout the
computational mesh. This approach should be most applicable to codes with fixed
orthognal meshes such as Eulerian algorithms or AMR codes.
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TIME DEPENDENT VIEW FACTOR METHODS

R. C. Kirkpatrick,
Los Alamos National Laboratory

Abstract
View factors have been used for treating radiation transport between opaque
surfaces bounding a transparent medium for several decades. However, in recent years
they have been applied to problems involving intense bursts of radiation in enclosed
volumes such as in the laser fusion hohlraums. In these problems, several aspects require
treatment of time dependence. These will be discussed and some examples will be
provided. Also, the limitations of view factor mathods will be discussed.
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IMPLEMENTATION OF NUMERICAL SIMULATION TECHNIQUES IN
ANALYSIS OF THE ACCIDENTS IN COMPLEX TECHNOLOGICAL
SYSTEMS

G. S. Klishin, V. E. Seleznev, V. V. Aleoshin,
RFNC-VNIIEF, Russia

Abstract

Gas industry enterprises such as main pipelines , compressor gas transfer
stations, gas extracting complexes belong to the energy intensive industry. Accidents
there can result into the catastrophes and great social, environmental and economic losses.
Annually, according to the official data several dozens of large accidents take place at the
pipes in the USA and Russia. That is why prevention of the accidents, analysis of the
mechanisms of their development and prediction of their possible consequences are acute
and important tasks nowadays. The accidents reasons are usually of a complicated
character and can be presented as a complex combination of natural, technical and human
factors.

Mathematical and computer simulations are  safe, rather effective and
comparatively inexpensive methods of the accident analysis. It makes it possible to
analyze different mechanisms of a failure occurrence and development, to assess its
consequences and give recommendations to prevent it. Besides investigation of the failure
cases, numerical simulation techniques play an important role in the treatment of the
diagnostics results of the objects and in further construction of mathematical prognostic
simulations of the object behavior in the period of time between two inspections.

While solving diagnostics tasks and in the analysis of the failure cases, the
techniques of theoretical mechanics, of qualitative theory of differential equations, of
mechanics of a continuous medium , of chemical macro-kinetics and optimizing techniques
are implemented in the Conversion Design Bureau #5 (DB#5). Both universal and special
numerical techniques and software (SW) are being developed in DB#5 for solution of
such tasks. Almost all of them are calibrated on the calculations of the simulated and full-
scale experiments performed at the VNIIEF and MINATOM testing sites. It is worth
noting that in the long years of work there has been established a fruitful and effective
collaboration of theoreticians, mathematicians and experimentalists of the institute to
solve such tasks.

37




A TRANSPORT MODEL FOR COMPUTER SIMULATION OF
WILDFIRES

R. Linn,
Los Alamos National Laboratory

Abstract

Realistic self-determining simulation of wildfires is a difficult task because of a
large variety of important length scales (including scales on the size of twigs or grass and
the size of large trees), imperfect data, complex fluid mechanics and heat transfer, and
very complicated chemical reactions. We use a transport approach produce a model that
exhibit a self-determining propagation rate. The transport approach allows us to represent
a large number of environments such as those with nonhomogeneous vegetation and
terrain. We account for the microscopic details of a fire with macroscopic resolution by
dividing quantities into mean and fluctuating parts similar to what is done in traditional
turbulence modeling. These divided quantities include fuel, wind, gas concentrations, and
temperature. Reaction rates are limited by the mixing process and not the chemical
kinetics. We have developed a model that includes the transport of multiple gas species,
such as oxygen and volatile hydrocarbons, and tracks the depletion of various fuels and
other stationary solids and liquids. From this model we develop a simplified local burning
model with which we perform a number of simulations that demonstrate that we are able
to capture the important physics with the transport approach. With this simplified model
we are able to pick up the essence of wildfire propagation, including such features as
acceleration when transitioning to upsloping terrain, deceleration of fire fronts when
they reach downslopes, and crowning in the presence of high winds.
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ON SIMULATING FLOW WITH MULTIPLE TIME SCALES USING A
METHOD OF AVERAGES

L.G. Margolin,
Los Alamos National Laboratory

Abstract

We present a new computational method based on averaging to efficiently
simulate certain systems with multiple time scales. We first develop the method in a
simple one-dimensional setting and employ linear stability analysis to demonstrate
numerical stability. We then extend the method to multidimensional fluid flow. Our
method of averages does not depend on explicit splitting of the equations nor on modal
decomposition. Rather we combine low order and high order algorithms in a generalized
predictor-corrector framework. We illustrate the methodology in the context of a shallow
fluid approximation to an ocean basin circulation. We find that our new method
reproduces the accuracy of a fully explicit second-order accurate scheme, while costing
less than a first-order accurate scheme.
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HEXAHEDRAL MESH GENERATION VIA THE DUAL ARRANGEMENT
OF SURFACES

S. A. Mitchell and T. J. Tautges,
Sandia National Laboratories

Abstract

Given a general three-dimensional geometry with a prescribed quadrilateral surface
mesh, we consider the problem of constructing a hexahedral mesh of the geometry whose
boundary is exactly the prescribed surface mesh. Due to the specialized topology of
hexahedra, this problem is more difficuit than the analogous one for tetrahedra. Folklore
has maintained that a surface mesh must have a constrained structure in order for there to
exist a compatible hexahedral mesh.

However, we have a proof that a surface mesh need only satisfy mild parity
conditions, depending on the topology of the three-dimensional geometry, for there to
exist a compatible hexahedral mesh. The proof is based on the realization that a
hexahedral mesh is dual to an arrangement of surfaces, and the quadrilateral surface mesh
is dual to the arrangement of curves bounding these surfaces. The proof is constructive
and we are currently developing an algorithm called Whisker Weaving (WW) that mirrors
the proof steps.

Given the bounding curves, WW builds the topological structure of an arrangement
of surfaces having those curves as its boundary. WW progresses in an advancing front
manner. Certain local rules are applied to avoid structures that lead to poor mesh quality.
Also, after the arrangement is constructed, additional surfaces are inserted to separate
features, so e.g. no two hexahedra share more than one quadrilateral face.

The algorithm has generated meshes for certain non-trivial problems, but is
currently unreliable. We are exploring strategies for consistently selecting which portion
of the surface arrangement to advance based on the existence proof. This should lead us
to a robust algorithm for arbitrary geometries and surface meshes.
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3D UNSTRUCTURED-MESH RADIATION TRANSPORT CODES

J. Morel,
Los Alamos National Laboratory

Abstract

Three unstructured-mesh radiation transport coces are currently being developed
at Los Alamos National Laboratory. The first code is ATTILA, which uses an
unstructured tetrahedral mesh in conjunction with standard Sn (discrete-ordinates) angular
discretization, standard multigroup energy discretization, and linear-discontinuous spatial
differencing. ATTILA solves the standard first-order form of the transport equatton using
source iteration in conjunction with diffusion-synthetic acceleration of the within-group
source iterations. DANTE is designed to run primarily on workstations. - The second
code is DANTE, which uses a hybrid finite-element mesh consisting of arbitrary
combinations of hexahedra, wedges, pyramids, and tetrahedra. DANTE solves several
second-order self-adjoint forms of the transport equation including the even-parity
equation, the odd-parity equation, and a new equation called the self-adjoint angular flux
equation.

DANTE also offers three angular discretization options: $S n$ (discrete-
ordinates), $P_n$ (spherical harmonics), and $SP_n$ (simplified spherical harmonics).
DANTE is designed to run primarily on massively parallel message-passing machines,
such as the ASCI-Blue machines at LANL and LLNL. The third code is PERICLES,
which uses the same hybrid finite-element mesh as DANTE, but solves the standard first-
order form of the transport equation rather than a second-order self-adjoint form.

DANTE uses a standard $S n$ discretizaion in angle in conjunction with
trilinear-discontinuous spatial differencing, and diffusion-synthetic acceleration of the
within-group source iterations. PERICLES was initially desighed to run on workstations,
but a version for massively parallel message-passign machines will be built. The three
codes will described in detail and computational results will be presented.
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RECENT WORK ON MATERIAL INTERFACE RECONSTRUCTION

S. J. Mosso and B. K. Swartz,
Los Alamos National Laboratory

Abstract

For the last 15 years, many Eulerian codes have relied on a series of piecewise
linear interface reconstruction algorithms developed by David Youngs. In a typical
Youngs' method, the material interfaces were reconstructed based upon nearby cell values
of volume fractions of each material. The interfaces were locally represented by linear
segments in two dimensions and by pieces of planes in three dimensions. The first step
in such reconstruction was to locally approximate an interface normal. In Youngs' 3D
method, a local gradient of a cell-volume-fraction function was estimated and taken to be
the local interface normal. A linear interface was moved perpendicular to the now known
normal until the mass behind it matched the material volume fraction for the cell in
question. But for distorted or nonorthogonal meshes, the gradient normal estimate didn't
accurately match that of linear material interfaces. Moreover, curved material interfaces
were also poorly represented.

We will present some recent work in the computation of more accurate interface
normals, without necessarily increasing stencil size. Our estimate of the normal is made
using an iterative process that, given mass fractions for nearby cells of known but
arbitrary variable density, converges in 3 or 4 passes in practice (and quadratically - like
Newton's method - in principle). The method reproduce a linear interface in both
orthogonal and nonorthogonal meshes. The local linear approximation is generally 2nd-
order accurate, with a 1st-order accurate normal for curved interfaces in both two and
three dimensional polyhedral meshes. Recent work demonstrating the interface
reconstruction for curved surfaces will be discussed.
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NUMERICAL SIMULATION OF TURBULENT MIXING IN 2D FLOWS

V. V. Nikiforov, Yu. V. Yanilkin, G. V. Zharova, Yu. A. Yudin,
RFNC-VNIIEF, Russia

Abstract

The paper describes 2D multiparameter model of turbulent mixing developed
within the EGAK program package. The model use nine independent variables for which
evolution equations are solved. The variables are four components of Reynolds tensor,
full turbulent energy, viscous dissipation rate of turbulent energy, two components of a
velocity vector of turbulent mass flow and squared density pulsation. The model is the
two-dimensional generalization of the one-dimensional model of VIKHR’ technique.

The results of 1D computations using multiparameter turbulent mixing model
under gravitational instability are given. These results are in full agreement with
computation results using VIKHR’ technique.

The results of computations of 1D problem of shift instability are given in
comparison with already known experiment results and computation results using k-¢
model of turbulent mixing. Our results are in good agreement both with experimental
results and results obtained with k-¢ model.

The paper also includes 2D computation results of modeling instability growth at
the interface of two different -density gases and liquids and their subsequent turbulent
mixing. Results are being compared to experiment data obtained in laboratories headed by
Meshkov and Kucherenko. Additionally, the results are also compared to the results
obtained using k-e model of turbulent mixing and results of direct numerical simulations
without any turbulence models earlier conducted using other techniques within EGAK
program set. Good agreement of computation results using the proposed technique with
experiment data and results using other numerical techniques is achieved.

The calculations carried out showed that the multiparameter model has its
advantages over other models, the main of them is that it use the same semi-empirical
constants for all flows being simulated.
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SEISMIC IMAGING USING FINITE-DIFFERENCES AND PARALLEL
COMPUTERS

C. C. Ober,
Sandia National Laboratories

Abstract

A key to reducing the risks and costs of associated with oil and gas exploration is
the fast, accurate imaging of complex geologies, such as salt domes in the Gulf of Mexico
and overthrust regions in U.S. onshore regions. Prestack depth migration generally yields
the most accurate images, and one approach to this is to solve the scalar wave
equation using finite differences.

Current industry computational capabilities are insufficient for the application of
finite difference, 3-D, prestack, depth migration algorithms. A 3-D data set can be several
terabytes in size, and the multiple runs necessary to refine the velocity model may take
many years. The oil companies and seismic contractors need to be able to perform
complete velocity field refinements in weeks and single iterations overnight. High
performance computers and state-of-the-art algorithms and software are required to meet
this need.

As part of an ongoing ACTI project funded by the U.S. Department of Energy,
we have developed a finite difference, 3-D prestack, depth migration code. The goal of
this work is to demonstrate that massively parallel computers can be used efficiently for
seismic imaging, and that sufficient computing power exists (or soon will exist) to make
finite difference, prestack, depth migration practical for oil and gas exploration.

We have had to address several problems to get an efficient code for the Intel
Paragon. These include efficient I/O, efficient parallel tridiagonal solves, and high single-
node performance. Furthermore, to provide portable code we have been restricted to the
use of high-level programming languages (C and Fortran) and interprocessor
communications using MPI. We have been using the SUNMOS operating system, which
has affected many of our programming decisions.

We will present images created from two verification datasets (the Marmousi
Model and the SEG/EAEG 3D Salt Model). Also, we will show recent images from real
datasets, and point out locations of improved imaging. Finally, we will discuss areas of
current research which will hopefully improve the image quality and reduce
computational costs.




MOLECULAR DYNAMICS COMPUTER SIMULATION OF
PERMEATION IN SOLIDS

P. 1. Pohl, G. S. Heffelfinger, D. K. Fisler and D. M. Ford.
Sandia National Laboratories

Abstract

In this work, we apply classical mechanics and molecular dynamics to better
understand the phenomena of atomic and molecular movement in dense and slightly
porous solids. Lennard-Jones interaction potentials are used and supplemented with
quantum mechanical adjustments where necessary. Novel simulations techniques such as
Grand Canonical Molecular Dynamics, transition state theory and diffusion pathways are
utilized to understand permeation, diffusion and diffusive pathways. Applications of
this theoretical work include development of membranes for gas separations, predictions
of oxygen permeation and subsequent oxidation in support of materials degradation
research and understanding cation diffusion in mediorite minerals to assess the probability
of organic life on the planet mars.
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PARALLEL MONTE CARLO TRANSPORT MODELING IN THE
CONTEXT OF A TIME-DEPENDENT, THREE-DIMENSIONAL MULTI-
PHYSICS CODE

R. J. Procassini,
Lawrence Livermore National Laboratory

Abstract

The fine-scale, multi-space resolution that is envisioned for accurate simulations
of complex weapons systems in three spatial dimensions implies flop-rate and memory-
storage requirements that will only be obtained in the near future through the use of
parallel computational techniques. Since the Monte Carlo transport models in these
simulations usually stress both of these computational resources, they are prime
candidates for parallelization. The MONACO Monte Carlo transport package, which is
currently under development at LLNL, will utilize two types of parallelism within the
context of a multi-physics design code: decomposition of the spatial domain across
processors (spatial parallelism) and distribution of particles in a given spatial subdomain
across additional processors (particle parallelism). This implementation of the package
will utilize explicit data communication between domains (message passing). Such a
parallel implementation of a Monte Carlo transport model will result in non-deterministic
communication patterns. The communication of particles between subdomains during a
Monte Carlo time step may require a significant level of effort to achieve a high parallel
efficiency.

This work is performed under the auspices of the U.S. Department of Energy at the
Lawrence Livermore National Laboratory under Contract Number W-7405-Eng-48.
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CALCULATION TECHNIQUE FOR 3-D GAS DYNAMICS PROBLEMS
ON NONREGULAR LAGRANGIAN GRIDS

V. V. Rasskazova,
RENC-VNIIEF, Russia

Abstract ‘

The technique offered uses both Lagrangian gas dynamics equations and a
difference calculation grid connected with a material and moving with it.

The space is filled with figures as computational grid meshes without folds and
gaps by nonregular method using convex Dirichlet-Voronoy polyhedrons at initial
moment of integration.

To avoid Lagrangian grid calculational distortions during numerical experiment the
means of preserving convex trihedral angles are used together with a local grid
reconstruction by cutting separate meshes or by spating two neiboring.

The technique and its software can be used for solving problems in the following
practical areas:

- ecology problems which need to know the material particles location

and pathway;

- calculation of directed explosions when it is necessary to know and be able to

define the direction of material-ground being burst out;

- meteorology problems;

- calculation of body co-impact in space and their penetration within

each other.
The problems for demonstration of this method capabilities are offered.
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AN IMPLICIT FAST FOURIER TRANSFORM METHOD FOR
INTEGRATION OF THE TIME DEPENDENT SCHRODINGER EQUATION

M. E. Riley,
Sandia National Laboratories,
and
A. B. Ritchie,
Lawrence Livermore National Laboratory

Abstract

The potential of the new massively-parallel-processor computers to perform ‘“bare-
knuckle” numerical solutions of difficult full-dimensional problems prompted us to
investigate some modern finite-difference methods for solution the time-dependent
Schrodinger equation. One of these is the exponentiated split operator procedure, based on
the use of the fast Fourier transform, which has been successfully used for vibration-rotation
spectral analysis and molecular dynamics.

Electronic processes such as charge transfer, excitation, and ionization involve the
Coulomb interaction which makes the numerical representation of the wave function more
difficult than in the previous molecular dynamics studies. We have found that the
exponentiated split operator procedure is subject to difficulties in energy conservation when
solving the time-dependent Schrodinger equation for Coulombic systems. Stability with
respect to time increment variations is a problem for these interactions. We have rearranged
the kinetic and potential energy terms in the temporal propagator of the finite difference
equations to find a propagation algorithm for three dimensions that looks much like the
Crank-Nicholson and alternating direction implicit methods for one- and two-space-
dimensional partial differential equations. Stability is greatly improved. We report
comparisons of this novel implicit split operator procedure with the conventional
exponentiated split operator procedure on hydrogen atom solutions.
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PROPAGATION OF AN ULTRA-SHORT, INTENSE LASER IN A
RELATIVISTIC FLUID

A. B. Ritchie and C. D. Decker,
Lawrence Livermore National Laboratory

Abstract

A Maxwell-relativistic fluid model is developed to describe the propagation of an
ultrashort, intense laser pulse through an underdense plasma. The model makes use of
numerically stabilizing fast Fourier transform (FFT) computational methods for both the
Maxwell and fluid equations, and it is benchmarked against particle-in-cell (PIC)
simulations.

Strong fields generated in the wake of the laser are calculated, and we observe
coherent wake-field radiation generated at harmonics of the plasma frequency due to
nonlinearities in the laser-plasma interaction. For a plasma whose density is 10% of
critical, the highest members of the plasma harmonic series begin to overlap with the first
laser harmonic, suggesting that widely used multiple-scales-theory, by which the laser and
plasma frequencies are assumed to be separable, ceases to be a useful approximation.




COMPUTATIONAL MODELING OF JOINT U.S.-RUSSIAN
EXPERIMENTS RELEVANT TO MAGNETIC
COMPRESSION/MAGNETIZED TARGET FUSION (MAGO/MTF)

P. T. Sheehey, R. J. Fachl, R. C. Kirkpatrick, and I. R. Lindemuth,
Los Alamos National Laboratory

Abstract

Magnetized Target Fusion (MTF) experiments, in which a preheated and
magnetized target plasma is hydrodynamically compressed to fusion conditions, present
some challenging computational modeling problems. Recently, joint experiments relevant
to MTF (Russian acronym MAGO, for Magnitnoye Obzhatiye, or magnetic
compression) have been performed by Los Alamos National Laboratory and the All-
Russian Scientific Research Institute of Experimental Physics (VNIIEF). Modeling of
target plasmas must accurately predict plasma densities, temperatures, fields, and
lifetime; dense plasma interactions with wall materials must be characterized. Modeling
of magnetically driven imploding solid liners, for compression of target plasmas, must
address issues such as Rayleigh-Taylor instability growth in the presence of material
strength, and glide plane-liner interactions.

Proposed experiments involving "liner-on-plasma" compressions to fusion
conditions will require integrated target plasma and liner calculations. Detailed
comparison of the modeling results with experiment will be presented.

LA-UR-97-2291
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MPDATA: A POSITIVE DEFINITE SOLVER FOR GEOPHYSICAL
FLOWS

P. K. Smolarkiewicz and L. G. Margolin,
Los Alamos National Laboratory

Abstract

This paper is a review of MPDATA, a class of methods for the numerical
simulation of advection based on the sign-preserving properties of upstream differencing.
MPDATA was designed originally as an inexpensive alternative to flux-limited schemes
for evaluating the transport of nonnegative thermodynamic variables (such as liquid water
or water vapour) in atmospheric models. During the last decade, MPDATA has evolved
from a simple advection scheme to a general approach for integrating the conservation
laws of geophysical fluids on micro-to-planetary scales. The purpose of this paper is to
summarize the basic concepts leading to a family of MPDATA schemes, review the
existing MPDATA options, as well as to demonstrate the efficacy of the approach using
diverse examples of complex geophysical flows.
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ARCHITECTURE OF A MULTICOMPUTER’S COMMUTATION
NETWORK AND OF DIFFERENCE GRID FOR COMPUTATIONAL
PHYSICS PROBLEMS

I. D. Sofronov,
REFNC-VNIIEF, Russia

Abstract

One of the main reserves of increase of computer system performance is the wide
calculating process paralleling when one large problem is being solved using a great
number of PEs simultaneously.

Evidently, the efficiency of paralleling process depends on a capability of an
algorithm to be paralleled, as well as on specific features of architecture of a
multiprocessor computer system in use.

The presentation considers algorithms for solving evolutional problems in
computational physics discretized over difference grids having the architecture of p-
dimensional matrix, and peculiarities of these algorithm implementation on multiprocessor
computer systems which have a commutation network either with matrix or hypercubic
architecture.

In particular, it is shown that with matrix architecture of a commutation network
the loss of a middle load of PEs is inevitable if a number of PEs is large enough. With
regard to this parameter a hypercubic commutation network has an advantage as
compared to a matrix commutation network. Some theoretical estimations have been
verified by solving test problems on multiprocessor supercomputers of several types.
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3-D PARALLEL PROGRAM FOR NUMERICAL CALCULATION OF
GAS DYNAMICS PROBLEMS WITH HEAT CONDUCTIVITY ON
DISTRIBUTED MEMORY COMPUTATIONAL SYSTEMS (CS)

(Calculation results obtained on MP-3 CS, Meiko CS-2 and SP2)

I. D. Sofronov, B. L. Voronin, O. I. Butnev, A. N. Bykov,
A. M. Yerofevev, and A. 1. Skripnik, VNIIEF, Russia
D. Nielsen. Jr.. N. Medsen, R. Evans, and S. Brandon,

Lawrence Livermore National Laboratory

Abstract

The aim of the work performed is to develop a 3D parallel program for numerical
calculation of gas dynamics problem with heat conductivity on distributed memory
computational systems (CS), satisfying the condition of numerical result independence
from the number of processors involved.

Two Dbasically different approaches to the structure of massive parallel
computations have been developed. The first approach uses the 3D data matrix
decomposition reconstructed at temporal cycle and is a development of parallelization
algorithms for multiprocessor CS with shareable memory. The second approach is based
on using a 3D data matrix decomposition
not reconstructed during a temporal cycle.

The program was developed on 8-processor CS MP-3 made in VNIIEF and was
adapted to a massive parallel CS Meiko-2 in LLNL by joint efforts of VNIIEF and LLNL
staffs.

A large number of numerical experiments has been carried out with different
number of processors up to 256 and the efficiency of parallelization has been evaluated in
dependence on processor number and their parameters.
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ALEGRA--A MASSIVELY PARALLEL H-ADAPTIVE CODE FOR SOLID
DYNAMICS

R. M. Summers, M. K. Wong, E. A. Boucheron, J. R. Weatherby,
Sandia National Laboratories

Abstract

ALEGRA is a multi-material, arbitrary-Lagrangian-Eulerian (ALE) code for solid
dynamics designed to run on massively parallel (MP) computers. It combines the
features of modern Eulerian shock codes, such as CTH, with modern Lagrangian structural
analysis codes using an unstructured grid. ALEGRA is being developed for use on the
teraflop supercomputers to conduct advanced three-dimensional (3D) simulations of
shock phenomena important to a variety of systems.

ALEGRA was designed with the Single Program Multiple Data (SPMD)
paradigm, in which the mesh is decomposed into sub-meshes so that each processor gets
a single sub-mesh with approximately the same number of elements. Using this approach
we have been able to produce a single code that can scale from one processor to thousands
of processors.

A current major effort is to develop efficient, high precision simulation capabilities
for ALEGRA, without the computational cost of using a global highly resolved mesh,
through flexible, robust h-adaptivity of finite elements. H-adaptivity is the dynamic
refinement of the mesh by subdividing elements, thus changing the characteristic element
size and reducing numerical error. This provides for increased resolution wherever and
whenever higher precision is necessary to adequately simulate regions of large
deformation and transient features such as shocks, burn fronts, and pressure stagnation
areas. The h-adaptive version of ALEGRA is called HAMMER.

We are working on several major technical challenges that must be met to make
effective use of HAMMER on MP computers. One is efficient parallelization of the
basic refinement and unrefinement algorithms. Another is the development of dynamic
load balancing techniques to prevent severe overloading of one or more processors as
adaptive refinement progresses. Also, appropriate error estimators or refinement
indicators must be developed for various physics, and how they should be applied in a
multi-physics calculation must be determined.
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EFFICIENT SINGLE SCATTER ELECTRON MONTE CARLO
SIMULATION

M. Svatos and J. Rathkopf,
Lawrence Livermore National Laboratory

Abstract

A single scatter electron Monte Carlo code (SSMC), CREEP, has been written
which bridges the gap between existing transport methods and modeling real physical
processes. CREEP simulates ionization, elastic and bremsstrahlung events individually.
Excitation events are treated with an excitation-only stopping power. The detailed nature
of these simulations allows for calculation of backscatter and transmission coefficients,
backscattered energy spectra, stopping powers, energy deposits, depth dose, and a
variety of other associated quantities. Agreement of these quantities with experimental
values will be shown and is generally excellent.

One application of this code is the generation of probability distribution functions
(PDFs) to describe the phase space of a single electron emerging from a sphere of a given
material and radius. A library of data sets for such spheres (or "kugels") is being
computed for a variety of incident energies, material types, and sizes. These results are
stored for subsequent sampling from another electron transport code, Steppenwolf. The
goal of this work is to achieve exetremely accurate transport results with a efficiency that
is similar to condensed history methods. Comparisons of Steppenwolf with CREEP and
condensed history codes will be shown.

CREEP, and Steppenwolf, rely on sampling the Lawrence Livermore Evaluated
Electron Data Library (EEDL) which has data for all elements with an atomic number
between 1 and 100, over an energy range from approximately several eV (or the binding
energy of the material) to 100 GeV. Compounds and mixtures may also be used by
combining the appropriate element data via Bragg additivity.
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TRANSVERSE ISOTROPIC MODELING OF THE BALLISTIC
RESPONSE OF GLASS REINFORCED PLASTIC COMPOSITES

P. A. Taylor,
Sandia National Laboratories

Abstract

The use of glass reinforced plastic (GRP) composites is gaining significant
attention in the DoD community for use in armor applications. These materials typically
possess a laminate structure consisting of up to 100 plies, each of which is constructed of
a glass woven roving fabric that reinforces a plastic matrix material. Current DoD
attention is focused on a high strength, S-2 glass cross-weave (0/90) fabric reinforcing a
polyester matrix material that forms each ply of a laminate structure consisting anywhere
from 20 to 70 plies. The resulting structure displays a material anisotropy that is, to a
reasonable approximation, transversely isotropic. When subjected to impact and
penetration from a metal fragment projectile, the GRP displays damage and failure in an
anisotropic manner due to various mechanisms such as matrix cracking, fiber fracture and
pull-out, and fiber-matrix debonding.

In this presentation, I will describe the modeling effort to simulate the ballistic
response of the GRP material described above using the transversely isotropic (TI)
constitutive model which has been implemented in the shock physics code, CTH. The
results of this effort suggest that the model is able to describe the delamination behavior
of the material but has some difficulty capturing the in-plane (i.e., transverse) response of
the laminate due to its cross-weave fabric reinforcement pattern which causes a departure
from transverse isotropy.

Sandia is a multiprogram laboratory operated by Sandia Corporation, a
Lockheed Martin Company, for the United States Department of Energy
under Contract DE-ACO04-94A1.85000.
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SPALLATION STUDIES ON SHOCK LOADED URANIUM

D. L. Tonks, R. Hixson, R. L. Gustavsen, J. E. Vorthman, A. Kelly, A. K. Zurek. and W.
R. Thissell,
Los Alamos National Laboratory

Abstract

Uranium samples at two different purity levels were used for spall strength
measurements at three different stress levels. A 50 mm single-stage gas-gun was used to
produce planar impact conditions using Z-cut quartz impactors. Samples of depleted
uranium were taken from very high purity material and from material that had 300 ppm of
carbon added. A pair of shots was done for each impact strength, one member of the pair
with VISAR diagnostics and the second with soft recovery for metallographical
examination.

A series of increasing final stress states were chosen to effectively freeze the
microstructural damage at three places in the development to full spall separation. This
allowed determination of the dependence of spall mechanisms on stress level and sample
purity.

This report will discuss both the results of the metallurgical examination of soft
recovered samples and the modeling of the free surface VISAR data. The micrographs
taken from the recovered samples show brittle cracking as the spallation failure
mechanism. Deformation induced twins are plentiful and obviously play a role in the
spallation process. The twins are produced in the initial shock loading and, so, are
present already before the fracture process begins.

The 1 d characteristics code CHARADE has been used to model the free surface
VISAR data. The spallation modeling is micromechanically based and involves brittle
crack breakout, growth, and coalescence. Calculated free surface particle velocity profiles
are compared with the data and conclusions drawn. The results show that the brittle crack
model can explain the spall features of the data, except for the very late time behavior.
The late time behavior is more complicated because it involves close interactions and
couplings between cracks. A preliminary modeling result for the 81 kbar shot is shown in
Fig. 1.
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APPLICATION OF CHAD HYDRODYNAMICS TO SHOCK-WAVE
PROBLEMS

H. E. Trease, P. J. O'Rourke, and M. S. Sahota,
Los Alamos National Laboratories

Abstract

CHAD is the latest in a sequence of continually evolving computer codes written
to effectively utilize massively parallel computer architectures and the latest grid
generators for unstructured meshes. Its applications range from automotive design issues
such as in-cylinder and manifold flows of internal combustion engines, vehicle
aerodynamics, underhood cooling and passenger compartment heating, ventilation, and air
conditioning to shock hydrodynamics and materials modeling.

CHAD solves the full unsteady Navier-Stoke equations with the k-epsilon
turbulence model in three space dimensions. The code has four major features that
distinguish it from the earlier KIVA code, also developed at Los Alamos. First, it is based
on a node-centered, finite-volume method in which, like finite element methods, all fluid
variables are located at computational nodes. The computational mesh efficiently and
accurately handles all element shapes ranging from tetrahedra to hexahedra. Second, it is
written in standard Fortran 90 and relies on automatic domain decomposition and a
universal communication library written in standard C and MPI for unstructured grids to
effectively exploit distributed-memory parallel architectures. Thus the code is fully
portable to a variety of computing platforms such as uniprocessor workstations,
symmetric multiprocessors, clusters of workstations, and massively parallel platforms.
Third, CHAD utilizes a variable explicit/implicit upwind method for convection that
improves computational efficiency in flows that have large velocity Courant number
variations due to velocity or mesh size varnations. Fourth, CHAD is designed to also
simulate shock hydrodynamics involving multimaterial anisotropic behavior under high
shear.

We will discuss CHAD capabilities and show several sample calculations showing
the strengths and weaknesses of CHAD.
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ESTABLISHING CONFIDENCE IN COMPLEX PHYSICS CODES:
ART OR SCIENCE?

T. Trucano,
Sandia National Laboratories

Abstract

The ALEGRA shock wave physics code, currently under development at Sandia
National Laboratories and partially supported by the U. S. Advanced Stategic
Computing Initiative (ASCI), is generic to a certain class of physics codes: large, multi-
application, intended to support a broad user community on the latest generation of
massively parallel supercomputer, and in a continual state of formal development. To say
that we have "confidence" in the results of ALEGRA is to say something different than
that we believe that ALEGRA is "predictive." It is the purpose of this talk to illustrate
the distinction between these two concepts. I elect to perform this task in a somewhat
historical manner. I will summarize certain older approaches to code "validation". I view
these methods as aiming to establish the predictive behavior of the code. These methods
are distinguished by their emphasis on "local" information. I will conclude that these
approaches are more art than science. It then will follow that newer approaches

*This work performed at Sandia National Laboratories supported by the
U. S. Department of Energy under contract number DE-AC04-94 A1.85000.
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DEVELOPMENT OF DIFFERENCE SCHEMES FOR COMPUTING
MULTIDIMENSIONAL NON-STATIONARY ELASTIC-PLASTIC
FLOWS ON THE BASE OF THE MUTUAL TRANSITION LAW FOR
KINETIC AND INTERNAL ENERGIES

V. B. Vershinin, V. I. Delov, O. V. Senilova, I. D. Sofronov
RFNC-VNIIEF, Russia

Abstract

The paper proposes the approach to develop conservative difference-differential
equations describing non-stationary elastic-plastic flows via Lagrangian variables. The
given technique is the outgrowth of 2D technique of constructing spatial approximations
of gas dynamics motion equations. /1/, /2/ for elastic-plastic media. Its distinctive features
are simplicity and quickness of obtaining difference motion equations which are close to
equations obtained using variational approaches by their structure and quality.

The proposed technique serves for elimination of one of the main drawbacks of
Whilkins scheme in the case of axial symmetry related to nonconservation of full system
energy.

In the given paper the kinetic energy matrix determining the way of pressure
gradient approximation is used in its canonical form being used traditionally in gas
dynamic techniques.

The paper includes difference formulas for strain rate tensor components and
obtained difference approximations to compute derivatives of components of stress
tensor deviator .

There is an information about computation results using the developed difference
scheme in which grid value distribution in time is used in the same manner as in “D”
technique /3/, time derivative being approximated with the second order.

Obvious advantages of the developed difference scheme are shown for the
problem of elastic membrane oscillations in comparison with the classic Whilkins scheme.

Opposite to the difference scheme for gas-dynamic computations /4/ obtained
using the same approach to the development of difference schemes, the scheme from the
work /2/ and the difference scheme proposed here do not require iterations on the time
step to achieve the second order accuracy in time.

Reference

1. Isayev V.N., Sofronov I.D. Development of Discrete Models for Gas Dynamics
Equations on the Base of the Law of Mutual Transition of Kinetic and Internal
Continuous Medium Energies. / VANT, Ser. Metodici i Programmy Chisl. Resh.
Zadach Mat.Fiz., 1984, iss.1(15), pp.3-7.
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NONREGULAR FREE-LAGRANGIAN "MEDUSA" TECHNIQUE

S. G. Volkov, B. M. Zhogov, V. D. Malshakov, 1. D. Sofronov
RFNC-VNIIEF, Russia

Abstract

"Medusa" technique refers to 2D Lagrangian gas dynamics techniques on non-
regular grids adapting to the nature of occuring processes. Using a universally accepted
terminology we may refer it to a free-Lagrangian technique class.

The paper gives a brief historic information, describes "Medusa" gas dynamics
technique difference scheme, gives a list of physical processes being calculated, describes
parallelization methods of calculating the problems on multiprocessor computational
systems and gives calculation examples.

The first part tells about "Medusa" technique development, about its
implementation on different computers, tells about some interesting calculations
performed by this technique and about modemn technique implementation.

The second part describes the problem digitization, the obtained difference
equations, stresses the main technique peculiarities such as the use of mixed meshes and
grid local interpolation.

The third part gives the method of obtaining difference equations to solve a heat
conductivity equation on a non-regular grid. Here an approximated method of solving the
obtained system by means of balance iterations is given, the one presenting good results
even in case of iteration cut resulting from their great number.

The forth part marks the technique peculiarities allowing to parallelize gas
dynamics calculations. Different means of splitting the point sets in the problem for
parallel calculations and the peculiarities of parallelization connected with this splitting
are considered.

The final part describes the technique application area and calculation results.
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NUMERICAL SIMULATION OF CLOSE AND REMOTE ZONES OF
ACCIDENT OUTBURST AND EXPLOSION

Yu. V. Yanilkin, V. N. Sofronov, V. 1. Tarasov, V. P. Statsenko,
V. N. Piskunov, N. P. Kovalyov, O. A. Dibirov, A. L. Stadnik,
T. A. Toropova, G. G. Ivanova, A. A. Shanin,
RFNC-VNIIEF, Russia

Abstract

The paper describes a 3D program package designed for numerical simulation of
accident explosion and outburst dynamics and their consequences in a regional scale. The
package is implemented in the frames of TREK program complex.

The simulation of a full-scale problem involving accident outbursts is an intricate
problem due both to a large number of physical processes to be taken into account and
scale diversity of flows at different process stages. The package includes two stages of
the considered process: the explosion cloud lifting to the height of stabilization and
aerosole tranfer in atmosphere above an orographically and thermally non-uniform
underlaying surface.

The simulation is based on a joint solution of the following physical processes:

at the first stage
- gas-dynamical flow of polydisperse environment;
- turbulent agitation;
- variation of aerosole particle disperse composition due to coagulation;

at the second stage

- atmosphere hydrothermodynamics;
- particle transfer and turbulent diffusion.

The equation approximation is made in Decartes coordinate system on arbitrary in
general case non-rectangular, Eulerian and Lagrangian-Eulerian grids. Such approach allows
to use the grids most adapted to the considered flows: first, those accounting local
orography and, second, those moving with aerosole cloud. The approach considerably
reduces the number of grids used in calculations and the calculation diffusion intrinsic in
Eulerian
methods as well.

Implicit difference schemes are used to calculate gas-(hydro-)dynamics and
diffusion; concentration and FCT methods are used to calculate convective transfer;
original aigebraic and (k-€) -models are used to account turbulence. Multicomponent
versions both of carrying and dispersed phases with their unlimited number are assumed.
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The examples of numerical solution for several test problems are given:

- spherical cloud transfer;

- Prandtl problem:

- Eckmann problem;

- aerosole propagation with a constant wind, diffusion coefficient and
sedimentation coefficient.

The calculation results of real problems are given:

- cloud lifting with account of wind and without it;

- aerosole transfer over the rugged country;

- radiation contamination propagation in the Ural accident.
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THREE DIMENSIONAL FINITE ELEMENT FORMULATION FOR
THERMOVISCOELASTIC ORTHOTROPIC MEDIA

M. A. Zocher,
Los Alamos National Laboratory

Abstract

This presentation shall be concerned with the development of a numerical
algorithm for the solution of the uncoupled, quasistatic initial/boundary value problem
involving orthotropic linear viscoelastic media undergoing thermal and/or mechanical
deformation. The constitutive equations, expressed in integral form involving the
relaxation moduli, are transformed into an incremental algebraic form prior to development
of the finite element formulation. This incrementalization is accomplished in closed form
and results in a recursive relationship which leads to the need of solving a simple set of
linear algebraic equations only for the extraction of the finite element solution. Use is
made of a Dirichlet-Prony series representation of the relaxation moduli in order to derive
the recursive relationship and thereby eliminate the storage problem that arises when
dealing with materials possessing memory. Several illustrative example problems will be
presented for the purpose of demonstrating the ability of the formulation, which has been
implemented into a three dimensional finite element code, to accurately predict the
solution to the class of thermoviscoelastic problems addressed.
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Analytical and numerical study of accelerated thin layer
instability

S.M.Bakhrakh, G.P.Simonov

(RFNC-VNIIEF, Sarov (Arzamas-16), Russia)

Using the representation of the governing equations in Lagrangian
variables new analytical solutions are found for problems of Rayleigh-
Taylor instability of a thin accelerated layer at the process stage non-
linear in the observer's space. The analytical solutions are obtained for a
liquid layer and an elastic layer, given both 2D and 3D perturbations.

The analytical solutions found have been verified with solving the
complete system of conservation laws for compressible continuum.

Through numerical experiments the found mechanisms of thin
layer perturbation growth are shown to take place for a finite thickness
layer and compressible continuum half-space.

The analytical solutions provide a deeper insight into the
instability nature and mechanisms and constitute good tests for numerical
techniques of computing continuum flows.

Studying the Rayleigh-Taylor instability (RTI) is of interest in connection to a

number of important and urgent problems which include but are not limited to the
following: high-velocity throwing, inertial thermonuclear fusion, structure stability, etc.
For theoretic study of the initial RTI phase representation of the initial equations in
- the Lagrangian variables proved fruitful. This is related to the fact that in some special
cases the equations of motion of an accelerated thin layer in the Lagrangian variables
appear linear at large displacements as well [1]. This allows to analyze them in order to
describe the perturbation evolution stage non-linear in the observer's space. Thus, refs.[1-
4] studied evolution of 2D and 3D perturbations of thin liquid layer shape and thickness;
ref.[5] did 2D perturbations of elastic layer thickness.
This paper uses such an approach to study thin elastic layer surface RTI, given
both 2D and 3D perturbations.
Analytical study. The linearized equations of motion of accelerated thin elastic
layer are
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Here the median surface of the layer in the unperturbed state is assumed to
coincide with the surface z=0. Next, it is taken that x,=x-£, y,;=y-n, where £ n are
Lagrangian coordinates of the layer particles. The acceleration is a=p/phy where p is
retaining pressure; hy, p are initial thickness and density of the layer, respectively. The
values Cob, Csd, A characterize the elastic properties of the plate matenal:

¢t =G/p , ¢ =2G/(p(l-v)=2c} /(1-v) ,a=c}h*/12. (2)

where G - shear modulus, v - Poisson ratio.
Consider the solution to system (1) of the form

x;=A e cos(kE Ycos(m) ; yi=A,esin(kE )sin(nm) ; z=A;e®sin(kf )cos(nm).  (3)

It is possible to show that the increment o is determined by the equation (A=0%):

hechki el —chkn ak
!! _C:dkn cib n’ +C:dk2 -an =0 . @)
ak -an A+c(k?+n?)?

At sufficiently large accelerations @ governing dispersion equation (4) has real
positive roots A correspondent with exponentially growing solutions.

In this problem, like in the problem of elastic half-space RTI [6], the notion of
critical acceleration arises. :

We define the critical value of acceleration a. as acceleration correspondent with
zero value A=@=0. Assume A=0 in characteristic equation (4) to arrive at the relation for
determination of the critical acceleration a.:
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At n=0 we obtain the layer stability criterion given 2D perturbations. In this case
the critical acceleration is determined by relation

== - 6)

At small layer thickness h the crtical acceleration determined from (6) is
noticeably less than the critical acceleration for elastic medium half-space [7] a-==2Gk/p.

From comparison of (5) and (6) it follows that under certain conditions
perturbation introduction along the second direction can lead to total perturbation
stabilization, with the material working for strength more intensively. For example, at n=k
the ratio q of critical acceleration determined by relation (5) to appropriate value from
relation (4) g leads to relation g =1+(2-v)?, that is g>1.

The stabilizing effect of perturbation along the second direction is specific for
media with strength; in the case of a liquid layer the inverse effect of growth increment
increase takes place [4].

Numerical studies. To verify the above-described analytical solutions, numerical
computations in the continuous compressible elastic medium approximation were
conducted. The computations were done in the 2D formulation with technique [8]
designed for computation of elastic-plastic continuum flows and in the 3D formulation
with the technique extending method [9] to three dimensions. The computations varied the
principal parameters of the problem.

It was assumed that k=1, v=0.28, n=0 at setting 2D perturbations and n=1 for 3D
perturbations. The equation of state was taken in the Mie-Grueneisen form: p=7.8, co=4.6.
Acceleration, shear modulus G and layer thickness were varied. At the initial time for the
- equithick shape-unperturbed layer velocity perturbations with r;=-1 were given. At the
layer boundaries pressure p;=p and p;=0 was given at the "lower" and "upper" boundaries,
respectively.
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At varying thickness h the computations proportionally varied the appiied
boundary pressure, so that acceleration a=p/ph remain invariable. In the first series of 2D
computations a=1, G=5 were assumed. '

In the layers with h=0.01; 0.025; 0.1 the perturbations grow. However, the
perturbation growth is noticeably less than that in the gas-dynamical (strength-free)
computation. The computed data for h=1 and h=2 differ considerably from others. At h=2
the perturbations appear stable; the case of h=1 is at the stability boundary.

It is interesting to compare h=2 layer perturbation growth rates at vanous
accelerations, a=0.33; 1; 2. The critical acceleration for such a layer is a~=1.028. The
results of the computations under discussion confirmed the theory conclusions.

Computations of a thin layer with 3D perturbations in the continuum
approximation also agree with the above analytical solutions.

The work was supported by Russian Fundamental Research Foundation, Project
96-01-00043a.
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Architecture of a Multicomputer’s Commutation Network and
a Difference Grid for Mathematical Physics Problems

Sofronov 1.D.
Russian Federal Nuclear Center - All-Russian Scientific Research
Institute of Experimental Physics (VNIIEF), Sarov

Problems you meet in various areas of science and technology require
computers with very hgh performance to solve them. To achieve maximum
performance, computer designers use different techniques. First of all, we can mention
high speed elemental base, vector -pipe approach, concurrent execution of several
different instructions- the so-called “wide instruction” and, finally, multiprocessor
systems. During the last years the attention to multiprocessor systems greatly
increased mainly due to gained successes in microelectronics. In present days a great
number of multiprocessor systems of various architectures is being developed. We are
interested in two simplest , in some sense, types of multiprocessor systems, namely:
multiprocessor systems with common internal memory and multicomputers. The
typical feature of computers with common memory is a relatively small number of
central processors. To gain maximum performance in this case, very powerful
processors are used. Multicomputers achieve high performances at the expense of
using a large number of very compact central processors. Therewith we have to use
shared memory in lieu of common internal memory. A multicomputer under
consideration will be considered to have each central processor equipped with its own
local internal memory. Suppose further that all processor elements (PEs) are
connected to each other by some commutation network involving L communication
lines (CL). Let g be the throughput of each line, i.e. each line is capable of sending g
full words per a time unit ; f is an arithmetic performance of one processor element.
Thus, maximum achievable throughput of the whole commutation system equals Lg,
and maximum arithmetic performance is

V = M*{,
where M is a number of PEs which may be interconnected using commutation
systems of different architecture.

The most simple is the matrix architecture when processor elements are
connected to each other in such a manner that a set of them has a matrix structure of
some dimensionality.

The problem of computation parallelization to a large number of branches
becomes more and more actual. Now there are computer systems including thousands
of processor elements. In spite of the growing arithmetic performance of each
processor element the problem of their number increase in some computer systems
doesn’t lose its actuality. For this reason we somehow exaggerate the problem,
namely: we suppose that we have a computer at our disposal consisting of N processor
elements , where N may increase with no limit. We also suppose that the problem
being solved includes N>>M computational points, where N may also increase with
no limit. Assume that a set Qy of all N computational points is divided into M subsets
with N/M points in each of them. Let each subset be processed by an appropriate
processor element. Total multicomputer’s arithmetic performance is proportional to a
number of processor elements M and increases indefinitely with M — . However,
with M — 0 an amount of data transfers between processor elements may increase
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indefinitely. Evidently. a question arises: may it be so that the time needed for these
transfers becomes essentially larger than the time needed for arithmetic work
compietion?

Suppose that processor elements under consideration have fixed performance
and communication lines have fixed throughput. Further suppose that the difference
grid Q; and the hypergrid constructed on it and containing M hypernodes both have
bounded degrees r < c.

Statement 1. With above made assumptions for a multicomputer having a
commutation network with an architecture of a full graph of connections the following
inequalities are valid under any topology:

C sTa/Ta<Cs ¢))
Here T, and T, are the times spent by a multicomputer to execute data transfers and
arithmetic work , C; and C; are constants.

To prove this statement, remember that each hypernode has a finite number of
grid nodes, therefore, to calculate the step one needs to transfer a finite amount of data
from neighboring hypemodes that will implement a finite number of communication
lines without any transits because the commutation network has an architecture of a
full graph of connections. The above formulated conditions are valid for any M and N,
i.e. with any M and N the average load of a processor element will be positive.

Statement 2. Let a multicomputer’s commutation network has matrix
architecture with a degree R 2> r. Assume that in the original difference grid topology
regularity violates in isolated points ~ .

Under the above assumtions with M — c we may chose the hypergrid with its
topology being regular by placing irregular points into hypernodes. Thus, we obtain
the task where M hypernodes have regular hypergrid’s topology which is to be solved
using a multicomputer which commutation network has an architecture coinciding
with the hypergrid topology. Obviously, in the case being considered the time spent
for transit data transfers will not decrease and inequalities (1) will be valid.

Statement 3. If a difference grid has an unbounded degree, then an average
load of processors will approach to zero under the unlimited increase of their number.

To prove the above statements, it is sufficient to consider a case when only in
one point the grid’s degree appears unbounded. Let the degree of the point O increases
indefinitely . Two cases are possible during the hypergrid construction.

1. A point with an unbounded degree is an internal point of some hypernode.

2. A point with an unbounded degree is a boundary point of a hypernode.

In the first case a situation arises with an increasing N, when a number of
nearest grid neighbors surpasses a maximum admissible number of points in a
hypemode. In the last case one will need to remove a part of nearest grid neighbors
from the considered hypernode and transfer them to another hypernode, i.e. a point
with unbounded degree becomes a boundary point of a hypernode and we obtain the
case 2. In this case a part of nearest neighbors of a considered point will be located
inside and on the boundary of the same hypernode which the point itself belongs to.
With an unbounded increase of N a number of nearest neighbors of the considered
point being located in neighboring hypernodes will increase with no limit. Information
about all these neighbors is to be transfered by communication lines to the memory of
the processor element formed this hypernode. A number of communication lines

. . . . . . . . . .
) By an isolated point regularity violation we mean a point which is surrounded by a sufficient number
of regular points.
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converging to the considered node may increase with no limit. But all obtained data
must pass through one or several ports having the finite performance, therefore, data
transfers may require unlimited time , i.e.
Ta—
No « 2)
Ty being a finite value, inequalities (1) will not take place in the case under
consideration and an average load of processors will decrease to zero.

Let we have a multicomputer with matrix structure of commutation network of
a degree r; > 0. Assume that in this task the hypergrid topology coincides with the
commutation network architecture. Under these assumptions it’s not difficult to
determine bijection between the commutation grid nodes and the difference hypergrid
nodes. Evidently, in this case, if an algorithmic neighborhood coincides with the
difference grid neighborhood, then the task solution is possible without transit data
transfers. In other words, we have proved the Statement 4. If the difference grid
topology coincides with the commutation network architecture and an algorithmic
neighborhood follows from grid neighborhood, then computation without transits is
possible. Obviously, we may suggest a more strict statement, namely: if in the above
described case the commutation network is supplemented by new communication
lines, then a possibility of transit-free computation remains. In particular, if the matrix
architecture is supplemented up to the tore architecture or up to the matrix of degree
1. 211, then a possibility of transit-free computation remains.

Statement 5. If the difference grid topology is contained inside the
commutation network architecture, i.e. if by switching off some communication lines
it is possible to make the commutation network architecture coinciding with the
difference grid topology , then the considered task computation without transits is
possible using such multicomputer, if the algorithmic neighborhood follows from the
grid neighborhood.

Statement 6. If a multicomputer’s commutation network architecture is inside
the difference grid topology, i.e. by switching off some grid lines it is possible to
make the difference hypergrid topology coinciding with the commutation network
architecture for the computer in use, then in this case computation without transit
transfers is not possible, if algorithmic closeness follows from grid closeness. The
same fact may be formulated in the following way: if a hypergrid has a degree p; > 0,
it is impossible to solve the task without transit transfers using a multicomputer the
commutation network architecture of which has a degree p, > 0 less than p; > 0 at
least in few points.
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THE CALCULATIONS OF RADIANT ENERGY TRANSFER IN THERMONUCLEAR TARGETS IN DIFFU-
SION-VACUUM APPROXIMATION

Bazin A. A., Vaulin V.V,, Dementyev Yu. A., Mironova V. F., Skidan G. I,
Tikhomirov B. P., Tikhomirova E.N.

Numerical evaluation of X-radiation symmetry on the surface of capsule containing ther-
monuclear fuel is one of the key issues in the problem of adequate numerical description of
physical processes in inertial confinement fusion targets. Solution of the problem in its complete
statement comprising kinetic equation of radiation transfer and the set of hydrodynamics equa-
tions meets certain difficulties.

For this reason simpler mathematical models are used in practice for preliminary choice
of initial ICF target design and shape [1]. The paper describes radiant energy transfer in ICF tar-
gets in diffusion-vacuum approximation. In the frames of this approximation radiation transfer in
optically thick and close to those regions is described by radiant heat conduction while in opti-
cally thin and transparent regions by integral equation of radiant heat exchange between radiation
absorbing surfaces. The regions in which integral equation is solved are called 'vacuum', other
regions are called diffusive. Radiation transfer between diffusion regions through transparent en-
vironment is described by integral equation, with account of photon time-delay [2]. For numerical
solution integral equation is substituted by a set of algebraic equations which is solved by relaxa-
tion method {3]. View factors and average photon time-delay are calculated using the technique
presented in [4].

It should be noted that there are two approaches to developing numerical techniques for
radiant transfer simulation. Both of them are based on the concept of separate calculation of dif-
fusion and vacuum regions. The initial problem is represented as two simple problems, soluble
consistently. The first approach - iterative. The decision is built by a method consecutive ap-
proximations. The boundary conditions on a surface non transparency are corrected on each itera-
tive cycle. The method is simple in realization, but requires appreciable expenses of processor
time of the computer. The second approach is based, that the exchange of boundary conditions
between diffusions and vacuums by areas occurs automatically on each temporary layer. Thus ab-
sence necessity of iterative process, that results in economy of processor time. However there is
the danger of occurrence of computing instability, as the stability of algorithm as a whole much
depends on a way of the task of exchange boundary conditions.

The technique considered stipulates several types of exchange boundary conditions which
provide the calculation process stability. Particularly, one-way fluxes might be transferred or self-
similar flux and temperature obtained from the solution of the equation of transfer in vacuum re-
gion and the equations of radiant heat conduction in diffusion regions are jointly calculated.

For the problems considered the process of reradiation from the cavity wall is described
either in black body approximation (model 1) or by boundary conditions of diffusion type (model
2). In the latter case the flux from diffusion region can exceed the value of radiation flux into
vacuum. To remove this error an easy method of limiting the diffusion flux is proposed. The flux
is determined by the formula:

w =o'T‘--3—J'+ aT‘——l-J‘l’
2 2

where o is Stephen-Boltzmann constant, T is temperature.
- The material motion in diffusion regions is described by gas dynamics equations which
are solved by finite-difference method in 1-D sector" approximation [5].




To exemplify application of the given approximation method for radiant energy transfer
problems we consider the problems of X-radiation propagation in laser and heavy-ion targets.

1. Laser targets.

The calculations have been done for the laser targets of small diameter with laser energy
radiation of 8 kJ. Such targets were tested at VNIIEF on "ISKRA-5" facility [6]. The geometry of

two targets being studied is presented in Fig.1.
Qb
Q
om | Qr Q

Targets 1, 2.
ACH=6 mm, DAw=0.6mm, ACu=0.3 mm, ASiO2=Sm, O fiim=3.5mm

Fig.1.

A spherical capsule of 0.095 mm radius is located in the center of a hollow cylinder with
inner diameter 0.9 mm and length 3.2 mm. The capsule has a glass casing 5 pm thick. The casing
is filled with gas with the density 0.004 G/cm* . The cylinder casing has two layers. The outer
layer 6 um thick is made of polyethylene; the inner layer is sprayed gold 0.6 pm thick. The
cylinder is sealed by round plates at the ends. The outer plate is copper. It is 0.3 mm thick. The
inner plate is made of gold (0.2 mm thick). X-radiation flux as a function of time was set on Q
surfaces as a source, the dependence corresponded to the experimental parameters of "Iskra-5" fa-
cility laser pulse. The source energy made 2 kJ in all calculations. The condition of energy outlet
into vacuum on the Qb surfaces (-1.2<X<-1.1, 1.1<X<1.2) was set. Exchange boundary condi-
tions were set on Q1, Q2, QI, QI surfaces . The second target differs from the first one by the
presence of polyethylene film 3.5 pum thick placed at a distance of 7 mm from the target center
(see Fig.1) to shield the capsule from laser radiation.

The calculations were mainly aimed at assessing the radiation field symmetry on the
spherical capsule surface. The targets were calculated in two versions: with and without account
of gas dynamics processes. It was demonstrated that in static case the value of temperature field
asymmetry at the moment when the temperature on the equator reached its maximum made
10.5% and 10.6% for the first and for the second targets respectively. In dynamic case these val-
ues appeared to be equal to 20% and 16,3% correspondingly.

Qb

Q

2. Heavy-ion target.

A cylindrical target of 1.3 cm diameter and about 1.6 cra height is considered (see Fig.2).
The target is radiated by 10 ion beams with total energy of 10 mJ.

The given target was optimized by means of two-dimensional calculations. In two-
dimensional calculations (five cases) the converter width was varied and its position on the side
surface along with the cylinder height. The curves are given from these calculations to charac-
terize temperature on the capsule surface as a function of angle 8.




Cylindrical target geometry.
|

To evaluate temperature field asymmetry over the rotation angle ¢ 3-D calculations were
made. In three-dimensional problem the converters in the left and right halves of the target were
turned relative to each other by the angle of Ap = 36°.

The analysis of results of three-dimensional calculations demonstrated that the tempera-
ture field asymmetry on the capsule surface over angle 0 lies in the range of 1% and over angle ¢
it does not exceed 0.15%. '

The numerical method based on diffusion-vacuum approach to energy transfer description
is applicable to other problems of radiation heat exchange found in engineering.
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COMPUTATION OF RADIATION TRANSPORT AT BOUNDARY SURFACE
ANISOTROPIC LIGHT EMISSION

S.V.Bazhenov, P.1 Pevnaya

The technique is designed for solving the equation of
radiation transport in a radiation-transparent region for the
case where the distribution of radiation intensity from the
boundary surface is of quite an arbitrary form. The problem
solution uses a method based on employment of angular
factors.

The equation of radiation exchange among boundary surfaces can be found
from the expression for one-way radiation flux J- leaving the region through its unit
boundary surface

_ - R das
) J‘(A,t):JI(A,Q,t)pAdQ= fl(B,Q,z-—'—”i)p Es
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where / is radiation intensity in direction Q ,
u - cosine of the angle between the direction in which the intensity is taken and the
normal to the surface.

Assuming that the boundary surfaces emit by the Lambert law, i.e. in all
directions with identical intensity, the equation transfers to
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The system is closed with setting at the boundary of flow
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and balance relation J -J" =g¢.

To solve the problem, splitting S, ( i=1,.., Al ) is introduced on the surface and

the transition is made from integral equation (2) to equation system
v
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where matrices A ;and L; are geometrical integrals
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When deriving the computational scheme we will base on the assumption that
in equations (1) and (2) integration can be done over the surface S(t).

In most cases this assumption secures a high accuracy as the boundary surface
motion velocity is much higher than light velocity C.
Let the solution is sought for at time tn+1




The left-hand side of equation (3), given multipliied by the timestep 1. provides
the radiation energy flux flowing out of the region through the surface S, per
computational timestep

r
) ST = s
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According to the assumption of integration over the surface S(t) at time to*! at
the surface S, the radiation arrives which left the surface Sj at time ™' - IJ™' and at

time t” at the surface §; the radiation arrives which left the surface §j at time (" - 7.

Hence, during the time interval (17,t"*1) at the surface S, the radiation arrives
which left the surface Sj within the time interval (1" ~ I_’I - I_;’j").

And the natural formula for each addend in the night-hand side if system (4) is
of the form
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If at computing the integral in (6) one accurately uses the principle like in
formula (5), i.e. if one assumes the integrand constant and equal to its value at time
tk+1 at each timestep (t¥, tk*!), then from equation system (4) strict conservativism of
the scheme

_an+l n+l = Erwl __En

follows, where En*! Enis radlanon energy in the region at times tn*!, tn .

E(t"*‘)-z [ I Trcacunanw dods= }fi t"IA Jed

AeS2x go_pn-l =ty=le o
Many computations used the Lambert distribution when solving the kinetic
equation of radiation transport on the region boundary.
The basis for this is the fact that heat flows to the region walls composed. as a
rule, of low-transparency materials are noticeably less than emission of the absolutely
black body, i.e.

IqI<<TT”.

At the same time, in many problems there were boundary surface areas where
the radiation passage to the region considerably differed from the Lambert
distribution.

Indeed, in the computations the vacuum regions can border low-density and
fairly radiation-transparent regions energy release from which is computed in the
diffusion approximation.

Using the Lambert distribution at the interface between the vacuum and such
fairly transparent regions inevitably leads to loss of local approximation in the
computation on separate boundary surface areas, and the question of necessity to
estimate the region of effect of the errors made inevitably arises.

In practice this was expressed in the fact that. instead of the Lambent

— 1
distribution,  J(A.Q.t)=—J"(4,t) , relationships of the form
s
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are admissible on the boundary surface, f(u) is an arbitrary given function p
satisfving the
normalization condition

1
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To close setting up the problem, functions Fy are assumed known functions of
T’ and heat part of flow ¢,:
Fi=AF, T'- AF;. q, + AF;;
where AF,; are known functions of coordinates, time.

The so-call