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Abstract

Wind-Induced Soil-Gas Contaminant Transport in Near-Surface Soils
with Application to Radon Entry into Buildings

by
William Jowgt Riley
Doctor of Philosophy in Engineering-Civil and‘Environrnental Engineering
University of California at Berkeley

Professor William W. Nazaroff, co-Chair
Ashok J. Gadgil, Ph.D., co-Chair

Indoor air exposures to gaseous contaminants originating in soil can cause
large human health risks. To predict and control these exposures, the mechanisms
that affect vapor transport in near-surface soils need to be understood. In particular,
radon exposure is a concern since average indoor radon concentrations lead to much
highér risks than are generally accepted for exposure to other environmental
contaminants. This dissertation examines an important component of the indoor
radon problem: the impacts of wind on soil-gas and radon transport and entry into

buildings. The research includes experimental and modeling studies of wind’s

interactions with a building’s superstructure and the resulting soil-gas and radon flows




in the surrounding soil. In addition to exploring the effects of steady winds, we
develop a novel modeling technique to examine the impacts of fluctuating winds on
soil-gas and radon transport.

The original impetus for this investigation arose from the design and
development of a passive radon mitigation system at the Lawrence Berkeley National
Laboratory. That effort was initiated in response to the relatively high costs of
subslab depressurization (SSD), a common active mitigation system. Chapter 2
quantifies the regional and national energy requirements, operating expenses, and CO-
emissions associated with SSD system use. We estimate that operating SSD systems
in U.S. houses where it is both appropriate and possible (about 2.6 million houses)
would annually consume 1.7x10* TJ of end-use energy, cost $230 million (at current
energy prices), and generate 2.0x10° kg of CO,. These figures are central estimates;
Chapter 2 presents the associated uncertainties.

The relatively high costs of SSD system operation prompted our research
group to install and monitor a full-scale passive radon mitigation system in a house in
Spokane, Washington. This study revealed that wind could strongly affect the
mitigation system’s performance. We therefore began to systematically investigate
the impacts of wind on soil-gas radon transport and entry into buildings. Chapter 3
describes the results of a wind-tunnel experiment designed to measure the ground-
surface pressure field established around a house in the presence of wind. We report

wind-induced ground-surface pressure fields for several wind-incidence angles, two




atmospheric boundary layer structures, and two house geometries. Relatively small
changes in the ground-surface pressure field resulted from perturbations in the
atmospheric boundary layer structure (i.e., the surface roughness and displacement
height) and the house geometry. The experimental results were compared to
numerical predictions using a k-¢ turbulence model. In most cases, this turbulence
model] is inappropriate for geometries with separated flow, as in the case of air flow
over a building. However, we found the numerical model predictions of the ground-
surface pressure field sufficiently accurate to predict wind-induced soil-gas
contaminant transport.

The wind-induced ground-surface pressure field induces a bulk soil-gas flow
which can flush radon from the soil adjacent to a building’s basement. Chapter 4
investigates this phenomenon by presenting results from three-dimensional, steady-
state simulations of wind-induced soil-gaé and radon flow around a prototypical
house. These simulations demonstrate that the wind-induced ground-surface pressure
field can reduce the predicted radon entry rate, compared to that for a uniform
ground-surface pressure field, by more than two orders of magnitude. We also
present full-scale experimental measurements supporting the prediction that steady
winds can depress soil-gas radon concentrations.

The finding that steady winds have a large impact on radon transport and

entry rates motivated an investigation of the influence of transient winds on soil-gas

and radon transport. Prior to this work, numerical models that could simulate this




geometrically complex, transient system did not exist. We therefore developed
START, a transient, three-dimensional, finite-difference model of soil-gas and radon
transport around a building. This model is computationally too expensive to conduct
the simulations required to thoroughly investigate the effects of transient winds.
Consequently, we apply START to generate unit-step responses, which characterize
the temporal response of the soil-gas pressure field to changes in the wind speed.

To perform the three-dimensional simulations necessary to study the effécts of
transient winds on radon entry, we developed a novel simulation technique based on
Duhamel’s theorem. A software package (naméd RapidSTART) implements the
technique, taking, as input, the unit-step responses generated by START. Duhamel’s
theorem describes a linear superposition method applicable to the simulation of the
transient soil-gas pressure and velocity fields. Once the velocity field is generated, the
model applies a standard finite-difference method to compute the soil-gas
concentration field and radon entry rate. RapidSTART can simulate the effects of
both fluctuating wind speed and wind direction on radon transport around and entry
into houses. The simulations can be executed 500 to 5000 times faster (depending on
the soil permeability) than comparable finite-difference simulations. This large
reduction in computational time makes possible detailed analysis of transient, wind-
induced soil-gas and radon transport.

We used the RapidSTART model to explore the effects of fluctuating winds

on radon entry rates. Simulations were conducted for several wind signals and two




soil permeabilities. The simulation results indicate that fluctuations in wind speed
characteristic of the peak in the wind-speed power spectrum have a negligible impact
on the time-averaged radon entry rate. However, we found changes of up to 30% in
the predicted radon entry rate when the fluctuating corriponents of a real wind signal
were included, as compared with the predictions for steady wind.

In summary, the results of this research demonstrate that the interactions of
wind with near-surface soils can strongly affect soil-gas contaminant entry into
buildings. The permeability-dependent flushing of radon from the soil gas below the
building slab can dominate radon entry rate predictions. The development of
RapidSTART is also an important product of this dissertation, representing the first
application of Duhamel’s theorem to the simulation of subsurface contaminant
transport. The improvement in simulation runtime by three orders of magnitude,
coupled with no loss of model accuracy, makes RapidSTART a very powerful tool
for such investigations. In addition to the understanding gained regarding the
subsurface transport of radon, the techniques and tools developed here apply to the
study of passive and low-energy radon mitigation systems, the transport of other

contaminants and trace gases in near-surface soils, and the simulation of other

complex, transient systems.
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CHAPTER 1

INTRODUCTION

1.1 Background

During the 1970’s, exposure to radon’s progeny in residential settings was
shown to pose a serious human health risk. Subsequent research has revealed that
indoor radon accounts for the single largest source of radiation exposure in the U.S.
general population (Nero, 1988). Lung cancer is the primary health concern associated
with radon exposure, although Henshaw et al. (1990) have presented evidence
implicating radon as a cause of childhood leukemia. Lubin and Boice (1989) estimate
that 10% of annual U.S. lung cancer deaths result from indoor radon. Even in houses
with average concentrations, the estimated lifetime risk of lung cancer attributable to
radon exposure is high; the EPA (1992) estimates a risk of 0.4% (4x10°), while the
National Research Council (1988; 1991) estimates a risk of 0.7% (7x10). Taken at
face value, these numbers can be misleading, since epidemiological data show a
synergism between radon and smoking that results in the risk of radon exposure to
smokers being about 10 times larger than the risk to non-smokers (National Research
Council, 1988). Nevertheless, the risk is orders of magnitude larger than the risks

associated with many pollutants released from human activities into outdoor air or

drinking water.




For example, the USEPA often sets standards to insure that risks associated
with exposure to drinking water contaminants do not exceed 10°. These standards can
force significant expenditures of societal resources. In this context, dedicating
resources to reduce the relatively high risks associated with radon exposure appears to
be a good investment.

Several studies have characterized indoor radon concentrations in the United
States (Nero et al., 1986; EPA, 1992; Marcinowski et al., 1994). The reported indoor
radon concentration distributions are well-described as lognormal. For example,
Marcinowski et al. (1994) report a geometric mean and standard deviation of
28.5 Bq m™ and 2.92, respectively, for all ground-contact homes in the nation. This
distribution implies that 6.0% (or 5.7 million) of the houses in the U.S. exceed the EPA
guideline of 148 Bqm™, and that 0.06% exceed 5 times the guideline.

The largest human radiation exposures in indoor air are associated with the
progeny of ?22Rn (see Figure 1.1 for ?Rn’s decay chain). **’Rn is a naturally occurring
noble gas with a half life of about 3.8 days. The related isotope, **°Rn, has a much
shorter half life (50 s). This short lifetime leads to small migration distances in the soil;
#°Rn therefore does not significantly contribute to indoor radon concentrations
(Schery, 1990). For this reason, we restrict the work presented in this dissertation to
222pn, hereafter referred to as “radon”.

Of radon’s progeny, the largest radiation dose td the lung results from the

o-decays of *'*Po and ***Po. Unlike *’Rn, both of the Po isotopes are chemically




reactive, as are >'*Bi and ?'*Pb. The B-decays of **“Bi and *!*Pb, however, generate a
much smaller radiation dose than that associated with the o-decays of the Po isotopes.
The chemical reactivity of the Po, Bi, and Pb isotopes increases the probability of
attachment directly to the lung or to particles in the air which subsequently can deposit
on lung surfaces. The short half lives (less than 30 minutes) of radon’s progeny also

preclude them being effectively removed by the lung’s clearance mechanisms.

1.1.1 Motivation for this Research

As the risks associated with exposure to radon’s progeny became known,
efforts to design, build, and understand radon mitigation systems were initiated.
Currently, subslab depressurization (SSD) is the most commonly applied and
thoroughly tested technique to reduce indoor radon concentrations (see Turk et al.
(1987; 1991) for a description of other mitigation options). However, because SSD
systems can be expensive to operate, several research groups have begun investigating
the feasibility of using passive and low-energy mitigation systems.

The research presented in this dissertation stemmed from the study of a passive
radon mitigation system developed at the Indoor Environment Program (IEP) of the
Lawrence Berkeley National Laboratory (Fisk et al., 1995). After preliminary tests
indicated that the mitigation system had the pott;,ntial to significantly reduce indoor

radon concentrations, a group from the IEP installed a full-scale version of the system

in a house in Spokane, WA. The house was thoroughly instrumented to monitor the




system’s long-term effectiveness and the influence of various environmental factors on
the system’s performance.

That study demonstrated that wind could strongly affect the performance of the
passive mitigation system. The IEP group therefore began an inquiry into the
relationship between wind, the operation of the mitigation system, and the subsurface
transport of radon around the mitigated house. However, it was soon recognized that
we lacked an understanding of the impacts of wind on radon transport around even
very simple, unmitigated houses. A review of the literature showed that, during full-
scale experiments, several investigators had observed a correlation between wind speed
and soil-gas radon concentrations (Nazaroff et al., 1985; Turk et al., 1990). These
studies, and our own preliminary modeling work, indicated that wind could
substantially affect radon entry rates by altering the subsurface radon concentration

field.

1.1.2 Entry Mechanisms and Driving Forces

Advective entry of radon-bearing soil gas is the dominant source of indoor
radon in most homes with elevated concentrations (Nazaroff, 1992). In buildings with
basements, a small depressurization can draw significant amounts of radon-laden soil
gas through cracks in the substructure (such as the joint between the footer and the
basement slab). Entry can also occur through permeable walls, especially those made
from concrete blocks (Garbesi and Sextro, 1989). The small indoor-outdoor pressure

difference (typically on the order of one to ten Pa) responsible for radon entry can be
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generated by indoor-outdoor temperature differences, space conditioning equipment,
mechanical exhaust, fluctuating barometric pressures, and the interaction of wind with
the building superstructure. In addition to depressurizing the building, wind establishes
a ground-surface pressure field around the building that influences soil-gas flow.
A]thbugh the wind-induced ground-surface pressure field can dramatically affect the
radon entry rate into the building, this feature has largely been ignored in previous

modeling studies (Gadgil, 1992).

1.1.3 Previous Modeling Studies of Radon Transport and Entry

Simple analytical models have been employed to investigate the impacts of
environmental and structural factors on radon entry into buildings. Nazaroff et al.
(1987) used an electrical analogy to predict pressure coupling between a real basement
and the surrounding soil gas. The model underpredicted the pressure coupling by more
than a factor of 10. Mowris and Fisk (1988) developed analytical models to examine
the impacts of exhaust ventilation on radon entry rates and indoor concentrations.
They report that their simplified modeling approach predicted soil-gas entry rates to
within 16% of predictions from a more detailed finite-difference model. However, the
model was not tested against data from real houses. RAETRAD, a simulation code
developed by Nielsen et al. (1994), was used to investigate the entry of radon to slab-

on-grade houses. The model underpredicted indoor radon concentrations by about

50% when compared to a suite of 50 test houses.




Detailed numerical models, using finite-difference or finite-element techniques,
have also been developed to study soil-gas radon transport and entry into buildings.
The earliest of these models considered only advective radon transport in a uniform,
isotropic soil (DSMA Atcon Ltd., 1983; Eaton and Scott, 1984; DSMA Atcon Ltd.,
1985). Loureiro et al. (1990) developed a three-dimensional, steady-s;ate, finite-
difference model of radon and soil-gas transport around a house. That model allowed
for variable soil characteristics and radon diffusion. Bonnefous et al. (1992) extended
Loureiro’s work by incorporating non-Darcy flow and applying the model to the study
of active radon mitigation systems. Revzan et al. (1991; 1992) developed a two-
dimensional, steady-state model based on Darcy’s law that takes advantage of
geometrical symmetry to significantly reduce model complexity and computational
time. RN3D, a transient, finite-element model developed by Holford (1994), can
simulate two- and simple three-dimensional geometries. Gadgil (1992) reviews severai
of the existing models of radon entry into houses, and discusses the strengths and
weaknesses of the various approaches.

Models of radon transport and entry into buildings rely on the accuracy of both
the soil and substructure characterization. Of the factors used to define the soil and
house system, the soil permeability is probably the most important. Garbesi (1994)
showed that soil permeability varies with the physical scale over which it is measured.
She developed a technique to measure a single soil permeability value that corresponds
to the scale at which the building interacts with the surrounding soil gas. Using this soil
permeability to represent a homogeneous soil block greatly reduced previously
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observed discrepancies between model predictions and experimental measurements of
radon entry.

Two groups have performed numerical simulations in an attempt to quantify the
effects of wind on radon entry (DSMA Atcon Ltd., 1985; Owczarski et al., 1991).
However, neither of these modeling studies took into account the full three-
dimensional, transient nature of the problem, nor did they attempt to explain the

characteristics of the soil-gas and radon flows generated by wind.

1.2 Objectives of this Research

This dissertation aims to improve our understanding of the interactions of wind
with soil gas and soil-gas contaminants in near-surface soils. Although many of the
results can be generalized, we focus on the impacts of wind on radon’s subsurface
transport and entry into basement houses. We demonstrate that wind can significantly
deplete soil-gas radon concentrations near the building. The wind-induced flushing of
radon from soil gas, which can dominate predictions of indoor radon concentrations,
was largely ignored in previous studies of the impacts of wind on radon entry into
houses.

The heterogeneity of the ground-surface pressure field, the complexity of a
typical house substructure, and the level of detail required in the spatial discretization
make the study of the effects of fluctuating winds on radon transport computationally
very expensive. To address this problem, we develop a novel modeling tool that can

perform efficient simulations of wind-induced soil-gas and radon transport around
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buildings. The model, called RapidSTART (Rapid Simulation of Transient Air and
Radon Transport), can perform these simulations thousands of times faster than a
standard finite-difference model, thereby making the study of transient, wind-induced
radon transport around buildings tractable.

Using the RapidSTART model, we examine the relative importance, with
respect to radon entry rates, of the steady and fluctuating components of wind speed
and direction. The development and application of the RapidSTART mode] is itself an
important result of this research. We expect the technique can be productively applied
to the simulation of other contaminants (e.g., volatile organic compounds (VOC’s))
and other complex linear systems subject to transient boundary conditions.

The research described here relates to a broader effort by the IEP to investigate
soil-gas and contaminant entry into buildings. In this context, IEP’s research goals
have included several specific objectives: (1) determining and quantifying the sources
and sinks of indoor air contaminants (particularly radon, but including, for example,
VOC’s); (2) developing an understanding of the factors that affect the subsurface
transport of soil-gas contaminants; (3) applying this understanding to the development
of numerical models that can predict contaminant entry for a range of building
geometries and environmental conditions; and (4) designing and testing radon
mitigation techniques. This dissertation applies primarily to the second and third of

these goals, although RapidSTART will undoubtedly be a useful tool in the

development of passive or low-energy radon mitigation systems.




1.3 OQutline of Dissertation

This section highlights the topics covered in the remainder of this dissertation.
We begin by quantifying the costs of SSD system operation in Chapter 2. Chapters 3
and 4 report on the impacts of steady winds on radon transport and entry into a
prototypical house. We develop the three-dimensional, transient modeling tools
START and RapidSTART in Chapters S and 6, respectively. Chapter 7 applies
RapidSTART to examine the impacts of fluctuating winds on soil-gas and radon entry
into houses. Finally, Chapter 8 summarizes our findings, and indicates directions for
future research. The remainder of this section presents details of the specific topics
discussed in each chapter.

Chapter 2 quantifies the regional aﬁd national costs associated with active radon
mitigation (i.e., subslab depressurization (SSD)) systems. We conclude that if SSD
systems were installed nationally in houses where it is both necessary and possible
(about 2.6 million homes), the systems would annually consume 1.7x10* (6.4x10° to
3.9x10%) TJ of end-use energy, cost $230 ($130 to $400) million (at current energy
prices), and generate 2.0x10° (1.2x10° to 3.5x10%) kg of CO,. These figures represent
our central estimates and expected ranges of possible values. The relatively high costs
of SSD system operation demonstrate the need to develop passive, or low-energy,

radon mitigation systems.

Chapter 3 presents the results of a wind-tunnel study designed to measure the

wind-induced ground-surface pressure field for several wind-incidence angles, two




atmospheric boundary layer structﬁres, and two house geometries. These parameters
were chosen to bound conditions around typical single-family homes.

Chapter 4 describes a study examining the effects of steady winds on soil-gas
and radon transport around a prototypical house. The investigation combines the
ground-surface pressure fields generated in the wind tunnel (Chapter 3), a previously
tested steady-state soil-gas and radon transport model, a three-dimensional Navier-
Stokes model of air flow over the house, and models of wind’s impact on indoor
depressurization and the building’s ventilation rate. We accomplished several goals
with this framework. First, we determined the complex soil-gas flow patterns resulting
from the spatially heterogeneous wind-induced ground-surface pressure field. Second,
the “flushing” effect of these soil-gas flows én the radon concentration field was
quantified. Finally, we calculated the impact of wind on the radon entry rate and
indoor radon concentration. Comparisons were made to simulations that ignored the
wind-induced ground-surface pressure field, which has been common practice. Chapter
4 also presents experimental measurements from several houses of simultaneous wind
speed and subslab soil-gas radon concentration measurements. These experimental
results support our contention that wind can significantly deplete the soil-gas radon
concentration near the building. We conclude that the wind-induced ground-surface
pressures can dominate near-surface transport of soil gas and radon, thereby strongly
affecting radon entry rates.

The large impacts of steady winds on indoor radon concentrations motivated us

to further our understanding by including fluctuating winds in the analysis. Prior to this
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work there was not, to our knowledge, a modeling tool capable of practically
simulating the transient, three-dimensional soil-gas and radon concentration fields
generated by fluctuating winds.

Chapter 5 describes the development and validation of START, a transient,
three-dimensional, finite-difference soil-gas and radon transport model. Although
capable of modeling the effects of fluctuating winds on the subsurface transport of
radon, START i1s computationally very expensive when simulating transient, three-
dimensional problems. The model can, however, practically simulate one- and two-
dimensional systems of soil-gas and radon flow. We validate START by comparing
simulation predictions to four analytical solutions of flow through a soil column and
experimental results from a well-characterized basement structure. The modél
performed exceptionally well in all of these tests.

For the objective of simulating radon entry due to fluctuating winds, we use
START to generate the unit-step response of the soil-gas pressure field. The unit-step
response characterizes the temporal response of the soil-gas pressure field to an
instantaneous change in boundary conditions. For wind-induced soil-gas transport, the
boundary conditions of interest are the ground-surface pressure field and the basement
depressurization. Other transient boundary conditions can also be modeled by START
for use as input to RapidSTART. For example, we have employed START to generate
the response of the soil-gas pressure field to a unit change in atmospheric pressure.
With this information, RapidSTART can simulate the transport of soil gas and radon

around a building in the presence of a fluctuating atmospheric pressure signal.
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Robinson et al. (1995b) have shown that, under some conditions, atmospheric pressure
fluctuations are an important driving force for radon entry.

Chapter 6 presents the RapidSTART model, which simulates the soil-gas
pressure field by applying a linear superposition technique described by Duhamel’s
theorem (Duhamel, 1833; Myers, 1987). We then use a standard finite-difference
technique to compute the radon concentration field. Since winds fluctuate in direction
as well as speed, a method to model] this feature in RapidSTART has also been
developed. Although modeling a wind signal with a fluctuating direction does not
increase the RapidSTART simulation time, generating the additional unit-step
responses can be computationally expensive.

The linear superposition theorem used in the development of RapidSTART has
been applied to the study of heat transfer in solids (Myers, 1987) and a few
groundwater systems (Pinder et al., 1969; Moench et al., 1974; Weeks, 1978). More
recently, Robinson et al. (1995a; 1995b) have employed the concept to examine the
effects of fluctuating atmospheric pressures on soil-gas entry into buildings. To our
knowledge, the technique has not been applied in the manner presented here to simulate
the transport of a subsurface contaminant.

The final sections of Chapter 6 present the validation tests of the RapidSTART
model. We demonstrate that RapidSTART can accurately and efficiently simulate soil-
gas and radon entry into houses. Compared to the finite-difference model START,
RapidSTART reduces simulation runtimes by a factor of between 500 and 5000,
depending on the system’s characteristics (i.e., the soil permeability).

12




Chapter 7 applies RapidSTART to examine the impacts of fluctuating winds on
radon entry into a prototypical residence. Simulations are performed for two soil
permeabilities and both artificial and real wind signals. These simulations indicate that,
for soil permeabilities of 10°® ahd 10" m? (and fixed wind direction), a fluctuating wind
speed characteristic of the peak in the wind-speed power spectrum has a negligible
impact on radon entry into houses. However, our results demonstrate that a fluctuating
wind direction can affect the predicted radon entry rates by up to 30%.

Chapter 8 summarizes the findings of this research. Although our study has
focused on houses with basements, we expect that the impacts of the wind-induced
ground-surface pressure field on radon entry rates will be qualitatively similar for slab-
on-grade and crawl-space houses. We discuss potential applications of the
RapidSTART model to the study of other soil-gas contaminants and topics, and
propose several specific projects. For example, many of the same factors that affectb
radon transport will impact the entry into buildings of other soil-gas contaminants, such
as VOC’s. Also, soil-atrﬁosphere interactions significantly impact fluxes of water
vapor and trace gases, both of which act to regulate the global climate. The

understanding and tools developed during this dissertation may prove useful in

investigating a wide range of such topics.
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CHAPTER 2

REGIONAL AND NATIONAL ESTIMATES OF THE POTENTIAL ENERGY
USE, ENERGY COST, AND CO; EMISSIONS ASSOCIATED WITH RADON

MITIGATION BY SUBSLAB DEPRESSURIZATION"

2.1 Abstract

Active subslab depressurization (SSD) systems are an effective means of
reducing indoor radon concentrations in residential buildings. However, energy is
required to operate the system fan and to condition the resulting increased building
ventilation. We present regional and national estimates of the energy requirements,
operating expenses, and CO, emissions associated with using SSD systems at
saturation (i.e., in all U.S. homes with radon concentrations above the EPA
remediation guideline and either basement or slab-on-grade construction). The primary
source of uncertainty in these estimates is the impact of the SSD system on house
ventilation rate. Overall, individual SSD system operating expenses are highest in the

Northeast and Midwest at about $99 y™, and lowest in the South and West at about

" This chapter is based on a paper: Riley, W. J., W. J. Fisk, and A. J. Gadgil
(1996) Regional and national estimates of the potential energy use, energy cost, and

CO, emissions associated with radon mitigation by sub-slab depressurization, accepted

for publication in Energy and Buildings.




$66 y™'. The fan consumes, on average, about 40% of the end-use energy needed to
operate the SSD system and accounts for about 60% of the annual expense. At
saturation, regional impacts are largest in the Midwest because this area has a large
number of mitigable houses and a relatively high heating load. We estimate that
operating SSD systems in U.S. houses where it is both appropriate and possible (about
2.6 million houses), would annually consume 1.7x10* (6.4x10° to 3.9x10%) TJ of end-
use energy, cost $230 ($130 to $400) million (at current energy prices), and generate
2.0x10° (1.2x10° to 3.5x10°) kg of CO,. Passive or energy efficient radon mitigation
systems currently being developed offer opportunities to substantially reduce these

impacts.
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2.2 Nomenclature

cost to cool the additional air flow for an average house ($ y™' per

house)

cost to run the SSD system fan ($ y™' per house)
fuel cost ($ GI™)
cost to heat the additional air flow for an average house ($ y™' per

house)

cost to heat the additional air flow for the ith fuel type ($ y' per house)
heat capacity of air (1000 J kg K™
energy required to cool the additional air flow for an average house

(GJ y‘1 per house)

regional CO, emission factor (kgCO, GJ™)
energy required to run the SSD system fan for an average house

(GJ y™' per house)

energy required to heat the increased air flow for an average house

(GJ y™' per house)

energy required to heat the increased air flow for the "i - th" fuel type

Q) yfl per house)

latent-heat energy demand for an average house (GJ y™ per house)




N, CDD

=z
S]

S}

1
L o

QSSD

fraction of single-family homes with air conditioners (-)

fraction of houses that use the "i - th" fuel type (-)

fraction of houses with air conditioners that are used regularly (-)

mass of CO, emitted from producing the cooling energy (kgCO, y ' per
house)

regional CO, emissions (10° tCO,)

mass of CO, emitted from producing the fan en.ergy (kgCO, y™' per

house)

mass of CO, emitted from producing the heating energy (kgCO, y™' per
house) |

mass of CO, emitted for the ith type of heating fuel (kgCO, y™' per
house)

annual number of cooling degree days for each region (K d y™)
number of houses in which an SSD system is appropriate (-)

annual number of heating degree days (K d y")

annual number of latent enthalpy-days (J d kg‘1 y'l)

effective house ventilation rate with the SSD system operating (m3 s'l)
unperturbed house ventilation rate (m3 s’l)

flow through the SSD pipes (m’ s™)

ratio of the latent heat to sensible cooling energy load (-)
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Greek letters

N

M.

N,

regional electric utility sales (GWh)

efficiency of the heating and distribution system (-)
efficiency of the cooling and distribution system (-)
efficiency of the distribution system (-)

heating equipment efficiency (-)

air density (1.2 kg m'3)

Note: (-) indicates a nondimensional variable.
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2.3 Introduction

Subslab depressurization (SSD) is the most commonly applied and thoroughly
tested technique for reducing radon entry into houses. The system typically consists of
a pit in the subslab gravel layer into which a pipe connected to outdoor air has been
inserted ((EPA, 1994); Figure 2.1). A small fan coupled to the pipe draws radon-
bearing soil gas from the gravel layer and exhausts it to the outdoors. To be effective,
the SSD system must establish a positive pressure difference between the basement and
the gravel layer. This requirement drives the selection of fan power and placement of
the system pit(s).

An SSD system can be installed at the time of construction or as a retrofit. For
many houses, the systems are effective at reducing indoor radon concentrations,
although the system’s energy requirements can be considerable. In addition to
removing soil gas and'radon from below the slab, house air is drawn into the gravel
layer and exhausted to the outdoors. The overall house ventilation rate therefore
increases. Energy must be supplied to condition this increased air flow and to power
the system fan.

Several investigators have studied the energy use and costs associated with
SSD system operation in individual houses. Clarkin et al. (1990) performed tracer-gas
decay experiments in one Pennsylvania and two Virginia homes to determine the
additional house ventilation generated by a SSD system. For these houses they

estimated an increase in annual heating costs ranging from $4 to $32. Bohac et al.
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(1991) studied a group of houses in the Twin Cities metropolitan area. They concluded
that the SSD systems increased the annual energy expense by $75. About half of this
expense was due to increased heating requirements; the remainder was due to
operation of the system fan. Henschel (1991) examined SSD system operating costs
for both a 50 and 90 W fan. He reports annual fan energy costs of $35 and $63 for the
50 and 90 W fan, respectively, and corresponding incremental conditioning costs of
$39 and $79. Fisk et al. (1995) estimate that the annual increase in energy expense
resulting from SSD system use in a Chicago climate is $42 for homes with gas heat,
and $165 for electric resistance heat. Bonnefous et al. (1994), using a numerical model
to estimate the increase in house ventilation from an SSD system with two fans, predict
an annual incremental heating expense of $345 for a Chicago climate. The use of two
SSD system fans in these simulations explains the large predicted increase in heating
expense. As this SSD system configuration is relatively unusual, we have not
incorporated these modeling results into our calculations. Groups in Canada (Sanchez,
1987) and Sweden (Ericson et al., 1984; Ericson and Schmied, 1987) have also
examined SSD system effectiveness and installation costs. Ericson et al. (1984) report
annual operating costs of $12 (1984 dollars). This amount does not include costs
associated with the increased building ventilation caused by SSD system operation.
These estimates are all for specific homes or for an average home in a specific
climate. No effort has yet been made to determine the regional and national energy
implications of SSD system operation at saturation. The purpose of this study is to

make such estimates. We consider regional distributions of housing characteristics,
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types of heating fuels used, and heating and cooling loads. Estimates of SSD system
operating expenses are computed using regional fuel prices. The CO, emissions
associated with SSD system operation are computed by considering each region’s mix
of fuel use and the emission factor associated with each fuel. This parameter is
presented as a metric of the potential environmental effects associated with SSD energy

use.

2.4 Methods

2.4.1 Overview

To estimate the energy, cost, and CO, emission implications of SSD operation,
we have combined data from field tests and national surveys of housing characteristics
and fuel use. For an average house in each region, we determine the heating, cooling,
and fan energy requirements of SSD system operation. We then calculate the number
of houses in each region where an SSD system would be appropriate. In particular,
these are the houses with a basement or slab-on-grade construction whose radon
concentrations are above the EPA remediation guideline of 148 Bq m™.

The additional house ventilation generated by SSD system operation is
estimated from the results of four field studies. This estimate is the largest source of
uncertainty in our calculations, primarily because the available data are limited. We

therefore provide a range of values for our predictions based on this uncertainty.
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Space conditioning costs are computed by means of a degree-day method
(ASHRAE, 1993) that accounts for heating and cooling equipment and air distribution
system efficiencies. The significant regional variation in fuel costs, types of heating fuel
used, and CO, emission factors are included in our determination of cost and CO,
emissions.

We have neglected the additional heating load imposed on the house by the
SSD system drawing cool air through the soil and decreasing winter-time soil
temperatures. A complex computer model would be required to accurately estimate
the effect of soil cooling on the overall energy requirements of the SSD system.
However, assuming that 50% of the air flow out of the SSD system originates from
outdoors and 50% from indoors, conservation of energy dictates that this conduction
heating load can be no greater than the increased heating load from additional
infiltration. In reality, the additional load associated with soil cooling is likely to be
substantially smaller than the loads calculated in this paper, and neglecting it makes our
estimates of cost and energy use conservative (i.e., real cost and energy increases are

likely to be somewhat higher than our estimates).

2.4.2 Census and EPA Regions

We have estimated the impacts associated with SSD operation both for census
regions and on a national basis. The indoor radon concentration data available to us
are divided into EPA regions (Marcinowski et al., 1994), and do not exactly match the

census regions. Table 2.1 shows the division of states into the four census regions:
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Northeast (NE), Midwest (MW), South (S), and West (W). We group EPA regions 1
and 2 into the NE census region; EPA regions 5 and 7 into the MW census region;
EPA regions 3, 4,-and 6 into the S census region; and EPA regions §, 9, and 10 into the
W census region. There are four states which do not fit this categorization:
Pennsylvania (EPA region 3, is placed in the NE census region), North and South
Dakota (EPA region 8, are placed in the MW census region), and New Mexico (EPA
region 6, is placed in the S census region). We expect that the error associated with

grouping these four states as described is small.

2.4.3 SSD-Induced House Ventilation

In addition to removing radon-bearing soil gas from below the slab, SSD
systems increase the house ventilation rate. We use data collected during four studies
of installed SSD systems to estimate this increase in air flow through the house. Two
of the studies (Turk et al., 1987; Turk et al., 1991) used tracer-gas decay with and
without SSD operation to measure the increase in house ventilation caused by the SSD
system. Turk et al. (1987) measured an average increase of 5x10”° m’ s™' in seven
Pacific Northwest homes. In a study of five New Jersey homes, Turk et al. (1991)
report an average increase in ventilation rate of 2.5x10% m’ s™.

The other two studies (Clarkin et al., 1990; Bohac et al., 1993) measured flow
rates through the SSD pipes and the proportion of the flow that originated in the house.
To estimate the increase in house ventilation rate for these two studies we use an

equation from the LBL infiltration model (Sherman, 1980)
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where Q is the effective house ventilation rate with the SSD system operating (m’.s™),
Q, is an estimate of the unperturbed house ventilation rate (m’ s™), and Qs is the

portion of the flow through the SSD pipes (m’ s') that originated in the house. The

increase in ventilation due to SSD operation is then estimated as O~ Q,. The flows in

equation (2.1) are added in quadrature since we assume that the superposition of Q,

and (g, can be treated as a sum of their effects on the building pressure. For a

structure whose crack resistances are dominated by inertial forces, the pressure drop
will be proportional to the square of the flow rate through the crack. This
approximation appears to work well for many buildings (Sherman, 1980).

To utilize equation (2.1), an estimate of a typical house ventilation rate, ,, is
required. Pandian et al. (1993) summarized residential ventilation data based on 1836
perfluorocarbon tracer measurements across the U.S. They report an arithmetic mean
and standard deviation of 0.60 and 2.2 h™, respectively, for houses in the Northeast
(this region is different than the NE region we have defined, but includes the areas of
the Bohac et al. (1993) and Clarkin et al. (1990) studies). The national average heated
floor area for single-family homes is 173 m* (RECS, 1992). Therefore, assuming a

ceiling height of 2.4 m (8 ft) and using the arithmetic mean air-exchange rate, Q, is

6.9x102m’ s\




Table 2.2 summarizes the results from these four studies. The average increase
in ventilation rate produced by the 20 SSD systems is 9x10”° m’ s, with a range from
-10x10” to 70x10° m*s™. It is not possible, given our understanding of the system,
for the house ventilation rate to decrease as a result of SSD system operation. We
hypothesize that the two decreases observed in the Spokane study(Turk et al., 1987)
are a result of factors other than the SSD system (e.g., wind). The value of
6.9x107m’ s (in the N.J. study (Turk et al., 1991)) is a significantly larger flow than
the system fan is capable of generating. Again, we hypothesize that an external factor
is responsible for this large increase. These three values do not, however, significantly
affect the mean. The mean increase in ventilation rate calculated from the e_:ntire
dataset (9x10° m® s is used as the estimate of additional air that must be conditioned
throughout the year.

The approximation that this increase in ventilation rate is constant over time
implies that varying weather conditions do not have a large impact on the increase in
ventilation due to SSD system operation. Given the large uncertainty in the average
value of the increase in ventilation rate, our estimate would not be substantially
improved by attempting to account for weather effects. We make the further
approximation that the ventilation rate measurements of the four studies were made

during weather conditions representative of the average. The paucity of data, both

geographically and temporally, prevents us from improving on this approximation.




For comparison, Henschel (1991) assumed a SSD-induced increase in house
ventilation of 1.8x107? m> s for a 90 W fan. However, that estimate is not based on
data from real SSD systems. Fisk et al. (1995) report an increased ventilation rate of
2.0x10% m° s, based on a subset of the studies listed in Table 2.2 and on the
simulations reported by Bonnefous et al. (1994). The current study improves on these
estimates by including more data from installed SSD systems.

If the data for the increase in ventilation rate were statistically independent and
normally distributed, the 95% confidence interval for the mean increase across the
housing stock would be 4.5x107 to 1.1x10%m’ s”'. However, the data are neither
normally distributed nor independent, nor is the dataset large enough to formally
correct for these circumstances. To estimate uncertainty in SSD-induced ventilation,
we therefore choose a range bounded by the minimum and maximum averages from
each of the four studies mentioned above, or 6.8x10™ (Clarkin et al., 1990) to
2.5x102 m? As'I (Turk et al., 1991). Thirteen of the twenty datapoints fall within this
range. The uncertainty in the increased house ventilation rate dominates the error in
our predictions of SSD energy use, operating costs, and CO, emissions. We therefore

report a mean and an uncertainty range for each of these parameters based on the

above approximations.




2.4.4 Heating Energy Requirements
The mix of fuels used to heat homes varies with region. We define J; to be the

fraction of houses that use the "i-th" fuel type for heating in each region of the
country. In the Northeast, natural gas and fuel oil constitute the major heating energy
sources. Natural gas and electricity are the major sources in the South, and natural gas
is the largest source in the West and Midwest.

The energy required to heat the increased air flow through the house for the

“i-th" fuel type, E,, (GJ y'1 per house), is

£ - (O— 0y pc, Ny (8.64x10% s ( GJ ) 2.2)
A n, day 10°7

where p is the air density (1.2 kg m'3), ¢, is the heat capacity of air (1000 J kg'1 KN,
N, 1s the annual number of heating degree days (K d y'), and 1, is the overall
efficiency of the heating and distribution system (-). The number of heating degree-
days, for a single day, is 18 °C minus the day’s average temperature if the result 1s a
positive number, and O if it is a negative number. For this study, we use “normal
heating degree-days”, which is the average number of heating degree-days per year
between 1951 and 1980 (RECS, 1992). N, varies by fuel type because the
geographic distribution of fuel-type use is not homogeneous within each region.

The overall efficiency of each heating device is evaluated as
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N, =NMN, (2.3)

where 1}, is the equipment (e.g., furnace) efficiency for the particular fuel type (-), and
1, is the efficiency of the distribution system in delivering the conditioned air (-). The
population-weighted national average equipment efficiency for LPG, natural gas, and
fuel oil furnaces is 0.68 (GRI, 1993). We take the equipment efficiency of electric
furnaces to be 1.0, of kerosene heaters to be 0.70, and wood stoves to be 0.30
(Boghosian, 1994).

In a study of houses with basements, Treidler and Modera (1994) predict a duct
distribution efficiency of 0.83. This efficiency is an average from three prototypical
houses (one each in Georgia, Minnesota, and the District of Columbia), and considers
both heating and cooling losses. In another paper, Modera (1993) reports a 0.6-0.7
distribution efficiency for a house in a moderate California climate. For this study, we
approximate the distribution system efficiency to be 0.75 for electric (we assume that
baseboard electric heaters constitute a small proportion of all electric heating devices),
LPG, natural gas and fuel oil furnaces. A distribution efficiency of 1.0 is used for
kerosene and wood heaters.

The energy required to heat the increased ventilation flow for an average house,
E, (G y"' per house), in each region is

E, = ZfiEhi 24

Suels
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2.4.5 Cooling Energy Requirements

We assume the increase in ventilation flow produced by the SSD system during
the cooling season is the same as during the heating system (Q = 9x10” m’ s™"). Ninety
nine percent of the central air conditioners in the United States are electric; the
remaining are either LPG or natural gas (RECS, 1992; Table 54). For simplicity, we
assume that all the air conditioners in the country are electric.

The fraction of single-family homes with air conditioners, f,. (-), is

approximated by the ratio of the number of households with air conditioners to the
total number of households in each region. In contrast to our assumption regarding the
use of heating equipment, we assume that not all homes with air conditioners use them
regularly. In the RECS (1992) survey, households were asked how often they used
their air conditioners. Four categories were available: “not at all”, “only a few times”,
“quite a bit”, and “all summer”. We take the fraction of houses with air conditioners
who use them regularly, f, (), to be the fraction of households that declare a usage
of “quite a bit” or “all summer”.

The annual number of cooling degree days for each region, N,,, (Kdy™),is
determined analogously to N,,,,, . We use an average stock efficiency for the air
conditioner of 8.09 Btu W™ h™ (Hanford et al., 1994) and a distribution system
efficiency of 0.75. The coefficient of performance is therefore 2.4. The overall cooling

system efficiency, 1, (-), is the product of the coefficient of performance and the

distribution efficiency, or 1.78.
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In addition to the sensible energy required to cool the air, there is a latent-heat

energy, £, (GJ y'! per house) associated with condensing water in the air stream. We

use the technique of Byrne et al. (1986) to estimate this energy demand

E :(Q—Qo)me(szw s]( GJ) R

n, day 10°7
where N, is the number of latent enthalpy-days (J d kg y''). Huang et al. (1986)
tabulate the number of latent enthalpy-days and the number of cooling degree-days for

45 cities in the U.S. The ratio of the latent-heat to sensible-cooling energy load, R (-),

1S

R=
Neppe,

We calculate the averagé value of R for the cities in each region and assume
that this average represents conditions throughout the region. For example, in the
Northeast, the latent-heat energy adds 13% to the energy requirement based on
sensible-cooling load. The largest contribution is in the South, where, on average, the
latent-heat load adds 25% to the cooling energy requirements.

Summarizing, the average energy required to cool the increased flow of air

generated by the SSD system, E_ (GJ y"! per house), is calculated analogously to E,

(see equation (2.2)). However, E_ also depends on the latent-heat load and the

fraction of homes that use their air conditioner on a regular basis:




_ (Q"' Qo)pcpNCDD

EC
.

8.64x10* sj( GJ j (2.7)

(1+R)fACfuse( day 109]

2.4.6 Fan Energy Requirements

The majority of fans used in SSD systems are either 50 or 90 W. Typically, the
90 W fan is used in existing homes, and a 50 W fan is used in new construction where a
sufficient subslab gravel layer has been installed. From conversations with several
mitigators and researchers (e.g., Ellis (1994) and Paskarich (1994)), we estimate that
85% of the fans currently being installed are 90 W, and 15% are 50 W; thus the
average rated fan power is 84 W. Fans under load draw about 80% of their rated
power (Bohac et al., 1991). Therefore, assuming continuous operation, the fan energy

required for the average house, E . (GJ y" per house), is 2.1 GJ y per house.

2.4.7 Fuel Costs
The regional cost of each type of fuel, C,, ($ GJ ), is tabulated in Column 7 of

Table 2.3 (EIA, 1993b). The energy cost of wood is approximated by assuming a price
of $100 t" and an energy content of 15 GJ t'. Because the fraction of homes that use
wood for heat is small, the error introduced by the uncertainty in this price has a

negligible effect on the overall energy cost.
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2.4.8 Heating Costs
The cost to heat the additional ventilation flow for a particular fuel, C,, 3y
per house), is E,C,,,. The costto heat this flow, C, ($ y"' per house), for an average

house in each region is

G, = Zfichi (2.8)

Juels

2.4.9 Cooling and Fan Costs
The cost to cool the additional air flow for an average house, C. ($y™ per
house), is the product of E_ and the cost of electricity. The cost to run the SSD

system fan, C, ($ y"' per house), is the product of E ; and the cost of electricity.

2.4.10 CO, Emissions

Regional CO; emission factors for electricity production are a function of the
area’s mix of electrical power generating fuels. To account for this, we weight the
national average of 186 kgCO, GJ”! (Koomey et al., 1993) by each region’s CO,

. emissions, Mo, (10° tCOy), per electric utility sales, S (GWh) (EIA, 1992). The

regional CO; emission factor, e.,, (kgCO; GIJ™"), is then approximated as
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{mco% } (2.9)
limco%] region

eco, = (186 kgCO, GI'Y

national

where the subscripts region and national refer to the geographical area over which

the ratio is taken. The CO, emission factors for natural gas, fuel oil, LPG, and
kerosene are independent of region (EIA, 1993a). Wood has a net emission factor of 0
if it is harvested sustainably; this is the value we use here.

The mass of CO, emitted for a particular heating fuel, M,, (kgCO, v per

house), is E, e, . The mass of CO, emitted from producing the heating energy, M,

(kgCO, y"' per house), is

M, = fM, (2.10)

Juels

The CO; emissions generated as a result of producing the cooling energy, M
(kgCO, y"' per house), and system fan energy, M , (kgCO; y"' per house), are

E.eco and E e, , respectively. In these two expressions, e, is the emission factor

for electricity.

2.4.11 Number of Houses Where an SSD System is Applicable .

The number of houses in each region with annual-average, living-area indoor

radon concentrations greater than 4 pCi I'' was estimated by Marcinowski et al. (1994)
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(here we assume that the EPA and census regions match). We take the fraction of
houses in each region where an SSD system 1s feasible as the fraction of single-family
houses with a basement or slab-on-grade construction. The number of houses in which
an SSD system is appropriate, N,, (-), is calculated as the product of the number of
| houses with indoor concentrations greater than 4 pCi 1™ and the fraction of houses with
a basement or slab-on-grade construction.

The annual energy required to run all the SSD systems in each region is

Ny(E,+E_+E,). The annual cost for this energy is N, (C, +C, +C,), and the
resulting annual CO, emissions are N, (M, + M, +M f). Finally, the energy, cost, and

CO, emissions for the entire United States are calculated by combining the values from
the four regions.

In these computations, we have made the approximation that the type of
heating fuel used, radon levels, and substructure type are uncorrelated. To decide
whether a more complex analysis was necessary, we examined the radon levels in the
* National Residential Radon Survey (NRRS) (Lucas et al., 1992) by both house
substructure type and type of heating fuel used. We found that the substantive results
of performing the analysis with the NRRS data are only slightly different from the
results presented here. Most of the discrepancies in estimated energy cost and energy
usage are due to the fact that the NRRS suggests a somewhat higher proportion of
mitigable homes with high radon concentrations would be electrically heated (and

fewer would be gas or oil heated).' In no region were the differences between the
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results presented here and those using the NRRS data greater than 15 percent. Since
use of the NRRS entails its own problems of correcting for small sample sizes (the
survey sampled only 125 of about 3,100 counties in the U.S.), a simple analysis based

on it would not necessarily be more accurate than the present work.

2.5 Results and Discussion

2.5.1 Regional, Per-House Impacts of SSD System Use

Calculated heating energy impacts and expenditures are summarized in Table
2.3. Theenergy, £, (Table 2.3, column 6), required to heat the additional ventilation
air ranges from 2.1 GJ y™' per house in the South to 5.8 GJ y” per house in the
Midwest. The cost of supplying this energy, C, (Table 2.3, column 8), varies from
$19 y' per house in the South to $45 y™' per house in the Midwest. The CO, emissions
associated with this energy generation, M, (Table 2.3, column 10), range from
160 kgCO, y™' per house in the South to 370 kgCO, y' per house in the Midwest. The
per-house heating energy, cost, and associated CO, emissions are largest (and
comparable) in the Northeast and Midwest.

Calculated cooling energy impacts and expenditures are summarized in Table
2.4. The cooling energy requirements, E, (Table 2.4, column 7), are much lower than
the heating energy requirements. QOur estimates range from 0.05 GJ y”' per house in the

Northeast to 0.51 GJ y' per house in the South. The cooling energy requirements are

highest in the South where more homes have air conditioners, more of the homes with
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air conditioners use them, and the number of cooling-degree days is relatively large.

Cooling fuel costs attributable to the SSD system, C, (Table 2.4, column 8), are
relatively small, ranging from $1 to $9 y™' per house. CQ, emissions, M, (Table 2.4,

column 9), are largest in the South, at 90 kgCO, y™' per house.

The required fan power per house is independent of region. Therefore, the
variations in fan operating expense and CO, emissions are a function only of regional
electricity costs and CO, emission factors. Table 2.5 summarizes our calculations.

Among regions, the average cost to run the fan, C, (Table 2.5, column 3), varies from
$38 to0 $55 "' per house, while CO, emissions, M s (Table 2.5, column 4), range from

300 to 540 kgCO, y"' per house. The emissions generated from producing power for
the fan are the largest contributor to CO, emissions associated with SSD system
operation.

Table 2.6 gives the per-house energy use, expense, and CO, emissions
associated with SSD system operation. Overall energy requirements range from 4.7 to
7.9 GY y”! per house. Costs vary from $66 to $99 y™' per house. CO, emissions range
from 500 to 930 kgCO, y™' per house. The fan consumes, on average, about 40% of
the end-use energy used to operate the SSD system. However, because electricity is the
most expensive fuel, the fan accounts for about 60% of the annual expense in all four
regions.

For comparison, a new, energy efficient refrigerator of moderate size (18 ft)

consumes about 2.3 GJ y'. We predict that a SSD system will use about two to three
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times this amount of energy; the lower value corresponding to a house in the South or

West, and the higher value corresponding to a house in the Midwest or Northeast.

2.5.2 Regional and National Implications

Table 2.7 summarizes our calculations of the regional and national energy
demand, cost, and CO, emissions associated with SSD system operation at saturation.
Here we assume that all houses with a basement or slab-on-grade construction that also
have indoor radon concentrations above 4 pCi 1" are mitigated with 2 SSD system
(about 2.6 million houses nationwide). The impacts are largest in the Midwest, where
the heating load and the number of mitigable houses are large.

bver the entire U.S., we estimate that, annually, 1.7x10* (6.4><103 to 3.9><104)
TJ of end-use energy would be consumed by the SSD systems at a cost of about $230
($130 to $400) million. In addition, about 2.0x10° (1.2x10° to 3.5x10°) kgCO, per
year would be emitted as a result of producing this energy. The ranges presented here
reflect estimated uncertainty in the increased house ventilation rate caused by the SSD
system.

For perspective, the energy consumed nationally by the SSD systems at
saturation would be approximately equal to the energy consumed by 230,000 cars. The
national CO, émissions associated with SSD system operation would be equivalent to

the CO; emissions of 350,000 cars (EIA, 1994).




2.6 Conclusions

Individual SSD system operating costs vary, by region, between $66 and $99
per year. The higher cost corresponds to a house in the Northeast or Midwest, and the
Io§ver cost to a house in the South or West. By combining data of the distribution of
indoor radon concentrations and house substructure types, we estimate a national
annual cost of $230 ($130 to $400) million at saturation. This cost is associated with
an annual national energy demand of 1.7x 10* (6.4x10° to 3.9x10* TJ, and 2.0x10°
(1.2x10° to 3.5x10%) kg of CO, emissions. Because of its relatively high heating load
and large number of mitigable houses, the impacts of SSD use are largest in the
Midwest. Improving our estimate of the SSD-induced house ventilation could
substantially decrease the uncertainty in these predictions.

Very little research has been conducted to optimize the energy efficiency of
SSD systems. Saum (1991) and Fisk et al. (1995) have reported satisfactory
performance with a 10 W system fan for some new houses. Passive, or energy-efficient
systems (Saum and Osborne, 1990; Fisk et al., 1995), offer opportunities to drastically
reduce the fan energy required by SSD systems. We expect these techniques will also
have a much smaller impact on house ventilation, thereby largely avoiding the heating
and cooling expenses associated with SSD system use. Further research should be
aimed at defining the possible energy savings, the relative effectiveness for reducing

indoor concentrations, and the applicability of these low-energy mitigation techniques.
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Table 2.1.

Placement of the states into the four Census Regions.

Census Region States EPA
regions
Northeast Connecticut, Maine, Massachusetts, New 1,2
Hampshire, Vermont, Rhode Island, New Jersey,
New York, Pennsylvania
Midwest Iliinois, Indiana, Michigan, Ohio, Wisconsin, Iowa, 5,7
Kansas, Minnesota, Missouri, Nebraska, North
Dakota, South Dakota
South Delaware, the District of Columbia, Florida, 3,4,6
Georgia, Maryland, North Carolina, South Carolina,
Virginia, West Virginia, Alabama, Kentucky,
Mississippi, Tennessee, Arkansas, Louisiana,
Oklahoma, Texas
West Arizona, Colorado, Idaho, Montana, Nevada, New 8,9,10

Mexico, Utah, Wyoming, Alaska, California,
Hawaii, Oregon, Washington
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Table 2.2. Additional house ventilation rate
generated by an SSD system, grouped by study.

Study Increase in
ventilation®

(m®s™)

Turk et al. (1987) -9.0E-03

1.3E-02

1.3E-02

-9.7E-03

1.7E-02

7.6E-03

4.2E-03

Turk et al. (1991) 1.3E-02
1.5E-02
1.9E-02
6.9E-02
1.0E-02

Clarkin et al. (1990) 1.8E-03
2.0E-04
1.5E-05

Bohac et al. (1993) 2.3E-04
3.9E-04
2.9E-03
5.8E-03
5.0E-03
®n the Turk et al. studies the increase was directly

measured. For the Clarkin et al. and Bohac et al.
studies the increase was estimated from equation (2.1).

c:fthesis/tab2_2.xis

51




"Gy pue g sejqe], ‘(2661) VI3
‘12 '6d 'y ojqe]. ‘(e661) "I 18 Aowooy
‘gL '6d ‘1) s|qe ) (qg661) viT 4
'v/1-61'6d ‘(ee66L) VIT
1X8)} jo (g'g) uonenbo eag

‘g81 "Bd ‘g5 ejqel (¢661) SO3Y ,

‘29 Bd ‘0z eiqel ‘(ee61) SO |

€

061 9z TE M sbuioay

0 149 0 0Ll 0'0 040 0 000 M aues0IR)
052 009 i 09'6 A7 15°0 Lye2 200 M Bd}

0 00 09 0L'9 06 0€'0 162 90°0 M poom
oee 769 Le 059 L'y 150 1092 000 M lio [en}
09¢ Lol v 0e'gl 9¢ SL°0 5802 AN M Apuoaje
oSt 505 9l 05'g 0e 150 2591 v9°0 M sebjeinpu
0L¢ 14 8's MW abesay

0 219 0 06'L 00 0L'0 0 000 MW sussoiey
09¢ 0'09 €L oLzl 09 150 Liee 200 MIN Bdi

0 00 1L 0L'9 901 0€'0 6zve $0'0 MW poom
oSy ¥'69 St 002 g9 15'0 855¢ S0'0 MW o jan}
096 652 06 ok've Le SL'0 210¢ Lo M Aouospe
062 S'0§ €e 08'G 8 15°0 VAR 2Lo MW seb [enjeu
094 61 1'e S ebuiony
0zl L'L9 v 0LL 8l 040 69¢1 200 S auesole)
oel 009 0z 026 22 150 veel 100 S 6d

0 00 €€ 0.9 6 0£°0 0091 ¥0°0 S poom
02z $'69 ¥4 0.9 2¢ 1S'0 052} 500 s flo jeny
022 8Lt €2 0g'8l 2l SL°0 £001 8¢'0 S Ayouyoajo
ogl 50§ ¥i 05's 92 15°0 L0v1 0 S  seb|emneu
oze £y 1S aN  ebesoay
oce L/9 Ly 6 020 90.8 200 aN 8U8S0JY
058 009 9z 6'S 15°0 geze 100 anN 6dj

0 0'0 L g1 0£0 82.8 €00 anN poom
09¢ ¥'69 8¢ 2 1S°0 0982 6€°0 anN Jlo jen)
095 151 €6 9'¢ SL0 5892 040 an  Awouposie
052 50§ ve 0's 150 Lyl2 9’0 IN  seb jeinjeu

:\\< pue .:\\\< :C.w <U pue .:.U _\,‘.N pue .Em\ \y :::Z \\
(asnoy 1ad (,.r9 200b%) (ssnoy sed (asnoy Jad (,. AP 0.) ,5h8Q ()
A 200b%) 9610108 A8 (,.,ro 8 Aro)  Aouspyg ssibaq bujesH ,o8n
uononpoid 200 uoissiug 1500 , 4500 [and Abiauzg lejoy Jo ssquunpy jeuoorly uoibay  edAjjeny
[ [ [ Vi 9 g 12 3 Z uwnjoy

I UONE|IUDA [BUOHIPPE BY) Buneay yiim pajeioosse suoiSsIwg QD pue ‘asuadxe ‘sjuswalinbal ABleuy 'g'Z a|qe|

52




‘12 '6d ‘v'v ejqel ‘(g661) e 1o Aowooy

'L 6d ‘Lt eqel ‘(ae664) VI

‘v.1-61 'Bd ‘(ege6l) VI

‘081 '0d ‘vg o|qel ‘(2661) SO3Y ,

‘081 'Bd ‘pg ejqe) pue ge 'Bd ‘|| o|qeL ‘(2661) SO3H |

L ! 800 100 8.1 L9L 0S'0 oo M
ge ¢ 60°0 G10 8L} I8y 44y €40 MW
06 6 150 G¢o 8L} 6SHE L0 /80 S
L'l 3 500 £1°0 BL'L X474 9€'0 950 aN
W 5 7y U a oy v %
wojysAs Jresnjeyr  buwonipuoo
() uonnquisip pue  (,.4p9,) Buiuonpuoo e
(esnoy sed (ssnoy sod (esnoyed  onel JoUolipuo? ,SAeq e ypym yim sawoy
A 2000y) A8) Aro)  Adeyue Jie jo ealbsq buijoon spjoyesnoy jo  Ajuies ejbuls
uononpotd 20D 1s0D ABioug weje Aousioiy3 40 JaqUINN uonoei Jo uonporl4  uoibay
6 8 Z 9 g 14 £ c -uwnjop

“lle uonejuaA feuolippe ay) Buijood Yim pejeroosse suolssiwe 00 pue ‘esuadxe ‘sjuswelinbas ABisug 42 9|qeL




Table 2.5. Energy requirements, expense, and CO, emissions
associated wtih running the system fan.

Column: 2 3 3 , 4

Region  Energy  Fuel cost’ Cost CO production

Gy’ (% GJ7) Sy’ (kgCO> v~

per house) per house) per house)
E, ¢ M,
NE 2.1 26.10 55 330
S 2.1 18.40 39 370
MW 2.1 24.10 51 540
W 2.1 18.30 38 300

Table 2.6. Regional per-house energy use, expense, and CO,
emissions associated with SSD system use.

Region  Energy Cost CO . production
(GJy" Sy’ (kgCOz y~'
per house) per house) per house)
NE 7.2 99 660
S 4.7 67 620
MW 7.9 97 930
W 5.3 66 500
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Figure 2.1. Schematic of an SSD system (EPA, 1994). The system fan draws radon-
bearing soil gas from the pit and exhausts it to the outdoors.
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CHAPTER 3
WIND-INDUCED GROUND-SURFACE PRESSURES AROUND A

SINGLE-FAMILY HOUSE"

3.1 Abstract

Wind induces a ground-surface pressure field around a building that can
substantially affect the flow of soil gas and thereby the entry of radon and other soil-gas
contaminants into the building. To quantify the effect of the wind-induced ground-
surface pressure field on contaminant entry rates, the time-averaged ground-surface
pressure field was experimentally measured in a wind tunnel for several incidence
angles of the wind, two atmospheric boundary layers, and two house geometries. The
experimentally measured ground-surface pressure fields are compared with those
predicted by a k-¢ turbulence model. Despite the fundamental limitations in applying a
k- model to a system with flow separation, predictions from the numerical simulations

were good for the two wind incidence angles tested. The ground-surface pressure

* This chapter is based on a paper: Riley, W.J., A. J. Gadgil, and W. W.
Nazaroff (1996) Wind-induced ground-surface pressures around a single-family house,

accepted for publication in The Journal of Wind Engineering and Industrial

Aerodynamics.




fields measured in the wind tunnel and presented in this chapter are used as input to the

modeling studies described in Chapters 4 and 7.
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3.2 Nomenclature

¢, (x,y)

)| (x)

&l ()

E(x,y)

I(z)

P (x,¥)

U(2)

mean ground-surface pressure coefficient at (x,y) (-)

mean ground-surface pressure coefficient at (x,y), from FLUENT (-)
mean ground-surface pressure coefficient at(x, y), from the wind

tunnel (-)

displacement height (m)

error in predicted pressure coefficient at (x,y) (-)
turbulence intensity (-j

turbulent kinetic energy per unit mass of fluid (m? s)
mean ground-surface pressure at (x,y) (Pa)

free stream pressure (Pa)

mean wind speed at height z (ms™)

mean wind speed at stationary reference pitot tube (ms™)
friction velocity (m s™)

mean wind speed at eave height (m s™)
ground-surface coordinates (m)

roughness length (m)

height above the ground surface (m)




Greek letters

£ rate of dissipation of turbulent kinetic energy per unit fluid mass (m’ s)
X von Karman's constant (0.4)

p air density (kg m”)

6(2) standard deviation of U(z)at height z (m s™)

T, shear stress at the ground surface (kg m™ é’z)

Note: (-) indicates a nondimensional variable.
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3.3 Introduction

The work presented in this chapter is aimed at developing a better
understanding of the soil-gas transport and entry into houses of radon and volatile
organic compounds (VOCs). In this context, wind is of interest because its interaction
with the building structure and nearby soil surface can significantly affect soil-gas
movement around and into a house.

Substantial research effort is being applied to develop models that characterize
the environmental and building factors affecting indoor contaminant concentrations.
The understanding gained from these models can be used to determine which parts of
the population are at risk, to decide where resources should be spent, and to design
efficient and effective mitigation systems.

The effects of wind on a building's overall ventilation rate and relative
depressurization with respect to outdoor air have been thoroughly studied (Feustel and
Sherman, 1989; Ernest, 1991; Sherman, 1992). However, the wind-induced ground-
surface pressure field has largely been ignored in models of contaminant entry into
houses (Gadgil, 1992). Several authors have presented empirical evidence indicating
that this pressure field may be significant when determining radon entry rates (Nazaroff
et al., 1985; Turk et al., 1990). In Chapter 4, the wind-tunnel data réported here are
used as input to a thrée—dimensional numerical model of soil-gas and radon transport.
We demonstrate that ignoring the wind-induced ground-surface pressure field can lead
to large errors in predicted soil-gas and radon entry rates, especially in high-
permeability soils.
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Other authors have published wind-tunnel studies of flow around bluff bodies
that include measurement of the ground-surface pressure distribution. Sakamoto and
Mikio (1982) examined the flow around a cube in a turbulent boundary layer and
presented contour plots of the pressure distribution on the ground surface.
Unfortunately for the present purposes, the results correspond to cube heights that are
relatively large compared to the boundary layer thickness, and therefore do not
correspond to the case of a building immersed in the atmospheric boundary layer. The
lowest ratio of cube height to boundary layer thickness for which Sakamoto and Mikio
report results is 0.4, whereas typical values for the ratio of house height to boundary
layer depth are less than 0.1. Surry (1991) and Okada and Ha (1992) present the
ground-surface pressure coefficient at several positions around a test building at Texas
Tech University. The spatial coverage of these measurements, however, is insufficient
for our purposes. Levitan (1993) has performed a wind-tunnel study and
measurements of the ground-surface préssure field around this same building.
Although the building geometry is somewhat different than ours, the ground-surface
pressure fields he reports are qualitatively similar to those we present here.

DSMA Atcon Ltd. (1985) reported results, generated in a small wind tunnel, of
the mean ground-surface pressure distribution around a single-family home. This
information was then used to predict radon entry rates into a house during a summer
and winter period in Toronto. In this paper we extend Scott’s work by more carefully
controlling the experimental conditions and investigating the feasibility of replacing the
wind-tunnel experiments with numerical simulations.
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Because wind-tunnel experiments are relatively expensive, numerical simulation
of air flow around buildings has begun to receive considerable attention. There are
many simulation techniques, broadly distinguished by their treatment of turbulence, for
modeling these flows. The simplest numerical simulation techniques applicable to the
present problem are based on the k-¢ turbulence model. In this model, the eddy
viscosity is linked to the turbulent kinetic energy per unit fluid mass, k (m” s™), and the
rate of dissipation of turbulent kinetic energy per unit fluid mass, € (m” s). The details
of the k-& model are thoroughly documented elsewhere (e.g., Anderson et al. (1984)).

Generally, the k-& modeling approach encounters difficulty predicting the flow
éeparation that occurs in the vicinity of bluff bodies. Murakami (1993) attributes this
failure to an overestimate of the turbulent kinetic energy in the region of separation,
which leads to an overestimate of the eddy viscosity. Nevertheless, the k-¢ turbulence
model has been used extensively to simulate the flow around buildings immersed in
turbulent boundary layers. Patterson and Apelt (1990) report very good agreement
with experimental results for mean pressures in the vicinity of a cube. Stathopoulos
and Zhou (1993) studied wind flow around an L-shaped building. They concluded that
their simulation results provided good prediction of building surface pressures, except
at areas near the building edges when the wind incidence is oblique. In a full-scale
building experiment, Hoxey and Richards (1993) report a number of differences
between the experimental measurements and model predictions of the pressure field,

especially in regions of separated flow. However, they state that the overall structure
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of the pressure distribution is well described by the model. Zhang et al. (1993) studied
a cubic building and report that the computed mean velocity fields show good
agreement with wind-tunnel measurements; no results were presented for the pressure
field around the body.

Current state-of-the-art techniques, such as large eddy simulations, are designed
to predict the complex wind flows around buildings more accurately. The increase in
accuracy possible with these models comes at the expense of a large increase in
computation time (Ferziger, 1993; Murakami, 1993). One goal of the present work,
together with that reported in Chapter 4, is to test whether the relatively inexpensive
k-¢ turbulence model can provide sufficiently accurate ground—surface pressure fields

for the simulation of soil-gas contaminant transport around houses.

3.4 Materials and Methods

3.4.1 Boundary Layer Wind Tunnel

The experiments were performed in the boundary-layer wind tunnel of the
Department of Architecture at the University of California, Berkeley. A detailed
description of the wind tunnel can be found in Bauman et al. (1988). The test area has
a cross section of 1.5 m high by 2.1 m wide, and the house model can be oriented at
any angle to the incident wind by means of a turntable. A scale of 1:61 was used for
the experiments; however, all dimensions reported here will be full-scale values. Tﬁree

pressure transducers were used to measure the distribution of mean ground-surface
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pressures around the model building and the free stream dynamic and static pressures.
The wind speed was measured with a hot-wire anemometer at 60 heights in the
boundary layer. At each height, 30 readings per second were taken for 30 seconds.
The mean and standard deviation of the wind speed were calculated from these data.
For an adiabatic atmosphere, and for the flow through the wind tunnel, the
horizontal wind speed in the vicinity of the ground surface is often represented by a -

logarithmic profile (Seinfeld, 1986)

- 3.1
U(Z)=L§1n(z d) G-D

where U(z) is the mean horizontal wind speed (m s™) at height z (m), u, is the friction
velocity (ms™), ¥ is von Karman's constant (0.4), Z, 1s the roughness length (m), and
d is the displacement height (m). The displacement height is the distance above the

ground surface where U(z) begins to follow the logarithmic profile. Itis typically less

than the average height of the surrounding buildings, and is taken to be zero for smooth

surfaces. The friction velocity, u, , is defined as _|—>, where7, is the shear stress at
p

the ground surface (kg m™ s) and p is the air density (kg m™).

The turbulence intensity, I(z)(-), indicates the size of the velocity fluctuations

with respect to the mean velocity
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wherec (z) is the standard deviation associated with temporal fluctuations of U(z).

Experiments were performed for two different atmospheric boundary layers.
The first had a roughness length of 0.1 m and a displacement height of O m (referred to
hereafter as the “countryside” boundary layer), corresponding to the outskirts of a
small town or a countryside with many hedges, some trees, and some buildings (ESDU,
1985). The second had a roughness length of 0.29 m and a displacement height of 6 m
(referred to hereafter as the “suburban” boundary layer), corresponding to the suburbs
of a large town or the interior of a small town. These values were chosen to bound the
range of expected conditions around most single family homes. The boundary layers
are established in the wind tunnel by placing blocks on the floor upwind of the house
model.

Figures 3.1 and 3.2 show the experimental and analytical profiles of horizontal
wind speed and turbulence intensity for these two boundary layers. The analytical
horizontal wind speed profile is fit to equation (3.1) usiﬁg friction velocities that are
averages over the boundary layer depth: 0.35 m s for the countryside boundary layer,
and 0.48 m s™ for the suburban boundary layer. The turbulence intensity profile is from

ESDU (1985).
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3.4.2 Model Geometry and Pressure Measurement

The house geometry used in the wind-tunnel experiment was chosen to
represent a typical single-family structure in size and aspect ratio. The building has a
plan area of 8.7 m x 10.4 m, a height of 3 m, a 6:12 roof pitch (rise:run), and an eave
overhang of 30 cm (Figure 3.3). The model blocks only 0.2% of the wind-tunnel cross
section. Separate experiments were performed with a gable roof and a flat roof to
determine the effect of roof geometry on the ground-surface pressure field. The
permeability of a building’s walls (e.g., open windows) was not included in either our
wind-tunnel or numerical modeling experiments. We expect that the error introduced
by this simplification is small.

The data acquisition system in the wind tunnel can record pressure
measurements at 66 discrete points without interrupting the experiment. The complete
pressure field was determined by recording 66 values on half of the ground surface and
then rotating the house 180° and recording another 66 values. Thus, mean ground-
surface pressures were determined at 132 points around the house for each case.
Figure 3.4 shows the locations of the ground-surface pressure measurements.
Experiments were run at eight wind angles (every 45°) for each boundary layer and
house geometry. By taking advantage of symmetry, the data were combined into

results for three incident wind angles: 0° (perpendicular to the short side of the house),

45°, and 90° (perpendicular to the long side of the house).




Pressures were read 30 times per second for 30 seconds at each tap location;
the mean and standard deviation of the values were recorded. A delay of 15 seconds
between measurements at successive pressure taps was imposed to dampen any
fluctuations caused by switching between taps. The pressure transducers were
calibrated using a manual micromanometer.

The mean ground-surface pressures were normalized with respect to the eave-
height free-stream dynamic pressure to give the mean ground-surface pressure

coefficient, <, (x,y)

¢, (ry) = D e Y " P G2
Py =T

_2— p V‘/eh2
where p, (x,y) is the mean ground-surface pressure (Pa) at location (x,y), p.. is the
mean free stream pressure (Pa), p is the air density (kg m™), and V,, is the mean wind

speed at eave height (m s™). Castro and Robins (1977) have shown that the pressure

coefficient field remains constant for wind speeds greater than about 0.5 ms™.

3.4.3 Numerical Simulations

FLUENT is a commercially available software package that models a wide
range of fluid flow phenomena by solving the conservation equations for mass and
momentum (FLUENT, 1993). A control-volume based, finite-difference method is

used to discretize the equations, and we chose the k-¢& model to simulate turbulence.
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The SIMPLEC algorithm, developed by Patankar (1980), provides the iteration
framework used to converge to a solution of the pressure and velocity fields.

The above-ground portion of the one-story house is modeled as a rectangular
prism with horizontal dimepsions of 10.4 m x 8.7 m and a height of 3 m. The physical
space is discretized into 100,000 control volumes using the software’s automatic grid
generator. There is open space a distance of six house dimensions from the building in
both horizontal directions, and the vertical dimension is 61 m. This geometry was
chosen to minimize impacts of the numerical space boundaries on the predicted flow
over the building. The ground is modeled as a smooth surface. We have assumed that
the house is isolated from other buildings and that the flow profile at the inlet to the
space corresponds to the “countryside” boundary layer. Default values for the
parameters in the k-€ turbulence model are used. FLUENT computes pressure and
velocity data at each of the node points in the numerical space. We report normalized

mean ground-surface pressures (see equation (3.3)).

3.5 Results and Discussion

3.5.1 Experi;nental Wind-tunnel Results

Contour plots of experimentally measured mean ground-surface pressure
coefficients are presented in Figures 3.5 and 3.6. We used the Tecplot (Amtec
Engineering, 1993) software package to generate these contour plots from the discrete

data. Figure 3.5 shows the mean ground-surface pressure coefficient fields for the
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“countryside” boundary layer. Figure 3.6 shows the analogous information for the

“suburban” boundary layer. The pressure coefficient fields are remarkably similar,
although the flow is perturbed by the building slightly less in the “countryside”
boundary layer. As a result, equivalent contour lines are closer to the building for this
case, particularly in the immediate vicinity of the house. Patterson and Apelt (1990), in
their numerical study of flow past a cube, reached a similar conclusion regarding the
pressures near the ground when the boundary layer is altered. Their results, though,
showed more influence of the boundary layer structure than do ours.

The effect of the roof geometry on the pressure field is illustrated by comparing
the results in the left and right columns of Figures 3.5 or 3.6. As expected, the building
with the gable roof causes a larger perturbation of the flow and extension of the
ground-surface pressure field. Changing from the gable roof to the flat roof has a
larger effect on the pressure field than changing the atmospheric boundary layer. A
steeper roof, or protuberances on the house, would also change the ground-surface
pressures. These factors probably would have as large an influence on the ground-
surface pressure field as the structure of the boundary layer.

To put our results in perspective, we note that a pressure difference of a few
pascals between the basement and soil surface is often sufficient to draw significant
amounts of soil gas into the house (Nazaroff, 1992). Figures 3.5 and 3.6 indicate that
pressure coefficients ranging from about 0.4 to 1 are present on the ground surface
near the building. The 50" and 95® percentile eave height wind speeds over a period of
25 years in Spokane, Washington, are 3.6 and 8.3 m s™, respectively (NOAA, 1980).
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We chose Spokane for this illustration because radon entry and mitigation have been
investigated in several houses in the area (Turk et al., 1990). For a3.6 ms™ wind the
corresponding mean ground-surface pressures range from about 3.1 to 7.8 Pa; at

8.3 m s, the range is about 17 to 41 Pa. These pressures are large in the context of
soil-gas transport. The wind-induced ground-surface pressure field is therefore

expected to be a significant factor influencing contaminant entry into houses.

3.5.2 Numerical Simulation Results

The mean ground-surface pressure coefficients calculated by FLUENT for wind
incidence angles of 0° and 45° are shown in Figure 3.7. Figure 3.7 (a) corresponds to
the same boundary layer and house geometry as the wind-tunnel results in Figure

3.5 (e), and Figure 3.7 (b) corresponds to Figure 3.5 (f).

3.5.3 Comparison Between Wind-tunnel and Simulation Results

We define the modeling error, E(x,Y), as the difference between the predicted

pressure coefficients from FLUENT and the wind tunnel measurements

E(x,y) =cp]F(x,y)—cplw(x,y) (3.4)

where ¢ pL (x,y) is the mean pressure coefficient at the ground-surface location (x,y)

calculated by FLUENT (-), and ¢, lw (x,) is the mean pressure coefficient at (x,y)

determined in the wind tunnel (-). Figure 3.8 shows a plot of the error for the cases
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presented in Figures 3.5 (f) and 3.7 (b): wind from the “countryside” boundary layer
incident perpendicular to the short side of the house with a flat roof. The errors are
similar when the wind is incident at 45° to the house.

The FLUENT predictions are fairly accurate at the front and rear of the house.
Directly behind the house the simulation pressure coefficients are more negative than
the corresponding experimental values. This feature reverses at about 2 m behind the
house, where the numerical predictions are less negative than the experimental values.
The experimental pressure field extends further from the sides of the building than the
simulated pressure field. A similar observation was made by Hoxey and Richards
{1993) in their numerical simulations of a full-scale experiment. The worst agreement
between our simulated and observed pressure coefficients occurs towards the upwind
edge of either side of the house. This is the region near the ground surface where the
flow separates from the building, a feature the k-¢ turbulence model often fails to
accurately capture. Figure 3.9 is a histogram showing the distribution of errors in the
pressure coefficient, E(x,y), for the same boundary layer and house geometry as in
Figure 3.8. The mean and standard deviation of these errors are 0.12 and 0.12,
respectively. The distribution of errors for wind incident at 45° to the house is similar

to that shown in Figure 3.9.

3.6 Conclusions
We have performed wind-tunnel experiments to determine the mean ground-
surface pressure field established around a single-family house in the presence of wind.
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Two atmospheric boundary layers and two house geometries were studied. The mean
ground-surface pressure fields determined in the wind-tunnel experiment were
compared to predictions from a k-€ turbulence model simulation. Although the k-¢
model has fundamental limitations simulating systems with flow separation, predictions
from the numerical simulations were good for the two wind incidence angles tested (0°
and 45°).

Our numerical simulations of the flow of soil gas around a building (Chapter 4)
indicate that radon entry rates are relatively insensitive to errors in the ground-surface
pressure field that are on the order of those presented in Figure 3.8. We therefore
conclude that, for a simple house geometry, the k-€ turbulence model predicts mean
ground-surface pressure fields that are sufficiently accurate to study the steady-state
transport of soil gas and radon in the presence of steady wind. Because the wind-
induced ground-surface pressures influence soil-gas contaminant entry to a large
extent, transient winds and more complicated geometries (e.g., multiple houses and

multi-story buildings) continue to be of research interest.
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Figure 3.1. Experimental and analytical horizontal wind velocity (a) and
turbulence intensity (b), as a function of height above the ground for the
“countryside" boundary layer. The solid line in (a) was calculated with
equation (3.1) and in (b) from ESDU (1985) correlations.
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Figure 3.2. Experimental and analytical horizontal wind velocity (a) and
turbulence intensity (b), as a function of height above the ground for the
"suburban" boundary layer. The solid line in (a) was calculated with
equation (3.1) and in (b) from ESDU (1985) correlations.
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Figure 3.3. The wind tunnel building geometry (1:61 geometrical scale).
The sketch is not drawn to scale.
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Figure 3.4. Ground-surface pressure tap locations
for the wind-tunnel experiment.
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Figure 3.5. Wind tunnel mean ground-surface pressure coefficients for the "countryside"
boundary layer. Shown are results for the house with a gable and flat roof at three
incident wind angles. The contour interval is 0.2.

opaiwindtunnelfigd-5.lay

82




@ @

(b)

©

Figure 3.6. Wind tunnel mean ground-surface pressure coefficients for the "suburban"”
boundary layer. Shown are results for the house with a gable and fiat roof at three
incident wind angles. The contour interval is 0.2.
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Figure 3.7. Numerical simulation mean ground-surface pressure
coefficients for the "countryside" boundary layer. Shown are results
for the house with a roof at two incident wind angles. The contour

interval is 0.2.
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Figure 3.8. Contour plot of the error (numerical simulation value
minus wind tunnel value) in mean ground-surface pressure
coefficient for the "countryside” boundary layer incident
perpendicular to the 8.7 m side of the house. The contour
interval is 0.1.
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Figure 3.9. Distribution of error (numerical simulation value minus wind
tunnel value) in mean ground-surface pressure coefficient for the
“countryside” boundary layer incident perpendicular to the 8.7 m side of

the house. R

86




CHAPTER 4

THE EFFECT OF STEADY WINDS ON RADON-222 ENTRY FROM SOIL

INTO HOUSES”

4.1 Abstract

Wind affects the radon-222 entry rate from soil into buildings and the resulting
indoor concentrations. To investigate this phenomenon, we employ a previously
tested three-dimensional numerical model of soil-gas flow around houses, a commercial
computational fluid dynamics code, an established model for determining ventilation
rates in the presence of wind, and new wind-tunnel results for the ground-surface
pressure field caused by wind. These tools and data, applied under steady-state
conditions to a prototypical residential building, allow us (1) to determine the complex
soil-gas flow patterns that result from the presence of wind-generated ground-surface
pressures, (2) to evaluate the effect of these flows on the radon concentration in the
soil, and (3) to calculate the effect of steady wind on the radon entry rate and indoor
concentration. For a broad range of soil permeabilities, two wind speeds, and two

wind directions, we quantify the "flushing" effect of wind on the radon concentration

" This chapter is based on a paper: Riley W. J., Gadgil A. J., Bonnefous Y. C.,

and Nazaroff W. W. (1996) The effect of steady winds on Rn-222 entry from soil into

houses, Atmos. Environ. 30, 1167-1176.




field in the soil surrounding a house, and the consequent sharp decrease in radon entry
rates. Experimental measurements of the time-dependent radon concentration in soil
gas beneath houses substantiate the prediction of wind-induced flushing. Comparisons
are made to model predictions obtained while ignoring the effect of the wind-generated
ground-surface pressures. These investigations lead to the conclusion that wind-
generated ground-surface pressures play a significant role in determining radon entry

rates into residential buildings.
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4.2 Nomenclature

Pg

pg_y(x’y)

cross-sectional area of a portion of the footer-slab crack (m?)
effective leakage area (m?)

surface-area element of the house's exterior wall (m?)
ground-surface pressure coefficient at location (x,y) (-)
Forchheimer term (s m™")

radon soil-gas concentration (Bq m™)

indoor radon concentration normalized with respectto C_ (-)
spatial average of the radon soil-gas concentration normalized with
respectto C_ (-)

deep-soil radon concentration in the soil gas (Bq m™)

diffusivity of radon through bulk soil (m® s™)

product of the wall permeability times the wall area (m’ s Pa™)

normalized radon entry rate into the basement (m’ s™)
local terrain constant (-)

soil permeability (m?)

flow exponent (-)

soil-gas gage, or disturbance, pressure (Pa)
ground-surface pressure at location (x,y) (Pa)

free-stream air pressure (Pa)
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D;

<i

Greek letters

pressure inside the building (Pa)

exterior pressure on an element of the house wall (Pa)

pressure difference across a section of the house wall (Pa)

ventilation flow rate (m’ s™)

air flow rate into or out of the building through a section of the exterior
wall (m® s™)

soil-gas flow rate into the house (m’s™)

ventilation flow from the stack effect and unbalanced ventilation (m3 s )
production rate of radon in the soil gas (Bqm™ s™)

wind speed at eave height (m s™)

soil-gas velocity vector (ms™)

empirical constant used in the footer-slab crack model (m’ s kg™)
empirical constant used in the footer-slab crack model (s m™?)
porosity of the soil (-)

radon-222 radioactive decay constant (2.1x10° s

dynamic viscosity of air (kg m™ s™)

air density (kg m™)

Note: (-) indicates a nondimensional variable.
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4.3 Introduction

Advective entry of radon-bearing soil gas is the dominant source of indoor
radon in most homes with elevated concentrations (Nazaroff, 1992). In buildings with
basements, a small depressurization is sufficient to drive soil gas through cracks in the
substructure (such as the joints between the footer and basement slab running along the
periphery of the basement). Wind is unique among the causes of this depressurization
since it also alters the pressure profile on the ground-surface adjacent to the building.
This wind-induced ground-surface pressure field influences soil-gas flow, thereby
altering the radon concentration in the soil gas surrounding the building. As
summarized below, evidence suggesting that wind can play a role in determining the
amount of radon that enters a house has been presented elsewhere. Little has been
published, however, with the intent of quantifying this role and understanding the
mechanisms involved.

Passive or low-energy radon mitigation systems can also be influenced by wind
(Fisk et al., 1995). The effects are especially pronounced when a direct connection
between the atmosphere and sub-slab gravel layer is present. Design of these systems
will need to account for the effect of wind on both the soil-gas concentrations and the
method of coupling the gravel layer to the outdoors.

A striking example of the effects of wind on radon entry rates and indoor
concentrations was presented by Turk et al. (1990). Figure 4.1 reproduces their data
for a house in the Pacific Northwest showing a strong inverse correlation between wind

speed and indoor radon concentration. Although some of the decrease in the indoor
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radon concentration with increasing wind speed is due to increased ventilation, this
factor is not large enough to account for the full reduction shown. A concurrent
reduction in the radon entry rate must also have occurred. The authors hypothesized
that the wind ventilated the soil surrounding the house, thus reducing the soil-gas radon
available for entry into the building. In the Results section of this chapter we present
direct experimental evidence of soil-gas flushing at several test houses in New Jersey,
and indicate that this depletion follows the trends predicted in our numerical
simulations.

Nazaroff et al. (1985) instrumented a house in Illinois to monitor the effects of
various environmental factors on radon entry rates. They concluded that when the
indoor-outdoor temperature difference was small, high wind speeds were associated
with higher radon entry rates, and conversely, when this temperature difference was
large, low wind speeds produced higher radon entry rates. They also noticed a
correlation between high wind speeds and decreased radon concentrations in the soil
gas, possibly as a result of the flushing of radon from the soil gas. Their observations
did not lead to conclusive elucidation of the mechanisms responsible for these
relationships.

Arnold (1990) conducted an experiment with a three-dimensional scale model
of a house, and imposed on the ground surface a simplified version of the wind-induced
ground-surface pressure distribution reported by DSMA Atcon Ltd. (1985). Resulting
perturbations of the pressure field in the porous medium used to represent the soil were
then measured. However, radon concentrations in the ersatz soil were not measured,
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and therefore the effect of wind on radon entry rates into the basement was not
determined. Ward et al. (1993), in their experimental study of a small building
structure, observed a correlation between wind speed and the pressure difference
between indoor air and the soil gas. However, the above-ground structure in these
experiments is not geometrically similar to a real house. It is therefore difficult to
extend these correlations to full scale houses, which are affected by both wind-induced
depressurization and the ground-surface pressure field.

DSMA Atcon Ltd. (1985) reported a numerical investigation of the effects of
wind speed and direction on radon entry rates using a finite-element model of a simple
building. Ground pressure data generated in a smaﬂ wind tunnel and meteorological
data from a summer and winter period in Toronto were used as input to the
simulations. Their simulations predicted that both wind speed and wind direction affect
the radon entry rate into a building, but they found no general correlation among these
factors. Sherman (1992) developed a sirnpliﬁeci model of a house to quantify the
effects of several factors, including wind, on radon entry. Sherman assumed that the
wind did not deplete the soil gas of radon, but did increase the ventilation rate and
basement depressurization. He concluded that the stack effect is much more effective
at inducing radon entry than is the wind effect. Owczarski et al. (1991) performed a
numerical study of the effects of wind and reported expected reductions in the soil-gas
radon concentration below a slab-on-grade house with increasing wind speed.
However, that study ignored crucial details of building structure (e.g., existence of

footers), did not consider the full two-dimensional nature of the wind-generated
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ground-surface pressure field, used arbitrary values for wind-generated ground-surface
pressures, and considered only Darcy flow through the soil and gravel layer.

Taken in combination, these efforts do not yield a comprehensive picture of
how wind affects radon entry rates and indoor concentrations. We aim to improve our
understanding by reporting on a detailed investigation of wind-induced radon entry into
a prototypical residential building under steady-state conditions. This study particularly
emphasizes two issues: the effect of wind-induced ground-surface pressures on the
soil-gas radon concentration near a house, and the interplay between ventilation and
radon entry in affecting indoor concentrations when both are driven by wind. To
pursue these objectives, we employ a largely numerical approach, combining three
modeling tools with the wind tunnel data fr&m Chapter 3 of the ground-surface
pressure field induced by wind blowing on a building. The modeling tools comprise (1)
a previously tested, three-dimensional finite-difference model, known as Non-Darcy
STAR (NDSTAR), of soil-gas flow and radon concentrations around buildings (Gadgil
et al., 1991; Bonnefous et al., 1992); (2) a commercial computational fluid dynamics
code, FLUENT (FLUENT, 1993); and (3) a model for determining the house
ventilation rate in the presence of wind (Sherman, 1992). We also present previously
acquired but unpublished experimental data that qualitatively substantiates key model
predictions. Although the methods employed are general, the modeling results
reported in this paper apply specifically to radon-222, the radioisotope responsible for

the dominant portion of human radiation exposure.
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4.4 Methods

4.4.1 Overview

The simulation of the Wind’s interaction with the building and surrounding soil
was carried out in a five-step process. First, results from wind tunnel experiments
(Chapter 3) were used to compute the wind-generated ground-surface pressure field
around the house. Second, the wind-induced depressurization in the house was
calculated from FLUENT's predictions of the distribution of pressures on the exposed
walls. Third, the pressure and velocity fields in the soil gas surrounding the house and
in the sub-slab gravel layer were computed using NDSTAR. Fourth, the soil-gas radon
concentration field was determined and a radon entry rate into the house was
calculated. Finally, the indoor radon concentration was computed using a predicted
wind-induced enhancement of the building's ventilation raté. This five-step exercise,
which is described in more detail below, was carried out for a range of soil
permeabilities, two wind speeds, and two wind directions.

A central approximation in this chapter is that wind establishes a steady-state
ground-surface pressure field, depressurization of the house, and flow of soil gas and
radon. In reality, both wind speed and direction vary with time. Over the range of soil
permeabilities we consider here, the soil-gas pressure field will reach a steady state
after a perturbation with a characteristic time of seconds to minutes (Nazaroff et al.,
1988). The soil-gas concentration field will reach a steady state with a characteristic

time that is the smaller of (1) the time soil gas takes to travel from the soil surface to
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the basement (on the order of hours to months, depending on the soil permeability),
and (2) the time required for the radon concentration to reach a steady value as a result
of its radioactive generation and decay (several days).

Macrometeorological wind fluctuations typically have peaks in the wind energy
distribution at periods on the order of days. In contrast, small-scale wind fluctuations
have significant energy at periods on the order of a minute (Van der Hoven, 1957).
For the macrometeorological region of the wind spectrum, the soil-gas pressure field is
likely to reach steady state. However, because the time required for the radon
concentration field to equilibrate can be large, the assumption of a steady soil-gas
concentration field is not strictly appropriate, even for large scale wind fluctuations.
Still, the assumption of steady state captures some of the key features of the problem,
and is therefore useful as an important step towards full understanding of the effects of
wind on radon entry into homes. The effects of transient winds on soil-gas transport

and radon entry into buildings are explored in Chapter 7.

4.4.2 House Substructure and Soil Characteristics

The house geometry was chosen to represent a typical single-family structure in
size and aspect ratio, but not intended to characterize a statistically "normal" home.
The building has a plan area of 8.7 m x 10.4 m; the basement and footers represent
standard construction practice and are depicted in Figure 4.2 (a). A 1 mm L-shaped
crack provides the route for advective entry of radon into the basement. Advective

flow through this channel is modeled with the equation (Baker et al., 1987)
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Vo, =o(1+ By 4.1)

where p, is the soil-gas gage, or disturbance, pressure (Pa), o and  are empirically

determined constants that are functions of the crack geometry, and v is the soil-gas
velocity vector (m s™). For this study o is 860 kg m™ s and f is 0.035 s m™ (Gadgil
etal.,, 1991).

We varied the gas-phase permeability of the soil surrounding the house from
1x10™ m® to 1x10°® m”®. The lower bound was chosen because wind does not
significantly affect soil-gas radon concentrations below this value. The upper bound is
a permeability above which no houses are expected to be found (Nazaroff, 1992). The
permeability of the gravel placed under the basement slab is taken as 3x107 m?,

corresponding approximately to a 4.5 cm round gravel (Gadgil et al., 1991).

4.4.3 Wind-Induced Ground-Surface Pressure Field

The pressure field established around a house in the presence of wind was
determined by conducting scale experiménts in the U.C. Berkeley Architecture
Department's wind tunnel facility (see Bauman et al. (1988) for a description of the
wind tunnel; see Chapter 3 for details regarding these experiments). For the results
presented here, the house is a box of scaled dimension 8.7 m X 10.4 m X 3 m. The

ground-surface pressure coefficient, <, {x,y), is defined as
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(Y- P 4.2
Cp(x,y)ng lxy p (4.2)

jz—p‘/ehz

where p, (x,y) is the ground-surface pressure (Pa) at location (x,y), p., is the free-
stream pressure (Pa), p is the air density (kg m”), and V., 1s the free-stream wind

speed at an eave height of 3 m (ms™). Castro and quins (1977) demonstrated that,
for wind speeds above about 0.5 m s, the pressure coefficient field field around the
building does not depend on wind speed. Figures 4.3 (a) and 4.3 (b) present the
ground-surface pressure coefficient field for the case of wind incident perpendicular to
the short side of the house and incident at 45° to the side of the house, respectively.
Eave-height wind speeds of 0, 3.6, and 8.3 m s are used in combination with
equation (4.2) and the results presented in Figure 4.3 to define the ground-surface
pressure field for the simulations. The non-zero wind speeds correspond to the 50™
and 95™ percentile wind speeds, respectively, over a period of approkirnately 25 years
in Spokane, Washington (NOAA, 1980). This location was chosen because radon
entry and mitigation has been investigated in several houses in the area (Turk et al.,
1990). The 3.6 and 8.3 ms™ wind speeds are values which have been scaled to eave
height by assuming the measurements were taken in the “countryside” boundary layer,
a structure which corresponds well to conditions around most measuring stations. For

comparison, the average wind speed in the U.S.is 4.1 m st
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4.4.4 Wind-Induced Indoor Depressurization

The depressurization of the house air can be caused by several factors. We
consider only wind-induced depressurization in order to focus attention on the effects
of wind on the radon entry rate. Physically, this situation would occur under steady
wind conditions when the indoor-outdoor temperature difference is small and no
mechanical ventilation or heating equipment is operating. To highlight the importance
of including the wind-induced ground-surface pressures, we have performed analogous
simulations (same house geometry and range of soil permeabilities) with the ground
surface at atmospheric pressure and a basement depressurization of -11 Pa. This is the
basement depressurization that we estimate is caused by an 8.3 m s wind, as described
below.

The indoor depressurization is computed by balancing the total flow into and

out of the building (Mowris and Fisk, 1988)
Q, =D, (AP)" (4.3)

where Q, is the air flow rate into or out of the building through the section of the
exterior wall being considered (m’s™), D, is the product of the average wall
permeability times the area of that section of the wall (m® s’ Pa™), AP is the pressure
difference across that section of the wall (Pa), and » is a flow exponent (-). The flow

exponent depends on the character of the flow through the cracks: it is 1.0 when flow

resistance is dominated by viscous forces, and 0.5 when flow resistance is dominated by
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inertial forces. A typical value, integrated over all the cracks in a house, is 0.66
(Sherman et al., 1984). Equation (4.3) and the requirement that the air mass in the
building remains constant gives

> (A, ysign(p, —p, }(p, —p;)" =0 (4.4)

surfaces

where A, is the surface area of an element of the exterior wall (mz), p,. isthe
exterior pressure on that element of the wall (Pa), and p, is the pressure inside the

building (Pa). In deriving equation (4.4) we have assumed an equal distribution of
leakage area around the house (i.e., D, is independent of position), a flow exponent
that is independent of position, and that the building has no mechanical supply or
exhaust.

We used FLUENT to determine p, by solving the conservation equations for

mass and momentum in the air flow around the house. FLUENT uses a control-
volume based, finite-difference discretization technique, and we used the k-¢ model to
| simulate turbulence. The computational grid included open space a distance of six
house dimensions from the building in both horizontal directions, a vertical dimension
of 61 m, and was divided into 100,000 contrql volumes. The building's walls were
modeled as smooth surfaces. We have assumed that the house is isolated from other
buildings, and that the atmospheric boundary layer corresponds to whét might be
expected on the outskirts of a small town (see Chapter 3 for other details of this

simulation).
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Equation (4.4) is solved iteratively once the values for p,, are determined.

With the wind perpendicular to the short side of the house, the interior depressurization
is predicted to be -11 Pa for a wind speed of 8.3 m s™, and -2.0 Pa for a wind speed of
3.6ms’.

Because the predicted values of p, are subject to inaccuracies inherent in the
FLUENT simulation, we also computed the building depressurization by the method of
Feustel (1985). For the wind speeds given above, we calculate building
depressurizations of -13 and -2.4 Pa, respectively. These values are both within 20%

of the values computed using FLUENT.

4.4.5 Soil-Gas Pressure and Velocity Fields

The soil-gas pressure, velocity, and concentration fields were computed in a soil
block that measures 30.4 m X 26.2 m horizontally, and extends 11.9 m below the soil
surface (Figure 4.2 (b)). There are 40,716 node points in this volume. The exterior
surfaces of the soil block are taken to be Neumann boundaries (no flow), as are all
interfaces where the soil meets the basement. The Neumann boundary at the bottom of
the computational space is equivalent to assuming that an impermeable layer exists at
this depth (e.g., water table). Dirichle; boundaries (fixed pressure) are imposed on the
ground surface and along the crack that connects the sub-slab gravel layer with the
basement.

The pressure and velocity fields in the soil gas are solved simultaneously using

the three-dimensional finite-difference software package NDSTAR (Gadgil et al., 1991;
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Bonnefous et al., 1992). This package can model both Darcy and non-Darcy flow of

soil gas, as appropriate, in regions of gravel and soil. The non-Darcy flow is modeled

with the Darcy-Forchheimer equation (Forchheimer, 1901):

T, =0 5

where p; is the soil-gas gage, or disturbance, pressure (Pa), k is the soil permeability

(m), i is the dynamic viscosity (kg m~' s, and ¢ is the Forchheimer term (s m™").
Gadgil et al. (1991) describe the experimental procedure used to determine the
Forchheimer term; Table 4.1 presents the values of ¢ used here as a function of soil
permeability. For the simulations presented here, the soil-gas flow is always Darcian;
the Forchheimer term therefore does not significantly affect the simulation results.
Since the disturbance pressure is always small relative to atmospheric pressure,

the soil gas is treated as incompressible. Therefore, the continuity equation becomes:

V=0 (4.6)

<l
I

The model assumes that each zone of soil is homogeneous and isotropic, the
concrete basement walls and floor are impermeable to soil-gas flow (except through the
cracks), and the effect of buoyancy on soil-gas flow is negligible. A modified SIMPLE
algorithm (Patankar, 1980) is used to discretize equations (4.5) and (4.6), and the
pressure and velocity fields are calculated on staggered grids using an alternate

direction implicit method. The solution procedure is terminated when the computed
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pressure at each point changes fractionally by less than 1x10® over successive

iterations.

4.4.6 Soil-Gas Concentration Field

Given the soil-gas velocity field, the radon concentration is calculated from the

steady-state radon mass balance equation
V-(DVC)-V-(50) +e(S-AC) =0 (4.7)

where C is the radon concentration in the soil gas (Bq m™), S is the emanation rate of
radon from soil grains into the soil gas (Bq m™ s™), A is the radon decay constant (),
and € is the porosity of the soil (-). D is the diffusivity of radon through bulk soil
(10°m’s™). D represents the ratio of the radon flux per total surface area to the pore
concentration gradient over the distance between two points in the soil, divided by the
tortuosity. In contrast to the pressure and velocity field computations, the ground
surface here is represented by a mixed boundary condition because there may be areas
(i.e. on the leeward side of the house) where the magnitudes of the advective and
diffusive radon flux out of the ground are comparable.

The normalized radon entry rate into the basement is then calculated by
summing the flux into the crack over the cross-sectional area of the crack

Y C-v-4 (4.8)

E=-t{ _
C

oo
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where E is the normalized radon entry rate into the basement (m’ s'l), A, is the cross-

sectional area (mz) of the portion of the crack under consideration, Cand v are

evaluated at the opening of the crack in the gravel layer, and C__ is the radon

concentration in the soil gas far below the surface (Bq m>).

4.4.7 Indoor Radon Concentration

The normalized, steady-state indoor radon concentration is calculated from the
normalized radon entry rate and an estimate of the house's ventilation rate. We use the
LBL infiltration model (Sherman, 1992) to estimate the ventilation flow rate, O

(m’ s "), in the presence of wind:
0.5
0=[471V.' +0,>+0..."] (4.9)

where A, is an effective leakage area (m®), f,, is a wind parameter equal to 0.23,
corresponding to a lightly shielded building (Mowris and Fisk, 1988), O, is the soil-gas

flow rate into the house (m’ s™), and Q. is the ventilation flow (m’ s) from the stack

$.uv
effect and unbalanced ventilation. Note that for cases with wind, Q, , is set to zero,
and for cases without wind, V,, is set to zero. We use an effective leakage area of

6.1x107 m®. This number was reported by Palmiter and Brown (1989) in their study of

Northwest houses as an average value for homes without ducted heating systems.
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Table 4.2 lists the four simulation cases we examined and indicates for each the
basement depressurization, house air-exchange rate, and whether wind-induced
ground-surface pressures are included.

The normalized indoor radon concentration, C, , is calculated as

in ?

4.10)

The dimensional indoor radon concentration equals the productof C, and C_. A

typical value for C_ is 30 kBq m™ (Nazaroff, 1992).

4.5 Results and Discussion

4.5.1 Radon and Soil-Gas Entry Rates

Figure 4.4 (b) shows predicted normalized radon entry rates as a function of
soil permeability for wind speeds of 3.6 and 8.3 ms” ata wind incidence angle of 0°,
and for a wind speed of 8.3 m s at a wind incidence angle of 45°. We plot the results
for Case 1 on a separate graph (Figure 4.4 (a)) to emphasize that here the ground
surface is at atmospheric pressure, although the basement depressurization remains
-11 Pa.

The simulation predictions with a uniform ground-surface pressure (Case 1)
follow a commonly observed pattern over a wide range of house geometries (e.g.,

Revzan and Fisk, 1992). For soil permeabilities less than about 1x107° m? the radon
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entry rate increases linearly as soil permeability increases. However, as the soil

permeability increases above this value, the radon entry rate begins to level off. The

lower resistance to soil-gas flow accompanying the increase in soil permeability causes
more of the pressure drop between the basement and the soil surface to occur across
the footer-slab crack. The result is a lower driving force for soil-gas movement and
hence radon entry. For larger crack sizes, the flow of soil gas into the basement can
continue to increase with increasing soil permeability (Mowris and Fisk, 1988). In this
case, the depletion df radon in the soil gas adjacent to the crack can also be a factor in
limiting the radon entry rate at high soil permeabilities (Nazaroff and Sextro, 1989).

The predictions that include wind-induced ground-surface pressures (Cases 2-4)
show a remarkably different dependence on soil permeability. For these cases, the
radon entry rate peaks at a soil permeability approximately in the range (1-3)x10"% m*;
further increases in soil permeability lead to substantially lower entry rates. Even ata
permeability of 10! m?, the radon entry rate is significantly affected when the ground-
surface pressure field is included, as can be seen by comparing Case 1 results with the
others.

Simulations were also performed with the higher basement depressurizations
obtained using the‘ technique of Feustel (1985): -13 Pa for a wind speed of 8.3 m s
and -2.4 Pa for a wind speed of 3.6 m s™'. The shape of the curves were similar to
those shown in Figure 4.4, demonstrating that the qualitative effect of wind on the

radon entry rate is not a sensitive function of basement depressurization.
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The predicted soil-gas flow rate into the basement is shown in Figure 4.5 (a) for
Case 1, and Figure 4.5 (b) for Cases 2, 3, and 4. For all soil permeabilities the soil-gas
entry rate is predicted to be less when the wind is blowing than when it i1s not. Wind
pressurizes the soil surface on one side and depressurizes it on three sides of the
building with respect to the free-stream pressure. This effect reduces the soil-gas entry
rate because the net area-weighted pressure difference between the basement and the
ground surface is reduced. Nevertheless, the trend of the soil-gas entry rate versus soil

permeability curve is similar to the case without wind.

4.5.2 Wind-Induced Flushing of Soil-Gas Radon

A detailed examination of the simulation results reveals the underlying reason
for the sharp drop in radon entry rate with increasing soil permeability when the house
is exposed to wind. The bulk soil-gas flow under the house that is driven by wind-
induced ground-surface pressures increases dramatically as the soil permeability
increases. In this flow, air enters the ground on the windward side of the house, and
soil gas exits the ground surface on the other three sides of the building. The result is a
significant flushing of radon from the soil gas beneath the house, and, as a
consequence, a diminished source for radon entry into the basement. In addition,
because of the complex distribution of pressure on the ground surface, there are
unanticipated soil-gas flow patterns on the leeward side of the house.

Figure 4.6 (2) shows normalized soil-gas radon concentrations in a vertical

plane bisecting the soil block parallel to both the long side of the house and the

107




8.3 m s wind. The dominant flow paths for the soil gas start from the soil surface on
the left, proceed under the house, and exit from the soil surface on the right. For
comparison, Figure 4.6 (b) shows the analogous contours of soil-gas radon
concentration for the case without wind. The extent to which the wind flushes radon
from soil gas is illustrated by comparing Figures 4.6 (2) and 4.6 (b). It is apparent that,
in the presence of wind, increasing soil permeability leads to sharply depressed levels of
soil-gas radon in the vicinity of the footer-slab crack.

To quantify this effect, we define a characteristic soil-gas radon concentration,

C

char ?

to represent the radon source available for entry into the basement. C,,, is
calculated by taking the area-weighted average of the normalized radon concentration
in a plane surface bounded by the lower interior edges of the footers. Figure 4.7
presents this parameter for the same four cases considered in Figure 4.4. When there is
no wind, C,,  is not a sensitive function of soil permeability (Figure 4.7 (a)), and the
result is 2 radon entry rate that generally follows the soil-gas flow rate into the

basement. However, in the presence of wind, C,,, decreases sharply with increasing

ar

soil permeability (Figure 4.7 (b)), leading to a decreasing radon entry rate. To
summarize, the higher the soil permeability, the larger the extent of soil-gas flushing in
the presence of a steady wind. The result is a lower available radon source, and
therefore a lower radon entry rate.

Figure 4.8 shows soil-gas streamlines for an 8.3 m s™ wind and a soil

permeability of 3x10° m” in the same vertical plane used in Figure 4.6. Notice the
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significant flow of soil gas that enters the gravel layer on the windward side of the
house, moves through the gravel layer, and then exits on the leeward side. The high
permeability gravel layer offers a preferred short-circuit path between the windward
and leeward sides of the house. The second interesting feature of the flow occurs in
the soil region on the leeward side of the house, where soil gas moves back toward the
house. This peculiarity results because the leeward ground-surface pressure far from
the house is larger than the pressure near the house (see Figure 4.3 (a)). Although the
magnitude of the flow depends on soil permeability, the qualitative features shown here

are fairly constant over the range of soil permeabilities and wind speeds examined.

4.5.3 Indoor Radon Concentration

The normalized indoor radon concentration, C, , is plotted as a function of

wind speed and soil permeability in Figure 4.9. Notice that the indoor radon
concentration curves are similar in form to the radon entry rate curves shown in Figure
4.4. Figures 4.4 and 4.9 suggest that a house exposed to a sustained wind will
experience a substantial decrease in radon entry rate and indoor concentration, and that

this decrease is a result not only of the increase in ventilation associated with the wind,

but also of the concurrent flushing of radon from the soil gas in the vicinity of the

house.




4.5.4 Experimental Evidence of Soil-Gas Flushing

One of the key predictions of this study is that the radon concentration in soil
gas near a house can be depleted by wind-induced flushing. To explore whether this
predicted behavior occurs in reality, we examined previously acquired data from an
investigation of radon entry and mitigation in New Jersey (Turk et al., 1991). In that
study, seven houses were instrumented to determine the effectiveness of five different
radon control techniques. For several of these houses, control periods occurred during
which no mitigation system was operating and indoor and outdoor temperatures, sub-
slab soil-gas radon concentrations, and wind speeds were monitored simultaneously.
The sub-slab radon measurements were taken approximately in the center of the slab
near the interface between the gravel and soil. We examined the data from three
houses: LBLO9, LBL10, and LBL14. Ten periods were identified during which the
wind speed was low for several hours, then increased and remained high for several
hours, and the indoor-outdoor temperature difference was relatively stable. The
change in soil-gas radon concentration over each of these periods was determined. For
nine of the ten periods the soil-gas radon concentration was observed to diminish in
response to increasing wind. Of the nine cases showing a decrease in soil-gas radon
concentration, the range of ratios of soil-gas radon concentrations during the high and
low wind conditions is 0.1 to 0.7. The smallest values of this ratio. generally occur for
‘the largest high wind speeds. Figure 4.10 shows two periods from one house that are

illustrative of the effects of wind on the soil-gas radon concentration. Table 4.3
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presents the wind speeds and soil-gas radon concentrations (computed as a two-hour
average) immediately before (low wind) and during (high wind) the ten episodes in the
three houses.

Several assumptions employed in the model calculations are not met in these
experiments: steady wind speed and direction, steady indoor-outdoor temperature
difference, and a steady wind direction of O or 45°. In addition, the modeled house
geometry is different than all three of these houses, and the soil-gas radon
concentrations and small-scale soil permeability measurements are made at only one or
two locations near the house. Therefore, these experiments cannot be used to
quantitatively validate our modeling results. They do, however, support a key

qualitative finding: wind can reduce soil-gas radon concentrations in the vicinity of a

house.

4.6 Conclusions

Wind has a significant effect on radon entry rates and indoor concentrations in
houses with basements. In addition to the well-established results that wind increases
the building's ventilation rate and relative depressurization, soil-gas flow generated by
wind-induced ground-surface pressures flushes radon from the soil near the house. The
concentration of radon in the soil gas being drawn into the basement is thereby
reduced; the result is a substantially lower radon entry rate. Since real houses are

regularly exposed to wind, this effect must be included if radon entry is to be properly

modeled.




The effect of ignoring wind-induced ground-surface pressures is illustrated by
comparing the radon entry rates and indoor concentrations for Cases 1 and 2 (Figures
4.4 and 4.9). In the absence of wind-induced ground-surface pressures (Case 1), the
radon entry rate and indoor concentration increase by an order of magnitude as the soil
permeability increases from 10" to 10°® m®. However, including the effects of wind on
ground-surface pressures (Case 2) reduces the predicted radon entry rate relative to
Case 1 by a factor ranging from 3 at a permeability of 10" m” to 1000 at a
permeability of 10° m®. The predicted indoor concentrations differ between Cases 1
and 2 by the same factors. Therefore, predictions concerning the effect of wind on
indoor radon concentrations must include ground-surface pressures to avoid substantial
errors, especially in regions having high soil permeability.

In addition to the cases presented here, we also conducted simulations with
other ground-surface pressure fields (based on DSMA Atcon Ltd.’s (1985) wind tunnel
results and numerical simulation results from FLUENT), basement depressurizations,
wind speeds, and wind angles. The effect of wind on the radon entry rate was found to
be qualitatively the éame as in the cases summarized here. We therefore conclude that,
for this house geometry, the observed trends are robust.

The effects of a time-vérying wind velocity on radon entry rates and indoor
concentrations remain to be explored. Chapter 6 describes the development of the
transient simulation tool, RapidSTART, that is used in Chapter 7 to simulate several
fluctuating wind cases. An understanding of the effects éf transient winds on radon
entry is also expected to be important in the design of passive or low-energy mitigation
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systems where a direct connection between the atmosphere and the sub-slab gravel
layer may be present (Fisk et al., 1995).

Further work is also required to determine the effect of wind on the radon entry
rate into houses with different geometries (e.g., L-shaped or split-level homes) and
high-rise buildings. Such buildings may respond differently than predicted here because
of differences in the wind-induced ground-surface pressure field.

In summary, we have found the effects of a steady wind on radon entry rates
and indoor radon concentrations to be substantial. Accounting only for the influence of
wind on building depressurization and ventilation is insufficient to predict the total
effect of wind on indoor radon concentrations. The concurrent flushing of radon from
the soil gas that is driven by wind-generated ground-surface pressures must also be
considered. Further study of the effects of wind on radon entry (i.e. considering
transient winds and different building geometries) is necessary to complete our
understanding of this phenomenon and enable us to design effeciive passive radon

mitigation systems.
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Table 4.1. The Forchheimer term as a function of soil permeability.

Soil Permeability, & Forchheimer term, ¢

(m®) (sm™)
10" 0.095
10710 0.31
107 . 0.97
10°® 4.0

Table 4.2. Wind conditions, basement depressurization, and air-exchange rate for
the four simulation cases.

Case Wind Basement Air-Exchange  Wind-induced
Conditions Depressurization Rate ground-
(Pa) (') surface
pressures

1 none -11 1.5 no
2 8.3ms™ at 0° -11 1.5 yes
3  83ms'at45° -11 1.5 yes
4 3.6 ms™ at 0° -2.0 0.65 yes
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Figure 4.1. indoor radon concentration and wind speed measured over a three-week

period at ESP111 (Spokane, WA) from the study by Turk et al., (1990). Note the inverse
correlation between wind speed and indoor concentration, and the magnitude of the reduction

in indoor concentration during the periods of high wind speeds. The data were collected between
November 23 and December 11, 1985.
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Figure 4.2. Geometry of the substructure of the house (a) and the computational
space (b). The diagrams are not to scale.




Figure 4.3. Contour plot of the ground-surface pressure coefficient (plan view) for wind
incident at an angle of 0° (a) and 45° (b) to the house. The pressure coefficient is the fraction
of the eave-height (3 m) dynamic pressure of the wind that is felt on the ground surface.

See Chapter 3, Figure 3.5.
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Figure 4.4. Normalized radon entry rate from soil gas into the basement as a function of
soil permeability. The radon entry rate is normalized with respect to the deep-soil gas-

phase radon concentration. The gravel permeability is 3x107 m°. The basement

depressurization for no wind (i.e., no wind-induced ground-surface pressures) is set at
-11 Pa, forthe 3.6 m s™ wind it is -2.0 Pa, and for the 8.3 m s wind itis -11 Pa. Note the

different y-axis scales for Figures 4.4 (a) and 4.4 (b).
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concentration. Figures represent concentrations in a
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side of the house and the wind. As the soil permeability
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CHAPTER S

THE DEVELOPMENT AND VALIDATION OF START: A TRANSIENT,

FINITE-DIFFERENCE, SOIL-GAS AND RADON TRANSPORT MODEL

5.1 Abstract

This chapter describes the developmént and validation of START, a transient,
three-dimensional, non-Darcy, finite-difference model designed to simulate soil-gas and
radon transport in the soil surrounding a building. The methods used to discretize and
solve the equations governing soil-gas and radon flow are presented. Boundary
conditions can be prescribed to examine the effects on radon transport of fluctuating
winds, fluctuating barometric pressures, active or passive mitigation systems, and
steady basement depressurizations.

We compare START’s simulation predictions to four analytical solutions of
one-dimensional flow through a soil column and experimental results from a well-
characterized basement structure. The four analytical solutions correspond to four sets
of boundary conditions chosen to test various components of START’s solution
technique: (1) the transient pressure field in a soil column with one end of the column
subject to a sinusoidal pressure and the other end held at a constant pressure; (2) the
convergence to a steady-state solution of the concentration profile in a soil column for
various Peclet numbers; (3) the transient solution to the concentration profile in a soil

column with no radon source or radioactive decay and a constant pressure drop across
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the column (the Ogata solution); and (4) the transient solution to the concentration
profile in a soil column with radioactive decay, no radon source, and a constant
pressure drop across the column. We also compare START’s simulation predictions to
experimental measurements of soil-gas and radon entry into an experimental structure.
The START simulations match both the analytical solutions and experimental data well.
Because of computational limitations, we cannot use START directly to simulate radon
entry into buildings in response to time-varying winds. Instead, we employ START as
a preprocessor to generate unit-step responses for the RapidSTART model (see

Chapters 6 and 7).
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5.2 Nomenclature

A, B

constants (-)

Forchheimer term (s m™)

characteristic Forchheimer term (s m™)

soil-gas radon concentration (Bq m™)

Laplace transform of C(x,) with respect to time

characteristic deep-soil radon concentration (Bq m> )

bulk diffusion constant for radon in soil gas (m®s™)

characteristic bulk diffusion constant for radon in the soil-gas (m*s™
arbitrary functions of time and the Laplace variable, respectively (-)
acceleration of gravity (9.8 m s)

unit vectors in the three Cartesian directions (m)

soil permeability (m?)

characteristic soil permeability (m?)

length of the column (-)

inverse Laplace function (-)

characteristic length (m)

constant (-)

molecular weight (kg m?)

dummy variable of summation (-)
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N, . nondimensionalizing parameter (-)

D soil-gas pressure (Pa)

Pe, grid Peclet number (-)

D, reference atmospheric pressure (Pa)

p. characteristic gage pressure (Pa)

Pe disturbance, or gage, pressure (Pa)

q Laplace variable corresponding to ¢ (-)

r Laplace variable corresponding to x (-)

R universal gas constant (8.314 J mol™ K

he Ty roots of the Laplace transformed equation (-)

s linear transform of the Laplace variable g

S production rate of radon in the soil pores (Bq m™ s™)
S, characteristic production rate of radon in the soil pores (Bq m™s™)
t time (8)

inverse Laplace variable corresponding to s (-)

T air temperature (K)

, characteristic time (s)

i Darcy velocity (m s'l)

u, v, w components of the Darcy velocity # (ms™)
u, characteristic soil-gas velocity (m s™)
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Ax grid spacing (-)

X, ¥,2 coordinate axis positions (m)

Greek letters

o constant (-)

) pressure diffusivity (-)

€ air-filled porosity (-)

A dummy variable of integration (-)

A radon decay constaﬁt (2.098x10° s

K constant (-)

p air density (kg m™)

1 dynamic viscosity (kg m™ s™)

L, characteristic dynamic viscosity (kg m’s?)
® frequency of the varying pressure boundary condition (-)
v gradient operator (m™")

Notes: 1. (-) indicates a nondimensional variable.
2. We use dimensional and nondimensional versions of many of the variables
in this chapter; the text makes the distinction clear.
3. The appendix (Section 5.8) has a nomenclature table for variables that

appear solely in that section.
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_ 5.3 Introduction

Three-dimensional numerical models of soil-gas and radon transport can be
powerful tools for exploring the relationships between radon entry into buildings and
environmental and structural factors. In the past, the majority of these transport
models have focused on steady-state conditions. However, many of the environmental
factors known to be important in steady state have strong fluctuating components.
Wind fits this profile; the power in high frequency wind-speed fluctuations can be a
significant fraction of wind’s total power. Also, the wind direction can vary over a
wide range on relatively short time scales. Until this work, however, no simulation tool
had been developed to model the impacts of fluctuating winds on radon entry. We
therefore developed START, a three-dimensional, finite-difference, transient soil-gas
and radon transport model. In this chapter, we present the equations used to compute
the soil-gas pressure and concentration fields, and analytical and experimental
validation tests of the model.

The earliest numerical models of soil-gas and radon entry into houses simulated
only advective transport in a uniform, isotropic soil (DSMA Atcon Ltd., 1983; Eaton
and Scott, 1984; DSMA Atcon Ltd., 1985). Loureiro (1990) developed a steady-state
model that allowed for variable soil characteristics and radon diffusion. Bonnefous et
al. (1992), in their study of active mitigation systems, extended Loureiro’s model by
including non-Darcy flow. In an experimental study, the model accurately predicted

the pressure field in the soil surrounding a real house equipped with an operating SSV
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system (Bonnefous, 1994). Revzan et al. (1991) built a two-dimensional, steady model
based on Darcy’s law that takes advantage of geometrical symmetry to significantly
reduce the model’s complexity and runtime. RN3D, a transient finite-element mode]
developed by Holford et al. (1993), can also be used to simulate two-, and simple
three-dimensional geometries. Gadgil (1992) presents a review of existing models of
radon entry, and discusses their strengths and limitations.

Section 5.4 describes the equations and methods START employs to simulate
soil-gas and radon transport in soils surrounding a building. The radon entry rate into
the building 1s determined in three steps. First, the model determines the soil-gas
pressure and velocity fields. Second, using the velocity field, the soil-gas radon
concentration field is computed. Third, START calculates the radon entry rate by
integrating the flux of radon into the footer-slab crack around the periphery of the
basement. Sections 5.4.1 and 5.4.2 present the equations governing the subsurface
transport of soil gas around the house. Section 5.4.3 describes the radon mass balance
ecjuation, which is used to determine the soil-gas radon concentration field. An
appendix to this chapter (Section 5.8) presents the methods used to numerically solve
these transport equations using a finite-difference approach.

To validate START, we compare simulation predictions to four analytical
solutions of soil-gas and radon flow through a one-dimensional soil column. Section
5.5.1 presents a comparison of the simulated and analytical solutions of the soil-gas
pressure field in a soil column subject to a periodically fluctuating pressure boundary

condition. Sections 5.5.2 - 5.5.4 present validation tests of START’s transient
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concentration field solution. The first of these tests verifies that START converges to
the correct steady-state concentration profile in the soil column. The second test
compares START predictions to the Ogata solution. Third, we derive the transient
analytical solution of radon flow through a soil column including radioactive decay, a
constant pressure drop across the column, and no radon source. These four analytical
tests are performed over a range of parameters that bound conditions found around
typical single-family homes.

As a final validation test, Section 5.6 presents a comparison between START’s
simulation p?edictions and experimental measurements from the Small Structures
Facility in the Santa Cruz Mountains (Robinson and Sextro, 1995). The experiment
considered here simultaneously measured the fluctuating atmospheric pressure and the
resulting soil-gas and radon entry rates into the basement.

The complexity of the physical system and the required spatial and temporal
discretization make the START simulations of wind-induced radon entry very
computationally intensive. To simulate radon entry in response to transient winds,
START is used to compute the soil-gas pressure field’s unit-step response.
RapidSTART, the novel simulation technique described in Chapters 6 and 7, uses this

unit-step response as input.

5.4 Soil-Gas and Radon Flow Equations
This section describes the equations used to represent transient soil-gas and

radon flow in the soil around a house. START first computes the soil-gas pressure and
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velocity fields by combining the continuity and Darcy-Forchheimer equations with user-
specified pressure boundary conditions. The radon mass balance equation and the soil-

gas velocity field define the soil-gas radon concentration field.

5.4.1 Continuity Equation

The continuity equation expresses fluid (i.e., soil-gas) mass conservation in the

soil (Loureiro, 1987)

e§£+§-(pﬁ)=0 G-
ot
where ¢ is time (s); € is the constant air-filled porosity (-); p is the air density
(kg m™); and V is the gradient operator:
= d. 0 ) (5.2)
V=xit+—j+=k
o dy 1732

where x, y, and z are positions in the three coordinate directions (m); and i, j, and

k are unit vectors in the three coordinate directions.
The ideal gas law accurately links the soil-gas density and pressure under typical

environmental conditions:

_ P (5.3)
P=TRT
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where p is the soil-gas pressure (Pa), R is the universal gas constant (8.314 J mol”

K*'), M is the molecular weight of air (kg m>), and T is the air temperature (K). We

can represent the soil-gas pressure as
P=Dp,s+p;+Pge (5.4)

where p, is the constant reference atmospheric pressure (Pa), p. is the disturbance,
or gage, pressure (Pa), and pgz is the hydrostatic pressure (Pa). Substituting equations

(5.3) and (5.4) into equation (5.1) gives

ap, +ps +pgz) = ~ (5.5)
¢ (A a;; pz)+V.[(pA+pG+pgz)u]:O

To simplify the first term in equation (5.5) we assume the reference pressure,

aPA
ot

P, - Temains constant in time, so =0. Also, because composition and

temperature change slowly, the time rate of change of the hydrostatic pressure is much
less than the time rate of change of the disturbance pressure. The second term in
equation (5.5) can be simplified by assuming, first, that p, (~ 10° Pa) is much larger
than either p; or pgz. The maximum expected value of p.;, which could occur under
high wind conditions, is 50 Pa. The maximum expected value of pgz in this system is

100 Pa. Second, p, is constant in space, and can therefore be moved outside of the

gradient operator. With these simplifications, equation (5.5) can be rewritten as
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(5.6)

Equation (5.6) can be expanded as

€

op, du dv ow| _ (5.7)

where u, v, and w are the three components of the Darcy velocity i (ms”). The

following substitutions nondimensionalize equation (5.7):

=P (5.8)
¢ p
, _P (5.9)
P4 =p_j
t'—i (5.10)
=T
x,:Lic (.11
’ 5.12
y =2 (5.12)
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-’ _

u
uC

where the superscript * indicates the corresponding nondimensional variable, and the
subscript ¢ indicates a nondimensionalizing parameter. This set of
nondimensionalizing parameters yields a convenient form of the governing equation,
even though it exceeds the minimum required by the Buckingham Pi Theorem (i.e.,
three parameters spanning {M, L, T}). Table 5.1 gives the values for these
nondimensionalizing parameters.
Substituting equations (5.8) - (5.14) into equation (5.7) yields
e, [ou’ v ow’ (5.15)
£ ==+ =—t=—+=—,;=0
ot’ p"{ax’ dy’ 9z’
To simplify the notation, we drop the superscripts in equation (5.15) for the remainder

of this dissertation, although the terms remain nondimensional.

5.4.2 The Darcy-Forchheimer Equation

To compute the pressure field in the soil surrounding the house, the soil-gas

velocities must be related to the soil-gas pressures. Since important cases exist (e.g.,
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SSV system operation) where Darcy’s law fails, we use the Darcy-Forchheimer

equation (Forchheimer, 1901; Mele and Joseph, 1985) to establish this relationship

Vp=—£.+ i+ pgk (5.16)

where W is the dynamic viscosity (kg m™ s, k is the soil permeability (mz), k isa
unit vector pointing in the direction of gravity, and ¢ is the Forchheimer term (s m™).
Table 4.1 presents the Forchheimer terms used here as a function of the soil

permeability. Substituting equation (5.4) into equation (5.16) and recognizing that p,

1s constant in space gives

Vpg =—Z(+cfi)a (5.17)

Equation (5.17) can be written in dimensionless form

Vp, = - 14 i (5.18)
where

N = L_ku_;_t_ (5.19)

and the nondimensionalizing parameters are given in Table 5.1. The new dimensionless

variables are




V=LV (5.20)

LB (5.21)
# L.
,_ Kk (5.22)
k= 3
=X (5.23)
C

To simplify the notation, the * superscript will be dropped from the terms in equation

(5.18), although the equation remains nondimensional.

5.4.3 The Radon Mass Balance Equation

The mass balance equation for radon in the soil gas is (Loureiro, 1987)

%(Ce) =V (DVC) =V« (C) +&(S = A4, C) (5.24)

where C is the soil-gas radon concentration (Bq m™), S is the radon source term

(Bqm™®s™), and A, is the radon decay constant (2.098x10°s™). D is the bulk -

diffusion constant for radon in soil gas (m” s™), and represents the ratio of the total

radon flux (mass per total cross-sectional area) to the pore concentration gradient (over
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the actual distance between two points in the soil), divided by the tortuosity. In
addition to the parameters previously introduced in Table 5.1, the following parameters

are used to nondimensionalize equation (5.24):

S (5.25)
S’ = 5

,_ C (5.26)
C’' = C

,_ D (5.27)
D=5

The values of the nondimensionalizing parameters are given in Table 5.1.

Applying equations (5.10) - (5.14) and (5.25) - (5.27) to equation (5.24) yields

= - = 5.28
aaz’ (Ce)=V'e(D’'V'CY=-V'e(@’'CH+(S'-C) ( )
where V’ is the nondimensional gradient operator
= 0 d d (5.29)

Vv =§;l+§73+5—2—;k

To simplify the notation, the * superscript will be dropped from the terms in the radon

material balance equation, although the equation remains nondimensional.
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5.5 Validation of START

At the most general level, validating a numerical model involves two stages.
First, the model should be able to reproduce analytical solutions to a range of problems
representative of potential applications. Many factors can affect a soil-gas transport
model’s accuracy at this stage: the resolution of the spatial and temporal discretization,
the approximations made in discretizing the derivatives in the equations (i.e., the Taylor
series expansions), the linearization of nonlinear terms, and the fnethods chosen to
approximate variable profiles across control volumes (e.g., upwind schemes).

Secondly, the model’s predictions should match results from experiments that
mimic as closely as possible scenarios under which the model will be applied. In the
context of soil-gas and radon transport modeling, several levels of validation are
commonly employed. For example, comparisons to soil-column experiments, small-
scale experimental structures, and real house experiments provide successively stricter
tests for the model. Many factors can affect the model’s predictive ability in these
simulations: the accuracy of the characterization of system properties (e.g., soil
permeability, porosity, or footer-slab crack properties), the accuracy of the geometrical
representation of the structure, and computer resource limitations that preclude
inclusion of all the details of the system.

The criteria for success at either of these stages should depend on the intended
application of the model. In general, though, the requirements for the first stage

(analytical tests) are much stricter than for the second (experimental tests). Without
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some success matching analytical solutions, any success at the experimental validation
stage is likely serendipitous.

If the model is to be used for prediction in a specific situation, the criteria for
success at the experimental validation stage must be fairly stringent. However, if the
model is to be used in an exploratory fashion, that is, to elucidate qualitative features of
the problem, the simulation results need not precisely match measurements from
specific experiments. Capturing the qualitative features of the experimental results may
suffice (again, depending on the context). A good example of this type of modeling
application can be seen in the preliminary design of a passive radon mitigation system
(Fisk et al., 1995). The investigation focused on very broad questions, and therefore
did not require the use of a model that had been tested and validated at the particular
house under consideration. This dissertation uses the START and RapidSTART
models in a similar context by examining general features of wind’s interactions with
soils and buildings. As we show, however, START and RapidSTART perform very
well at both the analytical and experimental validation stages. In Section 5.5.1 we
present four comparisons of START’s predictions to analytical solutions. Section 5.5.2
describes a comparison of START predictions to results from an experiment at the
Small Structures Facility. We label these tests as “validation scenarios” 1 - 5, as

summuarized in Table 5.2.
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5.5.1 Analytical Validation of START

This section presents comparisons between START simulation predictions and
four analytical solutions of soil-gas and radon flow through a one-dimensional soil
column. Because general analytical solutions do not exist for the soil-gas flow field
when the séil—gas pressure and velocity are not iinearly related, we have assumed Darcy
flow conditions for the solutions presented here. This assumption does not represent a
significant restriction, since the soil-gas velocity field established in the presence of
wind will be within the Darcy regime throughout the soil block and gravel layer.

The soil-gas pressure and velocity fields can be represented by combining the
_continuity equation (equation (5.15)) with Darcy’s law to give (Garbesi, 1994)

s _97Pg ‘ (5.30)
o Ox?

where 8 = ko,
el

. The parameter & represents a pressure diffusivity, and will be used

later to define a characteristic time for a pressure pulse to travel through the soil block.

5.5.1.1 Pressure Field Validation (Validation Scenario 1)

START’s pressure field solution was tested by comparing simulation results to
analytical solutions of the soil-gas pressure field in a soil column subject to a sinusoidal
pressure at one end and constant pressure at the other end. For this scenario, the

boundary and initial conditions for equation (5.30) are
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p.(0,1) = sin(wr) t>0 (5.31)
ps(l,1)=0 t>0 (5.32)

ps(x,0)=0 0<x<I (5.33)

where p;(x,?) is the disturbance pressure at position x and time ¢, [ is the length of

the column, and @ is the frequency of the fluctuating pressure boundary condition.
For the validation tests presented the pressure at x= 0 is driven at a frequency of
0.105s™ (equivalent to a period of 60 s), and / is 2 m.

Carslaw and Jaeger (1959, page 104) give the solution to equation (5.30), with
the boundary conditions specified by equations (5.31) through (5.33), as

oy Sninir) (mmx\t  (Snmh) (539
pe(x,t)= 7 Znexp(— 7 }m( 7 ):‘;exp( Tt }m(w?t)dl

n=l

where n is a dummy variable of summation, and A is a dummy variable of integration.
START simulation results were compared to this analytical solution at soil
permeabilities of 10°, 10", and 10" m®. Figures 5.1 - 5.3 show the pressure profile in
the column and the corresponding error in the numerical solution. All three simulations
use a 1 s time step. |
The pressure at a point in the soil column 0.375 m from the fluctuating end was

also used as a comparison for evaluating the pressure field calculated by START.
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Figures 5.4 and 5.5 present this comparison for soil permeabilities of 10 and 10" m?,
respectively. Although difficult to distinguish, each figure presents the analytical and
START solutions for the soil-gas pressure as a function of time. START matched the

analytical solutions very well in each of these tests.

5.5.1.2 Steady-State Convergence Verification (Validation Scenario 2)

This section presents a test to determine whether START converges to the
correct steady-state concentration field for a constant soil-gas flow through the soil
column. The simulations begin with initial conditions of no soil-gas flow and no soil-
gas radon throughout the column. Subsequently, both generation and decay of radon
occur within the soil column. Attime 7= 0 the pressure drop across the column is
raised to a specified value. START simulates the transient response of the system until
the radon concentration field reaches steady state. The steady-state concentration
profile computed by START is compared to the steady-state analytical solution.

The tests are performed over a range of presshre drops across the column that

generate realistic grid Peclet numbers, Pe; (-), defined as

uAx (5.35)

where Ax is the grid spacing (m) in the column. The grid Peclet number indicates the

relative importance of radon transport via advection and diffusion. Testing START
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over arange of Pe; demonstrates the robustness of the radon concentration solution

procedure.

The nondimensional steady-state radon mass-balance equation (refer to

equation (5.28))
Vo(DVC)-V.(HC)+e(S-C)=0 _ (5.36)

defines the steady-state analytical radon concentration field. The boundary and initial

conditions for the START simulations and analytical solutions are

C(0,1)=0 >0 (5.37)

2C(=1) _, o (5.38)
ox

C(x,0)=0 0<x<oo (5.39)

where C(x,7) is the nondimensional soil-gas radon concentration at the position x and

time 7. With the boundary conditions given by equations (5.37) and (5.38), equation

(5.36) is solved to give the steady-state analytical solution
C(x,00) = S(l - e"‘") (5.40)

where
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i +aDe - (5.41)

2D

For the START simulations, the column is taken to be 10 m long and the soil
permeability is 10" m”. This column length guarantees that the boundary condition
described by equation (5.38) is effectively satisfied. Grid Peclet numbers of 0, 0.22,
and 1.1 define the soil-gas velocity through the column for the three simulations. After
the pressure boundary conditions were established, the concentration field grew from
zero to the steady-state results shown in Figure 5.6. START matched the analytical

solutions very well for all three flow conditions.

5.5.1.3 Comparison to the Ogata Solution (Validation Scenario 3)

The Ogata (1970) solution refers to the transient concentration profile of a non-
radioactive, chemically non-reactive contaminant in an infinitely long soil column. The
following conditions apply: no contaminant source within the soil, no contaminant
initially in the soil column, a constant source of contaminant at the inlet, and a steady
soil-gas velocity. Under these cdnditions, the nondimensional transient mass balance

equation (equation (5.28)) becomes

9’C  oC (5.42)

(C) Da T U

and the boundary and initial conditions are
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C(0,1)=1 t>0 (5.43)
C(e0,)=0 t>0 (5.44)

C(x,0)=0 0<x<w (5.45)

The analytical solution to equation (5.42) subject to these boundary conditions

Is

! x—ut ux X +ut (5.46)
C(x,1) = —2—|:erfc(—2 \/Z_ﬂj + exp(-—ﬁ)erfc(———z «/EH

Figure 5.7 presents comparisons between START’ s simulations and the Ogata
solution for the case of a 5 Pa pressure difference imposed across a 30 m long column,
a soil permeability of 10" m?, and a time step of 10 hours. START’s predictions

matched the analytical solutions very well.

5.5.1.4 Ogata Solution Plus Radioactive Decay (Validation Scenario 4)

This section presents a final test of START’s soil-gas radon concentration
solution. The boundary conditions here are identical to those of the Ogata solution
(validation scenario 3), but validation scenario 4 includes radioactive decay within the
soil column. The applicable nondimensional, transient, radon mass balance equation is

(refer to equation (5.28))
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3 ¥C ac (5.47)
g(SC)—Ds;E—”u—é}‘—EC

Equations (5.43) - (5.45) define the boundary and initial conditions for this scenario.
We solve equation (5.47) by applying, sequentially, Laplace transforms in time

and space. Applying the Laplace transform in time to equation (5.47) yields

9’C_ oC (5.48)

where C is the Laplace transform of C, and ¢ is the Laplace variable corresponding

to a derivative in ¢t . The Laplace transforms of the boundary conditions are

0. =L (5.49)
C(0,1) .
C(eo,1)=0 (5.50)

Taking the spatial Laplace transform of equation (5.48) yields

Dr* —ur—g—-gq=0 (5.51)

where r is the Laplace variable corresponding to a derivative in x. The solution to

equation (5.48) is

C = Ae™ + Be™ (5.52)
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where A and B are constants, and r, and r, are roots of equation (5.51), in particular,

ui\/uz +4De(1+q) (5.53)
72 = 2D

We assign 7, to the negative root and r, to the positive root. The second

boundary condition (equation (5.50)) implies that B = 0. The first boundary condition

(equation (5.49)) implies

1 (5.54)

Therefore, the temporal Laplace-transformed concentration equation is

o e™ 1 wux u*+4De(l+q) | (5.33)
-«——qexpﬁexp- 4D2 X

The following substitutions facilitate performing the inverse temporal Laplace

transform of equation (5.55):

x =4D* : (5.56)

o =u®+4Ds (5.57)
s=o. +4Deg ' (5.58)

where s is a linear transform of the Laplace variable ¢, and ¥ and ¢ are constants.
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Substituting equations (5.56) - (5.58) into equation (5.55) yields

_ ux \4De Ts (5.59)
CZCXP —2_D. -g—_aexp - Ex

Carslaw and Jaeger (1959, pg. 495) present the inverse Laplace transform as

. : (5.60)
exp(—\/;x] |

V)3 oty e ]
p—r =5 exp(or”) exp| —xy/ 602\/1@—’

L ex (or”) ex x\/—?—x—' erfe| —— + o’
2P Pk 2kt

where ¢’ is the inverse Laplace variable corresponding to s and £~ represents the

'{’—]

inverse Laplace operator. Therefore

(5.61)

ux

’ 1 7
C(x,t")=4De exp(2 D)iexp(oct )*
exp —x,}g— erfc[ u ——«/az’}+
K 2+t

exp(x\/g jerfc{ 2«/x1<7 +~Jor” J

To transform back to the original time variable (¢ ), we use (Abramowitz and

Stegun, 1964, page 1021; Boyce and DiPrima, 1977, page 401)
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(5.62)

o {F( e j} ='{F(g)}= 4—11)8exp(—0ct') f(zﬁ)

In this application, f represents C in equation (5.61). Applying equation
(5.62) to equation (5.61) gives the concentration in the column as a function of

position and time:

Clxt) = %exp(_z‘%]* (5.63)

— \/E rfi X ! +
eXp| —Xqf-= | erfc \/_;——"aélDa
24K 5=

4De

\/E » L
exprecz\/_t_ 1/ e
. K4D€ A

Figure 5.8 presents the comparison between the START predictions and the
analytical solution, equation (5.63), at times of 100, 200, and 300 hours. The START

predictions match the analytical solutions very well.

5.5.2 Experimental Validation of START (Validation Scenario 5)
In this section, we use START to predict soil-gas and radon entry rates into an
experimental basement located at the Small Structures Facility in the Santa Cruz

Mountains. The simulation predictions are compared to measurements from an
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experiment designed to study the impacts of fluctuating atmospheric pressures on
radon entry rates (see Robinson et al. (1995) for details of this experiment).

Fisk et al. (1992) describe the basement structure, instrumentation, and soil
properties at the facility; we summarize the key features briefly here. The experimental
structure has a basement depth of 2.25 m and a horizontal cross-section of 1.17 X
1.75 m (Figure 5.9). Soil-gas and radon enter through a 4 cm diameter hole in the
center of the floor slab. This geometry insures that a sufficient amount of soil gas will
move past a flow meter to obtain accurate measurements. Very little of the structure
protrudes above ground in order to minimize the effects of wind on the structure’s
depressurization and ventilation rate.

We took advantage of the symmetry of the structure and modeled one quadrant
of the soil and basement system. The uniform bulk soil permeability, gravel
permeability, and air-filled porosity were taken to be 3x10 m?, 2x10° m?, and 0.4,
respectively (Garbesi, 1994). We use a deep-soil radon concentration of
115,000 Bq m”, corresponding to the mean of about 50 measurements taken at the
site. In the START simulation, 13,800 control volumes define the soil block and
basement structure, and the time step 1s 60 s. The simulation begins with soil-gas
pressure and radon concentration fields that correspond to the steady-state solution for
zero disturbance pressure at the ground surface and basement crack.

Figure 5.10 shows the simulation predictions and the experimental results for

both soil-gas and radon entry into the basement. The error in the average radon entry
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rate over the two hour simulation is 3%. We hypothesize that the small time lags
between the simulation and experimental entry rates are a result of the relatively large
simulation time step.

For comparison, Garbesi (1994) modeled the radon entry rate into a similar
basement structure. She demonstrated that a modified version of the steady-state
model developed by Loureiro et al. (1990) underestimated the average radon entry rate
by a factor of about 1.5. That level of error was a marked improvement over previous
modeling attempts, which typically underpredicted radon entry by a factor of 7 to 10.

The START simulation shown in Figure 5.10 represents the first time a
numerical model has predicted, on either a long-term average or transient basis, the
soil-gas and radon entry rate into a real structure with such a high level of accuracy.
The ability to accurately predict both the average and transient radon entry rates

represents a strong validation of START’s predictive ability.

5.6 Conclusions

This chapter has presented the development and validation of START, a
transient, three-dimensional, soil-gas and radon transport model. The equations used
to describe soil-gas and radon transport in soil surrounding a building have been
presented. The discretization of the equations, and their implementation in the model,
are described in an appendix to this chapter (Section 5.8).

We compared simulation predictions from START to four analytical solutions

of soil-gas and radon flow through a one-dimensional column. These four tests
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approximately span the range of environmental conditions under which START will be
used to simulate soil-gas and radon transport in the presence of fluctuating winds.
START predicted the soil-gas flows and radon concentrations in the soil column for the
four validation cases very accurately. We also compared START predictions to
experimental results from a thoroughly-characterized basement at the Small Structures
Facility. START’s prediction of the average radon entry rate over a two-hour period
was within 3% of the measured value. This experimental validation demonstrates that
START can accurately predict transient, three-dimensional soil-gas and radon transport
and radon entry rates into real structures.

START simulations of transient soil-gas flow in the presence of fluctuating
winds are very computationally intensive. Consequently, we use START to generate
unit-step responses, which are required inputs to RapidSTART, the novel modeling

technique described in Chapters 6 and 7.
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Table 5.1. Nondimensionalizing parameters for the soil-gas pressure, velocity, and
concentration equations. This method of nondimensionalizing the equations was
inherited from Loureiro (1987); ideally, a minimum set of nondimensionalizing
parameters should be used. '

Parameter Description Value
P. Characteristic gage pressure 1Pa
I N 1 4.7664x10° s
Characteristic time | =
}\'Rn
L, D 0.690 m
Characteristic length | = e
7\’ Rn
u Characteristic velocity (: DAy, ) 1.45x10°ms™
D, Diffusion coefficient for radon in the soil gas 1x10°m” s
U, Characteristic air viscosity 1.8x10° kgm™ s
k, Characteristic soil permeability 1070 m?
c. 6.90x10° s m™!
Characteristic Forchheimer term (: —1—) o
S, Characteristic production rate of radon 4.11x102Bgqm™s™
C Characteristic deep-soil radon concentration 1.96x10* Bq m™
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Table 5.2. The analytical and experimental validation tests of START.

Validation Description Section Figure(s)
Scenario
1. Pressure field validation 5.5.1.1 5.1-5.5
2 Steady-state concentration profile 5.5.1.2 5.6
' convergence validation
3 Comparison to the Ogata solution 5.5.1.3 5.7
4 Ogata solution with radioactive decay 5.5.14 5.8
5 Comparison to experimental results from 5.5.2 5.10

the Small Structures Facility
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Figure 5.1. Comparison of START to the analytical solution for a fluctuating pressure

boundary condition (validation scenario 1). The soil permeability is 10° m?. The error shown (a)
is the difference between the analytical solution and START’s prediction. The soil-gas pressure
in the column is shown in (b). Two pairs of the five lines in (b) are coincident.
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Figure 5.2. Comparison of START to the analytical solution for a fluctuating pressure

boundary condition (validation scenario 1). The soil permeability is 10" m?. The error shown (a)
is the difference between the analytical solution and START's prediction. The soil-gas pressure
in the column is shown in (b).
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x {m)
Figure 5.3. Comparison of START to the analytical solution for a fluctuating pressure

boundary condition (validation scenario 1). The soil permeability is 10** m%. The error shown (a)

is the difference between the analytical solution and START's prediction. The soil-gas pressure
in the column is shown in (b).
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Figure 5.4. Comparison of the soil-gas pressure at 37.5 cm in the soil column (validation
scenario 1). The analytical and START solutions are shown. The soil permeability is 10° m>.
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Figure 5.5. Comparison of the soil-gas pressure at 37.5 cm in the soil column (validation
scenario 1). The analytical and START solutions are shown. The soil permeability is 1072 m®.
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Figure 5.6. Comparison of START to analytical solutions for steady-state
radon transport in a long column (validation scenario 2). The soil permeability
is 1x10™"" m?, and several grid Peclet numbers are shown. asiouigs- 610
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Figure 5.7. Comparison of START to the Ogata analytical solution (validation
scenario 3). The soil permeability is k=10"" m?, and a pressure drop of 5 Pa
has been applied across the 30 m column.
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Figure 5.8. Comparison of START to the analytical solution for radon flow
through the column, no radon source in the soil, and a constant source of .
radon at the inlet. Radioactive decay is included. The soil permeability

is 10" m?, and a pressure drop of 5 Pa has been applied across the 30 m
column.
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Figure 5.9. The geometry of the Small Structures basement used in the simulations.
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Figure 5.10. Comparison of START to results from the Small Structures experiment
(validation scenario 5).

raltervrileymmass-radon lay

174




5.8 Appendix I: Numerical Solution of the Soil-Gas Pressure, Velocity, and

Radon Concentration Equations

5.8.1 Introduction

This appendix describes the discretization and implementation into START of

the subsurface soil-gas and radon transport equations. Sections 5.8.3 - 5.8.5 present

the discretized equations used to compute the soil-gas pressure and velocity fields. We

base the discretization on the time-dependent continuity and Darcy-Forchheimer

equations (equations (5.15) and (5.18), respectively). Section 5.8.6 describes the

discretization of the equations used to determine the soil-gas radon concentration field.

Sections 5.8.5 and 5.8.6 also discuss the implementation of the discretized equations

into START.

5.8.2 Additional Nomenclature

ap, ag, ay,

ay, as, dg,

ar

B

constants used to solve for the pressure field (-)

constant used to solve for the concentration field (-)

constants used to solve for the concentration field (-)

Forchheimer term (-) evaluated at P and E, respectively

175




D,, D

e’ W n?

Ge 2 Gw ? Gn K
G.,G,, G,

J.,J

x? y? 4

w? n

7,7,

e

5?

k,, k

e’ w n3

s Thy

Pp> Pes Pw»
pN’ pg, ps’
Pr

Pg? Pw9 ‘Pn,
P, P, F

Sp

radon concentration (-) at the indicated node for the current time

constant used to solve for the pressure field (-)

radon diffusion coefficients (-) at the indicated control-volume interfaces

soil-gas flow rates (-) through the indicated control-volume interfaces
constant used to solve for the soil-gas velocity (-)
conductances (-) evaluated at the indicated control-volume interfaces

radon fluxes (-) in the x, y, and z directions, respectively

integrated radon fluxes (-) through the indicated interfaces

calculated soil permeabilities (-) at the indicated interfaces

soil permeabilities (-) at node points P and E, respectively

disturbance pressure (-) at the control-volume interface

current-time-step disturbance pressures (-) at the indicated nodes

Peclet numbers (-) evaluated at the indicated control-volume interfaces

radon source strength at P (-)
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magnitudes of the Darcy velocities (-) at the nodes P and E, respectively

Sp, Sg
At time step (-)

u,, u, x-component Darcy velocities (-) at the indicated interfaces
Vo Vs y-component Darcy velocities (-) at the indicated interfaces
W,, W, z-component Darcy velocities (-) at the indicated interfaces
X constant used in the pressure calculations (-)

Ax,, Axg,

Axw b Ayp b

Ayy, Ay, X-, y-, and z-dimensions (-) of the indicated control volumes
AZP » AZB >

Azy

(5x)e , (Sx)w ,

(8y) . (8y),, distances between nodes (-) adjacent to the indicated interfaces

(©2),» (),

Notes:

1. (-) indicates a nondimensional variable.

2. This nomenclature table does not list all the variables used in this appendix;
some of the variables are defined in the nomenclature table for Chapter 5,
and the following symbols are used to modify the variables defined above:

a. An overbar (X) indicates the current-iteration value of the variable.
b. A double prime (x”) indicates a correction for the next iteration of the

variable.
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‘c. An overdot (%) indicates the previous-time-step value of the variable.
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5.8.3 Discretization of the Continuity Equation

We employ a spatial discretization of the continuity equation (equation (5.15))
similar to that described in Bonnefous (1994). The temporal discretization is fully
implicit; in particular, START evaluates all of the soil-gas velocities (and the
corresponding disturbance pressures) in equation (5.15) at the current time step.
Figure 5A.1 illustrates the spatial distribution of nodes and control-volume interfaces
about a generic control volume centered at the point P. For example, in the x-
direction, the node toward increasing x is labeled E, the node toward decreasing x is
labeled W, the interface between nodes P and E is labeled e, and the interface between
nodes P and W is labeled w.

Discretizing equation (5.15) using the velocities at the interfaces between

control volumes gives

S(PPA‘I‘P,,)+pA{ue—uW +vn—v5+wb—w,}=0 (5A.1)
where p, is the current-time-step disturbance pressure at P (-); p, is the disturbance
pressure froni the previous time step at P (-); At is the time step (-); Ax,, Ay,, and

Az, are the x-, y-, and z-dimensions (-) of the control volume centered at P,

respectively; u, is the x-component of the Darcy velocity (-) at the interface between

the nodes P and E; u,, is the x-component of the Darcy velocity (-) at the interface

between the nodes P and W; and the other Darcy velocities are defined analogously.
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Patankar (1980) has shown that simultaneously applying nodal velocities and pressures
to discretize the continuity equation can lead to unrealistic solutions. We therefore use
the interfacial velocities (denoted by the subscripts e, w, n, s, b, and ¢) in combination
with the nodal pressures (denoted by the subscripts P, E, W, N, S, B, and T ) to

avoid this problem.

5.8.4 Discretization of the Darcy-Forchheimer Equation

We discretize the Darcy-Forchheimer equation (equation (5.18)) below in one
dimension, and then apply the general form to all three dimensions. This procedure
génerates expressions for the velocity differences appearing in equation (5A.1) in terms
of the disturbance pressures at the node points surrounding P.

For the disturbance pressure variation in the x-direction about the node point P,

equation (5.18) becomes

k_dpg (5A.2)

Discretizing equation (5A.2) between the node point P and the control-volume

interface e gives

(5A.3)
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Discretizing equation (5A.2) between the node point E and the control-volume

interface e gives

(5A.4)
kg | pe—p,
(1+cEsE)ue=—Nch 15
iAxE

where, in equations (5A.3) and (5A.4), the variables ¢, s, u, k, and p are evaluated at
the locations given by their subscripts. For example, p, is the disturbance pressure (-)
at the control-volume interface e, and p, and p, are the disturbance pressures (-) at
the node points P and E, respectively. The speeds s, and s, (-) are estimates of the

magnitudes of the Darcy velocities at the nodes P and E, respectively. For example,

Sp =%[(ue +u,) (v, +v,) +(w, +w,)2]y2 (GA-3)

Eliminating p, between equations (5A.3) and (5A.4) yields

- Ax kpcpsp + Axkpcps, L = k, | pc—Dpp (5A.6)
Axpk, +Ax k, € N W] Ax, +Axg
where
L = kpke(Axp + Ax;) (5A.7)

¢ kyAx; +k Ax,

Equation (5A.6) can be simplified by substituting

181




= [1 . Ax kpcps, +AxEk,,cEsE} (5A.8)
d Axpkp +Ax gk,

Applying equation (5A.8) to equation (5A.6), and solving for u, gives

k,. [ Pr— Dy ] 1 (5A.9)

Written in this form, f, is a factor that corrects the numerical approximation to

Darcy’s law for inertial resistance. In the limit of low flow, f, = 1.

5.8.5 Determination of the Soil-Gas Pressure Field

The soil-gas pressure iteration scheme is developed by computing a correction
to the current value of the soil-gas velocity at each node point. In the following
equations, an overbar indicates a current-iteration value of the previously defined
variables. The current-iteration value of the x-component of velocity at the interface e

1S

_ k, [ Pr—Dp } 1 (5A.10)
fe

where, for example, p, is the current-iteration disturbance pressure (-) at point P.

The correction (denoted by ”), u”, to u, for the next iteration is taken as a
Yy e e

Darcy law correction (i.e., taking f, =1)




u’=2 ke {: ﬁE_EP ]_2 keu|: Peg — Pp :I (SAII)

START computes the next-iteration value of the Darcy velocity at e, u,, as the

sum of the current value, #,, and the correction u.”, or

u, =u, +u. (5A.12)

The equations analogous to equation (5A.12) for the remaining velocity

components are

u, =, +ul - (5A.13)
v, =v, +v/ (5A.14)
v, =V, +v/ (5A.15)
w =w, +w” (5A.16)

o ’”
W, =W, +Wb

(5A.17)

Substituting equation (5A.11) into equation (5A.12) yields
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Ncu AxP+AxE

k, [ Py ~F» } A1)

The equations analogous to equation (5A.18) for the remaining velocity

components are

ool e £ i
R AT [Aij o, }L Yt 2 ]\Ifcu [Alz: - E;N } A2
v, =2 ;:u[zgi ;Z;JW-‘ +21\i€u[A§i ;i;s} AL
e e b
o)

where the subscripts on k define the control-volume interface where the permeability is

evaluated, and Axg, Axy,, Ay, Ay, Az,, and Az, are the x-, y-, and z-dimensions of

the indicated control volumes.

Substituting equations (5A.18) - (5A.23) into equation (5A.1) yields
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£ & u,—u, N v, -V, . W, — W, (5A.24)
p b lr T AP T T, A, | A
—@pPg —AyPy —AyPy —AsPs —AgPg —arPr

+ag +ay +ay +ag+az+a;)p, =0

where, for example, p, represents the correction pressure (-) at point P, defined by

equation (5A.31) below, and

_,__k 1 (5A.25)
% = <N (Ax, \ Ax, + Ax,
_o K ! (5A.26)
4w = SN uhx, \ Ax, + Ax,
.,k ( 1 ) (5A.27)
a. =
N N uAy, \ Ayy + Ay,
,_k ( 1 ) (5A.28)
d. =
s N UAy, \ Ays + Ay,
2. =2 K 1 (5A.29)
# TN uAzp \ Azp + Az,
_,__k 1 (5A.30)
“r = EN A, \ Bzt Az,
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The next-iteration pressure at point P can be written as

Pr=DP,*P, (5A.31)

To simplify the resulting equations, we define

a,,=aE+aW+aN+aS+aB+aT+;th— (5A.32)
and
P 5+ 3 5 _{ﬁe—ﬁ‘v+\7n—\7x+wb—wl} (5A.33)
paALT?  p ALY Axp Ayp Azp
Substituting equations (5A.32) and (5A.33) into equation (5A.24) gives
apPp = ApPg +ayPy +ayPy +asps +azps +arpy +d (5A.34)

‘ START first solves equation (5A.34) for individual lines in the soil block
paralle] to the x-direction, using previous iteration values of the pressures in
neighboring lines. This procedure is repeated for lines in the y-direction, and finally for
lines in the z-direction. START employs the tridiagonal matrix solver of Patankar
(1980) to evaluate the pressure corrections. The process is applied in an iterative
fashion to obtain a converged spatial solution at each time step. We consider the
solution converged when successive iteration values of the pressure at all nodes change

fractionally by less than 1x10°.
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5.8.6 Determination of the Soil-Gas Concentration Field

The discretization of the transient radon concentration equation presented here
follows the treatment by Loureiro (1987) of the steady-state radon concentration
equation; I will use notation similar to his. Loureiro’s discretization, in turn, closely
follows Patankar’s (1980) treatment of the Navier-Stokes equations.

Figure SA.2 illustrates the scheme used to discretize eqﬁation (5.22); for
simplicity, we have omitted the third dimension in the figure. The nondimensional

radon fluxes into and out of the control volumes are

7, =uc-p%E GA3)
X ax

—vCc-D ac (5A.36)
dy

J,=wC~— p2€ (5A37)
0z

where J,, J b and J,, are the radon fluxes (-) in the X, y, and z directions,
respectively.

We discretize equation (5.22) as
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e(C, —C, )Ax,Ay, Az, (5A.38)

+ (]X.e = )AyPAZP + (J)-,,, -J,. )AXPAZP +
(Jz~b ~Ju )AxPAyP = 8(SP -G )AxPAyPAZP

At

where the second subscript on the radon fluxes references the control-volume interface

that the flux crosses, C, is the radon concentration (-) evaluated at P for the current
time step, C » is the radon concentration (-) evaluated at P from the previous time step,
and S, is the radon source strength (-) at P.

Defining the integrated fluxes (J) across each control-volume interface as

Jo=J, AypAz, (5A.39)
S =T Byp Az, (5A.40)
J,=J,,Ax,Az, | (5A.41)
J, =J, Ax,Az, (5A.42)
J, =7, ,Ax, Ay, (5A.43)
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J,=J, AxpAy,

yields, on substitution to equation (5A.38),

e(C,-C Ay, Az
4 ”A)A[x” (I, - I ), =T+, - T)

=£(S, — C, )Ax, Ay, Az,
We discretize the continuity equation (equation (5.15)) as

e(p,—p,)

- Ax Ay, A2, + p {(F, ~ F.)+(F, —F, )+ (F, - F)}=0

where the soil-gas flow (F) across each control-volume interface is

F,=uAy,Az,
F,6 = uwAyPAZP
F, =v,Ax,Az,
F, =v,AxpAz,

F, =w,Ax, Ay,

(5A.44)

(5A.45)

(5A.46)

(5A.47)

(5A.48)

(5A.49)

(5A.50)

(5A.51)



F, =w,Ax, Ay, (5A.52)

Dividing equation (5A.46) by p, , and substituting

epr—p (5A.53)
X= %Ax,,AyPAZP
yields
X+(F,~F)+(F,-F)+(F,-F)=0 | (5A.54)

Multiplying equation (5A.54) by C, and subtracting the result from equation

(5A.45) gives

e(Cp = C, )Ax Ay, Az (5A.55)
(c ”)At e XC, +(J, ~ECy)~ (1, ~F.C,)+

(Jn _F;.CP)_(]x _F;CP)+(]b "F;;CP)_(Jr —ECP)Z
S(SP -Cp )AxPAyPAZP

The relationships between the concentrations at the node points and the six flux
terms in equation (5A.55) are presented on page 101 of Patankar (1980). In the

interest of brevity, we simply state them here:

J,-FEC,=b,(C,-C;) (5A.56)




where

J, —F,Cp=b,(Cy— Cy)

J. —F,Cp=by(C, —Cy)

J, - FCp :bs(Cs —C,,)

Jy = F,Cp= bB(CP "CB)

J, - FC, :bT(CT '"CP>

b, = 6.5(2))+[-F.0]

b, =G, B(P)+[[-F. 0]]

bN =GnB(l‘Pn

)+[[-F.0]]

b; = G.B(R|)+ [-F-0]]
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(5A.57)

(5A.58)

(5A.59)

(5A.60)

(5A.61)

(5A.62)

(5A.63)

(5A.64)

(5A.65)



b, = G,B(B,|)+[[-F,.0]] (5A.66)
b, = G,B(R|)+[[-F,.0]] (5A.67)

B(P)=[[o.(- 0Py’ ] (5A.68)

and [[e, f]] denotes the larger of e or f. We define the conductances, G, and the

Peclet numbers, P, at the control-volume interfaces as

G, = (6 9,02, F, = g (5A.69)
G, = (6 ) ——2—Ay,Az,; P, = g (5A.70)

(5 ) Ax,Az,; P, = g (5A.71)
G, = (éz),, Ax,Ay,: P, =22 (5A.73)




D F, SA74
G, === Ax, Ay, P =& (5A.74)

C (&),

~ where (8x) , (), ()., ()., (82),, and (3z), (-) are the distances between node

points adjacent to the indicated control-volume interfaces (see Figure 5A.2), and

D,,D,, D,, D, D,, and D, (-) are the bulk radon diffusion coefficients evaluated at

the indicated control-volume interfaces.

Substituting equations (5A.56) - (SA.61) into equation (5A.55) gives

(5A.75)

Ax A
(——————————8 PA);PAZP—X+b5+bw+bN+bs+bB+bT+€AxPAyPAZP]CP:

bCe+by,Cy +b,C, +b,Cs +b,Cy +b,C +

Ax,A .
iP—Aytﬂi‘Z—"c,, teAx,Ay,AZ,S,

START solves equation (SA.75) iteratively, on a line-by-line basis, similar to
the technique used to compute the pressure field. Again, the simultaneous equations
from each line form a tridiagonal matrix, and we apply the technique of Patankar
(1980) to reduce the equations. The concentration field is considered converged when

the largest residual for the field falls below 1x10°.
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Figure SA.1. Spatial discretization about the point P.
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Figure 5A.2. The radon fluxes into and out of the control volume centered at P.
For simplicity, only two dimensions are shown.




CHAPTER 6

A NOVEL TECHNIQUE FOR SIMULATING SUBSURFACE
CONTAMINANT TRANSPORT IN SYSTEMS SUBJECT TO TRANSIENT

BOUNDARY CONDITIONS: THE RapidSTART MODEL

6.1 Abstract

A numerical model is developed to simulate soil-gas and radon transport around
buildings in the presence of fluctuating pressure boundary conditions. The model,
named RapidSTART, incorporates a novel simulation technique based on Duhamel’s
theorem and runs several orders of magnitude faster than comparable three-
dimensional, finite-difference models. This substantial decrease in simulation runtime
makes the analysis of the impacts of transient winds on soil-gas and radon transport
tractable. The model can simulate the effects of various transient pressure boundary
condifions; we apply RapidSTART here for the case of a ground-surface pressure field
driven by both fluctuating wind speeds and directions.

RapidSTART’s runtime memory requirements can be prohibitively large for low
soil permeabilities (i.e., less than ~ 102 m®). We introduce a method to circumvent
this problem using curve fits for the memory-intensive parameters. Finally, one-, two-,

and three-dimensional validation tests of the model are presented. The results of these

tests demonstrate that RapidSTART accurately simulates complex soil-gas and radon




flows. We expect this technique can also be productively applied to the simulation of

other complex, linear systems.
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6.2 Nomenclature

by, b

my, my,

N
p(x.3,21)
p.(t)
Ap,,;

9 9

S (x,3.2)

S, (x,y,2),

S, (x, ¥,2)

Z‘k’ tk+]’ tk+2

At

intercepts used in the interpolation scheme (Pa)
index that references the time at which Ap, ; took place (-)
index variable (-)

dummy variable of summation (-)

characteristic length of the system (m)

number of ground-surface pressure fields and unit-step responses (-)

slopes used in the interpolation scheme (Pa s™)
number of intervals the unit-step response is divided into (-)

soil-gas disturbance pressure (Pa) at the point (x,y,z) at time ¢
dynamic pressure (Pa) of the wind at eave height at time ¢
magnitude of the change in wind dynamic pressure (Pa) at7,

values of the unit-step response used in the interpolation scheme (Pa)

weight assigned to the effect of changing wind dynamic pressure (Pa s)

weight for the initial and final intervals, respectively (Pa s)

time (s)

times where the calculated unit-step response is evaluated (s)

time step between successive simulation points (s)




U(x,y,z.t)
Ups Upyys Yoo

v

eh

X¥,.Z

Greek letters

unit-step response of the system (Pa)
values of the calculated unit-step response (Pa) at times ¢,, £,,,, #,,,
eave-height wind speed (m s™)

coordinates for a point in the soil block (m)

pressure diffusivity (m”s™)
air filled porosity (-)

parameter used to estimate the weighting functions (-)

air density (kg m™)

characteristic time for the pressure field to reach steady state (s)

time before present when change in boundary conditions occurred (s)

time step over which the slope of the dynamic pressure is evaluated (s)

Note: (-) indicates a nondimensional variable.




6.3 Introduction

The finite-difference model START can simulate soil-gas and radon transport in
one-, two-, and simple three-dimensional geometries. However, for complicated three-
dimensional simulations, such as those necessary to examine the impacts of transient
winds on radon entry into buildings, START’s runtime requirements can be
prohibitively large. In response to this problem, we have developed a technique using
Duhamel’s theorem (Duhamel, 1833) that allows substantially more rapid simulations
of these complex flows. The method is implemented in the model named
RapidSTART.

In this chapter we describe the development and validation of the RapidSTART
model. Section 6.4 introduces Duhamel’s theorem and several previous applications of
the technique. Section 6.5.1 derives Duhamel’s theorem in the context of soil-gas
transport driven by a fluctuating wind speed. The discretization of the theorem, and
implementation of the discretized equations in RapidSTART, are described in Section
6.5.2.

Since real winds vary in both speed and direction, we have developed a method
to simulate the effects of a fluctuating wind direction on soil-gas and radon transport.
The method dfstributes the wind-direction signal into bins, each corresponding to a

previously determined ground-surface pressure field and unit-step response. Section

6.5.3 describes this portion of the model.




In addition to the time required to run a simulation, the runtime memory
requirements of a model can be a constraint. The time required for the soil-gas
pressure field to reach steady state and the spatial and temporal discretization of the
simulation determine RapidSTART’s runtime memory requirements. For low soil
permeabilities these memory requirements can be large (~0(10,000 MB)). Section
6.5.4 describes a technique to represent the memory-intensive parameters with curve
fits, thereby reducing the program’s runtime memory requirements.

Section 6.6 presents four validation tests of RapidSTART. Section 6.6.1
repeats, for RapidSTART, several of the one-dimensional soil-column tests used to
validate START. Section 6.6.2 compares RapidSTART and START simulation
predictions for the case of a sinusoidally varying wind speed incident on a two-
dimensional section of the house model described in Chapter 4. In Section 6.6.3 we
test the model’s convergence to steady state for three wind-incidence angles. Finally,
Section 6.6.4 presents RapidSTART simulation predictions of an experiment
performed at the Small Structures Facility. Comparisons are made to measurements of
soil-gas and radon entry rates into the basement structure. These four tests
demonstrate that Rap-idSTART can accurately and efficiently simulate the complex soil-

gas and radon flows generated by the interaction of wind with buildings.

6.4 Duhamel’s theorem and Previous Applications
Duhamel] recognized that the response of a linear system to time-dependent

boundary conditions could be decomposed into a sum of small responses, each of
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which corresponds to the effects of a previous change in tﬁe boundary conditions. The
study of heat transport in solids driven by fluctuating surface temperatures or heat
fluxes has successfully applied this concept (Myers, 1987). In electrical engineering,

* the analysis of linear circuits employs an analogous method, termed the “convolution
integral” (Nilsson, 1984).

The theorem has also been used to investigate subsurface water flow and stream
flows. Weeks (1979) employed a version of the theorem to explain the impacts of
barometric pressure fluctuations on wells in deep, unconfined aquifers. He found the
technique well-suited to predicting the unconfined aquifer’s water level. Moench et al.
(1974) used the method to model variations in a perennial stream interacting with an
aquifer. They showed good agreement between modeled and experimental
observations of the stream-aquifer system. Pinder et al. (1969) applied the theorem to
determine the diffusivity of an aquifer in Nova Scotia. Comparisons to experimental
data from pumping tests showed good agreement with their modeling results. More
recently, Duhamel’s theorem has been successfully employed to examine the effects of
atmospheric pressure fluctuations on soil-gas entry into an experimental basement
structure (Robinson et al., 1995a; Robinson et al., 1995b).

None of the studies described above applied Duhamel’s theorem to simulate a
parameter field of the flow (e.g., fluid velocities or contaminant concentrations).
Rather, the method was applied to analyze a single parameter’s response to the flow.
Pinder et al. (1969), for example, predicted the response of the head in an aquifer to

fluctuations in a nearby river. In contrast to these investigations, RapidSTART
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computes details of the flow field throughout the soil block for every time step. The
previous studies also considered only spatially homogeneous boundary conditions. In
contrast, spatial heterogeneity in the ground-surface pressure boundary condition is an
important characteristic of wind’s interactions with a building, and these effects are

included in RapidSTART.

6.5 Application of Duhamel’s theorem to Soil-Gas and Radon Transport

RapidSTART applies a four-step process to compute the radon entry rate into
the building in the presence of fluctuating winds. First, the finite-difference model
START is used to calculate the unit-step response of the soil-gas pressure field.
RapidSTART then applies Duhamel’s theorem (which requires the unit-step response
as input) to compute the soil-gas pressure and velocity fields as a function of the input
wind signal. The finite-difference technique described in Chapter 5 uses this soil-gas
velocity field to determine the soil-gas radon concentration field. Finally, integrating
the radon flux into the basement over the length of the footer-slab crack yields the
radon entry rate into the building.

Sections 6.5.1 - 6.5.4 discuss the derivation and implementation into
RapidSTART of Duhamel’s theorem. Duhamel’s theorem applies to the simulation of
the soil-gas pressure field, since wind-induced soil-gas flow falls within the linear Darcy
regime. This linearity implies, for example, that at steady state a doubling of the
basement depressurization results in a doubling of the soil-gas entry rate. However, the

radon entry rate is not linearly related to the depressurization driving the system. The
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flow of soil gas into the house depletes the soil-gas radon concentration in the vicinity
of the basement, thereby reducing the radon source available for entry. As a result, the
radon concentration field cannot be simulated with the Duhamel technique. Typically,
however, START consumes more than 99% of a simulation’s runtime calculating the
soil-gas pressure and velocity fields. RapidSTART therefore combines the Duhamel
technique for solution of the soil-gas pressure field with the finite-difference technique
described in Chapter 5 to calculate the radon concentration field.

The general formulation of Duhamel’s theorem allows for the simulation of
discrete changes in boundary conditions. However, most boundary conditions that
affect soil-gas and radon transport (e.g., wind speed, barometric pressure, and outside
temperature) vary continuously. As a counter example, the sudden starting of a
furnace, causing a nearly instantaneous change in basement depressurization, represents
a discontinuous change in boundary conditions. We have not included the formulation
of discrete boundary condition changes in RapidSTART. The model can, though,
approximate a discrete change in boundary condition by reducing the size of the

simulation time step and applying the discrete change over this reduced time step.

6.5.1 Derivation of Duhamel’s theorem for Soil-Gas Transport

We base our derivation of Duhamel’s theorem on Myers’ (1987) description of
heat flow in solids. In that case, a surface temperature or surface heat flux defines the
boundary condition controlling the heat flow and temperature profile in the solid. To

simulate soil-gas transport, the wind speed - or equivalently the wind dynamic pressure
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- represents the driving force for transport in the presence of fluctuating winds. Let

p..(t) correspond to the eave-height wind dynamic pressure (Pa) at time ¢ (s), defined

as:

1 6.1
pw(t):—z_p.‘/ehz ( )

where V,, is the eave-height wind speed (m s) and p is the air density (kg m™). In
RapidSTART, the single parameter p, (¢) controls the time-dependent basement

depressurization and heterogeneous ground-surface pressure field for a given wind
direction. Equation (3.3) and the ground-surface pressure coefficient field (Figures 3.5

and 3.6) map p,.(z) to a pressure at each point on the soil surface. A pressure
coefficient for the house relates p, (¢) to the basement depressurization.

The unit-step response, U(x,y,z,?) (Pa), characterizes the system’s response to
changes in the boundary conditions represented by p,, (¢). In particular, U(x,y,z,t) is

the time history of the soil-gas pressure field after a discrete change in the wind
dynamic pressure from O to 1 Pa. We use START to evaluate the unit-step response
from ¢ =0 to the time the system reaches steady state at the wind dynamic pressure of
1 Pa. This characteristic time varies inversely with soil permeability, being on the order
of 10 s at 10° m’ and 10° s at 10" m?.

The time required for START to generate a unit-step response can be large,

particularly for low soil permeabilities. Because the time required for the soil-gas
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pressure field to reach steady state scales inversely with soil permeability, simulations
of the unit-step response at a permeability of 10 m* must be run to a time about 100
times larger than for a soil permeability of 10° m*. Limitations imposed on the
temporal discretization of the simulation imply that, as the soil permeability decreases,
the soil-gas pressure field requires more time steps to reach steady state. In other
words, the temporal discretization cannot be scaled with soil permeability, resulting in
an increased simulation runtime with decreasing soil permeability. The time required
for START to generate the unit-step response at low soil permeabilities presents the
main practical limitation to the use of RapidSTART. The same constraint, however,
made three-dimensional simulations with START impractical, and provided the
motivation for the development of RapidSTART. An approach to practical implication
of RapidSTART for low permeability soils is described in Section 6.5.4.

RapidSTART computes the time-dependent soil-gas pressure field generated by
a fluctuating wind by combining the structure of the changing ground-surface pressure

field (known via p,,(2)) with knowledge of the system’s response to these changes
embodied in the unit-step response. Let Ap, ; (Pa) be the magnitude of the small
change in wind dynamic pressure that occurred between the times 7— (T, + AT;) and
- (’ci - AT, ) . Here, 1, (s) is the amount of time before the current simulation time at
which Ap, ; took place, i is an index referencing this time, and AT, (s) is the time step

over which the slope of the dynamic pressure will be evaluated. Figure 6.1 illustrates
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this discretization of the wind dynamic pressure signal. The response of the soil-gas

pressure to Ap, ; attime ¢ can be approximated as
Ap, U(x,y,2,t—1,) (6.2)

where U(x, y,z,t) is the unit step response of the soil-gas pressure field (Pa).

The linearity of the system implies that the cumulative effect of all the small
changes in wind dynamic pressure since time ¢ = 0 can be found by summing the

individual responses of the soil-gas pressure field to these changes

p(x,y,z,z):Zpr_iU(x,y,z,t—‘ci) (6.3)

where p(x,y,z,t) is the soil-gas disturbance pressure (Pa) at the point (x,y,z) at time

Multiplying and dividing the right hand side of equation (6.3) by AT, yields

Ap,

(6.4)
p(x,y,2,1)= Z U(x,y,z,t—7;) A

1 AT(-

i

Allowing AT, to become infinitesimally small, the summation becomes an integral over

time, and the fraction becomes a time derivative:

) (6.5)

p(x,y,z,0)= jU(x,y,z,t—’t) ;C” dt
]
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Equation (6.5) represents the form of Duhamel’s theorem that we use in the
development of RapidSTART. Note that this equation permits only continuous
changes over time in the boundary conditions. However, the discretized version of
equation (6.5), described in the next section, provides a method to simulate discrete

changes in the boundary conditions.

6.5.2 Discretization of Duhamel’s theorem

To implement Duhamel’s theorem in RapidSTART, we divide the integral in

equation (6.5) into discrete time steps:

0 ap.. e ap,, (6.6)
p(x,y,z,1)= JU(x,y,z,t -T) = dt + j U(x,y, z,t—T)—E)—?dT+...+
1=Ar =24z

ap,,
3t dt

Ar
jU(x,y,z,t——'t)
0]

where At is the time step (s) between successive simulation points; we choose At

based on the soil-gas pressure field’s response time and the characteristics of the

fluctuating wind. Equation (6.6) represents the sum of N = é— 1 integrals. By

- assuming a constant time derivative of the wind dynamic pressure during each time

step, equation (6.6) can be written as

=l i (6.7)
p(x,y,z,t)= Z{ag;tw{ J jU(x,y,z,t -1)dt

Jj=0 1=(j+1)Ar
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.. . . ) . )
where j is a dummy variable of summation (-), and Tgtw_{ is evaluated at the time
j

z—(j+%)At,or

.| _ p(t=js)=p,(t-(i+1)Ar) (6.8)
a |, At

To simplify the notation, we define

By (6.9)
S, (x.3.2)= JU(x,y,z,t—’c)dfc

1-(j+1)Ar

where S;(x,y,z) is the weight (Pa s) assigned to the effect of the change in wind
dynamic pressure at the time 7 — ( J+ %)At on the soil-gas pressure at the point

(x,y,z). RapidSTART stores these weights in runtime memory, as they are used

throughout the simulation.

We evaluate S, (x,y,z) with a linear, trapezoidal integration scheme, as
illustrated in Figure 6.2. In this figure, u,, u,,,, and u,,, (Pa) are the values of the
unit-step response at a particular point in space at the times ¢,, ¢,,,, and ¢,, (s),

respectively. The integration in equation (6.9) is performed by linearly interpolating
values in the unit-step response to the required times. The values of the unit-step

response, g, and g, (Pa), at the times #—(j +1)Az and ¢ — jAz, are approximated as
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g, =m,(t=(j+ A1)+ b, (6.10)

and
g, =m,(t— jAt)+ b, (6.11)
where
m, = Uy Uy (612)
Lo — 4
b, =u, —mt, (6.13)
m. = Upr Uy (6-14)
2 Lz — L
b,=u,,— m.2tk+I A (6.15)

With these approximations, the weight can be written as
(6.16)

S;(x,y.2)= (11_."_';_1@)(1‘“_ —(t- (G + DA+ (ﬁ’fﬂ—ziq—z)((t - jA)-1,,)

There are instances, particularly toward the later times in the unit-step response,

where no discrete time points used by START fall within the desired range. In these
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cases, we approximate the integral by linear interpolation between the two calculated

points that bound the time interval.

6.5.3 Simulations with a Fluctuating Wind Direction

In the research presented here, simulations with a varying wind direction
employ the ground-surface pressure fields determined in Chapter 3 for wind-incidence
angles of 0°, 45°, and 90°. Ideally, unit-step responses would be generated for more
than three different wind-incidence angles. However, additional wind tunnel
experiments or numerical simulations would be required to determine these ground-
éurface pressure fields, and the corresponding unit-step responses would need to be
generated. To be general we formulate the technique to simulate a fluctuating wind
direction for an arbitrary number of ground-surface pressure fields and unit-step
TeSponses.

We consider two specific types of simulations with a fluctuating wind direction:
the first constrains the wind direction to vary within a 135° range, and the second
allows the wind to switch direction by 180°. For the first case, the wind direction
signal is discretized into three bins, each centered at a wind-incidence angle
corresponding to one of the three known ground-surface pressure fields. The center of
the wind direction signal is normalized to 45°. If the normalized wind direction falls
between -22.5° and 22.5°, RapidSTART uses the unit-step response and ground-

surface pressure field corresponding to a wind-incidence angle of 0°. If the wind
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direction falls between 22.5° and 67.5°, RapidSTART uses the unit-step response and
ground-surface pressure field for 45°, and when the wind direction is between 67.5°
and 112.5°, the unit-step response and ground-surface pressure field for 90° are used.
Therefore, any wind signal with a directional range of less than 135° can be simulated
with this technique.

RapidSTART simulates an alternation of 180° in wind direction by taking
advantage of the symmetry (with respect to the 0° wind direction) in the house
geometry, the ground-surface pressure field, and the unit-step response. These
simulations then proceed, qualitatively, in the same manner as for the case with a wind
directional range of 135°.

As for varying wind speed, simulations with a changing wind direction take
advantage of the linearity of the system. RapidSTART calculates the soil-gas pressure
at any point and time as the sum of the effects of wind from each direction weighted for
how much time the wind has been from a particular direction. Equation (6.17)
illustrates this concept for the case where the wind direction has been separated into

three bins (note the similarity of each of the terms in equation (6.17) to equation (6.7)):
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v 3p, | 1= jA (6.17)
p(x,y,Z,t):z at, jU,(x,y,z,t—T)dT-%—

j=0 J 1 o=(ena

vl 3 1= jAr _

Y %w‘z JUz(x,y,z,t-"c)dt +

=0 t J o)A

N-1 —a 1—jbe

gw J-U_,,(x,y,z,t—’r)d’t
=0 t J 4 o=

) ) ) e
Here, the numerical subscripts on P and U reference the wind direction. For the

ot
case of a wind signal whose direction varies within a 135° range, the subscript 1
corresponds to a wind-incidence angle of 0°, 2 corresponds to 45°, and 3 corresponds
to 90°. For the case of a 180° flip in direction, equation (6.17) would be the sum of
two terms, one each for wind-incidence angles of 0° and 180°. For the general case,
with M (-) ground-surface pressure fields and unit-step responses, the time-dependent

soil-gas pressure field can be written as

M x1 9p 1= jat (6.18)
p(x,y,z,t)=22[ e :l [uGyzr-1)ar
=1 j=0 il eGea

where [ is a dummy variable of summation (-).

RapidSTART places two constraints on the wind dynamic pressure signal.
First, the dynamic pressure can be non-zero in only one direction at any particular time.
Second, except for the first time step after a change of wind direction, the time

derivative of the wind dynamic pressure can be non-zero only in the new wind
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direction. Therefore, the soil-gas pressure field at a particular time depends on both the
current wind direction and speed, and, if the wind has been from another direction in
the near past (i.e., less than several times the characteristic response time of the
system), that wind direction and speed. For example, if the wind shifts direction from
0° to 45°, the effect on the soil-gas pressure field of the unit-step response
corresponding to 0° will decay, while the effect of the unit-step response corresponding
to 45° will grow.

The time over which this transition takes place can be estimated by considering

a characteristic time, T, (s), for the pressure field to reach steady state after a

perturbation. Using the pressure diffusivity, § (m’s™), derived in Chapter 5, we define

L? (6.19)

where L, is a characteristic length (m) of the system. We take L_ to be 15 m,
equivalent to half the horizontal extent of the soil block. For a soil permeability of

10%m?, ©_ is about 2 s. If the wind direction changes from 0° to 45°, the influence of

the unit-step response corresponding to 0° will essentially be nil after several
characteristic times, or about 6 s. The characteristic time varies inversely with soil

permeability, so, for a soil permeability of 10" m?, ©_ is 200 s. At this soil

permeability, the soil-gas pressure field requires about 600 s to stabilize once the wind

direction has shifted.




6.5.4 Simplified Representation of the Weighting Function

As described in Section 6.5.2, RapidSTART stores the weighting function,

S;(x,.z), in runtime memory. The amount of memory required to store the weights

depends on the length of the unit-step response, the spatial discretization of the soil and
building system, and the temporal discretization of the simulation. For a tight soil this
memory requirement can be large. For example, at a soil perm;aability of 10" m’, the
unit-step response reaches steady state after about 10° s. The physical discretization of
the soil block contains about 40,000 control volumes. If we consider a simulation that

uses a time step of 5 s and allows for three wind directions, S ; (x, Y, z) requires about

19,000 Mbytes of storage. Current computers cannot practically store this amount of
information in runtime memory. We note that, for this dissertation, simulations have
only been performed at soil permeabilities of 10® and 107 m?, and that neither of these
scenarios present runtime memory problems. However, we intend to perform
simulations with tighter soils in the future, and therefore require a method to
significantly reduce this memory requirement.

Parameterizing the weighting function at each point in the soil block over the
time required for the system to reach steady state is a practical and effective method of
reducing the program’s memory requirements. An exponential ingrowth to a steady-

state value closely approximates the weighting function:

S;(x,%.2)=S..(x,3,.2)+[S,(x.y,.2)~ S..(x, 5. z)] exp{-A(x, y, 2 )j — 1)} (6.20)
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where A(x,y,z) (-) is a fit parameter, and S,(x,y,z) and S_(x,y,z) are the weighting

functions (Pa s) for the initial and final time intervals, respectively. This
characterization of the weighting function requires only three parameters for every
point in the soil block: S, (x,¥,z), S..(x,y.z), and A(x,y,z), and therefore significantly
reduces the runtime memory requirements of the simulation. For tighter soils, more
complicated curve-fitting methods may be necessary to approximate the time evolution
of the weighting function. We have described this exponential technique here because
the method reduced the memory requirements substantially, and, in a simple validation

test, was effective for a soil permeability of 10 m?.

6.6 Validation of RapidSTART

This section presents four sets of validation tests of the RapidSTART model.
We first use RapidSTART to simulate several of the one-dimensional test cases
presented in Chapter 5. Second, we perform model simulations of transient soil-gas
and radon flow in a two-dimensional sectidn of a full-scale house and soil system.
Comparisons of RapidSTART’s soil-gas and radon entry predictions to those from the
finite-difference model (START) are presented. Third, RapidSTART’s convergence to
a steady-state soil-gas entry rate is compared to START predictions. Finally, we use
RapidSTART to predict soil-gas and radon entry into the Small Structures test
basement, and make comparisons to experimental measurements. Table 6.1 describes

these validation tests, labeled as “validation scenarios” 1 - 4.
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Table 6.1. The four validation tests of RapidSTART

Validation ' Description Section  Figure(s)
Scenario
1 Analytical solution validation 6.6.1 6.3-64
2 Comparison to START for a two-dimensional 6.6.2 6.5-6.10
section of the house and soil geometry
3 Steady-state convergence for three wind-incidence 6.6.3 6.11
angles
4 Comparison to experimental measurements from the 6.6.4 6.12

Small Structures Facility

6.6.1 Analytical Solution Validation (Validation Scenario 1)

Figures 6.3 and 6.4 present comparisons of RapidSTART predictions to the

analytical solution (equation (5.28)) of the pressure 37.5 cm from the front end of a soil

column subject to a fluctuating pressure boundary condition. Equations (5.25) - (5.27)

giVe the boundary and initial conditions for this test. The simulations were performed

for soil permeabilities of 10 and 10"° m®. Figures 6.3 and 6.4 are analogous to

Figures 5.4 and 5.5, which demonstrated the accuracy of the finite-difference code

START. Figures 6.3 and 6.4 show that, for the two soil permeabilities tested,

RapidSTART simulated this scenario with the same high level of accuracy as did

START.
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6.6.2 Comparison to START for a Two-Dimensional Geometry (Validation

Scenario 2)

This section compares START and RapidSTART simulation results for a two-
dimensional section of the full-scale house model presented in Chapter 4. For these
tests, we used a section of the soil block centered on the house and paralle] to the
10.4 m side of the house. The ground-surface pressure field corresponded to boundary
layer 1 at a wind-incidence angle of 0° (see Figure 3.5 (f)). Figures 6.5 and 6.6 show
the fluctuating wind speed and dynamic pressure used as input for the tests, which were
conducted for soil permeabilities of 10 and 10™° m*. The two tests use different wind
dynamic pressure profiles since generating the START solution for the tighter soil is
computationally very expensive. A shorter START simulation time for the 10™° m” soil -
demonstrates the accuracy of the RapidSTART model without requiring excessive
CPU time.

Figures 6.7 and 6.8 present the comparisons for a soil pérmeability of 10% m’.
Figures 6.9 and 6.10 show the analogous simulations for a soil permeability of 107" m?.
These figures demonstrate excellent agreement between RapidSTART and START.
Additionally, the RapidSTART simulation was 350 times faster than START at a soil

permeability of 10 m?, and 3500 times faster than START at 10"° m?.

6.6.3 Steady-State Convergence for Three Wind-Incidence Angles (Validation Scenario 3)

We validate the fluctuating wind direction portion of RapidSTART by insuring

that the model converges to the correct steady-state soil-gas entry rate for each of the -
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wind directions under consideration. This validation scenario considers a constant
3.6ms’ wind speed, a wind-incidence angle that switches from 0° to 45° to 90°, and a
soil permeability of 10 m®. The simulation allows sufficient time between each change
of wind direction for the soil-gas pressure field to stabilize. We compare the predicted
soil-gas entry rate at each of the wind directions to the result from a steady simulation
performed by START. Figure 6.11 presents the result of this simulation; the steady-

state values calculated by RapidSTART fall within 0.1% of those predicted by START.

6.6.4 Experimental Validation of RapidSTART (Validation Scenario 4)

This section presents a comparison between RapidSTART predictions and
experimental measurements from the Small Structures Facility. The scenario
considered here takes as input the same experimental data used to validate START in
Section 5.5.2. For conciseness, we refer the reader to Section 5.5.2 for details of the
experimental setup and measurement techniques.

One significant difference exists between the START simulation shown in
Chapter 5 and the RapidSTART simulation described here. The START simulation
assumed a homogeneous soil porosity field, while the RapidSTART simulation applies
a depth-dependent porosity profile, determined from soil cores taken at the site. The

porosity profile used is

€ =045 for z<16m (6.21)
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€ =-0.33z+0.98 for 22>z216m (6.22)

£ =025 for z222m (6.23)

where€ is the air filled porosity (-), and z is the depth into the soil (m). This porosity
profile was unavailable at the time we conducted the START simulations. Thus, the
unit-step response for the RapidSTART simulation differs from the unit-step response
that would be determined for the system presented in Figure 5.10.

Figure 6.12 presents the comparison between the simulation predictions and the
experimental measurements. RapidSTART predicted the average radon entry rate over
the two hour period to within 14% of the measured value. The difference in the
porésity profiles between the RapidSTART simulation and the START simulation
presented in Section 5.5.2 preclude a detailed comparison between the two models’
predictions. Nevertheless, the results presented in this section demonstrate
RapidSTARTs ability to accurately simulate transient soil-gas and radon transport

under real conditions.

6.7 Conclusions
We have developed a novel and efficient technique to simulate transient soil-gas
and radon transport around buildings. The technique, based on Duhamel’s theorem, is

used in RapidSTART to compute the soil-gas pressure and velocity fields.
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RapidSTART applies a finite-difference technique to evaluate the soil-gas radon
concentration field. In contrast to previous applications of Duhamel’s theorem,
parameters of the flow field (i.e., the soil-gas pressure and velocity) are calculated at
each time step. RapidSTART decreases the computational time for three-dimensional
simulations by orders of magnitude compared with a standard finite-difference
approach. We also present a method to reduce the runtime memory requirements of
the program, which can be large. Preliminary use of this method gave good results for
a soil permeability of 10° m®. The model’s performance was tested in four validation
scenarios, including comparison to experimental measurements from a well-
characterized basement structure. RapidSTART performed well in all of the test cases.
The simulation technique introduced here is general; we expect the method can
be applied productively to many complex, linear system subject to transient boundary
conditions. For example, the transport and entry into buildings of other soil-gas
contaminants (e.g., VOC’s) could be examined with the methods employed in
RapidSTART. We are currently investigating the applicability of this modeling

technique to other systems of environmental interest.
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Figure 6.1. Wind dynamic pressure discretization for Duhamel’s Theorem.
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Figure 6.3. Comparison of analytical and numerical predictions of the soil-gas disturbance
pressure at 37.5 ¢m in the soil column (validation scenario 1). The soil permeability is 10° m®.
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Figure 6.4. Comparison of analytical and numerical predictions of the soil-gas disturbance
pressure at 37.5 cm in the soil column (validation scenario 1). The soil permeability is 10 m°.
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Figure 6.5. Wind dynamic pressure and speed for simulation of the two-
dimensional geometry at a soil permeability of 107° m? (validation scenario 2).
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Figure 6.6. Wind dynamic pressure and speed for simulation of the two-

dimensional geometry at a soil permeability of 10° m® (validation scenario 2).
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Figures 6.7. Soil-gas flow into the basement for a fluctuating wind at a soil

permeability of 10 m? (validation scenario 2).
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Figures 6.8. Radon entry into the basement for a fluctuating wind at a soil
permeability of 10°® m? (validation scenario 2).
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Figures 6.9. Soil gas flow into the basement for a fluctuating wind at a soil
permeability of 107° m? (validation scenario 2).
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Figures 6.10. Radon entry into the basement for a fluctuating wind at a soil
permeability of 107°m? (validation scenario 2).
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Figure 6.11. Soil-gas entry rate for a wind direction that switches from
0° to 45° to 135°. The soil permeability is 10° m®. The predicted
steady-state soil-gas entry rates for each wind direction and soil
permeability are within 0.1% of the values calculated from the
steady-state simulations (validation scenario 3).
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CHAPTER 7

IMPACT OF FLUCTUATING WINDS ON RADON TRANSPORT AND

ENTRY INTO BUILDINGS

7.1 Abstract

The effects of wind on radon transport and entry into buildings can be
substantial. As demons;trated in Chapter 4, a steady, wind-induced ground-surface
pressure field can dominate predictions of soil-gas and radon entry rates. This chapter
extends our investigation by using the START and RapidSTART models, developed in
Chapters 5 and 6, to simulate soil-gas and radon flows around a building in the
presence of fluctuating winds. Three sets of simulations, each with a different wind
signal, are performed for soil permeabilities of 10® and 10" m* The characteristics of
the wind signals were chosen to elucidate the effects of fluctuating wind speeds and
directions on radon entry rates. For these two soil permeabilities, wind speed
fluctuations typical of the peak in the wind-speed power spectrum have a negligible
impact on the predicted radon entry rate. However, ignoring the fluctuating
components of a real wind signal altered the predicted radon entry rate by 21%. A
fluctuating wind direction that oscillated 180° diurnally increased the predictions by

30%. This chapter also demonstrates RapidSTART’s ability to simulate the effects of

fluctuating winds on soil-gas and radon transport. To our knowledge, the work




presented here represents the first time this technique has been applied to simulate the

transport of a subsurface contaminant.
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7.2 Nomenclature

Cur spatial average of the normalized soil-gas radon concentration (-)
C. deep-soil radon concentration in the soil gas (Bq m™)

E(z) normalized radon entry rate (m’ s™)

E time-averaged normalized radon entry rate (m’ s™)

n frequency s

N number of periods (-)

‘P power in the wind signal (m? s%)

p,. (1) wind dynamic pressure (Pa)

p. time-averaged wind dynamic pressure (Pa)

t time (s)

T period (s)

u, shear velocity (m s

V., eave-height wind speed (m s™)

Ve,,, fluctuating component of the eave-height wind speed (m sh
Z,, eave height (3 m)

Z roughness length (m)




Greek letters
K von Karman’s constant (0.4)

P air density (1.2 kg m™)

Note: (-) indicates a nondimensional variable.
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7.3 Introduction

Chapter 4 demonstrated that steady, wind-induced flushing of radon from soil-
gas can strongly affect the predicted radon entry rate into a building. Depending on the
soil permeability, this phenomenon can dominate predictions of steady-state indoor
radon concentrations. In reality, though, winds fluctuate in both speed and direction,
and the impacts of transient winds on radon transport and entry into buildings are
unknown. We developed the START and RapidSTART models, described in Chapters
S and 6, to investigate these features of real winds.

DSMA Atcon Ltd. (1985) conducted the only previously reported radon
transport study that included time varying winds. Their modeling investigation
constrained the wind speed and direction only to vary discretely on hourly intervals,
thereby excluding effects of short term wind ﬂuctﬁations. The numerical model also
ignored key features of radon’s subsurface transport, including diffusion through the
soil. Finally, the investigators aid not attempt to quantify the role of the fluctuating
wind speed or direction on radon entry rates. We will address these issues using the
RapidSTART model.

This chapter has two main goals. First, we demonstrate RapidSTART’s ability
to model a geometrically complex, transient soil-gas and radon transport problem.
Since Duhamel’s theorem has not previously been applied to simulate the transport of a

subsurface contaminant, this demonstration represents an important advance.
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Second, we use RapidSTART to investigate the role of transient winds in
affecting soil-gas and radon entry into buildings. Section 7.4 describes three sets of
simulations, each with an input wind signal chosen to highlight the impacts a fluctuating
wind speed or direction might have on the radon entry rate. Section 7.5 presents and
analyzes the RapidSTART simulation results. Comparisons between time-averaged
transient and steady-state predictions isolate the impacts fluctuating winds have on
radon chtry‘ Although the simulations performed here do not represent an exhaustive
study of the role of transient winds in near-surface soil-gas and radon transport, they
illustrate the important features of the topic. The results also establish the relative
importance of the fluctuating and steady components of wind and indicate directions

for further research.

7.4 Methods

This section describes the RapidSTART simulations used to investigate the
impacts of fluctuating winds on soil-gas and radon entry into the prototypical house
described in Sections 4.4.2 and 4.4.5. Section 7.4.1 presents the first set of simulations
(labeled simulation scenario 1), which predicts soil-gas and radon entry rates in the
presence of a hypothetical variable speed, constant direction wind. We perform
RapidSTART simulations with actual wind data collected at the Richmond Field
Station (RFS) in Section 7.4.2 (simulation scenario 2). Finally, in Section 7.4.3 we
model an artificial, constant speed wind signal that fluctuates diurnally between wind-

incidence angles of 0° and 180° (simulation scenario 3). This simulation imitates wind
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conditions characteristic of coastal regions, and illustrates the effects of large, periodic
changes in wind direction. As in Chapter 4, this chapter reports normalized radon entry
rates and soil-gas radon concentrations. Table 7.1 summarizes the input wind signals

for each of the three simulation scenarios.

Table 7.1. The RapidSTART simulation scenarios.

Simulation Description Sections  Figures
Scenario
1 Fluctuating wind speed simulations 7.4.1, 72,73
7.5.1
2 Simulations with the RFS wind data 7.4.2, 7.1,74,
7.5.2 7.5
3 Diurnally fluctuating wind direction simulations 7.4.3, 7.6,7.7
7.5.3

7.4.1 Fluctuating Wind Speed (Simulation Scenario 1)

Simulation scenario 1 considers the impacts on radon entry of a wind signal
with a constant wind-incidence angle (0°) and a fluctuating speed. We use the
characterization of the atmospheric boundary layer presented by Teunissen (1980) to
generate the wind speed component of the signal. Teunissen reports, for the “modified
Kaimal model,” that the peak of the horizontal wind-speed power spectrum occurs

approximately at the frequency n (s™'), given by

rz002Ya @

Zeh
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where V,, is the eave height wind speed (m s™) and z,, is the eave height (3 m). With

an eave-height average wind speed of 3.6 ms™, n is 0.024 s, corresponding to a
period, T, of 42 s. This mean wind speed, 3.6 m s™, is the 50" percentile wind speed
for Spokane, Washington, over a period of 25 years (see Chapter 4).

The power, P (m® s, at the peak of the spectrum (n = 0.024 s") defines the
size of the wind speed fluctuation. Teunissen (1980) approximates the power in the

wind signal as

105u,’z,, (7.2)
——n
Ve
P= 57
33zeh ?
(0.44 + —‘/e ) n)

KV (7.3)

where z, is the roughness length (m) and x is von Karman’s constant (0.4). For the
simulations presented here, z, equals 0.1 m, corresponding to the “countryside”

boundary layer (see Chapter 3).
From equation (7.2), the wind speed fluctuation (calculated as VP ) at the peak

frequency in the power spectrum is 0.57 m's”. We use a wind speed with a mean of
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3.6m s and a sinusoidally varying component of 0.57 m s* to define the wind dynamic

pressure signal, p_(z) (Pa). In particular,

Pu(1) = 5 p(3:6+ 057 sin(2mns)) (1.4)

where p is the air density (1.2 kg m'3) and r is time (s).
For fluctuating winds, the predicted radon entry rate into the structure is a
function of time. To quantify the impacts of a periodic wind, and to make comparisons

to the case of steady winds, we compute a time-averaged, normalized radon entry

rate, E (m3 sy

j E@r) dt (7.5)

—_0
E=—%7

where E(r) is the normalized radon entry rate (m*s"and N (-) is the number of

periods over which the average is taken. The normalized radon entry rate is the radon
entry rate (Bq s*) divided by C_. (Bq m™), the soil-gas radon concentration deep in the
soil. A typical value for C_ is 30 kBq m'3_ (Nazaroff, 1992). For the simulations
reported here, the integral in equation (7.5) is evaluated for ten periods after the radon
entry rate has reached a steady oscillation. RapidSTART simulations with the input
wind signal defined by equation (7.4) are performed for soil permeabilities of 10® and

10" m®. We take a 1 s time step for the 10® m” soil and a 5 s time step for the 10" m’

soil.




7.4.2 Varying Wind Direction (Simulation Scenario 2)

This section describes two RapidSTART simulations, each using a real,
fluctuating wind signal. The wind signal was collected as part of a full-scale radon
mitigation experiment at the RFS. An MRI weather statibn placed 5 m above the ridge
of the test house’s roof simultaneously measured the wind speed and direction.

The first simulation assumes a constant wind speed, caiculated as the average
wind speed over a 9000 s section of the experimental data. The wind direction,
however, is permitted to vary according to the real wind signal. The second simulation
allows both the wind speed and direction to vary as the data prescribe.

As the wind-incidence angle varies, the relative depressurization of a real house
also varies. In Chapter 4 we related the house depressurization to the wind dynamic
pressure through a pressure coefficient. FLUENT (1993) simulations of the air flow
over the house were used to determine this pressure coefficient. The RapidSTART
simulations presented here apply the single pressure coefficient determined in Chapter 4
to all three wind-incidence angles. The method of Feustel (1985) indicates that the
pressure coefficients for wind incident at 45° and 90° are 1.1 and 0.90 times the
pressure coefficient for wind incident at 0°, respectively. This relatively small variation
of pressure coefficient with wind direction should be included in future simulations.

Figure 7.1 presents a portion of the wind speed and direction signals collected
at the RFS. The average wind speed and direction over 9000 s of the wind signal are

5.1 ms™ and 201°, respectively. The simulated house is oriented to normalize the
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average wind-incidence angle to 45° (i.e., the center of the ground-surface pressure
field data). With this normalization, the wind has an incidence angle of 0°, 45°, and
90° for 12%, 71%, and 17% of the simulation period, respectively. |

The simulations begin with ground-surface pressure, soil-gas pressure, and soil-
gas concentration fields that correspond to the steady-state solution for aSlms’
wind incident at 45° to the house. We compare RapidSTART predictions of the time-
averaged radon entry rate to the predicted entry rate in ihe presence of a steady

5.1 ms™ wind with a wind-incidence angle of 45°.

7.4.3 Diurnally Oscillating Wind Direction (Simulation Scenario 3)

Simulation scenario 3 investigates the impacts on the radon entry rate of a wind
signal that oscillates diurnally between wind-incidence angles of 0° and 180°. The
input wind signal for this simulation has a constant speed of 3.6 m s and an incidence ‘
angle of 0° for 12 hours, followed by the same speed with an incidence angle of 180°
for the next 12 hours. We simulate, for a soil permeability of 107'° m?, the diurnal
oscillation of the wind direction for 10 days. The average radon entry rate of the
resulting steady oscillation is compared to the predicte:d steady-state entry rate for wind
incident at 0°.

A 180° rotation of the ground-surface pressure field and unit-step response for

the 0° wind-incidence angle provided these inputs for a wind-incidence angle of 180°.




This simple conversion allowed us to avoid the necessity of an additional START

simulation to generate the unit-step response at a wind-incidence angle of 180°.

7.5 Results and Discussion

7.5.1 Fluctuating Wind Speed (Simulation Scenario 1)

Figures 7.2 and 7.3 show time histories of the soil-gas and radon entry rates
into the house for simulation scenario 1: a constant wind direction and a wind speed
that has a mean of 3.6 m s and a fluctuating component of 0.57 ms™. The soil
permeabilities for Figures 7.2 and 7.3 are 10 and 107° m’, respectively. For a soil
permeability of 10 m®, the average normalized radon entry rate over 10 periods of the
steady oscillation is 3.4x10°m’ s”'. For a soil permeability of 107" m?, the average
steady-oscillation normalized radon entry rate is 7.5x10° m’ s™". Both of these entry
rates are only about 1% higher than the comparable steady-staté entry rate for a
constant wind speed of 3.6 m s incident at 0° to the house.

The time-averaged basement depressurization and ground-surface pressures
created by a fluctuating wind speed are larger than those generated by a constant wind

speed, even though the two cases have the same average wind speed. In particular, the

time-averaged wind dynamic pressure, p, (Pa), can be expressed as
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where V,, (ms™) is the size of the fluctuating component of the wind speed. For the

’

case presented here, V,, 1s0.57 m s, making the average of the fluctuating wind

dynamic pressure about 1% larger than the steady value. The larger average wind
dynamic pressure likely accounts for the 1% increase in the average radon entry rate.
For these two soil permeabilities, a fluctuating wind speed has a negligibly small impact
on the radon entry rate.

We expect, however, different effects for tighter soils and larger amplitude,
higher frequency wind speed ﬂ'uctuations. At some combination of lower soil
permeability and higher frequency, larger amplitude wind speed fluctuations, the
building will begin “pumping”, i.e., forcing basement air into the soil over a portion of
the wind speed signal. Robinson et al. (1995) have shown an analogous phenomenon

to be important in the presence of fluctuating atmospheric pressures.

7.5.2 Varying Wind Direction (Simulation Scenario 2)

This section presents the results of two simulations conducted at a soil
permeability of 10® m®>. We base the simulations on a 9000 s section of the RFS wind
signal (see Figure 7.1). Figure 7.4 presents a portion of the soil-gas and radon entry

rates predicted by RapidSTART for the first simulation. Here, the input wind signal
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has a constant speed of 5.1 ms™' and a direction that varies according to the real wind
signal. The time-averaged normalized radon entry rate over the 9000 s is

1.9x10°m® s™". For comparison, the normalized radon entry rate for a‘ steady 5.1 ms™
wind with a wind-incidence angle of 45° is 1.7x10° m’ s™'. Therefore, ignoring the
fluctuating wind direction produced a 12% error in the predicted radon entry rate.

Figure 7.5 presents a portion of the soil-gas and radon entry rates predicted by
RapidSTART for the second simulation. In this case, both the wind speed and
direction vary according to the RFS wind signal. The time-averaged normalized radon
entry rate over the 9000 s period of the simulation is 2.0x10° m® s”'. The combination
of the fluctuating wind speed and direction increased the predicted radon entry rate
over the steady prediction by 21%.

Several factors associated with a fluctuating wind direction could contribute to
an increase in the predicted radon entry rate. First, the steady-state soil-gas entry rates
are different for wind-incidence angles of 0° and 90° than for a wind-incidence angle of
45°. Thus, for 29% of the simulation period, a different driving force for radon entry
(larger in this case) existed. Second, the transient soil-gas pressure field established by
the fluctuating wind direction affects the soil-gas concentration field. As we show in
the next section, this effect can be important when the steady-state radon concentration
fields established by the various wind-incidence angles are significantly different.
Finally, although not accounted for in this simulation, in a real house the basement

depressurization changes as the wind direction shifts. This fluctuation in basement
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pressure can cause pressure gradients near the footer-slab crack, thereby affecting the

soil-gas radon concentration field and the radon entry rate.

7.5.3 Diurnally Oscillating Wind Direction (Simulation Scenario 3)

This section presents the RapidSTART simulation predictions for the case of a
wind signal with a constant speed of 3.6 m s™* and a direction that oscillates 180° |
diurnally. Figure 7.6 shows a ten-day history of the predicted radon entry rate into the
basement (a) and the wind-incidence angle (c¢). Figure 7.6 (b) shows a parameter, C,,
(-), which represents the radon source available for entry into the basement. C,,  isthe
average of the normalized radon concentration in a plane surface bounded by the lower
interior edges of the basement footers. Chapter 4 applied the same parameter to
demonstrate the flushing of soil-gas radon caused by steady winds (see Figure 4.7).

The simulation shown in Figure 7.6 began with a constant wind speed of
3.6ms" anda wind—incicience angle of 0°. We imposed this boundary conditions until
the radon concentration field reached steady state (the figure does not show this
portion of the simulation). The first half day of simulation shows no change in the
radon entry rate since, during this period, the boundary conditions are equivalent to
those of the steady-state solution.

After about eight simulation days the radén entry rate into the basement has
reached a steady oscillation. The time-averaged steady-oscillation radon entry rate is

9.5x10° m* s™'. The corresponding steady-state normalized radon entry rate in the
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presence of a 3.6 m s wind with an incidence angle of 0° is 7.3x10° m® s”\. Therefore,
the diurnally oscillating wind direction resulted in about a 30% increase in the average
radon entry rate into the basement.

A higher time-averaged soil-gas radon concentration near the basement is
responsible for this increase in radon entry rate. As Figure 7.6 (b) indicates, the source
of radon available for entry into the basement increased over the ten-day simulation
period. The time-averaged steady-oscillation value for C,, . is 0.86, a 20% increase
over the initial value of 0.71.

We explain the increase in C,, = by examining the impact of the oscillating wind

char
direction on the soil-gas radon concentration field. Figure 7.7 shows a contour plot of
the normalized soil-gas radon concentration surrounding the basement in a section
centered on the house and parallel to a steady wind. In this figure, the constant wind
speed and direction are 3.6 m s and 0°, respectively. Notice the relatively high soil-
gas radon concentration on the leeward side of the basement compared to the
windward side. This concentration profile resulfs from the wind-induced bulk soil-gas
flow under the basement (see Section 4.5.2).

As the wind switches direction from 0° to 180°, the soil gas on the leeward side
of the house moves toward the basement and the entry points of the building. Over
time, the diurnally oscillating ground-surface pressure field produces a relatively

enriched radon concentration field adjacent to the house. Therefore, the radon entry

rate increases, even though the soil-gas entry rate remains the same.
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7.6 Conclusions

We performed three sets of RapidSTART simulations to investigate the impacts
of fluctuating winds on radon entry rates. The first set of simulations isolated the effect
of a fluctuating wind speed (with constant wind direction) on the radon entry rate.
RapidSTART took as input a sinusoidal wind speed signal with a period of 42 s, a
mean of 3.6 m s, and a fluctuating component of 0.57 ms™'. These parameters
correspond to the peak in a typical horizontal wind-speed power spectrum. The
simulations indicated, for both soil permeabilities, that wind speed fluctuations of this
character have a negligible impact on the radon entry rate.

| The second set of simulations investigated the impacts of a fluctuating wind

direction on radon entry rates. A wind signal collected at the RFS was used as input to
RapidSTART. We calculated the time-averaged radon entry rate over a 9000 s period,
and compared this value to the predicted steady-state radon entry rate. For a soil
permeability of 10 m?, the time-averaged radon entry rate predig:ted in the presence of
a wind with constant speed and fluctuating direction was 12% higher than if a steady
wind had been assumed. A simulation was also performed that allowed both the wind
speed and direction to vary as prescribed by the real wind signal. This combination
increased the time-averaged radon entry rate by 21% over the steady-state prediction.

The final simulation considered a wind signal with a constant speed and a

direction that oscillated 180° diurnally. The fluctuating wind direction increased the

time-averaged radon entry rate by about 30%. The diurnal oscillation of the wind




established a relatively enriched soil-gas radon concentration field adjacent to the
basement. Although the soil-gas entry rate is unchanged, the larger source of radon
near the entry points of the building results in an increased radon entry rate.

These simulations provide insight into the magnitude of the effect fluctuating
winds have on radon entry into buildings. For soil permeabilities of 10 and 10™'° m?,
fluctuating wind speeds characteristic of the peak in the wind-speed power spectrum
have a negligible effect on the radon entry rate. Ignoring the fluctuating components of
wind speed and direction for the RFS wind signal altered the radon entry rate by 21%.
A diurnally oscillating wind signal led to an increase in the predicted radon entry rate of
30%. We conclude that, for the soil permeabilities considered, the overall effect of
transient winds on radon entry rates is small to moderate. The impact of fluctuating
winds on radon entry in tight soils remains an unresolved issue.

This chapter has demonstrated the applicability of RapidSTART to the
modeling ofa geometrically complex, transient soil-gas and radon transport problem.
Comparable simulations with a finite-difference or finite-element model would have
required three orders of magnitude more computational time, rendering such models
practically useless for this type of simulation. In the context of wind-induced soil-gas
and radon transport, the use of RapidSTART has made the analysis of transient winds

tractable.
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Figure 7.1. A portion of the Richmond Field Station wind data. The signal
used in the RapidSTART simulation is 9000 s long (simulation scenario 2).
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Figure 7.2. Predicted soil-gas and normalized radon entry rates into a building for

a constant wind direction and a wind dynamic pressure given by equation 7.4. The
soil permeability is 10® m? (simulation scenario 1).
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Figure 7.3. Predicted soil-gas and normalized radon entry rates into a building for

a constant wind direction and a wind dynamic pressure given by equation 7.4. The
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for simulation scenario 2. The wind speed and direction follow the data presented in
Figure 7.1. The soil permeability is 10° m?.
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CHAPTER 8

CONCLUSIONS

8.1 Summary

The interaction of the atmospheric boundary layer with buildings and near-
surface soils can strongly affect soil-gas and radon entry into houses. In particular,
radon entry rates and indoor concentrations can be dominated by the ground-surface
pressure field created when wind blows over a building. Before this work, the impact
of wind on indoor radon concentrations, and therefore human exposures, was poorly
understood.

We began our investigation of this subject by performing wind-tunnel
measurements of the wind-induced ground-surface pressure field. Experiments were
conducted for several Wind—incidence angles, two house geometries, and two
atmospheric boundary layer structures. The experimental results demonstrated that
perturbations in the house geometry and in the atmospheric boundary layer structure
(i.e., the roughness length and displacement height) do not significantly affect the wind-
induced ground-surface pressure field.

We also performed numerical simulations of wind’s interactions with a
building’s superstructure using a comrﬂercia] computational fluid dynamics code
(FLUENT, 1993). Comparisons between the simulated and experimentally measured

ground-surface pressure fields were made to determine whether, for this problem,
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computational methods are a viable alternative to the relatively expensive wind-tunnel
experiments. Although k-¢ turbulence models have fundamental limitations when
applied to a system with separated flow (Murakami, 1993), we found FLUENT s
predictions sufficiently accurate to simulate wind-induced sbil—gas and radon transport.

The experimentally measured ground-surface pressure fields were used to
investigate the impacts of steady winds on soil-gas and radon transport and entry into
buildings. We also employed a previously tested three-dimensional numerical model of
soii-gas and radon transport (Gadgil et al., 1991; Bonnefous et al., 1992) and an
establishéd model for determining ventilation rates in the presence of wind (Sherman,
1992). With these tools and experimental data, we examined the complex soil-gas flow
patterns produced by the wind-induced ground-surface pressure field. This
investigation demonstrated that the bulk soil-gas flow created by wind flushes radon
from the soil adjacent to the basement. For a broad range of soil permeabilities, two
wind speeds, and two wind directions, we quantified the extent of this flushing and the
accompanying decrease in radon entry rates and indoor radon concentrations.

The reduction in radon entry caused by the wind-induced ground-surface
pressure field depends strongly on soil permeability. For example, for a wind speed of
8.3 m s and a soil permeability of 10" m?, the predicted radon entry rate is a factor of
3 lower than predicted while ignoring the wind-induced ground-surface pressure ﬁeld.

For the same wind speed, and a soil permeability of 10° m’, the predicted radon entry

rate is reduced by a factor of 60.




We also examined experimental measurements of the time-dependent soil-gas
radon concentration beneath several houses as a function of wind conditions. These
measurements support our contention that wind can reduce the soil-gas radon
concentration adjacent to a house. This combination of experimental and modeling
evidence leads us to conclude that steady wind-induced ground-surface pressure fields
play a significant role in determining radon entry rates into residential buildings.

Motivated by the large impacts of steady winds, we became interested in the
effects of fluctuating winds on radon transport and entry into houses. At that time,
models did not exist to simulate the three-dimensional, transient soil-gas and radon
flows generated in the presence of real winds. As a result, the impacts of transient
winds on radon entry rates were unknown. We therefore developed a suite of tools to
examine this problem.

The first of these tools is a transient, three-dimensional, finite-difference model
named START (Simulation of Transient Air and Radon Transport). START combines
previously reported techniques for simulating steady soil-gas and radon transport
(Loureiro et al., 1990; Bonnefous, 1994) and a temporal discretization method
described by Patankar (1980). To validate START, we compared simulation
predictions to several analytical solutions. Also, START simulation predictions were
compared to experimental measurements of soil-gas and radon entry rates into a
structure located at the Small Structures Facility (Robinson and Sextro, 1995). Over a
two-hour period, and withoui any fitted parameters, START predicted the time-

averaged radon entry rate into the structure to within 3% of the experimental
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measurements. These analytical and experimental tests demonstrate that START can
accurately simulate transient, three-dimensional soil-gas and radon flows, and that the
model can simulate both one- and two-dimensional geometries efficiently. However,
because the three-dimensional house and soil system we wish to consider requires a fine
spatial and temporal discretization, the computational requirements for a START
simulation in the presence of fluctuating winds can be prohibitive. For this reason, we
employ START as a preprocessor for the RapidSTART model, described below.

To make the transient, three-dimensioﬁal wind simulations tractable, we
developed a novel modeling technique based on Duhamel’s theorem (Duhamel, 1833;
Myers, 1987). The model, named RapidSTART, applies Duhamel’s theorem to
compute the soil-gas pressure and velocity fields generated by fluctuating pressure
boundary conditions. Given the transient velocity field, we then use a finite-difference
method to calculate the soil-gas radon concentration field. Implementing the Duhamel
technique in the RapidSTART model led to a reduction in simulation runtime,
compared to the standard finite-difference model, of the order of 1000.

RapidSTART requires as input a unit-step response, generated by START, to
characterize the temporal response of the soil-gas pressure field to a step change in the
pressure boundary conditions. For the simulations presented in this dissertation, the
fluctuating ground-surface pressure field and the basement depressurization are the
boundary conditions of interest. We use the eave-height wind dynamic pressure as the
independent variable that controls the wind-speed dependence of the ground-surface
pressure field and basement depressurization. RapidSTART models the impacts of
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fluctuating wind directions on the soil-gas pressure field by applying the three ground-
surface pressure fields described in Chapter 3. We also present a general method to
generate a finer and broader discretization of the wind-incidence angle.

We performed several validation tests of the RapidSTART model. First,
simulation predictions of soil-gas and radon transport in a one-dimensional soil column
were compared to analytical soiutions. RapidSTART predicted conditions in the soil
column very accurately. Second, we compared RapidSTART and START predictions
of soil-gas and radon entry into a two-dimensional section of a house exposed to a
fluctuating wind speed. The match between the RapidSTART and START simulations
was excellent. Finally, we compared RapidSTART simulation predictions with
experimental measurements of the radon entry rate into a basement at the Small
Structures Facility (Robinson and Sextro, 1995). RapidSTART’s predictioﬁs of the
average radon entry rate over a two-hour period was within 14% of the experimental
measurements. This combination of analytical and éxperimental validation tests
demonstrates RapidSTART’s ability to accurately simulate transient, three-dimenéional
soil-gas and radon transport and entry into buildings.

Using the RapidSTART model, we explored the impacts of fluctuating wind
speeds and directions on radon entry into a prototypical house. Simulations were
performed for several wind signals and two soil permeabilities. Our resﬁlts indicate
that wind speed fluctuations characteristic of the peak in the wind-speed power
spectrum have a negligible impact on the time-averaged radon entry rate into the

building. However, ignoring the fluctuating speed and direction of a real wind signal
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led to errors of 21% in the predicted radon entry rate. Errors of 30% in the predicted

radon entry rate occurred when a diurnal oscillation of 180° in wind direction was
ignored. We conclude that, for the soil permeabilities considered, the fluctuating
components of wind have a small to moderate impact on predicted radon entry rates.
We expect these conclusions also apply qualiiatively to slab-on-grade and crawl space

houses.

8.2 Directions for Future Research

The impacts of fluctuating winds on radon entry into buildings situated in low-
permeability soils remains an unresolved issue. RapidSTART simulations of tighter soil
conditions will allow us to investigate the impacts of wind-induced soil-gas pumping on
radon entry rates.

For tight soil permeabilities (i.e., less than about 10! m?), the runtime memory
requirements of RapidSTART can be large. To address this problem, we introduced
the concept of curve-fitting the weighting functions at each point in the soil block over
the time required for the unit-step response to reach steady state. The exponential
curve fit that performed well for a soil permeability of 10® m? may be insufficiently
precise for tighter soils. One should, therefore, consider other curve-fitting techniques.
Since the unit-step response is a smooth function of time, we expect this effort will be
straightforward.

To thoroughly characterize the effects of fluctuating winds, one could use

RapidSTART to generate a frequency response of the radon entry rate into a
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protbtypical house. For a broad range of soil permeabﬂities, such an investigation
would determine the relative attenuation or enhancement of the radon entry rate as a
function of wind speed fluctuation frequency and magnitude.

The transport and entry into buildings of other subsurface contaminants, such as
VOC'’s, can be affecfed by fluctuating environmental conditions (Garbesi, 1988; Little
et al., 1992). Understanding the impacts these conditions have on contaminant entry
into buildings is critical to predicting and controlling human exposures. The results and
the tools presented in this dissertation apply to the development of such an
understanding. For example, the current version of RapidSTART can predict the soil-
gas flow field responsible for the entry of any gaseous contaminant into a house.
Including retardation coefficients and biological degradation tenns in the concentration
field computations (Falta et al., 1995) will allow RapidSTART to simulate subsurface
VOC transport. With these modifications, RapidSTART could be used to study the
environmental and structural factors governing indoor air concentrations of VOC'’s that
originate in soil.

The design of passive or low-energy radon mitigation systems requires an
understanding of the interactions of wind with the mitigation system and the soil-gas
pressure and concentration fields. RapidSTART could be applied to understand the
impacts of steady and fluctuating winds on the system’s performance, thereby aiding
design improvements.

The linear superposition technique applied in the RapidSTART model may also

* have application to the simulation of other complex, transient linear systems. For

-
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example, the technique could prove useful in heat transfer models that simulate building
energy use (Simulation Research Group, 1991) and structural and earthquake building

models.

8.3 Closing Remark

The research presented in this dissertation has given us an understanding of the
impacts of wind on radon entry into buildings. Although the building and soil systems
studied were intentionally simplified, the results and insights apply to a range of
problems. The development and validation of the RapidSTART model represents an
important result of this research. We demonstrated that RapidSTART accurately
predicts soil-gas and radon entry rates into buildings while reducing simulation
runtimes by three orders of magnitude. To our knowledge, the research presented here
represents the first time this technique has been applied to a subsurface contaminant
transport problem.

The simulation technique employed in RapidSTART presents a broad range of
potential applications for the simulation of other complex, linear systems. Because of
the potential to drastically reduce simulation runtimes while simultaneously maintaining
the accuracy of the underlying model, investigations into other applications may prove

fruitful.

264




8.4 References

Bonnefous Y. C. (1994) Etude numerique des systemes de ventilation du sol pour
diminuer la concentration en radon dans I'habitat, Ph.D. Thesis, report LBL-34244,
Lawrence Berkeley National Laboratory, Berkeley, CA.

Bonnefous Y. C., Gadgil A. J., Fisk W.J, Prill R. J., and Nematollahi A. R. (1992)
Field study and numerical simulation of subslab ve.ntilation systems, Environ. Sci.
Technol. 26, 1752-1759.

Duhamel (1833) Memoire sur la methode generale relative au mouvement de la chaleur
dans les corps solides plonges dans les milieux dont la temperature varie avec le
temps, J. Ec. Polyt. Paris 14, 20.

Falta R. W., Pruess K., Finsterle S., and Battistelli A. (1995) T2VOC user's guide,
report LBL-36400, Lawrence Berkeley National Laboratory, Berkeley, CA.

FLUENT (1993) v4.2, Fluent Incorporated, Centerra Resource Park, 10 Cavendish
Court, Lebanon, NH. |

Gadgil A. J., Bonnefous Y. C., Fisk W. J, Prill R. J., and Nematollahi A. (1991)
Influence of subslab aggregate permeability on SSV performance, report LBL-
31160, Lawrence Berkeley National Laboratory, Berkeley, CA.

Garbesi K. (1988) Experiments and Modeling of the Soil-Gas Transport of Volatile

Organic Compounds into a Residential Basement, MS Thesis, report LBL-25519

Rev., Lawrence Berkeley National Laboratory,




Little J. C., Daisey J. M., and Nazaroff W. W. (1992) Transport of subsurface
contaminants into buildings: An exposure pathway for volatile organics, Environ.
Sci. Technol. 26, 2058-2066.

Loureiro C. O., Abriola L. M., Martin J. E., and Sextro R. G. (1990) Three-
dimensional simulation of radon transport into houses with basements under
constant negative pressure, Environ. Sci. Technol. 24, 1338-1348.

Murakami S. (1993) Comparison of various turbulence models applied to a bluff body,
J. Wind Eng. Ind. Aerodyn. 46 & 47, 21-36.

Myers G. E. (1987) Analytical Methods in Conduction Heat Transfer, Gentum
Publishing Corporation, Schenectady, NY.

Patankar S. V. (1980) Numerical Heat Transfer and Fluid Flow, Hemisphere
Publishing, New York, NY.

Robinson A. L. and Sextro R. G. (1995) Direct measurements Qf soil-gas entry into an
experimental basement driven by atmospheric pressure fluctuations, Geophysical
Research Letters 22, 1929-1932.

Sherman M. H. (1992) Simplified modeling for infiltration and radon entry, report
LBL-33962, Lawrence Berkeley National Laboratory, Berkeley, CA.

Simulation Research Group (1991) DOE-2 basics, report LBL-29140, Lawrence

Berkeley National Laboratory, Berkeley, CA.

266




