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ABSTRACT

High-temperature laser target implosions can be achieved by using relatively thin-
shell targets, and they can be diagnosed by doping the fuel with krypton and measuring
K-shell and L-shell lines. Electron temperatures of up to 5 keV at modest compressed
densities (~ 1- Sg/ cm3) are predicted for such experiments, with ion temperatures
peaking above 10 keV at the center. It is found that the profiles of low-opacity (optically
thin) lines in the expected density range are dominated by the Doppler broadening and
can provide a measurement of the ion temperature if spectrometers of spectral resolution
AN = 1000 are used. For high-opacity lines, obtained with a higher krypton fill pressure,
the measurement of the escape factor can yield the pR of the compressed fuel. At higher
densities, Stark broadening of low-opacity lines becomes important and can provide a

density measurement, whereas lines of higher opacity can be used to estimate the extent

of mixing.
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L INTRODUCTION

High-temperature laser target implosions can be achieved by using relatively thin-

shell targets. Electron temperatures of up to 5 keV at modest compressed densities

(~1-5 g/cm3) are predicted for these targets.! The corresponding ion temperatures are
predicted to be higher, peaking above 10 keV at the center. The purpose of this paper is to
explore the range of diagnostic methods made possible with the krypton doping of the
fuel. The emphasis will be on K-shell krypton lines, i.e., transitions to the ground states
of the helium-like and hydrogen-like ionic species. Detailed Kr Stark profile calculations
are used. It is found that the profiles of low-opacity (optically thin) lines in the expected
range of density are dominated by the Doppler broadening; they can provide a
measurement of the ion temperature if spectrometers of spectral resolution AA/A > 1000
are used. For high-opacity lines, obtained with a higher krypton fill pressure, the
measurement of the escape factor can yield the pR of the compressed fuel. At higher
densities, Stark broadening of low-opacity lines becomes important and can provide a
measurement of the density, whereas lines of higher opacity can be used £o estimate the
extent of mixing. These higher densities stipulate future laser experiments where both
high temperatures and high densities will be achieved.

As an example of a simulated high-temperature implosion, we show in Fig. 1
temperature and density profiles (2), at peak compression, calculated by the LILAC code
for a CH shell of 1-mm diameter and 10-um thickness, filled with a 10-atm pressure of
DT. Typical parameters of the OMEGA laser system at the Laboratory for Laser
Enegetics were assumed: laser energy of 30 kJ in a Gaussian pulse of 650-ps width. As
Fig. 1 shows, the core temperature and density are fairly uniform at ~5 keV and ~4.5
g/cm3, respectively. In the analysis that follows, the core profiles will be assumed to be
uniform. On the other hand, the ion temperature ranges from ~6 keV to ~12 keV and is
centrally peaked. The relatively high temperature of the shell enables transmitting core

radiation with little attenuation.



The K-shell lines of Kr are of much shorter wavelength than most spectral lines
measured in current laser-fusion experiments; for example, the Kr*34 resonance line has
a wavelength of 0.9455 A (3), or photon energy of 13.113 keV. This line was previously
observed in short-pulse (100-ps, 6-TW) experiments (4) on OMEGA, using a Von-
Hamos focusing spectrometer. In recent experiments on the OMEGA system, very

intense emission of these krypton lines has been observed (5).

Information on the expected krypton line intensities as well as their contrast with
respect to the underlying continuum can be obtained by computer simulation. Figure 2
shows the time-integrated spectrum predicted by the one-dimensional hydrodynamic code
LILAC. The target and laser conditions of Fig. 1 were assumed, with the addition of
0.01 atm krypton gas to the fuel. LILAC calculates the Kr average-ion-level populations
by non-LTE rate equations. This calculation does not include a detailed, high-resolution
description of the line spectrum but accounts for the gross energetics, such as radiation
cooling due to the addition of krypton. In order to obtain higher-resolution spectral
results, such as in Fig. 2, a non-LTE post processor is run subsequent to the LILAC run.
Here the average-ion model is replaced by actual atomic transitions of various Kr ionic
species, calculated as screened hydrogenic states. Line profiles due to both the Doppler
and Stark effects were included. Radiation transport includes photoexcitation and
photoionization. For these calculations, only approximate Stark profiles were used; later
we show results of detailed calculations of line profiles not included in LILAC. For low-
opacity cases, the results such as in Fig. 2 do show the correct total line intensities, even
though the line shapes are only approximate.

LILAC calculations show that the addition of 0.01 atm of krypton hardly changes
the core temperature. By adding 0.1 atm of krypton, the energy loss due to ionization and
radiation causes the peak temperature to drop to about 4 keV. For higher amounts of

krypton, the peak temperature drops even more significantly. The time-integrated line




intensities in Fig. 2, of the order of 1017 keV/keV, are very substantial; estimates of
instrument sensitivities show that measurements with either time-integrating or
time-resolving spectrographs should easily record the strong K-shell lines of Fig. 2 under
these conditions. Additionally, the contrast of lines to continuum is adequate for
measurement; for example, it is better than a factor 4 for the He-f line. Furthermore, the
shape of the instantaneous spectrum above ~10 keV at peak compression differed little
from the time-integrated spectra because most of the emission was emitted at peak
compression. Thus, a time-integrated measurement at this spectral range yields the

conditions at peak compression with reasonable reliability.

II. DENSITY DIAGNOSTIC USING LOW-OPACITY LINES

The diagnostic methods discussed in this paper rely on detailed Stark profile
calculations that are used directly as diagnostic signatures or as input to escape-factor
calculations. A recently developed, multielectron radiation line profile formalism and
code, MERL (6,7), was used to calculate Stark-broadened emission line profiles for the
Kr K-shell lines. The analysis in this paper relies in particular on the helium-B transition
(31P-118S), and the profiles shown here pertain to this line. Broadening due to perturbing
ions is treated in the quasi-static ion approximation, and the dynamic effect of electrons is
calculated using a second-order relaxation theory. Ion-and electron-radiator interactions
are computed in the dipole approximation. The necessary atomic physics data
(energy-level structure and reduced dipole matrix elements) were calculated with
Cowan’s (8) multi-configuration atomic structure code, using the Hartree-Plus-Statistical-
Exchange method for approximating the potential energy function due to the electrons,
and including relativistic corrections.

Figures 3 and 4 show examples of profile calculations. The Stark profile of the

helium-B line of Krt34, of wavelength 0.8033 A, is calculated for two densities:

1 x 1024 cm™3 and 5 x 1024 cm™3. It is assumed that the krypton constitutes a small



fraction mixed into the fuel and most of the perturbers are fuel ions. The mixing of shell
material into the fuel would modify the profiles; however, bacause the nuclear charge of
carbon is much smaller than that of krypton, the profiles would depend mainly on the
total density and weakly on the exact fuel composition. The effect of Doppler broadening
was also calculated, at an assumed ion temperature of 10 keV. The shape of the Stark
profile is significantly affected by relativistic effects in the atomic physics, due to the
relatively high nuclear charge Z of krypton. There are two dipole-allowed transitions
from the 1s3/ upper-level manifold to the ground state. The unperturbed singlet-singlet
transition is located at 15451 eV, and the triplet-singlet transition is located at 15426 eV.
Additional peaks appear because of field mixing and splitting among the levels of the
upper manifold.

Comparison of Figs. 3 and 4 clearly shows the effect of increasing density on the
profile. The lower density, 1 X 1024 cm—3 (~4.5 g/cm3), is at the upper end of the
expected density range for the high-temperature target shots. The higher density,
5 x 1024 cm™3 (~22.5 g/cm3), reflects future experiments where both high density and
high temperature will be achieved. For the lower-density case (Fig. 3) the combined
profile width is dominated by the Doppler broadening and can thus yield the ion
temperature. To measure this width, a spectral resolution A/AA greater than ~1000 is
required. This is not easily achievable with a flat crystal spectrometer, unless employed at
a very large distance from the térget; however, a Rowland-circle focusing spectrograph
can readily achieve this resolution (9). In going from the lower density (1 X 1024 cm=3) to
the higher density (5 x 1024 cm™3) the line width more than doubles, reflecting the
increasing effect of Stark broadening. It should be noted, however, that this broadening is
mostly the result of the increase in intensity of forbidden components. Only at much
higher densities will the total width of the manifold be determined by the Stark width

rather than by the separation of the components. For the density range covered by Figs. 3

and 4, density signatures are provided by the width as well as the shape of the compound




profile, which in turn is determined by the change in intensity and spectral position of the
various components. In particular, in going from the lower to the higher density, the peak
intensity of the compound profile shifts to lower energies by about 10 eV (due to the so-
_called “level repulsion” in second-order perturbation theory). To measure this shift, a

spectral resolution A/AA greater than ~2000 is required.

M. DETERMINATION OF ELECTRON TEMPERATURE

The electron temperature can be determined from experimental spectra in two
ways: by the continuum slope and by the intensity ratio of low-opacity lines. The time-
integrated continuum intensity is sufficiently high to be measured with conventional
crystal spectrographs. The time-integrated continuum slope in Fig. 2 is virtually
indistinguishable from the time-resolved continuum slope at the time of peak emission.
Time-integrated spectral measurement therefore yields the temperature at peak emission
(or peak compression). Thus, the slope in Fig. 2 yields Te ~ 4.8 keV, which is essentially
identical to the volume-averaged temperature in Fig. 1 (<Te> = 4.8 keV).

We next calculate the temperature dependence of a particular Kr line-intensity
ratio under steady-state conditions, using the collisional-radiative atomic code
POPION (10). These calculations are steady state and non-LTE and do not include
photoexcitation or photoionization (but do include radiative recombination and
spontaneous emission). To minimize opacity effects we use the following two lines: (a)
the Lyman-o line of Kr+35, of wavelength 0.9196 A and absorption oscillator strength
0.4162, and (b) the helium-B line of Krt34, of wavelength 0.8033 A and absorption
oscillator strength 0.1293. We must show that the effect of opacity on these lines will be
negligible (i.e., when t < 1) for the method to be applicable. We concentrate on the
helium-f line since the opacity of the Lyman-a line is much smaller. The line opacity at
an energy separation 3E from the unperturbed position can be expressed as [see

Eq. (8-15) in Ref. 11]



1(3E) = (me?h/Mmc) P(3E) fpR £Q,, (1)

where M is the krypton ionic mass, P(3E) is the line profile at 3E (in inverse energy
units), f is the absorption oscillator strength of the line, pR is the total areal density
(mostly that of the fuel), € is the fraction of krypton in the fuel (by mass), and Q, is the
fraction of krypton ions in the absorbing level (i.e., the lower level of the transition). We
assume the addition of 0.01 atm krypton to the DT-filled target and the target conditions
of Fig. 1. In that implosion the DT fill pressure was 10 atm, and the total pR at peak
compression was ~16 mg/cm2. According to the POPION code results, Q; for helium-
like Kr and for the temperature range of interest ( ~3-10 keV) is very close to 1. The line
profile of Fig. 3, relevant to the predictions in Fig. 1, gives P(8E = 0) = 30 keV—1l.
Substituting these values into Eq. (1) yields an opacity of 19 = 0.43, hence, smaller than
1. The opacity of the Lyman-a line of Kr+35 is much smaller than that of the helium-B
line because the ratio of Kr+33 to Krt34 ground-state populations at Ne = 1024 cm—3
varies over the 3- to 10-keV temperature range from ~1073 to ~10~1. Nevertheless, Fig. 2
shows that for a temperature of ~5 keV the Lyman-a line is intense enough to be easily
observable.

Figure 5 shows the intensity ratio of the Lyman-a line of Kr*35 to the helium-§
line of Krt35, calculated by POPION, as a function of temperature, for two electron
density values. The intensity ratio is sensitive to temperature changes, but the Lyman-o
line may be too weak to be observed for temperatures smaller than about ~4 keV. In
going from T = 10 keV to T = 4 keV, both the ratio in Fig. 5 and the intensity of the
helium-P line drop by an order of magnitude, which makes the intensity of the Lyman-o
line to drop by two orders of magnitude. Over a wide density range (changing by a factor

of 20), the temperature-dependence curve changes very little because of the proximity to

the corona model, where the line ratio is independent of density. If we know the density




to be within this range, the maximum error in determining the temperature would be less
than £10%. The required precision in the intensity measurements is modest: to achieve a
*+10% precision in the temperature, the intensity ratio must be measured with a precision
of only a factor of ~3 (at T = 4 keV) or a factor of ~2 (at T = 6 keV). The attenuation of
these two Kr lines through the compressed CH polymer shell is of no concern, as a cold
PAR of more than 1 g/cm? is needed to significantly attenuate them.

It should be noted that dielectronic satellites near the helium-and hydrogen-like
lines were not included in the present analysis. These lines, if intense, can compromise
the measurement of line intensities as given by Fig. 5. However, POPION steady-state
results show that the fractional population of lithium-like ions is small: for T =3 keV it is
0.18, and it drops sharply with increasing temperatures. Thus, the satellite line intensity
can be expected to be small. Furthermore, the high-resolution spectrometer which was
shown above to be required for line-profile measurements, can help separate the satellites
from the adjacent resonancé lines.

An additional factor to consider is the effect of opacity on the intensity ratio of
Fig. 5. It was shown (12) that high opacity of the helium-like resonance line (in that case,
of argon) increases the relative intensity of hydrogen-like lines because of ionization from
the upper level of that line. For the krypton fill pressure assumed in Fig. 2 (0.01 atm) we
showed that the lines used to derive the temperature in Fig. 5 are optically thin; however,
this is not the case for the helium-like resonance line. We defer discussion of this effect to
the end of Sec. IV, which deals with opacity.

We can check the usefulness of Fig. 5 as a temperature diagnostic by comparison
with the LILAC-calculated spectrum of Fig. 2. The ratio of the Lyman-a. to the helium-p
lines in Fig. 2 is 0.23. This ratio was obtained by subtracting the underlying continuum
and integrating over the expanded line profiles. According to Fig. 5, at a density of

1024 ¢cm—3 this ratio corresponds to Te = 5.7 keV, agreeing closely with the peak core

temperature shown in Fig. 1 (Te ~ 5.5 keV).




IV.  pR DIAGNOSTICS USING HIGH-OPACITY LINES

The opacity of the helium-B line of Kr34* for a fill pressure of 0.01 atm was
shown in the previous section to be smaller than 1 (19 ~ 0.55), and thus negligible. We
now examine the case of much higher fill pressures, where the helium-p line is optically
thick at peak compression. Although the previous analysis is then not applicable, a
different type of information on the target behavior can be obtained. Anticipating the
following section, we choose the helium-p line rather than the helium-a line, which has a
higher opacity.

Optically thick spectral lines can be used to deduce the pR of the compressed
core. The self-absorption of spectral lines (i.e., the absorption by the same transition as
that of the emission line) affects both the emergent line intensity as well as its spectral
shape. Self-absorption leads to broadening. In the past, the broadening due to self-
absorption of the Lyman-a line of argon was employed to estimate the core pR (13). As
explained there, the density must be known (by fitting Stark profiles to an optically thin
line) to deduce the pR from an optically thick line. Alternatively, the width of several
optically thick lines in the same line series must be measured (14). These methods can be
employed here as well. However, we pursue an alternative method, based on the intensity
of a single optically thick line, rather than its profile; as it turns out, useful information of
the fuel pR or the state of mixing can be obtained without a prior knowledge of the
density or by using additional lines.

The intensity of an optically thick line emerging from the plasma volume is

related to the escape factor parameter, which has been the subject of numerous

publications (15-18). The escape factor G is defined by
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o
G(to) = OL P(3E) expl - 1oP(SE)/P(3E=0)]d(3E). 2)

The spectral position 8E = 0, which is somewhat arbitrary, is taken to be 15449 eV, the
position of the strongest line for Ne = 1 x 1024 cm™3 (see Fig. 3).

The escape factor G(tp) in spherical geometry, as given by Eq. (2), corresponds to
a point source at the center of the sphere, and tg is the opacity over the radius. For a
source uniformly distributed over the sphere, Mancini er al. (18) have shown that G(tg)
for Holtsmarkian profiles and large opacities is about twice as large as in the point-source
case. This indicates that knowing the temperature profile (or spatial distribution of
emitting and absorbing ions) is not critical when using the calculated escape factor for
diagnostics. Thus, a two-temperature spatial profile (hot spot surrounded by a cool
absorbing layer) and a uniform temperature profile give an escape factor that differs by
only a factor of 2 for any 19 >> 1. To determine which geometry agrees better with the
experiment we can examine two experimental signatures: (a) for a uniform source, the
core image size at high photon energy will be about the same as that at low photon
energy, whereas for a hot-spot source the former will be much smaller than the latter, and
(b) for a uniform source the observed line profile will be flat topped, whereas for a hot-
spot source a self-reversal (or minimum) will be observed at the position of the profile
peaks. Figure 1 shows that the expected spatial distributions should be closer to the
uniform case. Equation (2) applies to a two-temperature spatial profile but assumes that
the line profile is the same in both the emission and absorption regions. This implies a
uniform density since the density-dependent Stark broadening dominates the emergent
profile for high opacities (see below). As an example, if the absorption line profile is half
as wide as the emission profile (indicating a lower density by about a factor of 2.8), the

escape factor can be shown to be larger by about 30%.

The asymptotic behavior of the escape factor for 19 >> 1 depends primarily on the

type of line profile (15). For example, for a Gaussian (i.e., Doppler) profile, G(tg) does




not Jenend eenleble anothe Vne widthy for To >> 1, G(zg)~1/(m It V27a. For 2
Holtzmarkian profile (the simplest approximation to a Stark profile) the asymptotic
expression (15) is G(1g) ~ 0.451/193/5.

To obtain the escape factor G(1o) from Eq. (2) for our case, we use profiles such
as in Figs. 3 and 4. Figure 6 shows the escape factor as a function of the opacity at line
center (15449 eV), with and without the Doppler profile contribution. The curves are
calculated for an ion temperature of 10 keV. The escape factor G depends on the
temperature only through the Doppler contribution. Figure 6 shows that we can almost
eliminate this dependence by plotting G as a function of 7 g, the opacity at line center
due to the Stark profile alone. When changing from 1¢ to 7p s, the escape factor curves for
the total profile shifts to opacity values that are larger (since 19§ > T¢), by the ratio
10,5/70- The two curves (escape factor with and without the Doppler effect, as a function
of 1p,s) are almost coincident. The reason for this is simple: The Doppler profile decays
much faster, with increasing separation from line center, than the Stark profile. Thus, the
far wings are relatively unaffected by the inclusion of the Doppler effect. However, the
escape factor for high opacity values depends mostly on the far wings (see Eq. 2).
Therefore, the escape factor for high opacities will be relatively independent of the
temperature. Since the profile on the far wings is essentially identical to the Stark profile,
the escape factor will depend only on the Stark profile at line center.

A similar situation will arise if we were to include ion-dynamic effects in the
calculation of the Stark profiles. Effects of the motion of perturbing ions on the Stark
profile (which were assumed stationary) will depend also on the ion temperature and will
affect mostly the line center rather than its wings. Thus, the opacity 19 g relates to the
Stark profile without either the Doppler effect or the ion-dynamic effects.

Comparison of profiles in Fig. 6 shows also the relative insensitivity of the escape

factor to the density. As mentioned earlier, for a Holtsmarkian profile and high opacities,

G(tg) depends only on tp and not on the density (or the line width). The escape factor is




sometimes expressed (18) in terms of Tg/P(BE=0), in which case the Holtzmark mean
field Fy also appears. The density dependence of P(0OE=0) and Fg cancels out for a
Holtzmark profile (and approximétely for other Stark profiles). For easier comparison,
" Fig. 7 shows the escape factor curves from Figs. 6(a) and 6(c), calculated without the
Doppler contribution, for the two densities: 1 x 1024 cm™3 and
5 x 1024 cm=3. As seen, the two profiles overlap to within a factor of ~1.4. Similar
agreement is obtained in comparing curves that do include the Doppler broadening. We
can thus use Fig. 6 to find the quantity To s from a measured value of the escape factor,
without a precise knowledge of the temperature or the density. The question before us
-now is what does the opacity To s depend on, i.e., what diagnostic information can be
inferred from knowing tg.s.

From Fig. 6, the escape factor for high opacity, in the density range
(1-5) x 1024 cm™3, can be approximated by the relation

)0.9 ) 3)

G(tg.s) ~ 1.3/(70.s
Only at much higher densities, where level mixing of the n = 3 manifold due to the
plasma electric field becomes substantial, will this relationship tend to that for an
Holtsmarkian profile mentioned above. That case is discussed in the following section.
For the density range discussed here, Eq. (3) leads to a dependence of 1p s on the density
(or on the pR), thus providing a diagnostic for pR.
The diagnostic method for the fuel pR consists of measuring the escape factor as
outlined above, then deducing 1o s from curves like those in Fig. 6. It follows from the
definition of Tg [Eq.(l)] that if we substitute g g for 1o, the profile value Ps(6E = 0)

éppearing in Eq. (1) should refer to the value of the pure Stark profile, Ps(3E = 0).

Ps(3E = 0) can be read off the calculated Stark profiles, such as in Figs. 3 and 4, and is




obviously a function of the density. In the range (1-3) x 1024 cm™3, Ps(6E = 0) as a

function of the density can be approximated as

Ps(SE = 0)~0.4/p0-88, (4)

In any practical case, the complete profile curves can be used rather than this approximate

expression. Further, in an imploding spherical target the following relationship holds:

1/
pR=(3M g/4n)/>p2/3, )

in terms of the total fill mass M (fuel and krypton). Combining Egs. (1), (3), (4), and (5)

we can write

PR =0.02A3125(3M p/4x)' 272 G3:437, (6)

where A = (ne2l/ Mmc) f eQn [from Eq. (1)]. As mentioned above, by using the POPION
code, Q, was shown to be very close to unity over a wide temperature range. This
relation is the basis for determining the fuel pR from a measurement of the escape factor
G. As mentioned above, actually calculated curves can be used rather than the
approximations given in Egs. (3) and (4). A method for measuring the escape factor is
discussed in the final section.

It was mentioned above that the line-intensity ratio used in Fig. 5 to derive the
temperature can also depend on opacity effects. We can now estimate this effect. For the
krypton fill pressure assumed in Fig. 2 (0.01 atm) we showed in Sec. III that the lines
used to derive the temperature in Fig. 5 (namely, the helium-f and Lyman-a. lines) are
optically thin for the target implosion of Fig. 1. However, this is not the case for the

helium-like resonance line. The opacity of this line for the conditions of Fig. 1, using
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Eq. (1), can be estimated to be in the range 5-10. This opacity increases the line-intensity
ratio indirectly (12), by increasing the ionization rate from Kr+34 to Kr*35. This increase
is due to ionization from the n = 2 manifold of Kr+34, whose population is enhanced by
_self-absorption of the 1s2-1s2p!P transition in Krt34, Figure 5 is based on the POPION
atomic code (10), which does not include opacity effects; thus, the rate (per cm3) for
ionizing Kr+34 ions is given by NeN1S1(T), where Ne is the electron density, Nj is the -
density of Kr+34 ions in the ground state, and S;(T) is the ionization rate coefficient. The
increase factor R; in this rate (and thus in the line-intensity ratio of Fig. 5) due to the

helium-a opacity is given by

R;j = 1+[N3S, (T)/N;Sy(T)]. NG

The ratio of the ionization coefficient from the n = 2 manifold (excitations to the 1s2p!P
level are distributed to other n = 2 levels) to that from the ground level can be estimated
using Ref. 19. The effect of opacity on line emission can be expressed as a reduction in
the Einstein A coefficient for spontaneous emission by a factor equal to the escape
factor (15). Thus, the population of the upper level will be enhanced by the same factor
due to the opacity of the resonance line. We can thus write the population ratio No/Ny as
[G(t0)]~! (N2,0/N10), in terms of the populations for the case where opacity is neglected.
The ratio (N2 ¢/N1,0) is calculated by the POPION code. For the estimated range of
opacities of the helium-« line (namely, 5-10) the range of the escape factor for various
profiles (16) is in the range of 0.1-0.2. Finally, Fig. 8 shows the line-intensity ratio
plotted in Fig. 5, modified by the effect of opacity of the helium-« line, for
Ne = 1 x 1024cm™3. Thus, to measure the temperature accurately, a knowledge of the
opacity, or the pR, is required. However, for the conditions expected in the high-

temperature experiments studied here, when ignoring opacity the deduced temperature is

too high by, for example, ~10% at T = 5 keV.
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V. DIAGNOSIS OF SHELL-FUEL MIXING BASED ON HIGH-OPACITY

Kr LINES

When the density increases much above ~ 10 g/cm‘3, such that the mixing of
atomic levels due to the plasma electric field dominates the intrinsic atomic splitting, the
helium-f line behaves as a hydrogenic line, allowing the use of a hydrogenic
approximation to the profile calculation. The relations given by Egs. (3), (4), and (6)
would then change. The Stark profile on the far wings, for hydrogen-like lines, is
approximately Holtsmarkian (15), for which the corresponding escape factor for 19 >> 1

was found to be given by

G(t0)~0.451/193/3 (19 >> 1). (8)

This expression replaces the lower-density asymptotic relation given by Eq. (3). It will
apply to implosions where the density is much higher than 5 x 1024 cm—3, while the
temperature is still high enough to excite Kr K-shell lines. In the hydrogenic limit, since

the line width is proportional to p23 (20), it follows that
Ps (8E = 0) = ap—2/3, )]

where ¢ is a constant depending on the spectral line. From Fig. 4 it can be shown that &
for the helium B line is of the order of ~0.5, if Ps(3E = 0) is expressed in eV~! and p in
g/cm3. At high densities, this relationship replaces the one given by Eq. (4).

Combining Eqgs. (1), (5), and (9), we see that 1o is independent of target
compression and depends only on the total fill mass because the opacity increases with
increasing pR, but decreases due to the increasing width (or decreasing Ps). Both
quantities change as p2/3 and cancel each other’s effect on To.

The foregoing discussion shows that measuring the escape factor under the

present conditions cannot yield information on the density or pR. However, mixing shell
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material into the fuel does affect the escape-factor measurement because the pR of
krypton alone determines the absomtion of Kr lines, whereas the Stark profile depends on
the densities of all species present, including the shell material mixed into the fuel. The
total Stark width for the case of a mixture is approximately proportional to the sum
ZZprz/ 3 over the perturbing species. This dependence appears in the perturbing-ion
contribution to the Stark effect of hydrogenic lines (20), which dominates the wings at
sufficiently high densities. For the case of a mixture of deuterium ions plus a fraction £ of
stripped carbon ions from the shell (§ = n¢/np), the line width at a given total mass

2/3
)

density would scale with Eas¢=(1+6 %2/3)/(1+6§ , so that Eq. (9) is now

replaced by
Ps(3E = 0) = (a/dp)p~2/3. (10)

Combining Egs. (1), (5), and (10), we can relate the volume-averaged fraction of density
due to mixing & ,;, =pmix/PE~6 & to T0:
)3/ 2.

(1+1.8, =[ne2hafeQ1(3MF/4n)”3/(mMcro)]3/2. (1)

We can understand the effect of mixing on the opacity as follows: without mixing, the
opacity Tg is approximately constant during the compression because of the two opposing
effects: increase in the pR of absorbing ions and increase in the line width. The mixed
shell material is involved only in the second effect, which causes a net reduction in the
opacity; thus, the higher the mixing, the lower the measured opacity.

The experimental determination of the mixing fraction consists of measuring the

escape factor G(tg), deducing tp from Eq. (8), or from a calculated curve such as in

Fig. 6, and finally finding & from Eq. (11). Equation (11) is correct only for a point source




(central hot spot). As mentioned above, for a spherically uniform source, G(tg) for

Holtsmarkian profiles and large opacities is about twice as large (18), and several
experimental signatures can be used to estimate deviation from either limit. A method of

measuring the escape factor is discussed below.

VI. A METHOD FOR MEASURING THE ESCAPE FACTOR

A method for measuring the escape factor of a line consists of comparing its
measured intensity to that of another line, both of which have the same upper level. The
first should have an opacity tg >> 1, the second, tg << 1. The two helium-like Kr lines we
selected are (a) the helium-P line, 1s3p!P—1s2 IS (at 0.8033 A) and (b) the Balmer-c line,
1s3plP-1s2s 1S (at 5.0508 A). Note that what we refer to here as Balmer-a. is the
helium-like 3—2 transition that shares an upper level with the helium- line (and not, for
example, to the stronger 1s3d!D-1s2 IP transition at 5.3463 A). For krypton ions, both
the transitions to the ground level and the 3-2 transitions are easily accessible to x-ray
measurement. For argon, the 3-2 transitions are too soft (A > 20 A) for common X-ray
crystal instruments, and they also suffer very high opacity in traversing the target.

By making an appropriate choice of the krypton fill pressure, the opacity (for

resonant absorption) of the helium-B line at peak compression will be >>1, while that of
the Balmer-o will be <<1. It was estimated above that for a Kr fill pressure of 0.01 atm,
the opacity tg of the helium-p line at peak compression will be ~0.5. Thus, for a fill
pressure in the range 0.1-0.4 atm, tg will be in the range of 5-20; self-consistent code
calculations show that the peak electron temperature will be higher than 3 keV and the Kr
K-lines will still be visible. The opacity of the Balmer-a line will still be negligible since
it is absorbed by ions in the n = 2 shell (whereas the helium-B line is absorbed by
ground-level ions). POPION (10) code calculations show that the population of n = 2

absorbing ions is smaller than that of n = 1 absorbing ions by several orders of

magnitude.




ol

In the absence of any absorption, the intensity ratio of these two lines, I y/Iga, is
simply given by the ratio of the Einstein A coefficients (spontaneous emission
probabilities) ALy/ABa and is independent of any atomic modeling. The required
coefficients were calculated (21) as A(helium-B) = 4.453 x 1014 s~! and A(Balmer-o) =
6.163 x 1012 s~1; hence, ALy/AB, = 72.25. In the case discussed here, the observed
intensity ratio Iry/Iga will be lower than the ratio of the Einstein A coefficients Ay y/Ag,,

by the escape factor G for the helium-8 line. Thus, G can be found from
G=(ILy/Tga )/ (ALy/ABa)=(ILy /IBa) /72.25. (12)

It should be noted that the emergent intensity of a high-opacity line may not depend
uniquely on the escape factor because of the possibility of re-emission of absorbed
photons (22). This is equivalent to allowing for the increased excited-level population
(and thus emission) due to the absorption itself. In our case this effect is already included
in the ratio of line intensities because the measured intensity of the optically thin
Balmer-a line does reflect the actual excited-level population.

The nonresonant absorption by the target material (mostly the shell) should be
negligibly small to insure the validity of this method. The attenuation of the helium-f line
through the shell is negligible: it takes a pAR of ~1.8 g/cm? of cold CH to attenuate that
line by 1/e. On the other hand, the Balmer-a line will be attenuated by the same amount
in going through only a pAR of ~5.5 mg/cm? of cold CH. However, Fig. 1 shows that the
shell at peak compression is hot enough to minimize this attenuation. The opacity of the
CH shell at a wavelength A, due to inverse bremsstrahlung absorption, is given by (23)
T =2.23 x 1073 A3 (pAR)p/TV2, where A is in Angstroms and T in keV. For the target
profiles of Fig. 1, the inverse bremsstrahlung opacity is t ~ 0.014. The opacity of CH due
to photoionization is given by (23) T = 0.54 A3 (pAR) v, where v is the fraction of

18




carbon ions that are not stripped. POPION results show that for the values of shell
temperature and density, Y < 103, so that the, photoionization opacity is T < 10~3.
Finally, we estimate the expected sensitivity of measuring the compressed fuel pR
-and the degree of shell-fuel mixing. To find G from Eq. (12) with a precision of, say,
+20%, the relative intensity of each of the lines must be measured with a precision of
110%, which requires the relative calibration of two instruments for the two very
different wavelengths used here. A suitable calibration procedure is as follows: the
intensity ratio I y/Iga for the case of a very low Kr fill pressure (~0.01 atm) is simply
given by the known ratio Ary/AB,; this known intensity ratio calibrates the relative
sensitivities of the two spectrometers. From Eq. (3), an error of £20% in G will result in
an error of ¥22% in tg,s. Finally, from Eq. (6), the precision in determining the
compressed fuel pR will be better than a factor of 2. For high-density cases, G depends
asymptotically on 1q g, like 1/10,53) 5; thus an error of +20% in G will result in an error of
+33% in 10 s. Finding the relative mixing from Eq. (11), this error translates into an error
of £50% in 1+ £. Thus, the method is useful only for extensive mixing, where & is not

much smaller than 1.
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FIGURE CAPTIONS

FIG. 1

FIG. 2

FIG. 3

FIG. 4

FIG. 5

FIG. 6

Electron temperature, ion temperature, and mass density at peak compression,
predicted by the LILAC code for a DT-filled, high-temperature implosion on the

OMEGA system. The vertical line marks the fuel-shell interface.

Time-integrated spectrum calculated by LILAC for the target experiment of

Fig. 1, with the addition of 0.01 atm of krypton gas to the fuel.

Calculated Stark profile of the He-B line of Krt34 (solid line) and the combined

Stark and Doppler profile corresponding to an ion temperature of

10 keV (dashed line). An electron density of 1 x 1024 cm™3 was assumed.

Calculated Stark profile of the He-P line of Krt34 (solid line) and the combined

Stark and Doppler profile corresponding to an ion temperature of

10 keV (dashed line). An electron density of 5 x 1024 cm—3 was assumed.

Intensity ratio of the Lyman-c line of Kr+35 (0.9196 fok) to the helium-f line of
Kr+34(0.8033A) as a function of temperature at two electron-density values.

The opacity of both lines, which was shown to be small, was neglected.

Calculated escape factor of the He-P line of Kr*34 for two electron densities, as
a function of the opacity at line center (15451 eV), without the Doppler

contribution (solid curve) and with the Doppler contribution (dashed curve). In

(a) and (c) the opacity Tp at 15451 eV relates to the total Stark and Doppler




FIG. 7

FIG. 8

profile, while in (b) and (d) the opacity tg s at 15451 eV relates to the Stark

profile only.

Calculated escape factor of the He-B line of Krt34 for two electron densities, as

a function of the opacity at line center (15451 eV), without the Doppler

contribution.

Intensity ratio of the Lyman- o line of Kr+35 (0.9196 A) to the Helium-p line of

Kr+34 (0.8033 A) as a function of temperature, at the electron density of
1 x 1024 cm3. The solid curve neglecs opacity effects. The dashed curve

includes the effect of the opacity of the Helium-a resonance line (assumed to be

5).
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DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the
United States Government. Neither the United States Government nor any agency
thereof, nor any of their employees, makes any warranty, express or implied, or
assumes any legal liability or responsibility for the accuracy, completeness, or use-
fulness of any information, apparatus, product, or process disclosed, or represents
that its use would not infringe privately owned rights. Reference herein to any spe-
cific commercial product, process, or service by trade name, trademark, manufac-
turer, or otherwise does not necessarily constitute or imply its endorsement, recom-
mendation, or favoring by the United States Government or any agency thereof.
The views and opinions of authors expressed herein do not necessarily state or
refiect those of the United States Government or any agency thereof.




