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ABSTRACT

Numerical simulations of pressure-shear loading of a granular material are
performed using the shock physics code CTH. A simple mesoscale model for the granular
material is used that consists of a randomly packed arrangement of solid circular or spherical
grains of uniform size separated by vacuum. The grain material is described by a simple shock
equation of state, elastic perfectly plastic strength model, and fracture model with baseline
parameters for WC taken from previous mesoscale modeling work. Simulations using the
baseline material parameters are performed at the same initial conditions of pressure-shear
experiments on dry WC powders. Except for some localized flow regions appearing in
simulations with an approximate treatment of sliding interfaces among grains, the samples
respond elastically during shear, which is in contrast to experimental observations. By
extending the simulations to higher shear wave amplitudes, macroscopic shear failure of the
simulated samples is observed with the shear strength increasing with increasing stress
confinement. The shear strength is also found to be strongly dependent on the grain interface
treatment and on the fracture stress of the grains, though the variation in shear strength due to
fracture stress decreases with increasing stress confinement. At partial compactions, the
transverse velocity histories show strain-hardening behavior followed by formation of a shear
interface that extends through the transverse dimensions of the sample. Near full compaction,
no strain hardening is observed and, instead, the sample transitions sharply from an elastic
response to formation of an internal shear interface. Agreement with experiment is shown to
worsen with increasing confinement stress with simulations overpredicting the shear strengths
measured in experiment. The source of the disagreement can be ultimately attributed to the
Eulerian nature of the simulations, which do not treat contact and fracture realistically.
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ACRONYMS AND DEFINITIONS
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LAMMPS a molecular dynamics code developed at Sandia National Laboratories
MD molecular dynamics
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1. INTRODUCTION

Granular ceramic materials are common in nature and have important applications in planetary
science, 1.e., terrestrial impact events [1, 2], and in the performance of modern armor systems [3],
where the failed region ahead of the penetrator is thought to be in a granular or comminuted

state [4, 5]. As such, it is important to understand how these materials fail at high strain rates.
Normal plate impact experiments, in which a projectile with a flat nose is launched at high velocities
into a flat, stationary target, have been used to characterize the dynamic compaction response of
granular ceramic materials [6-13]. However, because of their 1D nature, these types of experiments
do not provide information about shear stresses in the target, which are needed for developing
constitutive models. The pressure-shear (or oblique plate impact) experiment [14] was developed as
a modification of the normal plate impact experiment, where the projectile nose and target are both
inclined at an angle with respect to the projectile velocity. The target itself is comprised of a thin
layer of sample material sandwiched between two high-strength anvils. Provided that there is no slip
at the interface, the impact between the angled projectile nose and target generates both normal and
shear waves that propagate into the target. Velocity measurements of the rear surface of the target
can be used to determine the dynamic shear strength of the thin sample layer. Because of their
difficulty, only a few such tests have been carried out on granular ceramic materials, including sand
(§10y) [15], tungsten carbide (WC) [16], alumina (AlOs) [17], and boron carbide (B4C) [18].

Many processes contribute to the macroscopic failure behavior of granular materials, including
elastic-plastic deformation and damage or fracture of grains, intergranular contact and friction,
removal of porosity due to compaction, and localized melting at grain surfaces. To further the
understanding of dynamic compaction in powders, mesoscale models of granular materials have
been used in hydrocodes to simulate normal plate impact tests for several decades. Initially these
studies focused on metal powders [19-23] (or metal-matrix composites [24]), where the shock
response was shown to be dominated by ductile flow at low amplitudes and melting, jet formation,
and turbulent flow at high amplitudes. Several years later, the same methodology was applied to
study the shock compaction of ceramic powders [25-30]. Despite the brittle nature of these
materials, simulation predictions were shown to agree well with the experimental shock Hugoniot
and shock wave rise time data in the form of a similar power-law exponent in Hugoniot stress versus
strain rate. Parametric studies assessed the effect of micro- and macro-scale properties of the
mesoscale powder model on the compaction response up to full densification and found that the
response was most sensitive to the microscopic yield and fracture strength of the grains, the number
of dimensions in the simulation, the initial porosity of the powder, and the approximate method
used to treat intergranular contact [28, 30].

Despite the success of mesoscale simulations in predicting the dynamic compaction response of
ceramic powders, little work has been done to test whether these types of simulations could also be
used to model the dynamic shear strength. To our knowledge, only a single study by LaJeunesse has
attempted to examine this question [15]. In that work, LaJeunesse performed 3D mesoscale
simulations in conjunction with pressure-shear experiments on sand to provide insight into how the
shear strain history of the sample was affected by the target geometry and impact velocity.
LaJeunesse observed increased shear strain accumulation in simulations where the target geometry
was such that the shear wave arrived prior to the sample being fully loaded by the normal wave. In
addition, he found that the rise time of the shear wave decreased with increasing impact velocity.
Simulations in which grains were allowed to slide by one another showed an increase in compaction
and greater shear strain accumulation compared to simulations where grains were welded together



upon first contact, which is the default behavior in hydrocodes. In contrast to the granular samples
in experiment, which could not support the full amplitude of the incident shear waves and showed
evidence of grain fracture in post-shot scanning electron microscopy (SEM) images, the mesoscale
powder model in the 3D hydrocode simulations did not exhibit conclusive evidence of failing
macroscopically under shear. Simulations with the default welded grain behavior followed the
maximum normal and shear stress state set by the choice of anvil materials and impact conditions,
while simulations with the approximate treatment of intergranular sliding were only slightly below
this limit.

This work expands upon the mesoscale simulations in Ref. [15] focusing on granular WC instead of
sand as there is additional data from pressure-shear experiments [16] against which to compare
simulation results. In addition to a full 3D geometry for the simulations, a 2D geometry is also
considered, which is motivated by the success of previous 2D mesoscale simulations in predicting
the normal shock compaction response of granular WC [27, 28]. The WC grains are treated using
the same material models used in previous mesoscale simulations. Using the baseline material
parameter sets for WC, both 2D and 3D simulations do not show evidence of macroscopic failure
under the same initial conditions as in experiment, which is in agreement with previous mesoscale
simulations on sand. To probe the shear failure surface of the mesoscale powder model, simulations
are extended to much higher shear wave amplitudes, which are outside of the range possible in
experiment. Parametric studies varying the interface treatment and fracture stress of the grains are
performed to examine the effects on the normal and shear response. In general, simulations tend to
overpredict the dynamic shear strength of WC powder compared to experiment with the magnitude
of the overprediction increasing with increasing confinement stress. This overprediction is attributed
to an inadequate treatment of grain contact and fracture in the current computational model and
signals the need for more sophisticated fracture or damage models in future hydrocode simulations
or alternate numerical methods better equipped to handle contact and fracture.
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2. SIMULATION DETAILS

21. Computational model of a pressure-shear test

Mesoscale simulations of pressure-shear testing of granular WC are carried out using the multi-
material shock physics code CTH [31]. The computational model follows from previous mesoscale
simulations of pressure-shear testing of sand [15] with some geometry modifications to allow for
direct comparison with pressure-shear experiments on granular WC [16]. Only a rectangular core of
the full cylindrical flyer-target system is included in the simulation domain, which is illustrated in
Figure 1 for both 2D and 3D geometries. Components in the model include the flyer nose, front
and rear anvils, and granular WC layer. The interface between the flyer and front anvil is perfectly
flat. At time zero, the flyer is given an initial velocity of uy = V cos 8 along the x-axis and a velocity
of vy = V sin 6 along the y-axis, where V and 6 are the magnitude of the initial velocity and angle of
inclination of the flyer and target with respect to the impact direction, respectively. The impact
generates normal and shear waves that propagate into the flyer and front anvil. Boundaries along the
x-axis are free, while periodic boundaries are maintained in the transverse dimensions. Small vacuum
regions (1-mm-thick) on flyer and rear anvil free surfaces are included to allow for expansion of
material during release. The anvil thicknesses are 8 mm to coincide with experiment, while the flyer
thickness is set to 12 mm to prevent release from the flyer free surface at the granular WC layer
prior to release from the rear anvil free surface. The flyer and anvil thicknesses in the illustrations are
greatly reduced from the actual values in the simulations to reduce the aspect ratio and thereby aid in
visualization of the granular WC layer.

flyer front anvil rear anvil
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Figure 1. lllustration of the simulation geometry in (a) 2D and (b) 3D. The thicknesses of the flyer
and anvils are greatly reduced to aid in visualization of the powder sample, which is modeled as a
randomly packed assembly of circular/spherical grains separated by vacuum.

The granular WC layer is modeled as a collection of randomly packed grains, which are represented
as circles in 2D and spheres in 3D. Grain realizations are generated using the granular package of the
molecular dynamics (MD) code LAMMPS [32]. For the initialization step, each grain is treated as a
finite-sized circular or spherical particle that interacts elastically with other particles in a periodic
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box. The thickness of the box along the x-axis is 0.25 mm to match the experimental sample
thickness, while the box cross-section is 1 mm and 0.5x0.25 mm for the 2D and 3D geometries,
respectively. The cross-section of the 3D box corresponds to 20x10 grain diameters in agreement
with previous mesoscale simulations on sand. All particles have a diameter of 25 um, which lies
within the range of WC grain sizes in experiment (=20-32 pm). As a first step, the box is randomly
seeded with particles. Initial densities of the samples in experiment were not measured, so we
assume an initial sample porosity of 35%, which is the same as used in previous pressure-shear
simulations on sand. This gives a total of 332 and 2483 particles in the 2D and 3D geometries,
respectively. The insertion step does not account for the finite size of the particles, so a step-size-
limited MD run is performed after the insertion step to reduce the amount of particle overlap. Once
the particle overlap is sufficiently reduced, all particles are given a small randomly-oriented velocity
and a constant-energy MD run is performed for the time it takes for an average particle to travel
several mean free path lengths. The final particle positions from the 2D and 3D MD simulations are
used to build up the initial mesoscale powder models in the CTH simulations.

The flyer and anvil materials are inserted first into the CTH mesh followed by the WC grains. The
order of the material insertion is important as CTH works on a first-in basis, which means only grain
material that does not overlap with the anvils is inserted into the mesh, while remaining material is
omitted. Regions of the mesh that do not contain inserted material are treated as vacuum. The flyer
and anvils, which are composed of Ti-6Al-4V in experiment, are described by a Mie-Griineisen
equation of state (EOS) and an elastic perfectly plastic strength model. The bulk sound speed c,
initial density py, and Poisson ratio v are chosen to ensure simulations give the same longitudinal and
transverse sound speeds as measured in experiment [33]. The condition of elastic anvils is enforced
by design in the experiments. To simplify the computational model, the anvils are forced to remain
elastic by setting the yield stress of the Ti-6Al-4V strength model to an arbitrarily large value. The
WC grains are treated using a Mie-Griineisen EOS and an elastic perfectly plastic strength model
with a cap on the tensile pressure to model fracture. The choice of a simple strength model for WC
follows from previous mesoscale simulations on the shock compaction of granular WC [27, 28, 30].
Parameter values for the material models are given in Table 1.

Table 1. Parameters for materials used in the CTH simulations. The yield stress for Ti-6Al-4V is set
to an arbitrarily large value to suppress yielding, while fracture of Ti-6Al-4V is not modeled.
Parameters for WC are taken from Ref. [27].

Parameter WC Ti-6Al1-4V
Initial density, py (g cm™) 15.56 4.415
Bulk sound speed, ¢, (km s™) 5.26 491
Hugoniot slope, S 1.15 1.028
Gruneisen parameter, I 1.0 1.23
Specific heat, €, (J kg' K 172 521
Yield stress, Y, (GPa) 5 -
Poisson ratio, v 0.2 0.317
Fracture stress, oy (GPa) 4 -
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In Eulerian codes like CTH, interfaces between different materials are not modeled explicitly.
Instead, special consideration is given to cells containing multiple materials. By default, all materials
that reside in a single cell share a common velocity. This type of treatment leads to a welded or
stiction behavior at interfaces between two or more materials. An alternate treatment is to set the
shear velocity gradients in these cells to zero, which leads to sliding at interfaces between two or
more materials. Previous mesoscale simulations on sand [15] and WC [30] have shown that the way
mixed-material cells are treated, either using the default welded behavior or by enforcing the slide
condition, has a strong effect on simulation results. Both treatments are employed for the
simulations presented in this work and results are compared to see which leads to better agreement
with experiment. All grains are described by a common material model for WC. Therefore, to
distinguish neighboring grains and allow for the enforcement of the slide condition, any grains that
come in contact should have different material identification numbers (IDs). CTH limits the number
of materials allowed in each simulation, so all grains cannot be assigned unique material IDs.
Fortunately, through the course of a simulation, a given grain will interact with only a small number
of grains in its local neighborhood. Only those nearby grains must have unique material IDs, while
the IDs of the remaining grains are inconsequential. Thus, for a given central grain, all grains within
a radius R = 50 um, i.e., twice the grain diameter, are assigned unique material IDs, as shown
schematically in Figure 2. This value is chosen to allow for a fair amount of relative motion among
the grains before a grain encounters another grain with the same material ID. However, further
investigation is necessary to ensure that R is large enough such that the number of such encounters
is small enough as to not noticeably affect the simulation results.

Figure 2. Section of the 2D mesoscale powder model with grains colored according to their
material identification number (ID). All grains with centers lying within a radius R = 50 um about a
given central grain are assigned unique material IDs (colors in the figure).

The flyer and anvil materials are the same, so the impact is symmetric and particle velocities on
either side of the interface are given by u = u,/2 and v = v,/2. In experiment, Photon Doppler
velocimetry (PDV) probes are used to record the normal and transverse velocity histories at the rear
of the target. To mimic this type of measurement in the simulations, we follow the approach in

Ref. [15] and place lines (in 2D) or planes (in 3D) of Lagrangian tracer particles at the anvil-sample
interfaces and at the rear anvil free surface. The average positions and velocities of the interfaces can
then be computed by averaging the positions and velocities of the individual tracers. The
instantaneous average position of the front anvil-sample interface along the x-axis is denoted by x;
and the corresponding velocity component is denoted by x. The subscripts 7 and /5 denote the rear
anvil-sample interface and rear anvil free surface, respectively. For the anvil-sample interfaces, the
tracers can be placed directly at the interface. However, for the rear anvil free surface, doing so leads
to high frequency oscillations in the transverse velocity. By shifting the position of the tracer
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particles into the rear anvil away from the free surface by the width of a computational cell, such
oscillations can be removed completely. The average normal o and shear 7 stresses, normal € and
shear y strain, and normal € and shear y strain rates are given by

1 . X —.X'f . xf—x
0= EPACL,Axfs: e=1- rho ) €= h—or' M
1 . Yr— W . Yr =Y
TZEPACS,Any' Y= h r' szr' (2)

where py, ¢ 4, and cg 4 are the density, longitudinal sound speed, and transverse sound speed of the
rear anvil. The expressions for stress assume that the anvil materials remain elastic during the
measurement time window, which is always true in the simulations. The instantaneous sample
thickness h = x, — x7 is used in the expression for the shear strain rate and hy denotes the sample
thickness at t = 0.

2.2, Adaptive mesh refinement

To accurately resolve the wave motion in the powder, the computational mesh must be several times
smaller than the grain size. Following from previous mesoscale simulations on sand, the current
simulations use a mesh resolution of 12 cells/grain, which corresponds to a computational cell size
of ~2 pum for the assumed WC grain size of 25 um. Uniformly meshing the 3D geometry with a

mesh resolution of 2 um and a transverse size of 0.5x0.25 mm would result in a simulation domain
of 473 million cells (ignoring boundary cells). In such a large calculation, most of the computational
resources would be wasted computing high-fidelity wave motion in the flyer and anvils, which
occupy an overwhelming majority of the simulation domain. The granular WC sample occupies only
a thin slice of the domain — 0.25 mm out of 30 mm total thickness. Therefore, instead of a uniform
meshing scheme, an adaptive mesh refinement (AMR) scheme is adopted in order to preferentially
place high-resolution mesh in regions of the simulation domain where it is needed, while allocating a
much coarser mesh to all other regions. For the 2D geometry, where uniform meshing leads to a
manageable number of cells (~8 million), the AMR scheme is not strictly necessary, but greatly
reduces the required computational cost.

At a high level, the AMR scheme in CTH works by dividing the simulation domain into non-
ovetlapping blocks with each block divided into Ny X Ny X N, computational cells. The user defines
the number of blocks along each dimension By, By, B at the lowest refinement level (level 0). Then,
during the simulation, the code evaluates indicators to determine if a given block should be refined
or unrefined subject to the condition that neighboring blocks can differ by a maximum of one
refinement level (2:1 isotropic refinement). The mesh resolution along the x-axis at a given
refinement level n is given by

dy = 211 3
X7 2nNyB,’ ©)
where x; and x, denote the lower and upper boundaries of the simulation domain. The mesh
resolutions along the other directions dy and d; (3D only) are defined similarly. The AMR
parameters are determined by fixing the mesh resolution at the highest refinement level at ~2 um
and keeping the cell aspect ratio as close as possible to unity. This leads to a total of 5 and 3
refinement levels for the 2D and 3D simulations, respectively. The cell dimensions for each
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refinement level are given in Table 2. The slightly larger cell dimension along the x-axis for the 3D
geometry compared to the y and z directions is a result of requiring an even number of cell divisions
Ny and a whole number of level-0 blocks By.

Table 2. Cell dimensions at each refinement level for 2D (left) and 3D (right) AMR simulations.

Level | d,, (um) | dy (um) Level | dy (um) | d), (um) | d, (um)
0 62.50 62.50 0 15.66 15.63 15.63
1 31.25 31.25 1 7.83 7.81 7.81
2 15.63 15.63 2 3.91 391 3.91
3 781 781 3 1.96 1.95 1.95
4 3.91 391
5 1.95 1.95

Refinement indicators are defined that satisfy the following requirements: (1) WC grains and anvil-
sample and anvil-vacuum interfaces should be resolved at the highest refinement level, (2) remaining
bulk regions in the sample and anvils should be resolved at the minimum refinement level that does
not noticeably affect the simulated quantity of interest, which for our purposes are the motions of
the anvil-sample interfaces and rear anvil free surface, and (3) vacuum regions should be resolved at
the lowest refinement level. To determine the necessary mesh resolution to satisfy (2), 2D mesoscale
simulations are performed varying the refinement level from 0 (lowest level) to 4 (second highest
level). Rear surface velocity histories from the AMR simulations are plotted in Figure 3 along with
those from a uniform mesh simulation with a mesh resolution equal to the resolution at the
maximum refinement level in the AMR scheme. Normal velocity is largely unaffected by refinement
level, while the transverse velocity shows oscillations for the lowest few refinement levels that do
not appear in the uniform mesh calculation. As the refinement level is increased, the oscillations
dampen, and the velocity converges upon the uniform mesh result. At a refinement level of 3, which
corresponds to cell dimensions of 7.81x7.81 um, there is almost no difference between the AMR
and uniform mesh results. Thus, we fix the refinement level in the bulk of the flyer and anvil
materials at 3 for the 2D simulations and 1 for the 3D simulations. In addition, because it takes a
finite time for the first normal wave to reach the sample, the activation of the AMR indicators that
force maximum refinement in the sample and relevant interfaces is delayed until the wave arrives at
the sample. This saves some computational resources at the beginning of a simulation and has no
effect on the simulation results.
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Figure 3. Rear surface velocity history for 2D AMR simulations for different refinement levels in
the bulk of the flyer and anvils. A uniform mesh simulation with a resolution equal to the highest
refinement level (level 5) is shown for comparison.

A view of the blocks for the region surrounding the granular WC sample is shown in Figure 4 for a
2D AMR simulation. The sample is refined at the maximum refinement level of 5, and the bulk of
the anvils is at a refinement level of 3. Between these regions are small transition regions with a
refinement level of 4, which are required to maintain the 2:1 isotropic refinement condition.
Although the AMR blocks have a rectangular shape, the computational cells themselves are
approximately squares, which is accomplished by setting Ny = 22 and Ny = 8. Similar parameters are
also used in the 3D geometry to maintain approximately cubic cells. The AMR indicators are defined
using material IDs, so the high-resolution mesh moves with the sample during a simulation. This is
also true for the rear anvil free surface (not shown in the figure). To assess the performance of the
AMR scheme, AMR and uniform mesh simulations are performed, where the resolution of the
uniform mesh corresponds to the maximum refinement level in the AMR scheme. We find that for
the 2D geometry the AMR simulation is ~8X faster than the uniform mesh simulation, for an

identical number of processors. Similarly, AMR is ~5x faster for the 3D geometry.

4 4 2 4 4
3 4 4 ) 4 : 4 4 3
y - = - .
front anvil sample rear anvil

X

Figure 4. Region near the powder sample from a 2D simulation with the AMR meshing scheme.
The overlaid lines show the AMR block structure with representative blocks labeled with their
respective refinement level. Note: AMR blocks are rectangular, while the actual computational
cells are square. See upper right AMR block in the figure, which illustrates the division of an AMR
block into computational cells.

16



3. SIMULATION RESULTS

3.1. Direct comparison with pressure-shear experiments on granular WC

Simulations of pressure-shear loading of granular WC are carried out using the computational model
developed in the previous section. Both 2D and 3D geometries are considered as well as two types
of treatments for mixed-material cells containing WC grains: the default welded treatment and an
approximate treatment of intergranular sliding using the slide algorithm in CTH. See Sec 2.1 for
more details on how the slide condition is enforced in the mesoscale powder model. For simplicity,
simulations with the default welded treatment are referred to as stiction simulations, while those
with intergranular sliding are referred to as slide simulations. The nose angle 8 is 20° for all three
shots, and the impact velocity V is set to 66, 121, or 145 m/s to reproduce the impact conditions of
pressure-shear experiments on granular WC [16]. The termination time for the simulations is chosen
as 7 ps, which corresponds to the approximate time it takes for any shear waves originating at the
granular WC layer to reach the rear anvil free surface prior to unloading of the normal compressive
stress state. The much larger radial dimensions of the flyer and target in experiment compared to the
axial thicknesses justifies the use of the simplified rectangular model in the simulations as radial
release waves can be safely ignored up to the end of the measurement time window.

2D stiction and slide simulations and 3D stiction simulations reach the specified termination time,
while 3D slide simulations stall at ~1.3 ps, which corresponds to the arrival time of the normal wave
at the granular WC layer. The time step in these simulations is found to drop rapidly due to several
cells within the granular WC layer exhibiting very high sound speeds (>22 km/s) as well as the
presence of small, high-velocity (>5 km/s) fragments in nearly empty cells adjacent to cells with
high volume fractions of WC. The cells with high sound speeds are found to contain very small
volume fractions (<10™") of WC, which are in unphysical states of tension (-27 GPa) and
temperature (>250,000 K). Discard sets based on temperature, pressure, and sound speed are added
to remove material in these unphysical states, while discard sets based on cell volume fraction and
velocity are added to remove the small, high-velocity fragments. With these discard sets included,
the simulations maintain reasonable sound speeds and velocities through to the desired termination
time. Over the course of a single run, enforcement of the discard sets leads to ~1.6% of the WC
grain material being removed from the simulation. It is assumed the removal of such a small amount
of material does not produce a noticeable effect on the simulation results, though it may be difficult
to check this assumption as simulations without the discard sets are unable to be run past the point
when the initial normal wave arrives at the sample.

Velocity histories from the rear anvil free surface are shown in Figure 5(a) for the current set of
mesoscale simulations along with PDV measurements from experiment. Time is shifted such that
the zero corresponds to the arrival of the normal wave at the rear surface. The shear wave arrives at
the rear surface ~2.3 us after the normal wave. The expected normal and transverse velocities are
given by uy =V cos 8 and vy = V sin 8, respectively. Two dips appear in the simulated normal
velocity histories at ~1.2 pus and ~2.6 ps. The first dip is caused by a disturbance in the normal
velocity from the shear wave arriving at the granular WC layer, while the second dip is caused by the
normal release wave originating from the rear anvil free surface reflecting at the interface with the
granular WC layer. The second dip is absent from the normal velocity history for the 3D slide
simulation at V = 66 m/s, which shows an increase in velocity instead. The source of this difference
in behavior compared to the other simulations is not known definitively at this time but is probably
related to the relatively low normal velocity level after rise also observed for this simulation and is
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discussed further in the next paragraph. Experiments at V = 121 and 145 m/s exhibit similar,
though less pronounced, dips in the normal velocity near the times observed in the simulations. No
such dips in normal velocity are evident for the experiment at V = 66 m/s.

Ti-6AI-4V/WC powder (V=66 m/s, 20 deg.) Ti-6AI-4V/WC powder (V=121 m/s, 20 deg.) Ti-6AI-4V/WC powder (V=145 m/s, 20 deg.)
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Figure 5. Comparison of mesoscale simulations with pressure-shear experiments [16] on granular
WC: (a) normal and transverse rear surface velocities, (b) normal strain, and (c) shear strain rate
starting from the shear wave rise.
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Corresponding simulated and experimental normal strain histories are shown in Figure 5(b). The
normal strain histories for the simulations are calculated using Eq. (1). Experiments do not have
access to the positions/velocities of the anvil-sample interfaces, so the rear surface normal velocity
history %y, is used to compute the normal strain rate via € = (uy — Xf5)/ho, Whete hy is the initial
sample thickness. The strain rate is then numerically integrated to get the normal strain history e.
The above expression is only strictly true when the sample is in a homogeneous normal stress state.
However, 3D simulations show that normal strains calculated directly from the sample-anvil
interfaces and indirectly from the rear free surface normal velocity history are both very similar, so it
is expected this is also the case in experiment. In general, simulated samples tend to compact rapidly
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during the initial part of the normal wave rise then reach a plateau in the normal strain history with
very little compaction observed at later times. By contrast, experiments show a much more gradual
compaction response with significant normal strain accumulation at later times. The exception is the
3D slide simulation at V = 66 m/s in which the normal strain increases nearly lineatly after the initial
rise. The simulated normal velocity rises rapidly then remains at a nearly constant level < ug for

~2 ps and afterwards jumps up to near uy, whereas the normal velocity rise in experiment is more
gradual and does not exhibit this two-level behavior. Some thoughts on the origin of the unusual
behavior in the low-velocity 3D slide simulation include numerical issues with the slide algorithm at
low velocities, loss of momentum due to removal of grain material via the discard sets, or an issue
with the AMR indicators, but more work is necessary to understand it in detail.

Comparing the 2D and 3D simulations, the 2D simulations reach higher normal strains after the
initial part of the normal wave rise. This difference in the compaction behavior is a result of
differences in the grain packing in 2D versus 3D. Previous mesoscale modeling work looking at
compaction shock waves in granular WC found that the transition in compaction mechanisms from
rigid grain rearrangement to grain deformation occurred at a packing density of ~73% for random
2D arrangements of uniformly sized circular grains [27]. No transition in compaction mechanisms
has been estimated for random 3D arrangements of uniformly sized spheres. However, the limiting
density of random packings of hard spheres is estimated to be 63.7% [34]. In this work, the initial
packing density of the simulated powder samples is ~65%, so samples in the 2D simulations can
compact at least partially through rigid grain rearrangement. By contrast, the initial packing density is
above the limiting density for random packings of hard spheres, so it is reasonable to assume that
grains in the undeformed 3D powder model are already in a jammed or locked arrangement. Any
compaction of the powder sample in the 3D simulations must therefore be accompanied by grain
deformation. This difference makes the 3D model stiffer, at least initially, than the 2D model, which
leads to less compaction during the initial part of the normal wave rise.

The 3D slide and 2D stiction simulations exhibit a similar normal velocity response up to ~0.3 ps, at
which point the 2D stiction simulations show a rapid rise to uy, while the 3D slide simulations show
a more gradual rise that is more representative of experiment. The similar behavior during the initial
normal wave rise agrees with results of previous mesoscale simulations of single compaction shocks
through granular WC, which found 2D stiction and 3D slide simulations to exhibit nearly the same
shock Hugoniot for similar initial states [30]. In the pressure-shear configuration, the normal stress
wave reverberates within the sample many times until reaching the final compressive stress state.
Thus, for the 3D slide simulations, there is additional compaction of the granular WC layer with
each successive reverberation, while further compaction is limited for the 2D stiction simulations.
Such behavior can be seen clearly in the normal strain history response. This behavior makes sense
as grains in the 2D stiction simulations become welded together at contact points formed by the
initial normal wave, whereas grains can slide over one another in the 3D slide simulations, thus
allowing the sample to compact further with each successive wave reverberation.

The arrival time of the shear wave is predicted well by the simulations, which is expected as the bulk
sound speed ¢, and elastic properties of Ti-6Al-4V were matched to experiment. Transverse velocity
histories from experiment do not reach vy, which indicates that the sample is unable to support the
shear stress transmitted by the front anvil. The shear flow stress measured in experiment is
proportional via Eqn. (2) to the measured transverse velocity level vy easureq, Which is indicated in
Figure 5(a) for each of the three shots. Both 2D and 3D stiction simulations show the transverse
velocity to reach v, indicating that the mesoscale powder model is not failing and is able to transmit
nearly the full amplitude of the shear wave from the front anvil to the rear anvil. Visual inspection of
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the simulated powder sample during and after loading by the shear wave shows that there is some
grain deformation and movement during the shear wave rise, but afterward the grains reach a stable
configuration in which no further shear flow is visible. Enforcing the slide condition for the grains
leads to a somewhat reduced transverse velocity level relative to the stiction simulations, which
becomes more pronounced as the impact velocity is decreased. The reduction in transverse velocity
is also more pronounced in 3D than in 2D, and out of all the simulations the 3D slide simulation at
V = 66 m/s exhibits the lowest transverse velocity relative to the expected level. However, even in
that case, the sample remains largely intact and does not show visible signs of macroscopic shear
flow. Simulations with grain sliding enforced do show some localized flow in the granular WC layer,
see snapshots in Figure 6, which is exacerbated at low impact velocities. It is hypothesized that the
diminished transverse velocity levels for the slide simulations, as shown in Figure 5(a), can be
attributed to these localized flow regions. The localized flow is also more pronounced in 3D than in
2D, which is reflected in the relative differences in the steady transverse velocity levels.

V=145m/s

Figure 6. Snapshots of the granular WC layer from 3D simulations at t = 3.5 us. A region exhibiting
localized flow is shown zoomed in for each snapshot. The localized flow becomes more
pronounced as the impact velocity is lowered.

The shear strain rate history is shown in Figure 5(c) starting at t = 2.3 us, which corresponds to just
before the shear wave rise. Experiments do not have access to the positions/velocities of the anvil-
sample interfaces, so the rear surface transverse velocity history s is used to compute the shear
strain rate via ¥ = (Vo — ¥5s)/ho, Where hy is the initial sample thickness. Like the expression for the
normal strain rate, the above expression is only strictly true when the sample is in a homogeneous
state of shear stress. Moreover, the above expression leads to an underprediction of the actual shear
strain rate as it uses the initial sample thickness h, instead of the instantaneous sample thickness h.
Experiments show a plateau to a non-zero shear strain rate following the shear wave rise. By
contrast, simulations with the grain stiction behavior show much lower shear strain rates, close to
zero, indicating very little shear strain (given by the area under the shear strain rate curve) in the
sample compared to experiment. Simulations with grain sliding behavior show higher shear strain
rates relative to the simulations with the grain stiction behavior, which is in agreement with previous
mesoscale simulations of pressure-shear loading of sand [15]. In addition, the differences between
the shear strain rates for the two types of interface treatments are larger in 3D than in 2D. The
higher shear strains found in the slide simulations are thought to be due to the localized flow
behavior occurring within the sample, as discussed in the previous paragraph, and are not indicative
of any macroscopic shear failure of the simulated powder model.
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3.2. Probing the failure surface of the mesoscale powder model

Simulation results presented in the previous section showed that the mesoscale model for the
granular WC layer did not exhibit macroscopic shear failure under the same impact conditions as in
experiment. Although simulations with the slide condition enforced among the WC grains exhibit a
steady transverse velocity level that is below vy, visual inspection of the granular sample after the
shear wave rise shows that it remains in a stable configuration with only localized flow regions, see
Figure 6. Simulations with grain stiction behavior reach v, with the samples showing no signs of
macroscopic shear failure or localized flow regions. To probe the shear failure surface of the
mesoscale powder model, simulations are performed in which the transverse velocity of the
impactor is varied, while the normal velocity is held fixed. In this way, the amplitude of the initial
shear wave can be varied, while keeping the amplitude of the normal wave fixed. Given normal and
shear wave amplitudes o,; and 7., the impact velocity V and nose angle 6 are given by

211/2
V= 2o-el 1+<CL,ATel> (4)
PaCra Cs,A0¢1
Cy AT
0 =tan~! (M) ©)
Cs,a0¢l

where py, ¢;, 4, and cg 4 are the initial density, longitudinal sound speed, and transverse sound speed
of the impactor and anvil materials. To remain consistent with the previous simulations, the flyer
and anvil materials are kept as Ti-0AI-4V. As the yield stress is essentially infinite in the model for
Ti-6Al-4V, yielding of the anvil materials is suppressed independent of the impact parameters.
Though not physically realistic, this simplifies the simulations as Eqs. 1 and 2 will hold for all
simulations presented in this section.

The shots in experiment were carried out at @ = 20° and V = 66, 121, and 145 m/s, which
correspond (via Egs. (1) and (2)) to normal wave amplitudes o,; = 0.838, 1.537, and 1.842 GPa and
shear wave amplitudes 7,; = 0.158, 0.290, and 0.347 GPa, respectively. For the first set of
simulations, g, is fixed at 0.838 GPa and simulations are performed increasing 7,; from 0.1 to

2 GPa. Rear surface transverse velocity histories for these runs are shown in Figure 7 for the 2D
geometry. Both stiction and slide simulations at 7,; = 0.1 GPa reach the expected transverse velocity
level, which is consistent with results presented in the previous section. Upon increasing 7,; beyond
0.1 GPa, the transverse velocity levels continue to increase in the stiction simulations and approach
the expected level. At 7,; = 2 GPa, the observed quasi-steady level after rise is significantly less than
the expected level. During the shear loading, the individual grains in the sample show significant
deformation and join to form clusters leaving behind void regions that grow over time as the
clusters increase in size. A snapshot showing the deformation of the granular WC layer for a 2D
stiction simulation at 7,; = 2 GPa is shown in Figure 7. Very different behavior is observed in the
slide simulations as 7, is increased beyond 0.1 GPa. For 7,; > 0.5 GPa, further increases to 7,; does
not lead to an increase in the transmitted transverse velocity level. On average, the upper bound in
transverse velocity increases over time. Visual inspection of the sample during loading by the shear
wave shows significant shear flow as grains deform and slide over one another. For the 2D slide
simulation at 7,; = 2 GPa, the transverse velocity obtains a maximum near t = 6.2 ps then decreases.
The start of the decrease coincides with the formation of a line-like shear interface within the
sample. Once the internal shear interface spans the transverse size of the sample, see simulation
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snapshot in Figure 7, the transverse velocity starts to drop as all shearing motion becomes
concentrated at this interface.

stiction

300

—— 2d, stiction

----- 2d, slide
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Ty =10GPa

100f

Ty =0.5GPa

Ty =0.1GPa

transverse velocity at rear surface (m/s)
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Figure 7. Transverse velocity history from 2D simulations at a fixed normal wave amplitude cel of
0.838 GPa and shear wave amplitudes te of 0.1, 0.5, 1, and 2 GPa. Expected transverse velocity
levels for each shear wave amplitude are denoted by horizontal dotted lines. Snapshots of the WC
grains at the time indicated in the plot are shown for both slide and stiction simulations.

Additional simulations, like the ones presented in the previous paragraph, are carried out for
different values of g, to determine the shear strength of the mesoscale powder model as a function
of the confinement stress. Normal wave amplitudes o,; of 1.842 and 4 GPa are chosen, where the
value of 1.842 GPa corresponds to the normal wave amplitude of the experiment at V = 145 m/s
and the value of 4 GPa is equal to the fracture stress (=4 GPa) and close to the yield strength

(=5 GPa) used in the baseline model parameters for WC. The normal wave amplitude
corresponding to the experiment at V = 121 m/s is not considered as it is only ~17% less than that
for the 145 m/s experiment. Only simulations with grain sliding behavior are considered as the
transverse velocity levels that can be supported by simulations with grain stiction behavior are many
times greater than observed in experiment. For example, at g,; = 0.838 GPa, the rear surface
transverse velocity about 1 ps after shear wave rise is ~14 m/s in experiment, whereas the 2D
mesoscale powder model with grain stiction behavior can support transverse velocities up to

~200 m/s, see the solid orange curve in Figure 7. For each value of g, simulations are carried out
progressively increasing the shear wave amplitude 7,; from 1 GPa up to a maximum of 2 GPa in
steps of 0.25 GPa. Both 2D and 3D geometries are considered.
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Figure 8. Transverse velocity history from 2D and 3D slide simulations at normal wave amplitudes
cel of (a) 0.838, (b) 1.842, and (c) 4 GPa. For each value of G|, results are plotted for different shear
wave amplitudes 71¢ in the range of 1-2 GPa.

Transverse velocity histories from the rear target surface from simulations at the three g,; values are
shown in Figure 8. Results obtained for the 2D geometry are shown in the plots on the left, while
results for the 3D geometry are shown in the plots on the right. For a given value of g, both 2D
and 3D simulations exhibit a clear upper bound in the transverse velocity. Moreover, the upper
bounds increase with increasing g,;. There is much more scatter in the transverse velocity histories
near the upper bounds for the 2D simulations than for the 3D simulations, where the individual
velocity histories form smooth upper bounds. This difference is due to the fewer number of grains
(=332) in the 2D mesoscale powder model compared to the 3D model, which contains about 8% as
many grains (=2483). For g,; = 0.838 and 1.842 GPa, the upper bounds on the transverse velocities
in both 2D and 3D simulations generally increase in time. However, for curves corresponding to the
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largest shear wave amplitudes 7, the transverse velocity histories exhibit a maximum followed by a
decrease, as was observed in the 2D slide simulations discussed in the preceding paragraph. Such
behavior indicates the formation of an internal shear interface in the sample and is found to be
common to both 2D and 3D geometries. For 3D simulations, the time needed to form the internal
shear interface decreases as 7, is increased, which in turn leads to a decrease in the maximum
transverse velocity. This is not always the case for the 2D simulations due to the large amount of
scatter observed among the different runs. Comparing transverse velocity histories for the 2D and
3D geometries at g,; = 0.838 GPa, the strain-hardening behavior appears to be more pronounced
for the 2D geometry with the transverse velocity upper bound rising to near 100 m/s, while the
upper bound for the 3D geometry does not exceed 55 m/s. At g,; = 1.842 GPa, the trend seems to
be the opposite with the transverse velocity upper bound in the 3D simulations reaching more than
150 m/s, while the upper bound for the 2D simulations remains below 140 m/s.

At g,; = 4 GPa, the porosity is almost fully compressed out of the sample prior to the arrival of the
shear wave. The nearly completely compacted sample can support much higher transverse velocities
compared to the samples subject to lower confinement stress, which still retain a relatively high
amount of porosity after being loaded by the normal wave. For simulations with 7,; < 2 GPa, the
transverse velocities after rise reach the expected transverse velocity levels, which are denoted by the
horizontal dotted lines in Figure 8. However, at 7,; = 2 GPa, the simulated transverse velocity
histories do not reach the expected transverse velocity level and, instead, exhibit a maximum
followed by a large drop indicating formation of an internal shear interface in the sample. The
transition from fully supporting the shear wave to formation of an internal shear interface is very
sharp in this case, whereas at lower confinement stress the transition is more gradual and marked by
a clear upper bound in the transverse velocity.

3.3. Effect of WC fracture strength on the dynamic shear strength

The simulations presented so far use a very simple model for tensile fracture of the WC grains that
works by capping the tensile pressure (hydrostatic stress) in any cell containing WC material. If the
tensile pressure in the cell reaches or exceeds the cap, void is introduced to raise the pressure of each
material to the relaxation pressure, which is a function of the timestep, cell dimensions, and material
volume fraction. No obvious fracturing of the grains is visible in the mesoscale powder model
during pressure-shear loading at the shear failure surface. Therefore, to determine how much WC is
near the fracture criterion, the stress tensor for cells containing non-zero volume fraction of WC is
periodically output to file" and post-processed to calculate the mass fraction of WC that has tensile
pressure =95% of the fracture stress gy, which is currently set to 4 GPa. Figure 9(a) shows the
history of this quantity for a 2D simulation at an impact velocity of 189 m/s and skew angle of
70.9°, which corresponds to g,; = 0.838 GPa and 7,; = 1.25 GPa. These impact conditions result in
the mesoscale powder model being loaded to the shear failure surface, see Sec. 3.2. During the
normal wave loading, very little grain material (<0.006%) reaches tensile pressures =95% ar. At the
onset of shear loading, the fraction increases sharply but remains <0.016%. Calculations for the 3D
geometry exhibit similar behavior, though the mass fractions of WC material 295% oy before and
after the shear wave arrival are ~5x smaller. Thus, grain fracture is not a dominant failure
mechanism in the simulations presented so far and the observed macroscopic shear flow is due
almost exclusively to relative movement and deformation of grains.

“Requires updating to CTH version 12.2 to allow for proper filtering of cell data.
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Figure 9. Plots showing the mass fraction of WC material 295% of the fracture stress given a
fracture criterion based on tensile pressure (left) and maximum principal stress (right).

In CTH, it is possible to use the maximum principal stress as the fracture criterion instead of tensile
pressure, which is the default. Given the same fracture stress, all stress states that lead to fracture for
a fracture criterion based on tensile pressure will also lead to fracture for a fracture criterion based
on maximum principal stress. The reverse is not true, so there exist stress states for which a fracture
criterion based on maximum principal stress is satisfied, while one based on tensile pressure is not.
To illustrate this, the same simulation data in the previous paragraph is used to calculate the fraction
of WC with a maximum principal stress =295% oy. Results as a function of time are plotted in Figure
9(b) for the 2D geometry. Prior to the shear wave arrival, the peak mass fraction of WC material
with a maximum principal stress =95% oy is ~0.85% and, after the shear wave arrival, the fraction
jumps to >2%. Similar fractions are observed for calculations performed using the 3D geometry.
Such values correspond to >100x more WC material than calculated for a fracture criterion based
on tensile pressure.

Previous mesoscale simulations of single compaction shocks in granular WC varied the fracture
stress from ~0 to 20 GPa with a baseline value of 4 GPa [28]. Results of these simulations showed
little change in the bulk Hugoniot for fracture stresses above 2 GPa. However, for fracture stresses
below 2 GPa, the bulk stiffness of the granular material was reduced until the limit of zero fracture
stress, where a snowplow effect was observed in which any finite amplitude shock resulted in
complete compaction of the sample to the Hugoniot for fully consolidated WC. The goal of the
remainder of this section is to do a similar sweep of fracture stress for the WC grain material to
determine what effect, if any, there is on the pressure-shear response of the mesoscale powder
model. Fracture stresses op = 0, 0.1, 0.25, 0.5, 1, 2, 4, 8, and 20 GPa are chosen, which cover the
same range as in previous mesoscale simulations. The CTH code requires oy > 0, so a small value of
1 Pa (10” GPa) is used to approximate matetial with zero fracture stress. For a given value of oy,
simulation runs are performed fixing o,; and varying the shear wave amplitude 7,; to determine the
upper bound in transverse velocity that can be transmitted through the mesoscale powder model, as
was done in Sec. 3.2. A fracture criterion based on maximum principal stress is used rather than one
based on tensile pressure, which should result in more of the WC grain material reaching the
fracture criterion, as discussed in the previous paragraph. Simulations are carried out for both the
2D and 3D geometries.
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Figure 10. (a) Normal rear surface velocity histories, (b) normal strain histories, and (c) transverse
rear surface velocity histories for mesoscale simulations with different fracture stresses for the
WC grains at a stress confinement of 0.838 GPa. Each curve corresponds to the upper bound for

several simulation runs performed with shear wave amplitudes te = 0.25-2 GPa.

Normal and transverse rear surface velocity and normal strain histories for 2D and 3D mesoscale
simulations with g,; = 0.838 GPa are plotted in Figure 10. Each curve represents a different value
for the WC fracture stress parameter gy and is determined by taking the upper bound in the
simulation data for several runs varying t,; over the range of 0.25-2 GPa. Looking at the normal
velocity histories, we see that as gy is increased above the baseline value of 4 GPa, there is almost no
change in the arrival time of the normal wave, indicating that the normal wave speed through the
sample is unchanged. However, as oy is decreased below 4 GPa, the arrival of the normal wave
becomes delayed, which indicates a decrease in the normal wave speed through the sample. In
addition to the atrival time, the fracture stress also affects the normal wave rise. As oy is lowered
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below the baseline value, the height of the first shoulder in the normal velocity history decreases
resulting in more compaction of the mesoscale powder model, which is clearly reflected in the
normal strain history. In the limit of gy = 0 (1 Pa), a snowplow-like compaction response is
observed in which the sample becomes fully compacted behind the normal wave front. This results
in the slowest normal wave speed through the sample. Similar behavior of decreasing wave speed
with decreasing fracture stress was observed in mesoscale simulations of normal compaction shocks
in granular WC [28].

Looking at the transverse velocity histories, we see that the arrival time of the shear wave at the rear
target surface is more or less the same as a5 is lowered from 20 to 0.5 GPa. The major difference is
that the transverse velocity rise becomes less steep with decreasing fracture stress. For o < 0.5 GPa,
there does appear to be some small delay in the arrival time of the shear wave, but the delay reaches
a maximum for oy = 0.1 GPa and decreases slightly for the zero-fracture-stress case (6f = 1 Pa). In
general, the trend is for the upper bound in the transverse velocity to decrease upon lowering the
fracture stress of the WC grains. However, there is no significant change (beyond random noise) in
the transverse velocity history upon decreasing gy from 20 to 8 GPa. At the other end of the
spectrum, decreasing gy below 0.5 GPa does not result in any further reduction in the transverse
velocity upper bound. Instead, the transverse velocity actually starts to steepen with decreasing
fracture stress below 0.25 GPa. About 1 us after the start of the shear wave rise, the transverse
velocities for the 2D and 3D simulations with g = 0.5 GPa are ~28 m/s and ~18 m/s, respectively.
As a comparison, the simulations in Sec. 3.2, which used a tensile-pressure-based fracture criterion
with gy = 4 GPa, give ~95 m/s and ~52 m/s over the same duration for the 2D and 3D
simulations, respectively. In the experiment at the same stress confinement, the measured transverse
velocity 1 ps after the start of the shear wave rise is ~14 m/s.

For the zero-fracture-strength case, the transverse velocity histories for both 2D and 3D simulations
show a steady rise followed by a nearly constant plateau. Remember that a single curve in the plot
corresponds to the upper bound in transverse velocity for several runs with different shear wave
amplitudes. Plotting all runs separately would result in a set of curves similar to those in Figure 8(c)
except that the transverse velocity magnitudes would be much less. This is because the simulations
used to create the plots in that figure had a higher stress confinement, a tensile-pressure-based
fracture criterion, and a higher fracture stress for WC. As was discussed in Sec. 3.2, such a set of
curves indicates that the sample exhibits a sharp transition between fully supporting the amplitude of
the shear wave to developing an internal shear interface. This same behavior is occurring for the
current set of simulations at a lower stress confinement and with oy = 0 except that the sample
cannot support as high shear wave amplitudes as the simulations presented in Sec. 3.2.

The same set of simulations sweeping oy over the range of 0-20 GPa is also performed at higher
stress confinement g,; = 1.842 GPa. Only simulations using the 2D geometry are carried out, as the
3D geometry had too high of a computational cost given the large number of runs needed. Normal
and transverse velocity histories for the rear target surface for each value of oy are plotted in Figure
11, where again each curve corresponds to the upper bound from several simulation runs varying 7.,
over the range of 0.25-2 GPa. As was found for o,; = 0.838 GPa, decreasing oy leads to a delay in
the normal wave arrival and, thus, a decrease in the normal shock speed through the sample.
However, relative changes in the normal shock speed are smaller than those observed for the lower
stress confinement, which is in agreement with results of previous mesoscale simulations [28]. There
is some lowering of the initial shoulder in the normal velocity history with decreasing oy, but the
effect is not as large as observed for g,; = 0.838 GPa. Looking at the transverse velocity histories,
we again see a decrease in the steepness of the shear wave rise and maximum transverse velocity
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with decreasing ar. However, the envelope containing all curves over the range of fracture stresses is
smaller than observed for the lower stress confinement. The shear wave rise starts to steepen again
for o <1 GPa and, for oy < 0.1 GPa, the transverse velocity exhibits a steady rise followed by a
plateau. The minimum of the transverse velocity history curves occurs for oy = 1 GPa. About 1 ps
after the start of the shear wave rise, the upper bound in transverse velocity is ~92 m/s for

or = 1 GPa. In comparison, the baseline simulations presented in Sec. 3.2 give an upper bound of
~109 m/s for the same duration after the shear wave rise, whereas the measured transverse velocity
in experiment at the same stress confinement is ~34 m/s.
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Figure 11. (a) Normal and (b) transverse rear surface velocity histories for 2D mesoscale
simulations with different fracture stresses for the WC grains at a stress confinement of 1.842
GPa. Each curve corresponds to the upper bound for several simulation runs performed with

shear wave amplitudes 1¢ = 0.25-2 GPa.

The mass fractions of WC grain material residing in cells where the maximum principal stress is
295% oy are plotted in Figure 12 for 2D simulations at o,; = 0.838 and 1.842 GPa. The time
window of the plot encompasses both the normal and shear wave loading. Results are shown for o
= 0.5 and 1 GPa for g,; = 0.838 and 1.842 GPa, respectively. The choices for gy were motivated by
the fact that these are the values at which the transverse velocity histories are at a minimum, see
Figure 10(c) and Figure 11(b). The shear wave amplitude 7,; = 1 GPa, which is high enough to cause
the simulated sample to fail under shear at both levels of stress confinement. The first rise in the
plots around 1 ps signals the arrival of the normal wave at the sample, while the spike around 2.5 ps
signals the arrival of the shear wave. In both cases, the mass fraction of WC near the fracture
criterion increases rapidly as the normal wave loads the sample. For a,; = 0.838 GPa, the fraction
continues to rise gradually until the arrival of the shear wave. In comparison, for o,; = 1.842 GPa,
the curve flattens out then decreases until the arrival of the shear wave. The shear wave arrival
coincides with a spike in both curves, but the maximum is roughly 3x higher at the lower stress
confinement. After the spike, the curves decrease on average for the remainder of the time window
shown in the plot.
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Figure 12. Plot showing the mass fraction of WC material 295% of the fracture stress for
simulations at the shear failure surface for two different stress confinements.
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4, DISCUSSION

Based on the results presented in Sec. 3.1, it is clear that the pressure-shear simulations using models
and baseline parameter sets taken from previous mesoscale shock simulations on granular WC do
not predict macroscopic shear failure at the conditions where shear failure is observed in
experiment. However, by systematically increasing the amplitude of the shear wave, while keeping
the amplitude of the normal wave fixed, simulations clearly show an upper bound in the transverse
velocity recorded at the rear target surface. This upper bound was shown to be strongly dependent
on the treatment of mixed-material cells within the sample. Enforcing stiction behavior at grain
interfaces, which is the default treatment in multi-material hydrocodes, was shown to lead to a very
high transverse velocity upper bound that is many times greater than observed in experiment for the
same stress confinement. However, when sliding of grains was enforced, the upper bound in
transverse velocity was shown to be substantially smaller. For simulations at low stress confinement,
in which the sample retains significant porosity after being loaded by the normal wave, the upper
bound in transverse velocity was found to increase over time, see Figure 8(a) and (b), indicating
significant strain-hardening behavior. By contrast, the transverse velocities measured in experiment
reach a fairly steady state after ~0.2-0.6 ps from the start of the shear wave rise with comparatively
modest increases, see Figure 5(a).

The strain-hardening behavior observed in the simulations arises from grains rearranging themselves
to form more stable configurations, which allows for transmission of higher transverse velocities
through the sample over time. The rearrangement continues until the release wave arrives from the
rear surface of the target or, for simulations with sliding among grains, an internal shear interface
forms within the sample that spans the entire transverse dimension. Once the internal shear
interface forms, transverse velocities can no longer be transmitted as effectively through the sample,
which results in a drop in the transverse velocity recorded at the rear surface. Exceptions to the
strain-hardening behavior were observed for simulations presented in Sec. 3.2 for the highest stress
confinement of 4 GPa as well as for some of the simulations using low fracture stresses for the WC
grains presented in Sec. 3.3. In these cases, almost all porosity was compressed out of the mesoscale
powder model prior to loading by the shear wave, so no significant grain rearrangement could occur
to increase the flow strength of the sample. Instead, the sample either fully supported the shear wave
amplitude, resulting in a constant transverse velocity after rise, or an internal shear interface formed
within the sample, resulting in a rise then sudden drop.

Post-shot recovery SEM images of the granular samples in experiment showed significant
comminution as a result of the shear loading. Initial samples had a grain size distribution of

20-32 pm, while recovered particles were mostly 2-3 pm with many <1 pm [16]. For the slide
simulations presented in Sec. 3.1, localized regions appeared in the sample where grains were
observed to break up and flow. The flow regions were found to be exacerbated at low stress
confinement. Significant break up and flow of grains was also observed on either side of an internal
shear interface for the simulations at the shear failure surface that were presented in Sec. 3.2.
However, the grains that were broken up were limited to areas in direct contact with the shear
interface, while grains in the remainder of the sample were largely unaffected. In both contexts, the
flow was more significant in the 3D simulations than in 2D simulations. For the simulations
presented in Sec. 3.1 and 3.2, a fracture criterion based on tensile pressure was used for the WC
grains with a fracture stress of 4 GPa taken from previous mesoscale simulation work. Statistical
calculations of the stress state for cells containing WC revealed that almost none of the grain
material was getting close to the fracture criterion even when the sample was loaded to the shear
failure surface. In light of this finding, the localized flow regions and areas on either side of an
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internal shear interface that show breaking up and flowing of grains are most likely an artifact of the
slide algorithm and not due to fracturing of grains.

In Sec. 3.3, it was shown that an alternate fracture criterion based on the maximum principal stress
component led to much more of the WC grain material getting close to the fracture criterion than
when the default fracture criterion based on tensile pressure was used. Although not shown
explicitly, this alternate fracture criterion led to a reduction in the transverse velocity that could be
supported by the mesoscale powder model. By switching to the principal-stress-based fracture
criterion and lowering the fracture stress of the WC grain material from its baseline value of 4 GPa
to 0.5 GPa while keeping all other simulation settings the same, it was found that the upper bound
in transverse velocity could be reduced even further. At a stress confinement of 0.838 GPa, the
upper bound in the transverse velocity was reduced by ~70% for both 2D and 3D simulations, thus
bringing the simulation results more in line with experiment. The baseline fracture stress for WC of
4 GPa was motivated by spall strength measurements of hot-pressed WC [35]. As a comparison, the
ultimate tensile strength of WC under quasi-static loading conditions is 0.59 GPa [36]. The loading
conditions for tensile tests may be more representative of those occurring in individual grains within
a partially compacted powder during pressure-shear loading than those under which spall strength
measurements are performed on solid WC. Therefore, a fracture stress of 0.5 GPa for the simulated
WC grains is not unreasonable.

At the higher stress confinement of 1.842 GPa, it was shown that varying the fracture stress of the
WC grains did not produce as much of an effect on the shear strength of the simulated powder as
observed for the lower stress confinement of 0.838 GPa. Moreover, it was shown that the
simulations diverged from the experimental shear response with the simulated powders exhibiting
higher shear strengths with increasing stress confinement. Although only confirmed for the 2D
simulations, the same trend is thought to occur in the 3D simulations as well. At the end of Sec. 3.3,
it was shown that there was a lower fraction of WC near the fracture criterion during shear loading
at the higher confinement stress despite similar fractions during loading by the normal wave. As the
confinement stress is increased, the powder is compacted more (lower porosity) before being loaded
by the shear wave. Clearly, there are fewer stress states near the fracture criterion for more
compacted powders, which results in the fracture stress having less of an effect on the shear
response than observed for less compacted powders. In the simulations, fracture is treated by
inserting void into a cell that has reached the fracture criterion. Afterwards, void can be compressed
out and the material retains no record of the fracture having occurred. This is not representative of
how the powder behaves in experiment, where fractured grains remain as distinct material pieces
despite further compression.
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5. CONCLUSIONS

In this work, Eulerian simulations of pressure-shear loading were presented for a granular ceramic
material described by a simple mesoscale model composed of a random arrangement of solid
circular or spherical grains. Material models and baseline parameter sets for WC were taken from
previous mesoscale simulations of normal shocks in WC powder [27]. Results of 2D and 3D
simulations with either stiction or sliding behavior for the grains were compared directly to pressure-
shear experiments on dry granular WC [106]. In general, simulations exhibit a more rapid rise to the
normal stress state than observed in experiment with the 3D slide simulations exhibiting the best
overall agreement, though still being overly stiff during the initial part of the normal wave rise prior
to reverberations. Furthermore, simulated samples did not exhibit signs of macroscopic shear failure
at the same conditions as in experiment. Stiction simulations showed transverse velocities after rise
at the amplitude of the initial shear wave for all experimental impact conditions indicating the
sample was responding elastically to the shear wave. Slide simulations did exhibit transverse
velocities below the shear wave amplitude. However, the reduction in the transmitted transverse
velocity was attributed to localized flow regions at grain interfaces and not due to macroscopic shear
flow. These localized flow regions, which were more pronounced in 3D than 2D and exacerbated at
low impact velocities, are believed to be nonphysical and most likely a byproduct of the slide
algorithm.

To probe the shear failure surface of the mesoscale powder model, simulations were carried out for
a range of shear wave amplitudes, far exceeding the range possible in experiment. Simulated
transverse velocities were found to be bounded with respect to increasing shear wave amplitude,
thus providing a measure of the shear failure surface for the simulated powders. The dynamic shear
strength was found to depend strongly on the approximate grain interface treatment and, to a much
smaller degree, on the number of dimensions. Simulations with sliding grains exhibited much lower
shear strengths than simulations with the default grain stiction behavior. In addition, higher stress
confinement was shown to lead to higher shear strength, which is in agreement with experiment.
The fracture stress of the grains was also shown to affect the macroscopic shear failure response
with lower fracture stresses yielding lower shear strengths, but with a lower limit beyond which
decreasing the fracture stress did not lead to any further reduction in strength. Lowering the fracture
stress of the grains also increased the compaction of the simulated powders making the results more
in line with experimental observations. At partial compactions, simulations exhibited strain-
hardening behavior initially followed, in most cases, by a drop in the flow stress resulting from
formation of an internal shear interface within the sample. Near full compaction, there was no
strain-hardening behavior. Instead, a sharp transition was observed between the sample being able
to support the full amplitude of the shear wave to formation of an internal shear interface after
which the sample retained little to no shear strength. By contrast, experiments exhibited a fairly
steady transverse velocity level after rise with little or no strain-hardening behavior.

By including an approximate treatment of sliding interfaces and treating the fracture stress as a
variable parameter, results of the mesoscale simulations started to approach results of pressure-shear
experiments on granular WC at low stress confinement (~1 GPa). However, agreement with
experiment was found to worsen with increasing confinement stress as simulations more severely
overpredict the dynamic shear strength. The mesoscale simulations suffer from numerical issues
arising from the approximate treatment of sliding grain interfaces, such as localized flow regions at
low impact velocities that manifest at grain interfaces and formation of internal shear interfaces that
span the cross-section of the simulation domain. Moreover, fracture of the grains is not treated
realistically in the simulations, which can lead to fractured grains healing upon recompression.
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Ultimately, both of these issues stem from the Eulerian nature of the simulations, which does not
resolve interfaces between grains explicitly, so the simulations are forced to rely on ad hoc methods
to treat contact and fracture. Future work should look into other methods, like Lagrangian finite
element simulations, which use body-fitted meshes and can handle contact explicitly, or
peridynamics, which as an integral continuum mechanics formulation that is better suited to handle
cracks and discontinuities.
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