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We extend our previous work on singlet exciton fission in isolated dimers to the case of crystalline
materials, focusing on pentacene as a canonical and concrete example. We discuss the proper inter-
pretation of the character of low-lying excited states of relevance to singlet fission. In particular, we
consider a variety of metrics for measuring charge-transfer character, conclusively demonstrating sig-
nificant charge-transfer character in the low-lying excited states. The impact of this electronic struc-
ture on the subsequent singlet fission dynamics is assessed by performing real-time master-equation
calculations involving hundreds of quantum states. We make direct comparisons with experimental
absorption spectra and singlet fission rates, finding good quantitative agreement in both cases, and we
discuss the mechanistic distinctions that exist between small isolated aggregates and bulk systems.
© 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4892793]

I. INTRODUCTION

Singlet exciton fission is a spin-conserving energy trans-
fer event whereby a photogenerated singlet exciton splits into
two lower-energy triplet excitons.1, 2 When combined with
a secondary absorbing material, this type of multiple exci-
ton generation3 can boost the maximal power conversion ef-
ficiency of a solar cell to 45%,4 well above the Shockley-
Queisser limit of 31%.5 Despite a significant number of
experimental6–19 and theoretical20–32 studies on a wide range
of materials, the microscopic mechanism by which singlet fis-
sion takes place is still a matter of debate. The status of the
field has been expertly summarized by Smith and Michl in
Ref. 1 and more recently in Ref. 2.

Theoretical and computational contributions to a mech-
anistic understanding of singlet fission have almost en-
tirely focused on pairs (or dimers) of chromophore
molecules.20, 21, 23, 27, 30–32 Although this two-molecule pic-
ture is indeed a minimal model for singlet fission, it must
be questioned whether such a model is quantitatively—or
even qualitatively—relevant for experimental investigations
in crystalline materials. It must be kept in mind that essen-
tially all reported experimental findings of rapid and efficient
singlet fission occur in the crystal phase10, 11, 13–19 whereas sin-
glet fission in covalent dimers in solution has been reported
with vanishingly small yield.33, 34 Between single molecules
and bulk crystals, there exist large variations in basic exper-
imental signatures of electronic energy levels, including ion-
ization energies and absorption spectroscopies, which already
hints at the potential differences between these two classes of
materials.

This undeniable gap between theory and experiment can
be largely attributed to the theoretical and computational chal-
lenges associated with large system sizes; a unified treatment
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of the static and dynamic properties of large systems of in-
teracting electrons and phonons is an ongoing challenge in
condensed phase chemical dynamics. For example, even the
static ab initio energy ordering of the low-energy states of iso-
lated acene dimers is still under debate.21, 24, 30–32 This paper
bridges this critical gap by extending our previous work on
singlet fission in pentacene dimers26, 27 to the problem of sin-
glet fission in crystalline pentacene, treated at the same level
of theory. Our ability to treat such large system sizes origi-
nates from a more pragmatic computational approach that em-
ploys a careful combination of quantum chemical and semi-
empirical methods guided by experiment. In this way, we are
able to consistently compare our mechanistic predictions be-
tween dimers and crystals, and more importantly between
theory and experiment. Furthermore, our theoretical frame-
work continues to be the only one to microscopically treat the
exciton dynamics in the presence of coupling to thermal vi-
brations. This latter feature is mandatory for any meaningful
prediction of rates, which are the most robust experimental
observables for singlet fission.

The layout of this paper is as follows. We begin in Sec. II
with a summary that places the present work in the context
of our previous work. This is followed in Sec. III by a review
of the methodology relevant for a treatment of larger clus-
ters and crystals. In Sec. IV, we present our results, focus-
ing on the linear absorption, charge-transfer characterization,
and singlet fission dynamics of crystalline pentacene. We con-
clude in Sec. V. An Appendix is devoted to a discussion of the
validity of the diabatic approach to singlet fission used in this
work.

II. SUMMARY OF MAJOR RESULTS

In the first paper26 of this series (hereafter referred
to as Paper I), we formulated a generic, microscopic the-
ory of singlet fission, which unified static electronic struc-
ture and subsequent quantum dynamics in the presence of a
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vibrational bath. In the second paper27 (hereafter Paper II), we
applied this formalism to the study of singlet fission dynam-
ics in pairs of pentacene molecules. One aspect of Paper II27

concerned the role, or lack thereof, of so-called charge-
transfer (CT) states in the early stages of singlet fission as
a means of generating a correlated triplet pair state (TT) from
the initially photoexcited Frenkel excitation (FE). We found
that for pentacene dimers the “direct,” two-electron coupling
is quite weak, capable of producing fission dynamics on a
timescale no shorter than about 10 ps. We found that a higher-
order superexchange-like singlet fission mechanism mediated
by CT states, with an effective (second order) matrix ele-
ment Veff = VFE,CT VCT,T T /�E(CT ), dominated the direct
two-electron transfer process. This higher-order mechanism
for singlet fission has since been adopted in a number of
works.2, 29, 31 However, in Paper II27 it was demonstrated that
a pure non-adiabatic rate theory based on the superexchange
matrix element is not quantitatively accurate due to the fact
that the matrix elements that control the mixing with CT states
are of the same order as the energy difference between the
FE and CT states themselves. In this large coupling limit,
Veff > 10 meV, our dynamics calculations showed the onset of
a plateau in the singlet fission rate (see Fig. 7(b) of Paper II27).
Remarkably this behavior, including even the value of the
plateau onset, has been very recently observed in a large-scale
joint experimental and theoretical study by Yost et al.35 These
authors rationalized their findings in a manner consistent with
the theory presented in Paper II.27

In this paper we apply the methodology developed in Pa-
pers I26 and II27 to treat fission in bulk crystals, focusing on
the prototypical case of pentacene. Hundreds of electronic
states coupled to lattice (phonon) degrees of freedom are
treated within a fully microscopic framework for the quantum
dynamics following the initial photo-excitation of the bright,
low-lying S1 singlet state. On a superficial level, we find that
the time-dependent populations of the S1 and TT states in the
pentacene crystal appear to proceed in a manner similar to
that of an isolated pentacene dimer whose geometry is taken
from the crystal (vide infra, compare Fig. 5 of this work and
Fig. 5 of Paper II27). In particular, in both cases we find that
the temporal growth of the TT state is ultrafast (occurring on
the order of 250 fs) with nearly exponential kinetics. This fact
would seem to support the notion that in studying fission ki-
netics, a dimer, perhaps embedded in a continuum dielectric
environment, is a good proxy for the bulk. However, a closer
analysis reveals that there are qualitative distinctions between
dimers and crystals.

For a pentacene dimer, as described above, the coupling
between the FE and TT states is enhanced by mixing with
high-lying, virtual CT states. In the bulk case investigated
here, we will clearly demonstrate that the FE and CT states
are strongly mixed into the adiabatic S1 state, a mixing facil-
itated by the lowering of CT energy levels engendered by the
polarizability of the surrounding molecules. In this sense, the
low-lying photoexcited singlet already has a large CT com-
ponent. Hence, fission in pentacene essentially occurs via
a direct one-electron, as opposed to a two-electron, trans-
fer process. It should be noted however, that the degree of
CT mixing is material dependent. Specifically, materials with

small inter-chromophore spacing, large electronic coupling,
and highly polarizable or high dielectric environments should
be ideal candidates for such CT mixing. However, the sub-
sequent fission amplitude is maximized for nearest-neighbor
CT pairs, and so materials with small exciton binding ener-
gies leading to rapid dissociation and carrier diffusion will
be less efficient fission materials. In systems with an inter-
molecular spacing larger than that of pentacene, it is expected
that the two-electron coupling will eventually dominate over
the terms responsible for CT mixing. In such systems fission
may occur via a direct two-electron transfer mediated by the
Coulomb operator. In Paper II,27 we investigated such a sce-
nario and predicted that in this case fission would proceed
on time scales of tens of picoseconds or slower. This predic-
tion also appears consistent with the experimental findings of
Yost et al.35

With respect to the treatment of electronic structure, our
theory—developed and applied in Papers I,26 II,27 and the
present work—employs a real-space, tight-binding (diabatic)
formulation. Here, adjustment of parameters is carried out to
optimize agreement with aspects of the absorption spectrum,
similar to the approach taken in earlier studies that targeted
the Davydov shift.28, 36 General considerations pertaining to
the validity of the diabatic approach to fission are discussed
in the Appendix. The values of electronic coupling parameters
that we find for pentacene are in semi-quantitative agreement
with those found independently by block-localized DFT,37

constrained DFT,35 and both restricted31 and complete32 ac-
tive space methods. In comparison with calculations for bulk
pentacene at the GW and GW+Bethe-Salpeter equation lev-
els of electronic structure theory, we find good agreement
both with respect to the band structure (Fig. 1) and the qual-
itative real-space characteristics of the electron-hole distribu-
tions (Fig. 4).

We further provide a detailed analysis of the real-space
electronic character of the S1 state in Sec. IV B. Although
the deficiency of assessing CT character via examination
of static dipole moments has been discussed in several re-
cent studies,30, 38, 39 we make this point explicit by calculat-
ing dipole moments associated with low-lying singlet states
for clusters derived from the crystal structure of pentacene.
For clusters that break the natural inversion symmetry of the
crystal (such as those employed in Ref. 22), a non-zero static
dipole moment may be detected in low-lying singlet states,
while clusters that obey the symmetry of the periodic crys-
tal exhibit a vanishing dipole moment for all excited singlet
states. This analysis makes clear that such dipole moments
are not directly associated with CT character, but instead arise
from surface-localized charge density in systems with broken
symmetry. We will also explicitly show that for the assign-
ment of CT character, as well as for quantification of the ex-
citon size, the examination of the exciton correlation function
provides more useful information than a natural transition or-
bital analysis in periodic crystals with inversion symmetry.

III. METHODOLOGY

Because our adopted theoretical methodology has been
described and utilized in Papers I26 and II,27 we will only
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briefly describe the formalism, with a focus on the differences
between the present crystal-phase calculation and our previ-
ous study of acene dimers. We employ a system-bath exci-
tonic Hamiltonian describing the coupling of the electron and
phonon degrees of freedom,40, 41 Ĥtot = Ĥel + Ĥel−ph + Ĥph,
with

Ĥel =
∑

i

|i〉Ei〈i| +
∑
i �=j

|i〉Vij 〈j |, (1)

Ĥel−ph =
∑

i

|i〉〈i|
∑

k

ck,i q̂k +
∑
i �=j

|i〉〈j |
∑

k

ck,ij q̂k, (2)

and

Ĥph =
∑

k

[
p̂2

k

2
+ 1

2
ω2

k q̂
2
k

]
. (3)

We emphasize that the Hamiltonian above is constructed in
a basis of many-body electronic states. The parameters of
this Hamiltonian are determined via a variety of ab initio and
semi-empirical methods, as discussed in Sec. III B.

A. Reduced density matrix quantum dynamics

The reduced dynamics generated by the above Hamilto-
nian are calculated with a Redfield-type, weak-coupling quan-
tum master equation.26, 40, 42 Specifically, in the basis of elec-
tronic eigenstates Ĥel |α〉 = ¯ωα|α〉, the reduced density ma-
trix (i.e., averaged over the phonon degrees of freedom) obeys
the equation of motion

dραβ (t)

dt
= −i(ωα − ωβ)ραβ(t) +

∑
γ,δ

Rαβγ δργ δ(t). (4)

Explicit expressions for the Redfield tensor, Rαβγ δ , which in-
troduces population relaxation and coherence dephasing, can
be found in Appendix C of Paper I.26 Such expressions de-
pend only on the spectral density of the phonons, which we
take to be identical for all electronic states, and to be of the
Ohmic form with a Debye cutoff, i.e.,

J (ω) = π

2

∑
k

c2
k

ωk

δ(ω − ωk) = 2λ�ω
1

ω2 + �2
. (5)

We take λ = 50 meV and ¯� = 180 meV. Consistent with our
findings in Paper II,27 we neglect the off-diagonal Peierls cou-
pling. As an aside, we would like to point out that the “true”
spectral density as defined in the first equality of Eq. (5) has a
maximum phonon frequency above which J(ω) = 0 (roughly
around 3000 cm−1 for C–H stretching modes in acenes).
However, the addition of a high-frequency component to the
spectral density, when treated to lowest order (as in Redfield
theory), can serve as a proxy for multi-phonon relaxation pro-
cesses arising from lower-energy phonons.43, 44 A more care-
ful treatment would follow from writing the electron-phonon
interaction more generically as Ĥel−ph = ∑

i |i〉〈i|�i({qk}),
which need not be linear in the coordinates. The (generally
temperature-dependent) spectral density is then understood
to be related to the Fourier transform of the phonon auto-
correlation function 〈�i({qk(t)})�i({qk(0)})〉ph, which will

include a high-frequency tail arising from lowest-order scat-
tering events in the nonlinear components of the exciton-
phonon coupling term �i. Alternatively, the high-frequency
tail could be interpreted as an approximate treatment of
higher-order scattering events in the linear exciton-phonon
coupling, which is neglected in Redfield theory but could be
included with modified Redfield theory44, 45 or polaronic mas-
ter equations.46, 47 In Ref. 48, we combined lowest-order Red-
field theory with a model for the nonlinear exciton-phonon
coupling to more accurately treat multiphonon relaxation in
crystalline hexacene, which is a highly exothermic singlet fis-
sion material.

With large quantum dynamics calculations in mind, let us
briefly comment on aspects of computational tractability. First
and foremost, a reduced density matrix calculation is likely
the only microscopic quantum dynamics formalism with the
potential to scale to large clusters approaching crystal behav-
ior, primarily because such an approach has already averaged
over the continuous vibrational degrees of freedom. Without
invoking the secular approximation (which decouples popu-
lation and coherence evolution in the electronic eigenstate ba-
sis), the solution of the Redfield equation requires the appli-
cation of the N2 × N2 Redfield tensor onto the N × N density
matrix (where N is the number of electronic states). Such an
effective matrix-vector multiplication scales as O(N4). Pollard
and Friesner49 showed that by exploiting the structure of most
system-bath interactions, the application of the Redfield ten-
sor can be reduced to B matrix-matrix multiplications, scaling
as O(BN3), where B is the number of collective bath variables
to which the system is coupled (and can be as few as B = 1).
In the case where each electronic state is coupled to its own
set of bath variables, then B = N, and there is no operational
savings in the Pollard and Friesner scheme;49 even worse, in
the presence of Peierls-like off-diagonal coupling to B = N2

independent sets of bath variables, it scales as O(N5), which
is worse than the naive approach. However, this scheme never
requires the storage of the Redfield tensor and so there can in-
deed be savings in memory storage requirements, depending
on implementation. In our calculations, we have exploited the
techniques of Pollard and Friesner,49 which were sufficient to
treat the desired system sizes. Furthermore, the results pre-
sented have invoked the secular approximation, although the
non-secular Redfield dynamics exhibit the same qualitative
behavior.26

B. Geometry and electronic structure

Following Paper I,26 we parameterize our electronic
Hamiltonian in a tight-binding basis of localized, diabatic
states with excitations spanning one or two molecules per ba-
sis state. The basis states are characterized as being in one
of three spin singlet classes: (1) intramolecular FE; (2) inter-
molecular CT; and (3) correlated TT. Note that in Papers I26

and II,27 we followed the convention of the field and referred
to localized FE states as S1 states. We avoid this potentially
confusing nomenclature here because the lowest-lying (adia-
batic) singlet excitation in crystals is no longer dominated by
FE states, vide infra.
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For a cluster of M molecules, there are in principle M
FE states, M(M − 1) CT states, and M(M − 1)/2 TT states,
such that the number of states grows quadratically with the
number of molecules, i.e., N ∼ M2. However, in molecu-
lar crystals like pentacene, the molecules largely retain their
isolated properties and intermolecular interactions are rea-
sonably weak, suggesting a semi-empirical truncation of the
excitations to nearest-neighbors only (allowing for weakly
Wannier-like excitons). With this approximation, the num-
ber of electronic states grows linearly with M. Our Hamil-
tonian is thus given by Ĥel = ĤFE + ĤCT + ĤT T + ĤFE,CT

+ ĤCT,T T , where

ĤFE =
∑
m

|FEm〉EFE〈FEm|, (6)

ĤCT =
∑
〈mn〉

|CmAn〉ECT (m, n)〈CmAn|, (7)

ĤT T =
∑
〈mn〉

|TmTn〉ET T 〈TmTn|, (8)

ĤFE,CT =
∑
〈mn〉

[|FEm〉tLL(m, n)〈CmAn|

−|FEm〉tHH (m, n)〈CnAm| + H.c.], (9)

ĤCT,T T =
√

3/2
∑
〈mn〉

[|TmTn〉tHL(m, n)〈CmAn|

+|TmTn〉tLH (m, n)〈CnAm| + H.c.], (10)

where 〈mn〉 denotes that m and n are nearest-neighbors. We
have neglected the so-called “direct” coupling, two-electron
matrix element 〈FEm|Ĥel|TmTn〉 due to its relative smallness,
as quantified statically and dynamically in Paper II.27 It is
straightforward to include this contribution if necessary.

The molecules in a pentacene crystal adopt a familiar her-
ringbone packing arrangement. As discussed in Paper II,27

there are approximately three symmetry-unique nearest-
neighbor pairs of molecules with different electronic inter-
actions. Following the Appendixes of Paper I,26 we employ
notation such that εg is the single-molecule HOMO-LUMO
gap in the crystal environment and tAB(m, n) are one-electron
coupling matrix elements (H and L denote the HOMO and
LUMO). These properties follow from an appropriate one-
electron theory, for which we have used Hartree-Fock theory,
supplemented with renormalizations appropriate for the crys-
tal. Specifically, εg must be significantly reduced from the gas
phase value and the one-electron couplings tAB are rescaled to
incorporate screening effects. Importantly, the relative mag-
nitudes and phases of the symmetry-distinct electronic cou-
plings are meaningful and are retained in the calculation. In
the absence of electron-hole interaction effects, these param-
eters yield the single-particle band structure shown in Fig. 1,
which is in good agreement with previously published ab ini-
tio GW calculations.50 Although the LUMO band in particu-
lar shows slightly less dispersion than that obtained by GW ,

εg = 2.35 eV EQP = 2.0 eV
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FIG. 1. Band structure of crystalline pentacene calculated within the present
theory compared to the many-body GW results of Ref. 50. Also shown are the
bare single-molecule gap εg in the absence of dispersion, and the minimum
quasiparticle gap EQP when dispersion is included.

our approach yields an absorption spectrum in better agree-
ment than that from GW plus the Bethe-Salpeter equation
(BSE). Furthermore, the quasiparticle gap of EQP = 2.0 eV,
located at the C-point in the Brillouin zone, is in good agree-
ment with the experimental value of 2.2 eV,51, 52 especially
when accounting for surface effects. The reduction as com-
pared to the gas-phase single molecule gap of about 5 eV53

can be ascribed to electronic polarization of the surrounding
crystal medium.

Electron-hole interaction effects are incorporated with a
configuration interaction approach, from which we write the
diagonal energies as

EFE = εg + 2K − J, (11)

ECT (i, j ) = εg − J ′(i, j ), (12)

ET T ≈ 2E(T ) = 2(εg − J ). (13)

In the above,

J =
∫

d3r1

∫
d3r2H

2
A(r1)r−1

12 L2
A(r2) (14)

is a direct, intramolecular Coulomb integral;

K =
∫

d3r1

∫
d3r2HA(r1)LA(r2)r−1

12 LA(r1)HA(r2) (15)

is an intramolecular exchange integral; and

J ′
1 =

∫
d3r1

∫
d3r2H

2
A(r1)r−1

12 L2
B(r2), (16)

J ′
2 =

∫
d3r1

∫
d3r2H

2
B(r1)r−1

12 L2
A(r2) (17)

are direct, intermolecular Coulomb integrals. For simplicity,
we assume J ′

1 = J ′
2 ≡ J ′ (although we point out that very re-

cently Zeng et al.32 have shown that this is not accurate for
certain molecular geometries). We have neglected the inter-
molecular exchange integral due to the smallness of the dif-
ferential overlap. We adopt the Bethe-Salpeter viewpoint to
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TABLE I. Electronic structure values (all in eV, except tij in meV) for the
pentacene crystal for monomers (top) and for the three nearest-neighbor
dimer types (bottom). All values should be understood to be in the crystal
environment, not the gas phase.

εg J E(T1) 2K E(FE)

Monomer 2.35 1.45 0.90 1.10 2.0
[a b] J′ E(CT) tHH tLL tHL tLH

[1 0] 0.10 2.25 26 −24 −26 26
[1/2 1/2] 0.30 2.05 −44 46 38 −43
[−1/2 1/2] 0.35 2.00 68 −44 38 −47

configuration-interaction excitations, such that K is an un-
screened exchange integral, whereas J and J′ are screened
direct integrals.54 With this convention, K approximately sat-
isfies the experimental, single-molecule singlet-triplet ex-
change splitting, 2K ≈ E(S1) − E(T1) which we take to be
1.10 eV.55, 56 The unscreened direct interaction for a gas-phase
molecule would be J ≈ Eg − E(T1) ≈ 4 eV, however, it is
reduced in the crystal by approximately a factor of 3 due to
screening, and we use J = 1.45 eV. The value of J′, which sets
the CT state energies, depends on the specific dimer-pair, and
is accordingly larger for nearer neighbors (stronger electron-
hole interaction). Our employed CT state energies are in good
agreement with those obtained experimentally by Sebastien
et al.57 and theoretically by Yamagata et al.36 The values
for all parameters used throughout this work are collected in
Table I.

The ultimate validation of these parameters lies in the
theoretically predicted absorption spectrum which includes
all the effects of state-mixing and spatial delocalization. We
turn to this topic next. In all results presented henceforth, we
have performed calculations on finite clusters of N = 10, 27,
and 52 molecules (roughly 3 × 3, 5 × 5, and 7 × 7, re-
spectively) until converged. Without the Hilbert space trunca-
tion described above (i.e., nearest-neighbor CT and TT pairs
only), these clusters would have 145, 1080, and 4030 elec-
tronic states. With such truncation, these clusters have 67,
213, and 439 electronic states, which still provide significant
computational demands in light of the scaling of density ma-
trix dynamics described above.

IV. RESULTS

A. Linear absorption spectroscopy

A crucially important metric in assessing the accuracy of
the employed electronic structure model is the calculated lin-
ear absorption signal. Furthermore, because of the anisotropy
of the pentacene herringbone lattice, polarized absorption
spectroscopy permits access to more detailed structural infor-
mation. Specifically, we calculate the imaginary part of the
dielectric function

ε2(ω) ∝ 1

ω2

∑
α

|e · μα|2D(Eα − ¯ω), (18)

where D(E) is a lineshape function (taken to be Gaussian with
a broadening of 0.04 eV), e is the optical polarization vector,

(a)
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FIG. 2. Comparison between theoretically predicted and experimental ab-
sorption spectra of crystalline pentacene. Panel (a) shows the theoretical spec-
trum for both a and b polarization, compared to the experimental a-polarized
spectrum from Ref. 59. Panel (b) compares the theoretical averaged spec-
trum with that of a polycrystalline sample given in Ref. 17, where we have
converted absorption data via ε2(ω) ∝ α(ω)/ω. All spectra are normalized
to the peak value of the lowest-lying transition. The Davydov shift is given
by the energy separation of the first two peaks in panel (b), as emphasized
by the vertical dashed lines.

and

μα ≈ 〈0|μ̂|α〉 =
∑

n

Cα
FE

n
μFE (19)

is the transition dipole moment to the adiabatic excited state
α. Note that we assume that the localized Frenkel exciton
states carry all the oscillator strength, and thus the optical
brightness of a given adiabatic excited state is dependent on
the degree of Frenkel exciton character. The absorption (or ex-
tinction) coefficient α(ω) is related to the dielectric function
via α(ω) ∝ ωε2(ω), where the index of refraction is assumed
constant over the energy range of interest.

To assess our electronic structure model, we seek to
compare to experimental measurements whenever possible.
Unfortunately, experimental polarization-resolved absorption
spectra for pentacene are in fact quite varied. This may in
part be due to variations in methodology necessitated by
crystal anisotropy, which include reflectivity,58 generalized
ellipsometry,59 and electron energy-loss spectroscopy.58, 60, 61

Spectra for the a-polarized absorption are more uniform, and
in Fig. 2(a) we compare to the ellipsometry spectrum from
Ref. 59. The total absorption spectrum, i.e., the average of
the a + b components, can be obtained from polycrystalline
samples. In Fig. 2(b), we compare to low temperature (4 K)
absorption spectra of such a polycrystalline film presented in
Ref. 17. The agreement for all observed peaks can be seen
to be quite good, giving credence to our employed electronic
structure model. In Ref. 61, it was remarked that the struc-
ture in pentacene’s a-polarized spectrum does not appear to
originate from a vibronic progression, in contrast to that of
tetracene and smaller acenes. This observation is consistent
with our calculation, which neglects explicit phonon coupling
in the absorption spectra. Such behavior can be understood
in terms of the reduced exciton-phonon coupling in larger
molecules, combined with an increased CT-mixing that ac-
counts for the additional peaks (discussed further below).

Importantly, such polarization-resolved spectra offer
access to the Davydov shift, i.e., the signed difference
between the first peaks of the b- and a-polarized spectra. Our
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calculations yield a Davydov shift of 0.16 eV, in good agree-
ment with various experimental values (0.13 eV,17, 62, 63

0.14 eV,64 and 0.15 eV59) and theoretical values
(0.13 eV28, 36, 50 and 0.20 eV65). Yamagata et al.36 have
identified an important trend in their theoretical study of
acene spectroscopy: an increasing (positive) Davydov shift
is correlated with an increasing degree of CT character
physically mixed into the low-lying bright S1 exciton. Indeed,
in our calculations on sufficiently large clusters of pentacene
molecules, we find that the lowest-lying, bright singlet state
comprises roughly 50% FE and 50% CT character. These ob-
servations are consistent with the CT exciton characteristics
inferred from solid-state GW+BSE calculations on peri-
odic pentacene crystals,38, 50, 65 but inconsistent with recent
quantum chemical TD-DFT calculations on finite pentacene
clusters embedded in a polarizable environment.22 Given the
important prospective role of CT states in facilitating rapid
singlet fission, we now turn to an analysis of CT character,
seeking to unify the theoretical results put forth to date.

B. Characterizing charge-transfer character

Because of the localized basis employed in our electronic
structure model, we can definitively quantify the degree of CT
character (∼50%) in our adiabatic excited states (and likewise
in the work of Yamagata et al.36 and Beljonne et al.28). How-
ever, in ab initio approaches that work directly in the adiabatic
basis, such as TD-DFT or GW+BSE, no such decomposition
is possible. Thus, to put our work in perspective, we will con-
sider more generic quantities which are in principle available
to all levels of theory. Specifically, we will consider three pos-
sible metrics for characterizing CT character: the static dipole
moment of an excited state, natural transition orbitals (NTOs),
and exciton correlation functions.

Let us first briefly consider the static dipole moment,
as was used in Ref. 22 to argue against CT character in
low-lying excited states of tetracene and pentacene. Specif-
ically, the authors of that work found a small dipole mo-
ment for low-lying excited states but a larger dipole moment
for high-lying excited states, and from this concluded that
low-lying states were of Frenkel type and only high-lying
states had significant CT character. Although such an analy-
sis is useful in asymmetric small molecules (such as metal-
to-ligand charge transfer66), for symmetric systems (like
periodic crystals) there can be no net charge-transfer in any
direction, as this would break symmetry. We believe the non-
zero dipole moments of Ref. 22 are only due to the use of
a finite cluster which breaks the inversion symmetry inher-
ent in the crystal. This concern has been raised in a num-
ber of other recent works.38, 39 To demonstrate this assertion,
we performed ab initio HF+CIS calculations with a mod-
est 6-31G(d) basis set on two different molecular clusters of
pentacene (calculations were carried out at the experimen-
tal geometry with the GAMESS(US) software package67).
The first is the four-molecule cluster considered in Ref. 22
and the second is a seven-molecule cluster which restores in-
version symmetry, as shown in Fig. 3. The dipole moments
of the first five excited states for each cluster are given in

FIG. 3. Two finite molecular clusters considered for an evaluation of the
static dipole moment as a measurement of CT character. The cluster shown
in (a) was the one used in Ref. 22, however only the cluster in (b) preserves
the inversion symmetry of the crystal. Calculated ab initio dipoles moments
of the excited states are given in Table II.

Table II. Clearly, the four-molecule cluster exhibits large and
increasing dipole moments which are completely absent in
the inversion-symmetric seven-molecule cluster. We therefore
conclude that a dipole-moment based analysis fails to report
on CT character in solid-state materials, and turn now to the
other two common metrics: NTO analysis and exciton corre-
lation functions.

The NTO analysis68 is common in quantum chemistry
and was employed in Ref. 22 as a second means of char-
acterizing CT character for singlet fission materials. Exciton
(electron-hole) correlation functions are more common in the
solid-state GW+BSE community for such characterization.54

Here we unify these two viewpoints in terms of the transi-
tion density matrix, relevant for any single-excitation theory
(HF+CIS, TD-DFT, GW+BSE).

Consider the lowest lying bright excited state, S1. Within
a single-excitation theory, and employing a minimal, local-
ized basis of HOMO (H) and LUMO (L) orbitals (M each),
we can write

|S1〉 =
∑
m,n

TmnÊnm|GS〉, (20)

where the singlet excitation operator is given by Ênm

= (c†L,n,αcH,m,α + c
†
L,n,βcH,m,β )/

√
2. The transition density

matrix Tmn = 〈GS|Êmn|S1〉 is M × M and reflects the weight
of excitation from the HOMO of molecule m to the LUMO
of molecule n. In other words, the diagonal of the matrix
corresponds to Frenkel excitations and the off-diagonal to
CT excitations. Such an interpretation is not so straight-
forward in the basis of delocalized ground-state (HF-like)
orbitals.

Calculating NTOs first requires rotating the transition
density matrix from the localized basis to the HF-like
basis: T′ = CH TC†

L, where [φHF
L ]i = ∑

j [CL]ij [φloc
L ]j and

likewise for the HOMOs. The NTOs then result from a
singular-value decomposition UT′V† = �. The matrix U

TABLE II. Total static dipole moments (in Debye) of the ground state and
first five excited states for the 4- and 7-molecule clusters shown in Fig. 3.

S0 S1 S2 S3 S4 S5

4-molecule cluster 0.0 0.5 3.6 16.5 23.0 15.7
7-molecule cluster 0.0 0.0 0.0 0.0 0.0 0.0
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FIG. 4. Panels (a) and (b) depict, for the lowest-lying bright excited singlet state, the dominant natural transition orbitals of the electron and hole, respectively,
projected onto a central cluster for clarity (these orbitals in reality extend over the entire system). The positive and negative phases of the orbitals are colored
purple and orange, respectively. Despite the apparent spatial overlap, the excitation still has significant CT character. Panels (c) and (d) depict, for the same
state, the electron and hole density for a fixed hole and electron position, respectively, where red is the electron density and blue is the hole density. The fixed
hole and electron, depicted by the blue and red spheres, are located near the central molecule. Density on neighboring molecules unambiguously demonstrates
significant CT character.

defines a transformation of the occupied orbitals into a set of
NTOs representing the hole, and likewise V defines a trans-
formation of the unoccupied orbitals into a set of NTOs rep-
resenting the excited electron. The pair of electron and hole
NTOs corresponding to the largest element of the diagonal
matrix � gives, in some sense, the best electron-hole picture
of the excited state, i.e.,

|S1〉 = �00√
2

(
a
†
L,0,αaH,0,α + a

†
L,0,βaH,0,β

)|GS〉 + O(�11),

(21)
where a

†
L,n,σ = ∑

v Vnvc
†
v,σ and aH, n, σ = ∑

oUnoco, σ .
Turning now to the use of exciton correlation functions,

we consider the wavefunction of an electron-hole excitation
in real space,

χS1(re, rh) =
∑
m,n

TmnLn(re)Hm(rh) =
∑
v,c

T ′
vcφc(re)φv(rh),

(22)
where v and c denote valence and conduction bands; the lat-
ter equality is to emphasize that (unlike NTOs), the exci-
ton wavefunction is independent of the choice of reference.
This two-particle wavefunction is six-dimensional but can
be visualized in three dimensions by fixing (for example)
the hole near molecule A and plotting the electron density,
|χS1(re; rh = RA)|2, where

χS1(re; rh = RA) ≈ HA(RA)
∑

n

TAnLn(re), (23)

and we have utilized the locality of the MOs. In this way,
one correlates the locations of the particle pair. Importantly,
if the exciton is completely of Frenkel type, then the transition

density matrix is completely diagonal (in the localized basis),
TAn = TAAδAn, and

χS1(re; rh = RA) ≈ TAAHA(RA)LA(re) ∝ LA(re). (24)

Thus the electron density, for a hole fixed near one molecule,
will be simply proportional to the (squared) LUMO orbital on
the same molecule. In contrast, if the exciton is completely
of the CT type, then the transition density matrix is entirely
off-diagonal, TAn = TAn(1 − δAn), and

χS1(re; rh = RA) ≈ HA(RA)
∑
n�=A

TAnLn(re). (25)

In this case, the electron density will be proportional to the
sum of the squared LUMO orbitals on neighboring molecules.
Again, although this interpretation is made most apparent in
the localized basis, the exciton wavefunction and thus the
analysis, is completely independent of basis.

In Fig. 4, for the same excited state, we compare the
dominant electron and hole NTOs (panels (a) and (b)) with
the electron and hole correlation functions, for fixed hole and
electron, respectively (panels (c) and (d)). We find that the
NTOs are extended over the entire system, and so for clar-
ity we only plot the components on a central seven-molecule
cluster. For the exciton correlation functions, these seven
molecules are sufficient because in our model, CT excitations
are restricted to nearest-neighbors only. As a reminder, the ex-
cited state under consideration has a 50%/50% mix of FE and
CT components. Looking first at the NTOs, we see that they
are both completely delocalized over the entire cluster, and
show no electron-hole correlation. However, in contrast to the



074705-8 Berkelbach, Hybertsen, and Reichman J. Chem. Phys. 141, 074705 (2014)

claims of Ref. 22, this has no implication for CT character.
Such a result is especially apparent here because we know the
exciton wavefunction being analyzed has significant CT char-
acter, due to our use of a localized basis. We are forced to con-
clude again that NTO analysis, although useful for asymmet-
ric molecules and excitations with a net transfer of charge,68

is not useful for inversion symmetric or periodic systems, just
as we found for the static dipole moment above.

On the contrary, if we look at the exciton correlation
functions in Figs. 4(c) and 4(d), we clearly see evidence of
both FE and CT character. As explicated above, the electron
density on the same molecule as the (fixed) hole reports on
FE components, whereas the electron density on neighboring
molecules signals significant CT mixing (and vice versa for
the hole density for fixed electron). In particular, we find sig-
nificant CT excitations along the [−1/2 1/2] direction, which
can be traced back to the low energy of these states and the
strong coupling in this direction (see Table I). These latter
points are also reflected in the anisotropic mobility tensor of
acene crystals.69

This behavior is qualitatively similar, although quantita-
tively different, than that observed in analogous plots obtained
via early GW+BSE50 calculations, where essentially all elec-
tron density is on neighboring molecules, indicating a nearly
pure CT exciton. However, our results appear to be similar
to more recent calculations at the same level of theory.65, 70

To the extent that the transition dipole moment is purely in-
tramolecular, i.e., 〈Hm|r|Ln〉 = δmnμFE , the brightness of a
singlet excited state is proportional to its FE character (as
mentioned in Sec. III). Thus a pure CT exciton would be
nearly dark spectroscopically, and so differences in the spatial
exciton wavefunction may originate from different choices of
the analyzed excited state, i.e., perhaps GW+BSE predicts
low-lying, dark CT excitons, while the bright excitons neces-
sarily have more FE character. For these reasons, we believe
our analysis shown in Fig. 4 is generic for the lowest-lying
bright exciton, independent of methodology.

As an aside, we would like to address some occasional
confusion in the literature regarding the “size” of an exci-
ton. In the absence of exciton-phonon coupling and crystal
defects, there is no symmetry-breaking mechanism such that
the crystal momentum is a good quantum number. Therefore,
in terms of the center-of-mass degree of freedom, the exci-
ton is delocalized over the entire system. This behavior is re-
flected in the NTO analysis presented in Figs. 4(a) and 4(b),
as the electron and hole NTOs are completely delocalized (as
observed in Ref. 22). More generally, the exciton’s center-
of-mass degree of freedom will exhibit localization dictated
by any experimental or computational boundaries. In peri-
odic systems, a more meaningful quantity is the exciton ra-
dius associated with the exciton’s relative degree of freedom.
Such an average electron-hole separation is the variable used
in Wannier-like models of excitons, wherein the electron (or
hole) is fixed at the origin giving rise to hydrogenic wave-
functions and energy relations. This symmetry-breaking im-
posed by fixing one of the two particles is exactly the same as
that employed in the correlation function analysis presented
in Figs. 4(c) and 4(d). Sharifzadeh et al.38 have developed
a variety of other useful metrics for assessing CT character,

and similarly conclude that low-lying excitons in pentacene
exhibit significant CT character, with average electron-hole
separations greater than 6 Å.38

Let us conclude this section by emphasizing that, in
light of the provisos explained above, the electronic struc-
ture calculations of Ref. 22 are in no way inconsistent with
significant CT character in the low-lying excited states of
tetracene and pentacene. We therefore anticipate that when
analyzed carefully and consistently, most electronic struc-
ture calculations in the literature (semiempirical, TDDFT, or
GW+BSE) would be in qualitative agreement concerning
the role of CT mixing into low-lying, bright singlet states of
larger oligoacenes. With this apparent discrepancy resolved,
and having found strong evidence for significant CT charac-
ter in these excited states, let us turn to the dynamical impli-
cations for the subsequent singlet fission.

C. Singlet fission dynamics

As an idealized initial condition, we first consider an ex-
citation to the single lowest-lying, bright adiabatic eigenstate.
Although an electronic eigenstate, this initial condition is non-
stationary with respect to the nuclei (alternatively, it is a su-
perposition in the localized, diabatic basis) and thus the re-
laxation dynamics will proceed towards thermalization. The
results of our Redfield master equation dynamics are shown
in Fig. 5(a); specifically we plot the summed population of all
single excitations (FE+CT) and the summed population of all
TT excitations. Furthermore, we decompose the single exci-
tons into their FE and CT components; as described above,
the initial condition is roughly 50%/50% in its FE/CT com-
position. As the dynamics proceed, the adiabatic S1 state is
depleted and the TT state is populated with a time constant
of 270 fs, in qualitatively good agreement with the experi-
mental value of 80–110 fs,10, 11, 17 especially given the com-
plexity of the process. We have verified that minor changes
to the electronic structure or phonon spectral density could
easily account for this difference. For example, a rescaling
of the electronic couplings to larger values is capable of im-
proving the rate, however this increases the single-particle
bandwidth (Fig. 1) as well as the overall energy range of the
absorption spectrum (Fig. 2). More trivially, a factor of two in-
crease in the reorganization energy λ (strength of the exciton-
phonon coupling) gives essentially quantitative agreement,
because the Redfield theory rate roughly scales linearly with
λ. This stronger coupling may actually be more physical, as
we found in our calculation of the single-molecule absorption
of pentacene in Paper I.26 However, in this regime the weak-
coupling Redfield dynamics would become unreliable (and
the correct dynamics will likely show a turnover in the rate),
which is why we have tried to remain in the weak-coupling
limit (as discussed in Paper II27). Nonetheless, such a larger
choice of λ would produce a parameter set for which our ap-
proach yields (uncontrolled) agreement with all studied ex-
perimental data. It will be interesting to see whether future
improvements in the calculation of these input parameters can
yield rates with quantitative accuracy.
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FIG. 5. Singlet fission population dynamics for all single excitations (thick
black line), TT excitations (thinner red line), FE excitations (dashed blue
line), and CT excitations (dotted-dashed green line). Note that the singles
population is simply the sum of the FE and CT populations. Panel (a) is
for an initial condition which populates only a single, low-lying bright adia-
batic state (near 1.8 eV), panel (b) is for an impulsive (wide band) spectro-
scopic preparation which generates a coherent superposition of all molecular
Frenkel excitations, and panel (c) is for an incoherent initial condition where
all adiabatic states are populated proportional to their oscillator strength.

With regards to the underlying mechanism, we empha-
size that because the initial condition already contains a sig-
nificant degree of CT character, the low-energy TT states can
be rapidly accessed via localized one-electron transfer events
throughout the crystal, as was also suggested in Ref. 28.
However, as mentioned in Sec. II, too much long-ranged
CT character (i.e., Wannier excitons with a large exciton ra-
dius) is detrimental for singlet fission because such states are
weakly coupled to the multiexciton triplet-pair manifold. We
emphasize again that in spite of the similarity in timescales,
the mechanisms for CT-mediated singlet fission in dimers
(presented in Paper II27) and crystals (presented here) are
qualitatively different. Nonetheless, we again find dynamics
which appear “direct” in the one-step, kinetic sense. One
must simply be careful in recognizing that the low-energy
states accessed by photoexcitation are not of the pure FE type
(although see next paragraph) and so concerns regarding two-
electron transfer processes are unnecessary (at least for crys-
talline materials with sufficient CT character in their low-
lying excited states).

We now consider a more realistic spectroscopic
preparation41 in the presence of a radiation field with Hamil-

tonian

Hrad = −
∑

n

μFE · E(t)[|FEn〉〈0| + |0〉〈FEn|]

= −
∑

α

μα · E(t)[|α〉〈0| + |0〉〈α|],
(26)

where we again assume, as in Eq. (18), that the localized
Frenkel-exciton basis states carry all of the oscillator strength.
Additionally, α is an eigenstate of the electronic Hamiltonian
(i.e., an adiabatic excited state at the ground-state geometry),
μα = 〈0|μ̂|α〉 is the transition dipole moment (vector) from
the ground state to the excited state α, and E(t) is the po-
larized time-dependent electric field. Henceforth we consider
a-polarized fields, i.e., E(t) = E(t)x̂. In the impulsive limit,
E(t) = Aδ(t), we imagine generating a coherent superposition
of all localized FE states,

ρFE
m
,FE

n
(0) = 1

¯2
|μFE,xA|2. (27)

Therefore, strictly speaking, in the approximate limit where
diabatic CT states are completely dark and FE states are
bright, an impulsive excitation only populates the FE states.
However, due to the non-zero coupling to CT states, this co-
herent initial condition very quickly evolves (on a femtosec-
ond timescale) into a mixture of FE+CT states, which ul-
timately populate the TT state. This behavior is shown in
Fig. 5(b). The laser pulse width required to resolve the ob-
served coherent beating would be incredibly short. A simpler
initial condition which accounts for a finite pulse width can be
obtained by rotating the above reduced density matrix into the
adiabatic (exciton) basis, and then neglecting the coherences
under the assumptions of rapid decoherence,

ραα(0) ≈ 1

¯2
|μα,xA|2, ρα �=β (0) = 0. (28)

The results of such preparation are shown in Fig. 5(c), which
can be seen to accurately capture the behavior of Fig. 5(b),
while averaging over the high-frequency coherence. In this
scenario, the exciting pump pulse essentially has an infinite
spectral bandwidth, populating all excited states in proportion
to their oscillator strength, and thus giving a large non-zero
CT component at time zero. For simplicity, in the above two
results, we have chosen A to give the initial reduced density
matrix unity trace.

Although the short time, transient dynamics of the in-
dividual FE and CT populations are slightly different when
comparing Figs. 5(a) and 5(c) (in fact, the latter initial condi-
tion has more CT character), it is clear that the overall dynam-
ics are qualitatively unchanged. Quantitatively, the latter ini-
tial condition does exhibit slightly faster singlet fission, with
a time constant of 250 fs.

The results shown here demonstrate that for reasonable
initial conditions, the CT character of low-lying states fa-
cilitates ultrafast fission dynamics. The presented study also
suggests an interesting endeavor towards engineering initial
conditions (either structurally or spectroscopically) to maxi-
mize singlet fission rates. Another topic of concern related to
spectroscopic preparation involves the vibrational degrees of
freedom. In particular, if vibrational relaxation in the excited
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state manifold out-competes singlet fission, then the new “ini-
tial condition” is equilibrated in the S1 state. Such relaxation
can set up a reorganization energy barrier for subsequent fis-
sion, thereby inhibiting the process. Such behavior likely can-
not be accounted for using weak-coupling Redfield-like per-
turbation theory, however the modified Redfield theory45, 71

for adiabatic state populations could be readily applied in this
regime.

V. CONCLUSIONS

In conclusion, we have extended the treatment of exci-
ton fission presented in Papers I26 and II27 to the crystalline
case focusing on pentacene as a concrete example. Our the-
ory combines elements of electronic structure theory with a
full treatment of the quantum dynamics that result from the
coupling of the electronic degrees of freedom to lattice vi-
brations. A complete discussion of the role of the CT char-
acter in the excited states that mediate the fission process
has been presented. While some adjustment of parameters
constrained by experimental data has been employed (as is
standard in excited state electronic structure calculations of
large systems22), various non-trivial predictions and features
emerge from our theoretical approach with no further alter-
ations that lend strong support to the correctness of the frame-
work presented in Papers I,26 II,27 and the present paper.
These successful predictions include the non-adiabatic to adi-
abatic crossover predicted in Paper II27 and discussed above,
the magnitude and direction of the Davydov shift, the full
polarization-dependence of the absorption spectrum, and the
absolute rate of fission in crystalline pentacene. Finally, us-
ing the framework presented here, we have also calculated the
absorption line shape properties and fission rate in the more
challenging case of hexacene, and have confirmed that the cal-
culated properties are in striking agreement with experiment
in this case as well.48

The ability to treat fission in systems of this size allows us
to distinguish the mechanistic features that arise in dimers or
in small aggregates from those uniquely associated with bulk
systems. Combined with our dimer study in Paper II,27 we are
thus able to make rather general qualitative and quantitative
statements about the earliest steps of singlet fission in both
finite and periodic systems. While we have used pentacene as
a paradigmatic example, the generality of our approach has
ramification for the understanding of singlet fission in a wide
range of organic materials. Given these successes, we are now
in position to use the theoretical apparatus presented in Papers
I,26 II,27 and this work to explore the possibilities of more
exotic fission phenomena such as the potential conversion of
the S1 state into more than two triplet excitons, as well as
realistic “inverse design” and optimization of new fissionable
materials.
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APPENDIX: ON THE USE OF DIABATIC STATES
IN SINGLET FISSION

The theoretical framework employed in Paper I,26 Paper
II,27 and this paper makes use of a physically motivated, real-
space tight-binding basis to define electronic configurations
and their coupling to vibrational modes of the lattice. The
true eigenstates of the electronic Hamiltonian are found via
diagonalization. While not defined via a formal diabatization
procedure, this basis may be considered an approximate
diabatic basis. Such an approach lies at the heart of nearly
all successful theories of dynamical processes in condensed
phases,72–74 including the description of charge,41, 75, 76

energy,41, 77, 78 and spin transport.79 In addition, the diabatic
approach underlies essentially all successful predictions
made in the field of singlet fission, as described in Secs. II
and V of the present paper. Given these facts, the concerns
raised in the recent paper by Feng et al.,30 that the diabatic
picture cannot be employed to study singlet fission, are rather
surprising and deserve attention.

One of the points raised in Ref. 30 is based on a config-
uration analysis of the states relevant to singlet fission. The
authors find that the initial and final states in the fission pro-
cess are mixed with states of charge-transfer character, which
is in agreement with previous work,2, 24, 28 as well as that pre-
sented here and in Paper II.27 More specifically, the authors
find that the adiabatic S1 state is composed of configurations
largely of FE and CT character (∼80% of total) while the sin-
glet TT state is overwhelmingly composed of configurations
of TT and CT character (>90%). However, the authors con-
sider this a failure of the diabatic picture because the lowest-
energy diabatic configurations do not sum to 100%. However,
this result is not unique to the diabatic approach and simply
reflects an (marginally) incomplete basis. Such behavior is to
be expected in the development of physically insightful, low-
energy Hamiltonians, but it is straightforward to include ad-
ditional, higher-energy diabatic configurations (in the active-
space sense). However, this is not necessary here because the
remaining small percentage of configurations would yield a
negligible change in the dynamics. Consider the “correct” adi-
abatic S1 state, |S1〉 = α|S(0)

1 〉 + (1 − α)|X〉, where |S(0)
1 〉 is an

approximate adiabatic state, and |X〉 schematically describes
all additional states that are not captured by a FE/CT dia-
batic framework. In terms of the rate, this missing weight will
enter as (at least) the square, such that the importance of the
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neglected configurations is roughly (1 − α)2/α2 ∼ 0.01 for α

= 0.9 (α2 ≈ 0.8), i.e., two orders of magnitude smaller.
A second argument is presented in Ref. 30 that more

directly concerns the diabatic approach and considers the
correct dynamics at particular high-symmetry dimer config-
urations. Specifically, the authors consider a cofacial (D2h)
geometry for acene dimers. While this configuration has no
relevance for fission in the crystalline acenes,8, 80 it provides
an instructive example of the subtleties that arise when con-
sidering state transitions in the diabatic and adiabatic bases.
To be concrete, consider a simple 2 × 2 Hamiltonian in a di-
abatic basis,

H = T (Pz, PR) +
(

E1 V (z, R)
V (z, R) E2

)
, (A1)

where T is the nuclear kinetic energy operator, Ei are the dia-
batic energies of the two states (assumed for simplicity to be
independent of nuclear configuration), and V (z, R) is the di-
abatic coupling between the states. We take the z-axis to be
perpendicular to the plane of the dimers and the magnitude
of z to denote the distance between the molecules, while R
schematically denotes coordinates perpendicular to the z-axis.
Thus, when R = 0, z is the “D2h-scan” coordinate of Ref. 30.
If the diabatic basis is chosen to be the “crude adiabatic” ba-
sis (defined so as to coincide with the adiabatic basis at the
high-symmetry point R = 0), then clearly both V (z, R = 0)
and ∂V (z, R = 0)/∂z are identically zero, as pointed out in
Ref. 30.

We first calculate the non-adiabatic coupling (NAC)
along the z-axis (R = 0),

Ax+,−(z, R = 0) =
〈
ψ+

∣∣∣∣ ∂

∂x

∣∣∣∣ψ−

〉
(z,R=0)

, (A2)

where x is a nuclear coordinate which can be taken sep-
arately as either z or R and |ψ±〉 are the adiabatic eigen-
states of the Hamiltonian, Eq. (A1). Because of the symme-
try described above, it is clear that Az

+,− = 0, whereas it is
straightforward to show that AR+,− = φ(z)/(E1 − E2), where
φ(z) ≡ ∂V (z, R)/∂R|R=0. While V (z, R = 0) is zero, clearly
φ(z) is not, however φ(z) will rapidly decay with increasing z.

Physically, the above analysis shows that transitions in
the adiabatic picture cannot occur if nuclear motion is con-
strained to occur along the “D2h-scan” direction, but is facili-
tated by nuclear motion transverse to z along the R directions.
Further, because φ(z) is a decreasing function of z, the proba-
bility of transition decreases for increasing molecular separa-
tion. We now show that the same physical picture emerges in
the diabatic basis. This may seem surprising, because along
the z axis (R = 0) the mixing between diabatic states V (z, R)
is identically zero. However, V (z, R) varies as a function of
R as well. In the diabatic picture the facilitator of transitions
is the vibronic coupling, found by expansion of V (z, R). To
lowest order, V (z, R) ≈ φ(z)R, which is closely related to
the linear vibronic coupling model frequently employed in
the simulation of non-adiabatic processes.81, 82 If we assume
for simplicity that z in a non-dynamical parameter (i.e., z is
fixed), then the golden-rule transition rate between diabatic

states may be written as83

k = φ(z)2

¯2

∫ ∞

−∞
dtei(E1−E2)t/¯〈R(t)R(0)〉, (A3)

where 〈R(t)R(0)〉 is the time correlation function of transverse
nuclear fluctuations. Despite the difference in precise mean-
ing of electronic transitions in the two bases, the same gross
features emerge: (1) a rate for transitions that is zero if nu-
clear motion is constrained to proceed only along z, (2) a
finite rate facilitated by transverse nuclear motion, and (3)
a rate that decreases as z increases. With regards to Ref.
30, we emphasize that V (z, R = 0) = 0 does not imply φ(z)
= ∂V (z, R)/∂R|R=0 = 0. In the adiabatic picture this term
provides a non-zero NAC, and in the diabatic picture it de-
fines the strength of the vibronic coupling.

In conclusion, we disagree with the concerns raised by
Feng et al.30 regarding the utility of the diabatic basis for
singlet fission. Indeed, several studies have very recently
appeared, using electronic structure methodologies similar
to that employed by Feng et al., that have constructed a
diabatic basis starting from numerically determined adia-
batic wave functions and have successfully computed fission-
related properties.31, 32 Furthermore, a restricted active-space
product wavefunction ansatz has very recently been employed
by Parker et al.84 to directly construct high-accuracy diabatic
states for singlet fission in dimers. These converged calcula-
tions have employed the largest active-space to date and have
quantitatively confirmed the validity of a diabatic approach to
the electronic structure aspect of the problem. The physically-
motivated diabatic approach described in Paper I,26 Paper II,27

and this work is in semi-quantitative agreement with all of
these studies with respect to the description of the electronic
structure.
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