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MosaStore is an exploratory part of the X-Stack project1 “ExM: System support for extreme-scale, many-task 

applications”.  The ExM project proposed to use concurrent workflows supported by the Swift language and runtime 

as an innovative programming model to exploit parallelism in exascale computers. MosaStore aims to support this 

endeavour by improving storage support for workflow-based applications, more precisely by exploring the gains that 

can be obtained from co-designing the storage system and the workflow runtime engine.   MosaStore has been 

developed primarily at the University of British Columbia. 

 
KEY IDEA EXPLORED 

Our thesis is that custom metadata can be used as a bidirectional communication channel between workflow 

applications and the storage system and thus become the key enabler for co-designing the storage and the workflow 

runtime engine thus unlocking cross-layer optimizations that, today, are hindered by an ossified file-system interface. 

This communication channel is bidirectional as the cross-layer optimizations enabled are based on information passed 

in both directions across the storage system interface (i.e., application to storage and storage to application). Possible 

cross-layer optimizations include: 

 (top-down) Applications can use metadata to provide hints to the storage system about their future behavior, such 
as: per-file access patterns, ideal data placement (e.g., co-usage), predicted file lifetime (i.e., temporary files vs. 
persistent results), access locality in a distributed setting, desired file replication level, or desired quality of service. 
These hints can be used to optimize the storage layer. 

 (bottom-up) The storage system can use metadata as a mechanism to expose key attributes of the data items stored. 
For example, a distributed storage system can provide information about data location, thus enabling location-aware 
scheduling. 

The proposed mechanism has four interrelated advantages: it uses an application-agnostic mechanism, it is 

incremental, it offers a low cost for experimentation, and it focuses the research community effort on a single storage 

system prototype, saving considerable development and maintenance effort dedicated, nowadays, to multiple storage 

systems each targeting a specific workload. First, the communication mechanism we propose: simply annotating files 

with arbitrary <key, value> pairs, is application-agnostic. Second, our approach enables evolving applications and 

storage-systems independently while maintaining the current interface (e.g., POSIX), and offers an incremental 

transition path for legacy applications and storage-systems: A legacy application will still work without changes (yet 

will not see performance gains) when deployed over a new storage system that supports cross-layer optimizations. 

Similarly a legacy storage will still support applications that attempt to convey optimization hints, yet it will not offer 

performance benefits. As storage and applications incrementally add support for passing and reacting to optimization 

hints, the overall system will see increasing gains. Finally, exposing information between different system layers 

implies tradeoffs between performance and transparency. To date, these tradeoffs have been scarcely explored. A 

flexible encoding (key/value pairs) as the information passing mechanism offers the flexibility to enable low-cost 

experimentation within this tradeoff space.  

APPROACH  

We demonstrated our approach by designing and prototyping MosaStore, a POSIX-compatible storage system that is 

instantiated on-the-fly to aggregate the resources of the computing nodes allocated to a batch application (e.g., disks, 

SSDs, and memory) and offers a shared file-system abstraction optimized for workflow applications. This is based on 

two key features. First, it optimizes the data layout (e.g., file and block placement, file co-placement) to efficiently 

support the workflow data access patterns (as hinted by the application). Second, the storage system uses custom 

metadata to expose data location information so that the workflow runtime engine can make location-aware scheduling 

decisions. These two features are key to efficiently support workflow applications as their generated data access 
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patterns are irregular and application-dependent.  

NOTABLE RESULTS.  

Our experience demonstrates that it is feasible to have a POSIX compatible storage system that can be yet optimized 

for each workflow application (or application mix) even if the workflows have a different access pattern for different 

files. The key contributions of this work are:  

 We propose a new approach that uses custom metadata to enable cross-layer optimizations between applications 
and the storage system. Further, we argue that this approach can be adopted incrementally. This suggests an 
evolution path for co-designing POSIX-compatible file-systems together with the middleware ecosystem they 
coexist such that performance efficiencies are not lost and flexibility is preserved, a key concern to support legacy 
applications. [1, 3, 11] 

 We have developed MosaStore – a prototype system with an extensible storage system architecture that supports 

cross-layer optimizations. We have demonstrated, using synthetic benchmarks as well as real-world workflows, that 

this design can bring sizeable performance gains.  [1, 3, 6] 

 We have integrated MosaStore with Swift (and other workflow schedulers) and demonstrated that MosaStore 
achieves its goals, with only minor changes to the workflow scheduler, and without changing the application code 
or tasking the developer to annotate their code to reveal the data usage patterns. [3, 6, 11] 

 We have proposed ways to automate the finding of an optimal configuration of the storage system (in terms of 
performance or energy) [2, 4, 5, 7] 

 

FURTHER INFORMATION  

All MosaStore documentation, code, and related publications can be found at the following locations: 

 MosaStore home page: http://www.mosastore.net   

 NetSysLab homepage: http://netsyslab.ece.ubc.ca 

 Matei Ripeanu’s homepage: http://www.ece.ubc.ca/~matei/   
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