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Ahstract 

Los Alamos fws recenlly completed the latest in a se­
ries ofReconfigurahle Suflware Rodios, which incorporates 
several key ilIllOVmiol/.l· il1 bOlh hardware design and algo­
rilhms. DlIe 10 ourfoells on saCellile applications, each de­
sign mliSI exlran chI' /Jest size. weighl, and power perfor­
mance possible from Ihe ensemble of CommodilY Off-the­
Shelf (COTS ) parIs available at Ihe time of design. 1n this 
c(lse Ir e ha!'!' uchieved I TemOps/second signal processing 
on a 1920 Megabit/second dawslream, while using only 53 
WailS mains power, 5.5 kg, and 3 lilers. This processing 
capability enahles \'£1'}' advanced algorithms such as aliI' 
wideband RF compression scheme to operate remotely, al­
lowing nelwork bandwidth cOllstrained applications 10 de­
liver previously IIlla/tainable peiformance. 

1 INTRODUCTION & BACKGROUND 

Since the original Adaptive Computing Systems Pru­
gram at DARPA in 1994, Los Alamos (L ANL) has been 
developing RF processing systcms with FPGA devices, now 
known in the literature as Software Defined Radios (SDR). 
Originally desig ned with Altera and Xilinx first generation 
logic arrays, these rece ivers have grown with the chip fam­
ilies underly ing them. W hile FPGA technology has now 
matured both arch itecturally and in process node to the 
point we prefer the term System-on-Programmable Ch ip 
(SoPC), the other compone nts of an SDR have also gained 
in performance. In particular, modern Analog-to-D igital 
ConversIon (ADC) technology now enables Direct Down­
Conversion analog arc hi tectures due to the G Hz input band­
widths availabl t: in 12 to 16 bit converters. Meanwhi Ie 
point -o f-Ioad power conversion, high speed SRAM, and 
very large NVRAM technology all support extreme perfor­
mance fro m the process ing side. The net result is S DRs 
which are truly special purpose super-computers, and which 

can execute even the most complex algorithms in real time, 
over bandwidths meeting or exceedin g those required for 
modern communications systems. A' such the era of SDR 
has now arriveu. 

We focus on satellite-capable SDR designs, since the 
need for recon fi g unlt ion is greatest in systems which are no 
longer accessible aft er launch. This also su pports a robust 
research efrort in COTS Radiation Tolerance (COTS-RT) 
. which has also grown sere ndipitousl y with chip perfor­
mance. Identifying promising COTS-R parts is key to our 
success, since the Xilinx Virtex-4 is 1000 times more ca­
pable than the best RadHard micrproct:ssors available now. 
(cite?) In the last decade Rad To lerance has ' dvanced to 
the point that 400kR d Tot~l Ioniz ing Dose (TID) IS routi ne 
seen in commercial parts, and destruc ti ve latch-up is disap­
pearing in many families. These pheno mena are the result 
of process improvements intended to improve e lectrical per­
formance, but the Rad Tolerance is a direct result as well. 
Remaining to be dealt with beyond T ID and SEL, is EE 
performance which in general is degrading as device feature 
size shrinks. The LANL Rad Tolerance program therefore 
devotes much of its R&D towards ways of mi tigating SEE 
in modern electronics. 

It is both a challenge and a bles sing to the space electron­
ics community that COTS electronics evo lves at a rate of at 
least 2.5 generationsllaunch. In other words, by the time a 
new satellite design is delivered to the launchpad, the COTS 
technology will have advanced by at least 2. 5 more gener­
ation" Here we describe a delivered receiver that is now 
2 generations behind art, but also discuss laboratory work 
with current generation FPG A devices for the next build. 

No SDR is complete without algorith ms, which are of­
ten point designs to sati sfy a spec ific communications need. 
LANL is more interested in general sci entific applications 
that are flexible for a wide range of signal classes. There · 
fore we describe two such applications In some detai I here , 
an incoherent wideband signal detec tor. and a fully coherent 
wideband transform/compression e ngine. Such algorithms 
form the building blocks of subseq uent user-specific appli-



cations . or perform a~ general pu rpose sc ience data gather­
ers . For inst ance. LANL has a well -known VHF ligh tning 
research progra m, based around g lobal monitoring of se­
ven:' storms via the CPS spacecraft. Radio-astronomy also 
forms anot her area of interes t, especially radio bursts stich 
as pulsars. 

Figure 1. Real-time Signal Processor (RTSP) 
board with Xilinx Virtex 5 LX200 and SX55, 
seven banks of Cuad Data-Rate (CDR) mem­
ory, and radiation hardened scrubbing and in­
terface circuitry. 

Sub -Band Tu n ..... 
.COmp~N 

Figure 2. Multi-channel SDR architecture for 
potential applications such as beamforming. 

2 DIRECT CONVERSION THEORY OF 
OPERATION 

A key innovation of the LANL TeraOps SDR (T-SDR) is 
the use of d irect convers ion radio architecture. This feature 
is d iagrammed in Figure 5. where it is seen that higher dy­
namic range is achieved concurrently with lower power, as 
long as analog tunability is g iven up. With input bandwiths 
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Figure 3. Flight computer board with 
radiation-hardened processor, SRAM, and 
Xilinx PROM programming circuits. 

Figure 4. The use of commodity compact-PCI 
chassis allow for cheap and efficient develop­
ment cycles. 

exceeding 150 M Hz in new designs on the bench. tunabil­
ity is moved into the digital domain , while the <l nalog sec­
tion becomes wideband and fixed in frequency. Th is in turn 
simplifies des ign and manufactu re , compared to trad itio nal 
mixer- IF designs. 

As 5 shows, N yquist's ori g inal theory specifies the band­
width supported by a particular sample ra te . but not the cen­
ter frequency, which can be any integer m ulti ple of the sam­
ple rate which is within the input bandwidth of the analog 
system. Other te rms for th is process are used in the litera­
ture , including Nyquist conversion, and ulia. ing . 

In order to better understand our eftlc ienc,' g3ins, we will 
examine how Digital Intermediate Freq uency (OfF ) is cre­
ated in the T-SDR receiver- Unlike most rad ios . T-SDR does 
not tune at all, it only switches between fi xed bands. Th is is 
done in order to maxi mize dynamic range wh ile simultane­
ously reducing analog power consumption. S ince T-SOR 
covers 50 MHz bands, the need for tuni ng is greatly re­
duced, and we instead derive the wideband digi tal rece iver 



Figure 5. Comparing Direct Conversion to 
Super-Heterodyne Architectures 

where tun ing is accomp lished as a signal processing process 
once the data has been collected. 

However. the radio docs digitally downconvert the input 
RF sig nal to baseband, as shown in the inset of Figure 5, en­
titled Nyquist Downconversion (Ali asing). It has long been 
recognized in the signal process ing domain, that if an ADC 
has larger input bandwidth than half the sample rate, this 
bandwidth can be put to use mixing or downconverting the 
input to a lower frequency. In essence, the digital output 
stream always occupies the lowest Band I, however the in­
put may be positioned in any of the higher bands identically, 
other than an inversion of high and low frequencies in the 
even nu mbered bands. [n the case of the Linear Technology 
LT2208 ADC, there are at least 16 possible Nyquist bands 
one can use, alhei t wi th increasing degradation of effective 
bits in the ADC. 

Our receiver des ign exercises the ADC over its full 
datasheet range . As !:o uch, we have chosen 4 different oper­
ating band . each expluiting a diffe rent portion of the ADC 
performance . O ne common theme found while working 
with our fi lte r upplie rs was that we needed 10 MH z tran­
sition zon es in general, so we relaxed performance at the 
Nyquist freq ue ncy boundaries to 40 dB, as long as we were 
80 d B down within another 5 MI Iz. 

3 DETAILED ARCHITECTURE 

In order to d eJrl y outline the design aspects enabled 
by modern chip capabilities, we now describe eJch system 
component shown on Figure 6 in some detail. 

• Input Antenna and Direct Conversion Receiver. Here 
a 16 bit, 120 Megasample/second Ar: C converts se­
lected 50 MHz RF b3nds into Digital Intermediate Fre­
quency (DIF) dat a s rreams, down-convel1ing them at 
the same ti me it digiti zes , in a process known as Di­
rect Conversion. With Direct Conversion, no previous 
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mixers, local oscillators, or IF amplifi e rs are needed. 
We imply amplify and filter the input RF, defining 

a 50 MHz band of interest. T his DirectoJlversio~ 
process results in much higher J ynamic ra nge due to 
the small number of active devices in the s ign al chain . 
while also saving significant electrical pCJ\l. 'er for the 
missing components. As such, Di rect Conversion is 
a major advance suitable for HF, VHf, and HF re­
ceivers, and offering a one- lime gaill in both perfor­

mance and power consum ption. The output stream 
from our Direct C onversion Tuner- Digit izer (OCR) is 
a l6-wide parallel stream of data bils at the 120 MH-z 
clock rate, leading to an aggregate data rate of 1.92 
Gigabi ts/second. 

M RM is fed by low gain antennas which have nominal 
coverage from horizon to hori"on at Ll:::O. As such, 
o dBi gain is a good assump tion, once losses are in­
cluded to counter the basic directivity of 2 dB . We 
will use an active monopole an te nna in the HF ancllow 
VHF where the T-SDR will be totally duminated by 
excess ambient noise, as shown below I . Noise tem­
perature is eas ily converted in to excess noise figure 
by nonnalizing to 300K, where kTB has the valLIe of 
114 dB mlMHz . He nce, at 100 M Hz the total noise 
is 90Q,QOOK. or 3000 times more than at freyuencies 
higher than 200 M Hz. This mean;; that amhient has an 
effective noise figure of 34 d B, before antenna perfor­
mance is considered. If the anten na and LNA tempera­
ture is much lower than ambient, then only the ambient 
energy will be seen. 

Another factor confounding good signal reception at 
HF is that well matched antennas must s ubtend wave­
length ill some dimension, however at 50 MHl is al­
ready 3 meters, and keeps growing inverse ly with fre­
quency. Hence the use of active antenna · which obtain 
the same pattern as full sized eleme nts. but which re­
quire matching amplifiers to deal with the very high 
impedances present, is very at tractive at HF and to a 
lesser extent at VHF. MRM wi ll use an advanced active 
antenna resonant at 175 MHz, which \vill not degrade 
the noise performance coming from natural sources as 
shown above . 

• The DI F output of the DCR i~ fed to d Real Time 
Signal Processor, containi ng 2 e ach Xilinx Platform 
F PGA. and their associated S RAM cac he memories. 
The 4th generation Xilinx devices come In 3 types, 
optimized for signal process ing (SX series), for com­
munications (FX series), and for logic (LX seri es). 
Based on past experience in buil din g software ra­
dios at LAN L alll.l other DOD ent iti~s , a concatc-

I CI R Re ports 3.\ 1·6. 258-5, & 670-1, International Teieconlrnllnicd­
lion Union. Geneva. SW. 
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Figure 6. System Architecture for MRM system 

nated LX deviL' e afte r an SX deVice offers the Opti­
mum combinatIon of multiply-accumulate-heavy ca­
pability in the 4 VSX55 device, followed by general 
purpose logic-heavy capabil1ty in the 4 VLX 160 de­
vice . round benchmarks of these devices have al­
read y shown the ability to process 10 Gigabits/second 
of data. therefore we expect no is,ue with accepting 
our I G igabit/second stream. In the space allocated 
to the RTSP we have been able to accommudate 7 
e ac h synchronous cache RA M memories, each con­
taining 32 Me:,abits of data organized 32 bits wide by 
I M eg deep. These cache Ram enable memory inten­
sive operat ions such as Ff· , within the Xilinx de\ices. 
H owever it will sti ll be po 'sl ble to define algorithms 
which cannot exe ute within the devices in real-time, 
or within power consumption limits . We predict the 
Vil1ex-4 de vices offer 30 60 GigaOps/Watt process­
ing capabilit , which should allow a 16K FFT to be ex­
ecuted w ith 2 watts of power in the XiJinx FPG A. Data 
exi t. the RTSP via a PCI bus interface managed by an 
ACTEL RTAX Rad- Hard PLA, and theT-SDR require­
ment is only that 10 M bytes/second be transfened over 
the PC l bu:-, with its theoretical 120 Megabytes/second 
capacity. 

• Following the RTSP a Satellite Vehicle [ntelface & 
Me mory (SVIM) card receives the PC I data, and tem­
porarily storeS it in main memory of a SPARC 32 
bi t integer proces~or via DMA. The SP RC is a Eu­
ropean S p:lce Agency standard design, and is Rad-

Hard for LEO and Geosynchronous orbi t conditIons. 
This SPARC processor also ma inta ins a process d data 
buffer I Gigabit deep. T his data buffer s ize wa~ cho­
~en a!'. the maxi mum siL.e that can be downli nked at a 
I Megabit rate, within one orbit of a LEO 'atellite in 
continuous con tact with the groun d. 

• The SV IM a lso provides the Rad Hard and no n-vo latile 
storage of all software for theT- ' DR payl uad . We have 
provided 3 separate non-volatile hanb of me mory: 

256 Kbyte of Start- Up ROM (SUROM) are pro­
vided to the SPARe alone, so th at critical as 
level functions are stored in a!'.~ured RadHard 
memory. ur intent is that all elements of soft­
ware required to decom press and load FPGA bit­
streams wil l a lso be contained in this SUROM. 

- A bank of Xil inx PROM 48 Megabit s deep. with 
hard ECC, which can only be reprogrammed 
once on the ground, through th eT-SDR test port. 
Write enable is controlled by the test port, and 
is disabled when tes t P0l1 is not engaged. Loss­
less compression will be used in order to reduce 
bitstream image si ze by 4 X or morc, de pending 
on the application. T he decompres~ i on wil l need 
to be performed in the SPARC each lime a data 
block is read. 

- A bank of C-RAM T BD Megabits Jeep, with 
hard ECC, which can be reprogrammed at will, 



including on-orbit. This is the target memory for 
any su bsequ~ l1t reprogramming after launch. It 
also m ust co rllain the SPA RC application code 
assoc ia ted with the FPGA application, and will 
wil l also be lossle~s ly compresscd in the same 
format as !hc PROM . 

• T he SPARC processor is best ill class, with about 100 
Mips/wat t capabil ity, <Ind will have a 100 MHz core 
clock. It is. upported by the following user memories: 

- SRAM of 6 Mbytes, organized as 3 SRA M banks 
of 5 12 Kx32, data bus width is 32 bits. 

- SDRAM of 128Mbytes, organized as 2 SDRAM 
banks of 16Mx32, data bus width is 32 bits. 

SUROM of 256 Kbytes, organized as 2 ROM 
banks of 32Kx32, data bus width is 32 bits 

- RTAX FPG A registers, total size T BD, as A tmel 
uP memory mapped I/O, address buss width 28 
hits, data buss width 32 bits 

• T he S VIM is ta ked with 3 major functions: respond­
ing to and transmitting telemetry, retrieving configura­
tion data dynamically from C -R AM memory to sup­
POl1 SEU mitigation, and operating the downlink with 
any a soc iated da tu compression or thinning opera­
tions. The SPARC is capable, but will have to as­
sign intcrrupt priority to these tasks in normal oper­
ations. As such, the mUjority of reprogrammability 
is assigned to the Xilnx devices, unless one of the 3 
primary S PARe functions can be de-emphasized in a 
part icular mission. An example of this is during data 
reception fr rn the ground, where we do not expect to 
need to decompress anyon-board code. In that case we 
my operate an ES- 2S6 decryption module in place of 
the decompress io n Prepare Your Paper Before Styling 

4 RESULTS & PERFORMANCE TESTING 

Here we present a few of the validated performance 
benchmarks of the e xisting T-SDR . (Z ack?) 

5 WIDEBAND COMPRESSION APPLICA­
TION 

The general term for thi s problem is data compression 
and expansi on , or "companding." A pplication 3 deals with a 
"los,y" compandi ng " lgorithm, which is suited to the trans­
mission of RF s igna ls. Most RF s ignals are modulated as 
the mathematical product of the information and an un­
derl yi ng carr i 1'. , where the strength of the received signal 
can vary dram atically. Thus, the great majority of practical 
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Figure 7. Sealed satellite module 

Figure 8. Chassis and power supplies for sys­
tem 

sensor applications are multiplicative modul ation processes, 
and only require constant relative preci sion. T his implies 
that logarithmic repr sentations may be used without loss 
of resolution, as long as they are properly scaled. 

T he basic block diagram of Application 3 is illustrated 
in Figure 10 

The basic process consi sts of appl ying a logarithmic 
transform to the output of a Fou rier transform . The pur­
pose of the Fourier transform are to conve l1 convolution 
processes to multiplication in frequency space , and to sepa­
rate various signals th at overlap in the ti me serie~, but wh ich 
are separate in the frequency space. The log transform then 
allows the mu Itiplicative signal\ sti ll c onl:1i ned in each fre­
quency sample to be treated as add itive su pe rposition. 

The 120 Mega-Sample input data is subjected to a 1/3 
overlap delay (1/3 of the FFT' s ize of 16k samples) to pro­
duce two data streams. The al.lows the outp ut to completely 
cover the input signal after the wi ndowi ng function is ap­
plied. Without the overlap delay, sig nal occ LJ n 'ing at the 
edge of the transfoml might be m asked and inadverten tly 
destroyed. The two signals are the n fed through a win­
dow multiplier to reduce spectral leakage and to a llow near­
perfect reconstruction. The outputs of the w indowing oper-



Figure 9. System view of analog bandpass fil­
ters and analog-to-digital conversion 

-

Figure 10. Application architecture for Gabor 
transform-based wideband compression sys­
tem . 

ator are su ita bly delayed such that both signa ls can be pre­
se nted to the FFT s imultaneo usly. This is necessary because 
the system uses a single FFT to compute the trans form of 
both streams. reduci ng the area and power requirements for 
the large 16k poin t ,FT. Because the inputs to the FFT are 
real, the output of the FIT is separab le into two unique fre­
quency transform s. 

The ou tput of the FFT is then fed into a phase translation 
CORDIC. This is a pipel in ~d core that converts the complex 
FIT outp ut into correspo nding polar representation consist­

ing of magnitude and phase. 

O Uf pre li m inary results indicate that the Y5SX95 with 
the 16 k FFT a nd CORDIC cores can operate at roughly 317 
MHz, occupyi ng about 18'70 of the de ice. This benchmark 
will be tested in our NextRF module usi ng a YirtexSX95T 
device in place of the CUITent Yi rtex-4 devices in MRM . In 
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this instantiation, the compressor runs with in the receiver 

head, and delivers a serial stream of di g ital data to post­

processors which combine and furth er reduce the s ignal :-i ze 
into a final output datastream. 

6 SUMMARY AND WORK IN PROGRESS 

E ven as the T-SDR was developed , new COTS hard­

ware appeared that dramatically changed arch itec tural pos­
sibil ities again. The two most signi fi cant developments for 

LANL were: 

• adve nt of M ul ti -G igabit Serial cores in FPGA. D p, 
and micrprocessurs . These hard IP bloc k ~ enable a1l ­

serial modular s. ste ms 

• The develop men t of silicon-on-insulator ADC such as 
the T I5424, which offer very s trong Rad To lerance 
while providing input bandw id ths exceedi ng a Hz 
and sample ratc. ~ 400 Mss . Thi5; enables continuo us 
band coverage fro m Direc t Conversion arc hitectures . 

Together, these key evolutions led us 10 consider mult­
channel SDR architecture for MlMO and IJther spatial 

diver ' ityapplicaLions. One such architecture now un­
der active pur uil at LANL is shown below. 
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