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CHAPTER 1. GENERAL INTRODUCTION

1. General Overview

Quantum mechanical (QM) calculations have the advantage of attaining high-level
accuracy, however QM calculations become computationally inefficient as the size of the
system grows. Solving complex molecular problems on large systems and ensembles by
using quantum mechanics still poses a challenge in terms of the computational cost. Methods
that are based on classical mechanics are an inexpensive alternative, but they lack accuracy.
A good trade off between accuracy and efficiency is achieved by combining QM methods
with molecular mechanics (MM) methods to use the robustness of the QM methods in terms
of accuracy and the MM methods to minimize the computational cost. Two types of QM
combined with MM (QM/MM) methods are the main focus of the present dissertation: the
application and development of QM/MM methods for solvation studies and reactions on the
Si(100) surface.

The solvation studies were performed using a discreet solvation model that is largely
based on first principles called the effective fragment potential method (EFP)."* The main
idea of combining the EFP method with quantum mechanics is to accurately treat the solute-
solvent and solvent-solvent interactions, such as electrostatic, polarization, dispersion and
charge transfer, that are important in correctly calculating solvent effects on systems of
interest. A second QM/MM method called SIMOMM (surface integrated molecular orbital
molecular mechanics) is a hybrid QM/MM embedded cluster model that mimics the real

surface.’ This method was employed to calculate the potential energy surfaces for reactions



of atomic O on the Si(100) surface. The hybrid QM/MM method is a computationally
inexpensive approach for studying reactions on larger surfaces in a reasonably accurate and

efficient manner.

II. Dissertation Organization

This thesis is comprised of four chapters: Chapter 1 describes the general overview
and motivation of the dissertation and gives a broad background of the computational
methods that have been employed in this work. Chapter 2 illustrates the methodology of the
interface of the EFP method with the configuration interaction with single excitations (CIS)
method to study solvent effects in excited states. Chapter 3 discusses the study of the
adiabatic electron affinity of the hydroxyl radical in aqueous solution and in micro-solvated
clusters using a QM/EFP method. Chapter 4 describes the study of etching and diffusion of
oxygen atom on a reconstructed Si(100)-2X1 surface using a hybrid QM/MM embedded
cluster model (SIMOMM). Chapter 4 elucidates the application of the EFP method towards
the understanding of the aqueous ionization potential of Na atom. Finally, a general
conclusion of this dissertation work and prospective future direction are presented in Chapter

6.

III.  Theoretical Background

The present chapter gives an overview of the QM/MM methods that have been employed in

this dissertation, namely QM/EFP and an embedded QM/MM cluster model called



SIMOMM. Also presented here is a brief discussion of the various QM methods that have
been employed in this work. The basis of most QM methods is the Schrodinger equation. The
time-independent Schrodinger equation®’ can be written as:
HY = E¥Y (1)
W is the wavefunction which is the eigenfunction of the Hamiltonian with eigenvalue E. The
Hamiltonian for the n electrons and N nuclei is given as:
Y
DA EA DD IEDN PR @
i oam a3 Yy A b

where V’ is the Laplacian operator and Z, is the atomic number of nucleus A. ris is the

distance between electron 1 and nucleus A. rj; is the distance between electrons 1 and j and Ry
is the distance between nuclei A and B. The first term in Eq. (2) represents the kinetic energy
of the electrons. The second term represents the kinetic energy of the nuclei, the third term
denotes the Coulombic attraction between the electrons and nuclei. The fourth and fifth terms
are the repulsion terms between the electrons and the nuclei, respectively.
Due to the differences between the masses of the electrons and the nuclei, the Schrodinger
equation can be separated into equations that govern the electrons and nuclei, according to
the Born Oppenheimer approximation.'' This means that for the electronic part of the system,
the second term in Eq. (2) can be neglected and the fifth term can be considered to be
constant. The Hamiltonian can be written as the electronic Hamiltonian:
SRS ®
oA a3 m T
and the Schrodinger equation can be written as:

Hellpel = Eellpel (4)



where W is the electronic wavefunction and H , is the electronic Hamiltonian.
The total energy can be determined by adding the electronic energy and the nuclei-nuclei
repulsion term.

Approximations must be introduced in order to solve the Schrodinger equation. The

h'*'. In this approach, a product of

simplest approximation is the Hartree-Fock (HF) approac
one-electron wave functions, called orbitals, is used to approximate the electronic
wavefunction. For a two particle system, the wavefunction can be written in the form of a

Hartree product'*"*

which is given as:

W, (e.e,) =y (e) Y, (e,) (%)
A linear combination of Hartree product functions form the Slater determinant'>'® that
satisfies the antisymmetry principle. The electronic wavefunction is then represented as an
antisymmetrized product of one-electron wavefunctions (spin orbitals, (e)). The

wavefunction in the Slater determinant form for n electrons is given below

(e) P,(e,) ...y (e,)

W(e,.e,,......e )=L 1.(61) wz.(ez) 1:/Jn(e,,)

: (6)
(e) Y,(e,) ...y, (e,)

where 1, (e,) is the ith molecular spin orbital and ¢;is the ith electron.

The energy is determined by using the variational principle, which leads to the HF equations,

Fy, =ey, (7)

Where F is the Fock operator, ¢, 1s the energy of the molecular orbital v,. Since the Fock

operator, F, depends on molecular orbitals, 1, the initial orbitals are guessed and then

refined iteratively. Therefore, the HF equations (Eq. 7) must be solved iteratively using self-



consistent field (SCF) method. First, an initial guess for the wavefunction is made, followed
by the formation of the Fock operator, which is then used to generate the improved
wavefunction. This procedure is iterated until self-consistency is reached. The wavefunction

is expressed in the form of a linear combination of atomic orbitals (LCAO) as given in Eq.
(8).

¥, = YCox, (8)

C.are the MO expansion coefficients, N is the number of basis functions and ), are the basis

functions. This is the basis set approximation and as the basis set becomes larger and more
complete, the HF energy reaches a complete basis set limit.

The main drawback of the HF method is that it does not account for the instantaneous
electron-electron correlation (explicit electron-electron interaction) because the electrons are
in the average field of all the other (N-1) electrons and the nuclei. Due to the neglect of the
electron correlation, the HF method gives an upper limit to the exact energy and the
difference between the exact and the HF energy is called the electron correlation energy.

In order to recover the electron correlation several methods have emerged that are termed
post HF methods. such as configuration interaction singles (CIS), coupled-cluster methods

(CC) and perturbation theory (PT), are summarized below.

III.A. Configuration interaction singles (CIS)



CIS is a truncated configuration interaction (CI) method'’, which considers only the single
excitations from a Hartree-Fock ground state reference. The CIS wavefunction and the total

energy are written as follows.

ECIS = EHF + Eaiza(ga_ gi) - Eaiaajb (]a I lb) (9)

ijab
llI{:ls >=|(I)HF >+Eaia |¢ia> (10)

where 1 and j represent the occupied molecular orbitals in the ground state; a and b represent
the unoccupied molecular orbitals. The virtual and occupied orbital energies are given
bye, and g,, respectively; E,. and |® ) denote the ground state Hartree Fock energy and

wavefunction respectively. The |¢,~a> represent the singly excited determinants formed by
replacing orbital i in |®, )by orbital a. a,and @, are the CIS coefficients which are

unknown and are deduced as normalized eigenvectors of the Hamiltonian matrix given

below.

H,, = <¢ia H‘¢jb> = [EHF tE, -~ gi]ézjaab - (ja”ib) (11)

The diagonalization of the above matrix is accomplished by using the Davidson procedure'®
in which the Hamiltonian matrix is multiplied by a set of trial CIS vectors. The CIS

coefficients (eigenvectors) and the associated CIS energies (eigenvalues), E__, for the

cIs

desired roots are then obtained in an iterative process.

III.B. Coupled-cluster methods

Coupled-cluster (CC)"' methods are one of the most accurate approaches for recovering the



electron correlation energy. The CC expression for the wavefunction is given by:

W, ='W (12)
Where W is a HF wavefunction and T is

T :”1“1 +T, +....+T (13)
where "1"1, '1"2 ... are sums of one-particle, two-particle....excitation operators that act on the

HF wavefunction. The exponential operator (e') is defined by the Taylor series expansion

given as:

T_ I -
e =1+T + o + 3 = | (14)

The one-particle and two-particle excitation operators are defined as:t

occ virt occ virt

T1 W, =EEt? lPia Tz W =EEt;b Ipi?b (15)
i a i>j a>b

where, t; and tf}b are the coefficients (amplitudes) for various determinants.

To apply coupled-cluster theory, one approximates the operator T by truncating it or

including only some of the operators in Eq. (13). For example, inclusion of only "1"1 and '1"2 in

Eq. (13) gives the CCSD method, inclusion of only "1"1, '1"2 and ’1“3 gives the CCSDT method,

and so on. Although the CCSDT method generally gives very accurate results, it is very
computationally demanding. Therefore one uses an approximate form of the CCSDT method
called CCSD(T).** It is the most commonly used CC method, which includes single and
double excitations and non-iterative quasi-perturbative triples that are evaluated using
perturbation theory and added to the CCSD results. The CCSD(T) method generally gives

very accurate energies for molecules that are near equilibrium geometries and have small



configurational mixing. CCSD(T) gives very accurate results for the correlation energy with

a reasonable computational cost.

III.C. Perturbation theory

Perturbation theory is a post HF method in which the electron correlation energy is treated as

a small perturbation to the total Hamiltonian of the system. The Hamiltonian of the system is
H=H"+H (16)
H' is the zeroth order part of the Hamiltonian with known eigenvalues and eigenfunctions
and H' represents a small perturbation to the system.

The basic idea of perturbation theory is to correct the solution of the unperturbed problem

(for which the eigenfunctions and eigenvalues are known) that is under the influence of a

small perturbation. The main assumption in perturbation theory is that H " is much smaller
than H”. The energy and the wavefunction can be expanded in a Taylor series and truncated
after nth order, giving the nth order perturbation correction to the energy.

E"" = E" +E" + E? + ...+ E” (17)

The subscript zero denotes the ground state of the system. E"" = E\” + E\" + E\” gives the

energy corrected to second order in perturbation theory. Because Moller and Plesset first
showed how to formulate second order perturbation using HF orbitals, the method is often
called second order Moller-Plesset perturbation theory (MP2)*.

Perturbation theory can also be built on the MCSCF (multi-configurational self-consistent

field) reference wavefunction. Then, the method is called multi-reference second order



perturbation theory (MRPT2). Implementations include second order multi-reference Moller-
Plesset perturbation theory (MRMP2)**?®,  multi-configurational quasidegenerate
perturbation theory (MCQDPT)*"** and complete active space second order perturbation

theory (CASPT2).

IIL.D. Density Functional Theory (DFT)

The Hohenberg-Kohn™ theorem states that the ground state electronic energy of a system
and other electronic properties can be uniquely determined by the electron density of the
system ( p). In wavefunction-based ab initio methods, the wavefunction of an N-electron
system includes 3N variables whereas the electron density, p, is a function of only three
coordinates (x,y,z) of electrons ( p(x,y,z)). This is often taken to be an advantage of density-
based methods. The energy is then a function of a function, which means the energy is a
functional of the electron density (F[p(x,y,z)]). If the ground state electron density is known,

one can calculate the ground state energy (E .. ) and the ground state molecular properties.

DFT
E = Flp(x,,2)] (18)
The main challenge in the DFT method is that the exact forms of the density, and therefore of
the kinetic energy functional and the exchange and correlation functionals are not known. In
general, the approximate functionals used in chemistry are of four types: LDA (local density
approximation) which assumes the density of the molecule to be uniform throughout the
molecule and in which the energy depends only on the electron density. The second type is
called GGA (generalized gradient approximation) method, which accounts for the non-

uniformity of the electron density in the molecule by including both the electron density and
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its gradient in the functionals. The third type of DFT functional, called a hybrid functional,
incorporates some Hartree-Fock exchange into a GGA. An example is the popular B3LYP
(Becke three-parameter Lee-Yang-Parr)’'*? functional. The fourth type of functional, the
meta-GGA, incorporates the second derivative of the density indirectly through the kinetic

energy density.”***

IIILE. Effective Fragment Potential (EFP)

The effective fragment potential (EFP)' is a discrete method that accounts for solvent
molecules explicitly and enables one to capture the solute-solvent and solvent-solvent
interactions. There are two EFP methods: EFP1 and EFP2. The EFP1 method was developed
specifically for water."**?° There are three interaction terms in EFP1 that are added to the
solute Hamiltonian: (a) Coulomb or electrostatic interactions between solute-solvent (QM-
EFP1) and solvent-solvent (EFP1-EFP1) are represented by a distributed multipole analysis
(DMA)*’ expanded through octopoles. A damping term is used to account for the
overlapping charge densities when the interacting solute-solvent or solvent-solvent molecules
are close to each other. (b) The polarization interaction term is treated using a finite field
dipole-induced dipole model interaction; in which the interaction is iterated to self-
consistency. (c¢) The third term is called the charge transfer/exchange repulsion that is the
remainder term fitted to a set of HF water dimer calculations and accounts for the
interactions that are not included in the first two terms. The formulation of the EFP1 method

for a water molecule u and a QM coordinate s is:
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interaction = Coulomb + polarization + exchange repulsion/ charge tranfer (19)
K L M
_ Elec Pol Re p 20
Einteracti()n - 2 ‘/k (ILL’S) + 2 ‘/[ (,LL ’S) + z ‘/m (,LL, S) ( )
k=1 [=1 m=1

The EFP1 method described above has been implemented for HE and DFT levels of theory™.
A more general EFP method, that has no empirically fitted parameters, called EFP2?
may be generated for any system. The EFP2-EFP2 interaction terms include Coulomb,

. . . 33 . . 36
polarization, exchange repulsion, charge transfer *“and dispersion.

+ FE + FE + E + FE

interaction . A Coulomb polarization exchange repulsion dispersion charge tranfer (21)
Both single-point energy and gradient calculations for EFP2-EFP2 interaction terms have
been implemented in GAMESS. However, the EFP2-QM exchange repulsion gradient
implementation and the EFP2-QM dispersion terms are still under construction. So, at

present, the EFP2-QM is not generally useful and has not been used in this dissertation.

III.F. Hybrid QM/MM method SIMOMM

The surface integrated molecular orbital molecular mechanics (SIMOMM)® method is an
embedded cluster hybrid quantum mechanics (QM) and molecular mechanics (MM)
approach to represent surfaces. In this approach, the system is divided into two parts; one
part is a small chemically active site (where the bond-breaking or formation occurs), which
can be treated with any appropriate level of QM. The remainder of the system is a larger,
relatively inactive site called the bulk region, which is represented by a MM method. When

the active site is cut out of the bulk region, hydrogen atoms are used as placeholders in the
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interfacial region (boundary region) between the QM and MM regions to cap the dangling
bonds. These are usually called “capping” hydrogens. During the MM part of the calculation,
these capping hydrogens are replaced by the actual MM atoms. In the SIMOMM energy
calculations, first the MM energy of the bulk region, Esmy, is calculated and the interactions
of the MM part with the active region are not included. The second step is to calculate the
energy of the active region, Equm, using an appropriate level of quantum mechanics, with the
capping hydrogens in place. The long-range interactions between the QM and MM parts are
accounted for by the MM calculations. The SIMOMM total energy, Er, is given in Eq. (22)
Et=Eqm+ Emm+ Eqm-vMm (22)
The total gradient is calculated using the following formula.

dE, JE,, JE

oo P (23)
dRactive dRactive dRaz?tive

oE
9B, _ Con (24)
dR,,.. dR,
dE, _ O,y (25)
dR dR

bulk bulk

Ractives Rboundary, Roulk refer to the coordinates of the active, boundary and bulk region atoms

respectively.
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CHAPTER 2: SOLVENT INDUCED FREQUENCY SHIFTS: CONFIGURATION
INTERACTION SINGLES COMBINED WITH THE EFFECTIVE FRAGMENT

POTENTIAL METHOD

A paper submitted to the Journal of Physical Chemistry

Pooja Arora, Lyudmila V. Slipchenko, Simon P. Webb, Albert DeFusco, and Mark S. Gordon

Abstract

The simplest variational method for treating electronic excited states, configuration
interaction with single excitations (CIS), has been interfaced with the effective fragment
potential (EFP) method to provide an effective and computationally efficient approach for
studying the qualitative effects of solvents on the electronic spectra of molecules. Three
different approaches for interfacing a non-self-consistent field (SCF) excited state quantum
mechanics (QM) method and the EFP method are discussed. The most sophisticated and
complex approach (termed “Fully Self Consistent”) calculates the excited state electron
density with fully self-consistent accounting for the polarization (induction) energy of
effective fragments. The simplest approach (“method 17) includes a strategy that indirectly
adds the EFP perturbation to the CIS wavefunction and energy via modified Hartree-Fock
molecular orbitals, so that there is no direct EFP interaction with the excited state density. An
intermediate approach (“method 2”) accomplishes the latter in a non-iterative perturbative
manner. Theoretical descriptions of the three approaches are presented, and test results of

solvent induced shifts using methods 1 and 2 are compared with fully ab initio values. These
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comparisons illustrate that, at least for the test cases examined here, modification of the
ground state Hartree-Fock orbitals is the largest and most important factor in the calculated
solvent-induced shifts. Method 1 is then employed to study the aqueous solvation of

coumarin 151 and compared with experimental measurements.

I. Introduction

The ability to predict and understand solvent induced shifts in electronic spectra is of
great importance in chemical, biological and medicinal sciences' ™. Solvent induced shifts in
electronic spectra result from two sources: (a) intrinsic differences in the solute due to
interactions with the field produced by solvent molecules and (b) differences between ground
and excited state solute-solvent interactions due to modifications of the solute electron
density by the surrounding solvent molecules. It has been demonstrated that excited state
properties of some solutes, such as coumarins, are very sensitive to interactions with
surrounding solvent molecules.”™ Therefore, coumarins are widely used as a tool to

49-12
7%, For example,

investigate the solute-solvent interactions and solvation dynamics.
recently, coumarin 153 has been used as a probe to study solvent dynamics in proteins by
time-dependent fluorescence Stokes shift'” measurements'®. In order to understand the
effects of polarity and the H-bonding of the solvents on the electronic spectrum of coumarin
120, a study by Zhao et al using TDDFT'>'® (time dependent density functional theory) with

the PCM'” (polarizable continuum model) for solvents was performed®. By including the

explicit solvent molecules that are hydrogen bonded to the solute, these authors predicted that
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the intermolecular solute-solvent and solvent-solvent interactions at the microscopic level
affect the transition energies of coumarin 120 in aqueous solution.

A study by Karelson et al on solvent induced shifts indicates that two explicit water
molecules forming H-bonds with pyrimidine are necessary to accurately predict its solvent
shift."® Similar conclusions were reached by Cave et al who, using TDDFT combined with a
dielectric continuum solvent model, showed that the excitation energies of coumarin 120 and
coumarin 151 are overestimated compared to the experiments due to the lack of explicit
descriptions of solute-solvent interactions in the solvent model."” Therefore, it is important to
reliably model the solvent molecules and their impact on electronic spectra in order to
capture the correct solvent induced shifts in the absorption spectra.

Theoretical investigations of absorption spectra in the condensed phase are limited by
difficulties in accurately incorporating the solvent environment into the quantum treatment of
a solute system of interest. The treatment of the solvent molecules using ab initio methods
would capture the solvent effects most accurately, but such treatments are limited by their
computational demands. There have been some methodological advances for the study of
condensed phase electronic spectroscopy, especially using dielectric continuum methods to

18,20-27 - - - - -
77", While continuum methods are computationally inexpensive,

represent the solvents
they cannot describe explicit solute-solvent interactions such as hydrogen bonding. In other
words, the microscopic structure around the solute molecules is not adequately described by
the implicit solvent methods. On the other hand, discrete solvent methods treat each solvent
molecule explicitly and the bulk behavior can also be described by using molecular dynamics

and Monte Carlo simulation techniques. The disadvantage of the explicit solvent models is

that they are dependent on the quality of the model potential and on the sampling of the
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configurational space. The latter is usually required to be extensive and therefore
computationally demanding.

The present work introduces a discrete approach for analyzing solvent effects on
electronic spectra, in which the singly excited configuration interaction (CIS) method is
combined with the effective fragment potential (EFP)*** method. The EFP, a model
potential that is largely based on first principles, has been demonstrated to accurately
reproduce the effects of solvents on electronically excited states. Yoo et al combined the
TDDFT method for excited states with EFP to study the optical properties of molecules in

the condensed phase®

. This TDDFT/EFP investigation successfully reproduced the
experimentally observed solvent induced shifts of acetone. While the present work focuses
on the simple CIS method, the strategies that are presented here are relevant for most ab
initio excited state methods.

Several theoretical methods are routinely employed for determining excited state
properties in the gas and condensed phases. These include CIS’'??, TDDFT'>'* complete

34-37

active space self-consistent field (CASSCF) ™', configuration interaction with single and

double excitations (CISD)*®, symmetry adapted cluster - configuration interaction (SAC-

CDH*¥, equation-of-motion couple-cluster (EOM-CC)*'*

, multi-reference perturbation
theory (MRPT)** and multi-reference CI (MRCI)***’. CIS is the simplest and least
computationally demanding of these methods. It provides a qualitatively correct
characterization of excited states that are dominated by single excitations.

There are two versions of the EFP method. EFP1 is specific to water and has been

implemented for Hartree-Fock (HF) and density functional theory (DFT). EFP2 is a more

general method that has not yet been fully interfaced with ab initio methods. The focus of the



18

present work is to combine CIS with the EFP1/HF method to calculate solvent-induced shifts
in the UV spectra of solute molecules. Three approaches are considered, all of which are
relevant as well to most of the excited state methods mentioned in the previous paragraph
and to EFP1/DFT as well. Only minor modifications will be required for the more general
EFP2 method™***, once that method has been fully interfaced with ab initio methodology.
An important contribution to solvent-induced spectral shifts is the induction
(polarization) energy, because the electron density of the solute changes upon excitation, and
the polarization of the solvent will respond to the altered electron density in its excited state.
Some studies have considered the importance of mutual solute-solvent polarization between

46,3051 % et al examined the effects of

solute and solvent molecules on the excitation energy
solute polarization of the n-zt* transition of formaldehyde in the condensed phase using a
QM/MM method that combines MRCI and molecular dynamics simulations using a classical
force field*®. They found that the solute polarizability is an important component of solvent
induced shifts of formaldehyde, contributing about 35% of the shift in the calculated
excitation energy. Aidas et al have found that the inclusion of explicit polarization due to
solvent molecules in combined quantum mechanics/molecular mechanics (QM/MM)
calculations of excited states slightly lowers the excitation energy’. Studies by Kongsted et
al that combine the coupled-cluster method with an MM method also predicted that
neglecting the polarization effects overestimates the excitation energies.”'

Several studies on electronic spectroscopy in the condensed phase have combined a
QM method with explicit solvent models that incorporate polarization effects. Luzhkov et al

developed a hybrid QM/MM method to study the solvent effects on electronic spectra using a

Langevin dipole® solvent model.”> Another study by Thompson et al described a QM
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method combined with a polarizable MM method to study excited states.’® Gao et al
implemented a combined QM - polarizable MM potential approach for excited states to
examine the solvent effects on pyrimidine.”> They used a semi-empirical method for the
solute and a classical model for the solvent molecules. Karelson and coworkers successfully
extended the SCRF (self-consistent reaction field)’® implicit model to study solvent effects
on excited states including solvent polarization®*. As outlined in the next section, a key
feature of the EFP method is that it includes a solvent polarization term that is iterated to
self-consistency within the quantum mechanical part of the calculation. The EFP solvent
model poses an advantage over continuum models by being an explicit and polarizable
solvent model that can describe the instantaneous electronic response of the solvent
molecules for electronic excitations.

In the present study, three approaches to the CIS/EFP1 QM/MM method are
presented. In the most sophisticated and complex approach (termed “Fully Self Consistent™)
the polarization (induction) term of EFP is fully iterated to be self-consistent with the excited
state wavefunction. This method provides an excited state that is fully consistent with the
environment, by calculating the response of the environment according to the electron
density of the excited state, within the CIS iterative (Davidson diagonalization®’) procedure.
The second approach (“method 17) is the simplest way to indirectly add the polarization
perturbation to the excited state via modified HF orbitals. The third approach (“method 2”) is
a compromise between the first two, in which the calculation of the excited state solvent
response within the CIS iterative procedure is avoided by employing a one-time perturbative

correction term that estimates the solvent response for the excited state density.
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The outline of this paper is as follows. In Section II, the methodological details of the
three approaches for interfacing the CIS and EFP1/HF methods are described. Section III
describes the computational details. Section IV benchmarks and illustrates the accuracy of
the CIS/EFP1 schemes for several small molecules. Applications of the CIS/EFP1 interface
to acetone and coumarin 151 using a molecular dynamics simulation are also presented.

Conclusions are drawn in Section V.

I1. Theory

A. Summary of the EFP method. The effective fragment potential method has been

2829 .. . . .
" s0 it is only briefly summarized here. The version of

described in many previous papers,
the EFP method used in the present work is based in part on the Hartree-Fock (HF) method
and is referred to as EFP1/HF. However, the entire discussion is equally applicable to the
analogous method that was derived from DFT, EFP1/DFT.”® EFP1/HF contains three terms
that describe solute-solvent and solvent-solvent Columbic, induction and exchange repulsion
interactions. Coulomb (electrostatic) interactions in the EFP method are represented by a
distributed multipole analysis (DMA) up through octopoles . The electrostatic EFP

contribution to the QM Hamiltonian is*®

X}Z Xy,

Vi (m,s) = E }juﬁFam)——E@ab F,(r) - EQM e (1) (1)

am
where u, © and Q are the EFP dipole, quadrupole and octopole moments respectively. F
ﬁab and ﬁabc are the solute electric field, field gradient and second derivative field operators

respectively. Ny is the total number of EFP multipole expansion points. A damping term is



21

used to account for the overlapping charge densities when the solute-solvent or solvent-
solvent molecules are very close to each other.*’

The polarization (induction) term is treated using a finite field dipole-induced dipole
model; in which the interaction is iterated to self-consistency. In the EFP approach, the
polarizability tensor is expressed in terms of individual localized molecular orbital (LMO)
tensors for each LMO in the molecule; for example, two bond LMOs and two lone pair
LMOs in water. The polarization/induction contribution to the QM Hamiltonian is given in
Eq. (2). F is the field due to the ab initio part of the system and &éb (m) is the polarizability

component of the mth fragment in the Ith localized orbital; a, b run over the x, y, z

coordinates.
| 1 X,Y¥,2 -
V=23 3 E )L (F) ”

The third EFP term is a remainder term that accounts for all interactions that are not
accounted for in the first two terms. At the Hartee-Fock (HF) level of theory, these are the
exchange repulsion + charge transfer interactions. For QM-EFP interactions, the remainder

term is expanded in terms of Gaussian functions:
2
Vnrfm = Eﬁm,j exp(_am,jrm) (3)
J

where m refers to a fragment center for the exchange repulsion potential. The expansion
points are the atomic centers and the center of mass. The parameter 8 is generally set equal
to unity, and the expansion includes only one term. The parameters o are obtained by
evaluating the HF water dimer potential at many points, subtracting the Coulomb and

induction interactions, and fitting the QM-EFP remainder term to the remaining HF
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interaction®™. The corresponding EFP-EFP remainder interaction is obtained in a similar

manner, except that exponential functions are used, rather than Gaussians.

B. EFP-QM Interface. In the present study, the solvent effects are treated using the effective
fragment potential (EFP) method. The aim is to calculate the vertical excitations, with and
without the presence of solvent molecules, at the optimized ground state geometry, in order
to assess the affects of the solvent on the calculated excitation energies. Because of the
dependence of the EFP induction interaction on the solute electron density, the changing
electron density of the solute upon electronic excitation must be accounted for by iterating
the dipole-induced dipole interaction to self-consistency. In order to accomplish this, three

approaches have been developed, as summarized in the following paragraphs.

Fully Self Consistent method: This method is the most rigorous approach for combining the
EFP1/HF method with a QM method for excited states. It involves a coupled iterative
procedure that solves both the solute wavefunction (represented by CIS) and the solvent
induced dipoles (represented by EFP1/HF) to obtain an excited state that is fully consistent
with the environment. Since this method adds the polarization perturbation in a self-
consistent manner within the CIS Davidson diagonalization iterative procedure, it is the most
accurate and complete description of the inclusion of polarization perturbation in the excited
state energy.

The total Hamiltonian of the excited state system can be written as:

H™ =H+H", )

pol

The superscript EX represents the excited state.
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H in Eq. (4) is the EFP1 polarization interaction term. 1 fx is

pol

H =H +H  +H (5)

rem

H™ in Eq. (5) is the gas-phase time-independent QM Hamiltonian of the system. H ix

00

EX
n

em

represents the electrostatic interaction term and H is the exchange repulsion + charge

transfer EFP interaction term.

The total excited state energy of the system is given as follows:

EEX = <wCIS ‘fo + H:j

Vess) 6)

where Y is the CIS wavefunction.

The polarization/induction interaction must be iterated to self-consistency. In order to derive
the polarization contribution to the excited state energy, consider the polarization energy
expression in terms of induced dipoles that is analogous to the ground state expression

obtained by Day et al, 29

1 — —~EX | Tatot
E, =_52(fo £ )" %

The quantities in Eq. (7) are defined as follows: @EX is the total induced dipole moment
vector at the polarizable point i in the EFP. The polarizable points are taken to be the
centroids of the localized molecular orbitals in the effective fragment. The induced dipole
moments may be written in terms of the polarizability ¢, at polarizable point i and the total

field EOFEX .

—EX ~ Totot,EX
=0q,; Fi

W;
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!

ﬁfx in Eq. (7) is the dipole moment induced by the field of the induced dipoles and is

written as

!
EX ~ T u,EX
a, F

w =
where O~tiT is the transpose of the polarizability tensor. The total field laitOt’EX in Eq. (7) at

the polarizable point i contains four components and is written as

. - - Cefp | TWEX
FOEX =B (Yoo | f|ers) +FFT +E (8)

where, f:inuc and (Wcls |J?id|1/Jc15> are the fields from the QM nuclei and from the electrons,

respectively

—

1] . . - .
Fie P represents the field due to the static multipoles on the EFP fragments and Fi“'EX is the
field vector from induced dipoles on the EFP fragments.

The contribution from the polarization energy in the excited state can be obtained using the

variational method. The functional can be formed as:
L=E" - WEX(<wCIS |1PCIS> -1) 9)
where W™ is the Lagrange multiplier due to the normalization constraint. Also, W

represents the energy that is obtained directly from quantum mechanics and contains the

polarization contribution.

Egs. (6) - (9) lead to,
1 ~EX  —EX \3totEX EX
L= E() - E E (:ul —U, )Fi -W (<anc1s |1‘/}CIS> - 1) (10)

where E, = <wc1s ‘H aE §

o

Yes)
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1 . = — 1 i -
L — E(E)ZX _ 5 E (ai Fitot,EX )Fitot,EX + 5 E (a;T Fiy,EX) Fitot,EX _ WEX (<1,UCIS ‘wCIS> (1 1)

Recall that H fxcontains the contributions from the EFP Coulomb and remainder
interactions. Variation of Eq. (11) with respect to the wavefunction parameters gives the

following:

oL = 5ESX - %E[(&z +6‘iT)Fimt’EX - diT FiM’EX] 6<UJCIS qld >_WEX 6<wCIS ‘wCIS>

i

(12)

Applying the condition 6L =0 to Eq. (12) gives:

)= W (0 [Wess ) +cc =0 (13)

(s | E[(u” i = 10

. —~EX* ~T potot,EX
where cc stands for complex conjugate and U, . E

ﬁlE Xand ﬁf *in Eq. (13) are equal if the polarizability tensor is symmetric (& lT = i)

W™ is:
WEX EX T —>EX: Y 1 —~ix' Te
<wc1s|H _E([ U; ]fz[) +EEM‘ fi[wc13> (14)
EX _ EEX __E(—»EX + —'iEX _ﬁiEX’)<lpC]S _'lel > (15)

Eq. (14) represents the Hamiltonian matrix containing the contribution from the polarization
perturbation in the form of induced dipoles. In order to obtain the final converged CIS
eigenvalues and eigenvectors, one of two approaches could be employed: (a) An ideal way to

add the polarization perturbation in the CIS Hamiltonian would be to use the relaxed excited
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state density (expectation value density + non-Hellman Feynman contribution)®'. This would

62,63 .
7 to 1terate on

require solving multiple coupled-perturbed Hartree-Fock (CPHF) equations
the relaxed excited state density and the corresponding induced dipoles. (b) Alternatively,
one could form the non-relaxed excited state density (ignoring the non-Hellman Feynman
term) and the corresponding induced dipoles and iterate only within the Davidson
diagonalization procedure to obtain the final eigenvectors and eigenvalues. Obtaining the
excited state that is fully consistent with the environment using either of these two
approaches is likely to be computationally demanding.®*

The variational procedure does not produce the complete energy; therefore, the total energy
is:

EEX — EEX +EEX (16)

pol

Substituting E OE from Eq. (15) and E" from Eq. (7) to form E™

pol

E(—>EX —-iEX ilot EX (17)

E™ =W™ 4 %E(ﬁfx + ﬁiEXi ‘ﬁfEX’)Was

The second term in Eq. (17) is the correction term to the quantum mechanical energy, W™,

that is necessary in order to obtain the correct total energy.

The ground state energy obtained using the same procedure as in Egs. (6) - (17) is

1 . - -G e (0]
G=WG+[§E(M1G+MG = 19w |7 ) ——E( - I”G} (18)

!

) -G -G* -G
where the superscript G represents the ground state and MiG, MiG and u; are the ground

. . . : G . .
state induced dipoles. Y is the ground state wavefunction. W is the quantum mechanical
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energy of the ground state that contains the polarization contribution from EFP and is
obtained via the variational procedure.

The transition energy for the Fully Self Consistent method can be obtained as

AE=E™ -E° (19)

Qo | ot
AE = W™ + (QE(MEX ST (VA

E(——Ex _ —gx' totEX)
__E( totG)

Eq. (17) is the final equation for the excited state energy for the Fully Self Consistent method

(20)

( E(H + 17 = 5w

that includes iterating excited state induced dipoles to self-consistency within the CIS
iterative procedure. This procedure, while possibly tractable for CIS, would be very time
consuming for complex methods such as multi-reference CI, multi-reference perturbation
theory, CISD, or EOM-CC"*'. Now, consider two approximations to the Fully Self Consistent

method.

Method 1: The simplest approach is to include the polarization effect due to the EFP solvent
molecules only in the ground state HF orbitals. The excited states are then altered because the
HF orbitals have been modified and these modified MOs in turn alter the CI coefficients.
There is no direct modification of the CI coefficients.

The total excited state energy for method 1 including the EFP1 perturbation is given as

"= <7~/Jc1s ‘H(])EX + H;S)l

Vess) 1)
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The numerical subscript in Eq. (21) and in equations hereafter, indicates the method number

(1 or2).

H fx is the Hamiltonian operator for the ab initio part plus the contribution from the EFP1
exchange repulsion + charge transfer and electrostatic terms.

Similar to the Fully Self Consistent method, the variational procedure is applied to method 1,

and the functional is:

L= ElEX - WlEX (<1/}013 |I/Jc1s> -1 (22)

Following the same procedure as in Egs. (6) - (17), the QM energy containing the

contribution from the polarization perturbation can be obtained as:

EX <wCIS ‘(HEX A E (Au’ > (23)
EX _ EEX __E(‘u _M ) wCIS _’lez >
(24)
The total excited state energy is then:
E"=E  +E, (25)

.. G . .
where the polarization energy, E ,; , as derived for the ground state, is:

I Q -6 ~d\fuu
Eyy == D R (26)
EEX — W]EX + _E( <1.Uc,s 2(—-0 ~q' ItotG (27)

Eq. (27) is the final working equation for total excited state energy for method 1.

The transition energy is:
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AE=E™ -E°
(28)

Using Eq. (27) and Eq. (18), one obtains the following for the excitation energy:

E( - i) F)—

AE = (Wf"+ E(“ 1) (Yo

(29)
(W L1 E(‘u +‘u _‘u ) __E( 10[G)
o1 -G -G’ P
=(‘/V1 +EE(Mi - U, ) < c13|f,- lpas>)_
| ' ) ’ ) (30)
(wer kSt il - i)

Method 2: In method 2, an excited state energy is obtained by including the ground state
solvent-induced dipole terms as described in the formulation of method 1; then, once the
iterative process is complete, a one-time correction term is added to account for the solvent
response for the excited state density. This is accomplished by re-calculating the induced
dipoles corresponding to the excited state density.

The method 1 Egs. (21) - (24) also apply to method 2. They lead to the method 2 quantum

mechanical energy in analogy with Eq. (24):

) (31)

EX—EEX__E(M ALL ) anCIS

where VVZE * is the method 2 quantum mechanical energy.

Since the application of the variational method does not provide the complete polarization

energy contribution, the total energy of the hybrid QM/MM system is (see Eq. (25).
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EX EX EX
E2 = Eo + Epol (32)
where E pEj is the polarization energy for the excited state (Eq. (7)). So (see Eq. (27)),

E(—>EX _-»Ex tot,EX (33)

EY =W/ +- E(M )W

Eq. (33) contains the explicit polarization response to the excited state density unlike method
1 in which no explicit polarization response is added to the excited state.

The solvated QM excited state energy obtained using method 1 contains the ground state
induced dipole terms (Eq. (31)) and, in principle, the excited state energy could be

formulated using Eq. (6). Therefore, a correction term that accounts for the interaction of the
ground state dipoles and the excited state wavefunction, must be added to VVZE * in method 2.

This correction term is:

<1'/)CIS ‘HEX Hpol

IIJCIS> <7~:Uc15 ‘fo + H:ol was > (34)

The second term in Eq. (34) corresponds to the second term in Eq. (31), which is the ground
state induced dipole term. The first term in Eq. (34) adds the electron polarization response to
the excited state dipoles.

The leading correction term in Eq. (34) can be simplified to:

(35)

=—[—E[(*EX—QFX )= Gif - i ](<¢c15|f [wers))

Adding the correction term (Eq. (35)) to Eq. (33),

J_Eel
i

1 — —~£x' Dot
U’as> - EE(AU‘.EX _:uiEX )Fl X

i

1 _ . !

E¥ W™+ EE(MG =) (s
l (36)

fel

—(%E[(*” S B i (T

Wes >))
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Eq. (36) can be written in the form of Eq. (27) as:

1 N g’ ~e 1 — ~G' \Thot
WIEX + EE(MIG - ‘ulG ) <wcls ‘fz l wc1s> = EIEX + EE(M.G _AuiG )Fl ° (37)

Using W™ = W, and Eq. (37), Eq. (36) becomes
EX EX 1 -G =G \oG 1 —px  —Ex' \ThotEX
E;”=E +52(Mi -u; )E _EE(M -u; F, -

. (38)
f\iel

1 ~EX  —Ex' -6 -G’
(EE[(M - )_(Aui -, )](<WC1S wC1s>))

Eq. (38) is the final working equation for method 2. Note that the response to the excited
state density is not fully iterated to self-consistency.
The three methods described here are general approaches and can be applied to other QM

methods as well.

II1. Computational methods

Solvent induced shifts are calculated by taking the difference between the gas phase and
aqueous phase vertical excitation energies of the solute. Several examples are used to test the
CIS/EFP1 method: a water dimer (H,O(H,0)), formaldehyde with one water (HCHO(H,0)),
dimethyl sulphoxide in four waters (CH3SOCH3(H,0)4) and dimethyl sulphoxide in fourteen
waters (CH3;SOCH;3(H20)14). The solute molecules in these examples are treated using the
CIS method, and the water molecules are described with the EFP1/HF method. The ground
state structures are optimized using RHF/6-31G+(d,p), and the vertical excitation energies
are calculated using the CIS/EFP methods 1 and 2 described in the previous section. The

solvent-induced shifts calculated in this manner are compared with full ab initio calculations
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in which both the solute and the solvent molecules are treated using the CIS/6-31G+(d) level
of theory at the same geometry as for CIS/EFP1.

In addition to the test examples discussed in the previous paragraph, the CIS/EFP1 method
1 was also used to calculate the solvent induced shifts of solute molecules in bulk solution.
Two systems, acetone in 100 EFP1 water molecules and coumarin 151 in 150 EFP1 waters,
are chosen to study the solvent induced shifts in the condensed phase. For both systems, the
molecular dynamics (MD) method was employed to generate several configurations. In the
MD simulations, an isolated system consisted of 100 EFP1 waters with one acetone molecule
and 150 EFP1 water molecules with one coumarin 151 molecule. For both systems, acetone
and coumarinl51 belong to the QM region and the EFP1 water molecules belong to the MM
region. A Nosé-Hoover chain method®® was employed to perform the canonical ensemble
(NVT) simulation at 300K temperature, and a 1 fs time step was chosen. Snapshots were
taken at every 10 fs and at each snapshot, the vertical excitation energy was calculated using
CIS/EFP1 method 1. All calculations were done using electronic structure code GAMESS.*
The structures shown in the figures are visualized with a graphical interface to GAMESS

called MacMolPlot®’.

IV. Results and discussion

Tables 1-4 show the vertical excitation energies and the solvent induced shifts calculated
using CIS/EFP1 methods 1 and 2. The solvent induced shifts of formaldehyde + 1 water are
examined in Table 1. The shifts calculated using both methods 1 and 2 are in very good
agreement with the full ab initio values. The same is true for the water dimer shown in Table

2, dimethyl sulphoxide(H,0)4, Table 3, and CH3;SOCH3(H20);4, Table 4. In all examples, the
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errors are on the order of a few hundredths of eV. The accuracy of method 1 relative to
method 2 and to the full QM results for both absolute excitation energies and solvent shifts,
suggests that at least for these four test molecules, the indirect effect of the perturbation of
the ground state molecular orbitals by the EFP1 potential makes the overwhelming
contribution to the solvent-induced shifts. In comparison, the perturbation of the excited state
wavefunction has only a very minor effect. This may not always be the case, and many more
examples must be tested with CIS and more sophisticated excited state methods. However, a
tentative conclusion is that the fully consistent method is not expected to be required.
Consequently, in the next two examples, only method 1 is considered. Method 1 is now
applied to study acetone in 100 EFP1 water molecules and coumarin 151 in 150 EFPI
waters.

Acetone in 100 EFP1: The absorption of acetone has been extensively studied in previous

30,50,68,69 . . 70-72
P57 as well as in experimental measurements . The So to S;

theoretical calculations
excitation in acetone molecule is the n—=>n* excitation that occurs from an O lone pair into
the st* orbital of the carbonyl double bond. The highest occupied (n) and lowest unoccupied
(;t*) molecular orbitals are shown in Figure 1.

MD simulations were used to generate several configurations of acetone in 100 EFP1 water
molecules at 300 K. A snapshot of acetone in 100 EFP1 waters during a MD simulation is
shown in Figure 2. A simulated absorption spectrum was generated, by calculating the
vertical excitation energy at each snapshot obtained from the MD simulation. Simulated
absorption spectra of the acetone molecule in both the gas and aqueous phases are shown in

Figure 3. The curve on the left illustrates the gas phase n—=>mt* absorption spectrum, while the

one on the right shows the absorption spectrum for solvated acetone. The calculated acetone
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spectrum shows a solvent-induced blue shift for the n=>x*; this is qualitatively consistent
with the experimental results’>. The averaged gas phase and aqueous phase acetone n>m*
vertical excitation energies and solvent-induced shifts are compared in Table 5 with previous
experimental measurements’”’' and theoretical calculations.’® The CIS/EFP1 vertical
excitation energies are overestimated, reflecting the approximate nature of the CIS method;
however, the solvent-induced shifts in the absorption spectrum predicted by CIS/EFP1 are in
qualitative agreement with the previous results.

Coumarin 151 in 150 EFP waters: Coumarins have been studied extensively because they are

73,74

known to exhibit desirable anti-cancer and antibiotic properties. They also exhibit

- - . 49,7576
interesting solvent dynamics™>"

There have been several experimental and theoretical
studies of the excited state properties of coumarin 151."%°777° The >* transition in the
gas and condensed phases of coumarin 151 molecule is studied here. The HOMO (rt) and
LUMO (x*) coumarin 151 orbitals are shown in Figure 4. Simulated m—>x* absorption
spectra in the gas and condensed phases were generated using several configurations
obtained from MD simulations at 300 K (see Figure 5). A snapshot of coumarin 151 in 150
EFP waters during the MD simulation is shown in Figure 6. The averaged m—=>n* vertical
excitation energies in the gas phase and aqueous phases are compared with experimental
values in Table 6. The CIS/EFP1 method overestimates the vertical excitation energies
relative to the experiments, as one would expect. However, a red shift is correctly predicted
for the m>x* excitation of coumarin 151, as the medium is changed from gas to aqueous
phase; this is qualitatively consistent with previous experimental and theoretical

. 13,43,47,55,68-75
calculations. """
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V. Conclusions

In order to study the solvent induced shifts in the electronic spectra, the work herein
discusses three approaches that have been formulated to interface a QM method for excited
states (CIS) with an explicit solvent method called EFP. The main question that has been
addressed in this study is how to incorporate the polarization perturbation due to the solvent
molecules in the excited state energy.

The fully self-consistent method is the most sophisticated and complex approach that
calculates the solvent response within the CIS iterative procedure to obtain an excited state
that is fully consistent with the environment. The second approach, method 1, is the simplest
approach that indirectly alters the excited states via HF orbitals that are modified due to their
interactions with the EFP solvent molecules. The third approach (method 2) is an
approximation to the fully self-consistent method and adds a one-time perturbative correction
term that includes the solvent response for the excited state density. Methods 1 and 2 have
been implemented and successfully tested in GAMESS for micro-solvated solute molecules.
The test examples examined here show that both methods 1 and 2 predict vertical excitation
energies and solvent shifts that are in good agreement with the full ab initio results. The
accuracy of method 1 relative to the full QM results leads to the conclusion that the indirect
effect of the perturbation of the ground state molecular orbitals by the EFP1 potential makes
by far the most significant contribution to the solvent-induced shifts. Indeed, the
modifications in method 2 relative to method 1 have a very small impact on the solvent-
induced shifts. The CIS/EFP1 method 1, as applied to the prediction of bulk solvent effects

on the vertical excitation energies of acetone and coumarin 151, exhibits qualitative
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agreement with the experimental measurements. Therefore, method 1 is a simple method that
can be employed to semi-quantitatively study solvent effects in large systems.

It is important to recognize that the formulations described here to combine the
excited state method, CIS, with the explicit solvent model, EFP1, are general and can
therefore be extended to more sophisticated excited state methods, such as EOM-CC, multi-
reference CI, multi-reference perturbation theory and CISD to accurately capture the

quantitative solvent effects on the excited states.
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Table 1: Vertical excitation energies (n—nt*) and solvent induced
shifts (eV) for HCHO(H,O) calculated using CIS/EFP methods 1 and 2
and with full ab initio CIS.

Full
Method 1 Method 2 o
ab initio
Vertical Excitation
Energy (AE) 4.87 4.86 4.87
Solvent shift” 0.18 0.17 0.18

“Gas phase vertical excitation energy is 4.69 V.
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Table 2: Vertical excitation energies (n—>0%*) and solvent induced
shifts (eV) for HO(H,0) calculated using CIS/EFP1 methods 1 and 2
and with full ab initio CIS.

Method 1 Method 2 F.uu."‘b
1nitio
Vertical Excitation
Encrgy (AE) 9.75 9.72 9.71
Solvent shift” 0.42 0.39 0.38

“Gas phase vertical excitation energy is 9.33 eV.
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Table 3: Vertical excitation energies (n—>0%*) and solvent induced
shifts (eV) for CH3SOCH3(H,0)4 calculated using CIS/EFP1
methods 1 and 2 and with full ab initio CIS.

Method 1 Method 2 F.uu."‘b
1nitio
Vertical Excitation
Energy (AE) 7.06 7.05 7.06
Solvent shift” 0.16 0.16 0.17

“Gas phase vertical excitation energy is 6.89 eV.
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Table 4: Vertical excitation energies (n—>0%*) and solvent induced
shifts (eV) for CH3SOCH3(H,0):4 calculated using CIS/EFP1
methods 1 and 2 and with full ab initio CIS.

Method 1 Method 2 F.uu."‘b
1nitio
Vertical Excitation
Energy (AE) 7.29 7.28 7.30
Solvent Shift" 0.50 0.49 0.51

“Gas phase vertical excitation energy is 6.79 eV.
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Table 5. Comparison of the calculated average vertical excitation energies
(n—m*) and solvent induced shifts (eV) of acetone in gas and aqueous phase

with previous work.

Gas phase
Expt*®7% TDDFT* CIS
Vertical Excitation
4.48 4.38 5.16

Energy (AE)
Aqueous phase
Expt’®*’**  TDDFT/EFP1**  Method 1

Vertical Excitation

Energy (AE) 4.67-4.69 4.59 5.52

Solvent Shift 0.19-0.21 0.21 0.36
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Table 6. Comparison of the average vertical excitation energy (m—>m*)
and solvent shifts (eV) of coumarin 75/ in gas and aqueous phase with
previous experimental work.

Expt®! Expt® CIS

(gas) (aqueous) (gas) Method 1

Vertical Excitation

Energy (AE) 3.55 3.48 4.99 4.91

Solvent Shift 0.08 0.07
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FIGURE CAPTIONS

Figure 1. The highest occupied (a) and lowest unoccupied (b) molecular orbitals of acetone
(CH3COCHa)

Figure 2. A snapshot of acetone in 100 EFP1 water molecules during the molecular
dynamics simulation.

Figure 3. A simulated spectrum for the n—n* vertical excitation energy of acetone. The
curve on the left is for gas phase acetone and the one on the right is for solvated acetone.

Figure 4. The highest occupied () and lowest unoccupied (t*) molecular orbitals of
coumarin 151 (7-amino-4-trifluoromethyl-1,2-benzopyrone).

Figure 5. A simulated spectrum for a m—m* vertical excitation energy of coumarin 151. The
right curve is for the gas phase coumarin 151 and the left curve represents the solvated
coumarin 151.

Figure 6. A snapshot of coumarin 151 in 150 EFP1 water molecules during a molecular
dynamics simulation.
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(2) HOMO (n) (b) LUMO (rt*)

Figure 1. The highest occupied (a) and lowest unoccupied (b) molecular orbitals of
acetone (CH3;COCH;)
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Figure 2. A snapshot of acetone in 100 EFP1 water molecules during the molecular
dynamics simulation.
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Figure 3. A simulated spectrum for the n—m* vertical excitation energy of acetone. The
curve on the left is for gas phase acetone and the one on the right is for solvated acetone.
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(2) HOMO () (b) LUMO (%)

Figure 4. The highest occupied (st) and lowest unoccupied (*) molecular orbitals
of coumarin /57 (7-amino-4-trifluoromethyl-1,2-benzopyrone).
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Figure 5. A simulated spectrum for a m—n* vertical excitation energy of coumarin /5/.
The right curve is for the gas phase coumarin /57 and the left curve represents the solvated
coumarin /51.
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Figure 6. A snapshot of coumarin /57 in 150 EFP1 water molecules during a molecular

dynamics simulation.
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CHAPTER 3: THEORETICAL STUDY OF THE ELECTRON AFFINITY OF OH IN

WATER

To be submitted to the Journal of Physical Chemistry

Pooja Arora and Mark S. Gordon

Abstract
The adiabatic electron affinity of the hydroxyl radical in aqueous clusters has been
studied by a systematic series of calculations on the hydration of a hydroxyl radical
(OH-) and a hydroxide anion (OH ). Ab initio methods have been used for the solute
molecule, and the water molecules are represented using the effective fragment potential
(EFP) method. Minimum energy configurations for the OH-(H,0), and OH (H,0),
clusters were determined using Monte Carlo/simulated annealing calculations. The
adiabatic electron affinity of the hydroxyl radical in aqueous solution is predicted to be
101.5 kcal/mol, based on second order perturbation theory (MP2) calculations at the
combined Hartree-Fock (HF)/EFP geometries. Surrounding the 15-water clusters with a
continuum solvent illustrates that the value of the aqueous electron affinity has not
converged at 15 water molecules. The global minimum searches for OH (H,O), clusters
suggest that the global minimum structures are surface species for up to 14 waters. For
n = 15, the global minimum has the OH completely surrounded by waters; that is,
OH (H,0);s5 is an interior global minimum structure. This is consistent with previous

studies on F~ and CI'. In contrast, the global minima of OH-(H,0), clusters predict that
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the OH radical has a propensity to stay at the surface even up to 15 waters. There exists
an interesting similarity between the OH-(H,0), global minimum structures and those of

the corresponding water clusters.

I. Introduction

There has been great interest in the study of free radicals like hydroxyl (OH-) because of
its importance in atmospheric science, radiation chemistry, and biological processes. For
example, the hydroxyl radicals formed in the earth’s atmosphere'” from the dissociation
of ozone molecules by ultraviolet radiation are known to reduce greenhouse gases like
carbon monoxide and methane.” The photolysis of nitrates® dissolved in water and
radiolysis of liquid water are additional sources of hydroxyl radical formation. In
biological systems, the Fenton reaction’, in which hydrogen peroxide oxidizes Fe(II) to
Fe(III) to form hydroxyl radical is an important source of hydroxyl formation. Hydroxyl
radical is also believed to be associated with the ageing® process and diseases like
Parkinson’s.” In the critical review by Dorfman and Adam®, hydroxyl radical chemistry
in aqueous solution is analyzed in detail.

Due to the high gas phase electron affinity of OH- (42.0 kcal/mol)’, the hydroxyl
radicals formed in biological systems are known to cause damage to biomolecules'®"!
like amino acids, enzymes, carbohydrates and most importantly DNA. For instance, the
hydroxyl radical can cause oxidative damage to DNA base pairs like guanine and

adenine.'>'

Mundy et al. studied the interaction of guanine with the hydroxyl radical in
the gas and aqueous phases using a Car-Parrinello molecular dynamics (CPMD)

approach and a dielectric continuum solvation model."> The presence of an unpaired
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electron makes the hydroxyl radical highly unstable and short-lived, rendering it very
difficult in some instances to study experimentally. Therefore, theoretical studies can be
very useful.

Because biological systems largely exist in aqueous solution, the present study is
focused on the behavior and properties of OH- in water. Since OH" is an important
component in water, especially when electrolytes are present, the electron affinity of
OH:- in water is of particular interest. The importance of the OH radical has stimulated
several experimental studies including the self-recombination of the OH radical to form
hydrogen peroxide and the absorption spectrum of the hydroxyl radical in aqueous

6 It was observed that with an increase in

solution by spectroscopic methods.
temperature, the hydrogen bonded OH radical peak (250 nm) decreases and the
absorption band for hydrogen peroxide intensifies. The decrease of the 250 nm peak
with an increase in temperature was attributed to the decrease in the population of
hydrogen-bonded hydroxyl radical. Another study'’ on the vertical excited states of OH
radical in (H,O), clusters, for n=1,7 and 16, using time dependent density functional
theory (TDDFT) revealed the presence of a solvent = solute charge transfer peak for
OH:(H20)n=16. The structures in that study were optimized using the DFT method with
the MPWIK functional'®, and the excitations were determined using TDDFT within the
Tamm-Dancoff approximation.'’ Several studies have also been performed on the

. . . 12028
microsolvation of OH radical

using ab initio electronic structure methods to study
the structural details of the OH radical in water clusters. These ab initio studies show

that the hydroxyl radical participates in H-bonding with water as a hydrogen acceptor

through the oxygen atom and as a hydrogen donor via the hydrogen atom. Hamad et al
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studied OH- - water complexes for 1-5 waters using DFT/BLYP, MP2 and
DFT/BHLYP?. They found that the two DFT methods do not predict the correct OH- -
water interaction. Vassilev et al studied the OH radical in liquid water using molecular
dynamics (MD) simulations with the BLYP functional. These authors predicted that the
OH radical is bound to three water molecules via H-bonds and has a hemi bond (three-
electron two-center hydrogen bond) to a fourth water molecule’’. CPMD studies by
Khalack et al. on the OH radical in water exhibit the similarity of the structural and
dynamical properties of OH radical — water clusters and pure water clusters™. Couto et
al. analyzed the structure, vibrational spectrum and energetics of OH:(H,O)¢ and water
clusters using DFT with the MPW 1PW91%° functional and the aug-cc-pVDZ basis set*’.
They also studied the OH radical in bulk water using Monte Carlo simulations and found
that the hydration enthalpies of the OH radical and water differ by less than 2.4
kcal/mol.

Fewer studies have focused on the calculation of the electron affinity of the hydroxyl
radical in aqueous solution. Recently, DFT MD calculations combined with experiments
were performed by Adriaanse et al. to estimate the vertical attachment energy of the
hydroxyl radical from the detachment energy. These authors reported the adiabatic

I’!, Mundy et al.

ionization potential of OH in aqueous solution to be 145.2 kcal/mo
calculated the electron affinity of the hydroxyl radical in aqueous solution to be 142.3
kcal/mol” using DFT with the Becke three-parameter Lee-Yang-Parr (B3LYP)
functional method and the COntinuum Solvation MOdel (COSMO) for the solvent.

The present paper describes an investigation of the electron affinity of hydrated

hydroxyl radical by microsolvating the hydroxyl radical (OH-) and hydroxide anion
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(OH ) with up to 15 water molecules. The effective fragment potential (EFP)*"-!
method has been used to treat the water molecules. An EFP is a discrete model potential
method for treating intermolecular interactions including solvent effects. HF/EFP
calculations are compared in this work with correlated electronic structure methods to
establish the reliability of EFPs for this type of application. The global and low-energy

local minima structures of OH (H,0), and OH-(H,0), have been studied as a function

of n, in order to understand the convergence of the electron affinity as n increases. Also,

the relative energies of surface and interior structures of OH (H,0), and OH-(H,0), are

analyzed, since an interior structure can be interpreted as a “fully solvated” species.
Finally, the binding energies of the solute to the solvent molecules are calculated for the

OH (H,0),and OH(H,0), clusters as a function of the number of water molecules.

II. Computational Methods

The OH-(H,0), and OH (H,0), clusters were initially constructed by a stepwise

addition of water molecules to the solute with n ranging from 0 to 15 waters. Global

minimum energy structures of the OH:-(H,0)ya1-15) and OH (H2O)y(1-16) clusters were

d****. The initial

determined using a Monte Carlo**/simulated annealing (MC/SA) metho
temperature used in the MC/SA calculations was 600 K. The system was systematically
cooled to 300K, over 14 steps. Geometry optimizations were performed after every 10
steps in the simulation. Initial structures for the MC/SA simulations were determined by

placing water molecules in various positions relative to the structures with one less water

molecule. Initial structures were also obtained by removing one water molecule from
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various systematically chosen positions of the n-water global minimum structure and
then optimizing to obtain the structure with n-1 waters. In order to find a global
minimum for each n, ~1400 structures were sampled in a MC/SA run. For the MC/SA
simulations, the solute molecule was treated with Hartree-Fock (HF) and the 6-
31++G(d,p)*°*° basis set. The water molecules were represented using the Hartree Fock
based effective fragment potential (EFP1/HF) method. Full ab initio geometry
optimizations were then performed starting from the HF/EFP1 global minimum
structures, for each value of n, using second order perturbation theory (MP2) with the
same basis set. In addition, singles + doubles coupled cluster calculations with
perturbative triples, CCSD(T), were performed at the MP2 optimized geometries for n
up to 5 and then extrapolated to n=8. The extrapolations of the CCSD(T) values were
obtained using the following equation.

AEgst(CCSD(T))aug-cepvpz=AE(MP2)qug-cepvpzt | AE(CCSD(T)-AE(MP2) | 6.31:6(0) (1)

Stationary points for the optimized structures were characterized by calculating and
diagonalizing the Hessian (matrix of energy second derivatives) using the Hartree-Fock
method for both the solute and solvent molecules. A positive definite Hessian implies a
local minimum. Zero point energy (ZPE) corrections scaled by an empirical factor of
0.89°" were included in all of the reported energy differences.

The electron affinity of OH:(H,0)n-15) was calculated using both the HF/EFP1

and MP2 methods for each value of n. The total and differential binding energies of the

solute to the water molecules were calculated for OH*(H2O)y(1-15) and OH (H20)n(1-15).

All calculations were performed using the General Atomic and Molecular Electronic
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Structure System (GAMESS)* except the CCSD(T) calculations for which ACESIT”
was used.

In order to account for the additional effect of the bulk solvent, beyond that of 15 water
molecules, on the prediction of the aqueous adiabatic electron affinity, calculations were
also performed for both OH radical and OH in 15 explicit solvent molecules embedded
in a continuum using the conductor-like polarizable continuum model (C-PCM)™*,

referred to here as PCM. The optimized OH-(H,0),5s and OH (H,0),s structures were
found using the HF/EFP1+PCM method.*"* The solute molecules (OH- and OH’) were

treated using the HF method and the 15 water molecules were represented by the EFP1
method. A single point MP2+PCM calculation was performed, in which the OH and 15

water molecules were treated using the MP2 method in a PCM continuum.

II1. Results and discussion

A. OH (H;0O),-1.16: Figures 1-4 illustrate the OH (H,O), local and global minimum
energy structures for each value of n. Beneath each structure is a unique name (nl),
where ‘n’ represents the number of water molecules present in the cluster and ‘I’ is a
letter. The relative energies between the global and local minimum energy structures at
the (HF/EFP1) and [MP2] levels of theory are also shown underneath each structure.
The label (X+Y+Z) gives the number of water molecules in the first (X), second (Y) and
third (Z) solvent shells. Molecules (X) in the first solvent shell are those that participate
in direct H-bonding with the solute. Molecules (Y) in the second solvent shell H-bond
with the molecules in the first shell. Molecules (Z) in the third solvent shell H-bond with

the molecules in the second shell, and so on. The molecules in each solvent shell are



60

divided into two sets depending upon the H-bonding distance from the solute or other
solvent molecules. So, for example, the designation (3+1+0) for structure 4B in Figure 1
means that by these criteria there are three water molecules in the first solvent shell and
one in the second solvent shell. In addition, some structures have a sub-label to indicate
how many molecules are outside the range of 1.5 A -2.5 A. So, the notation (6+6{2}+0)
for 12c in Figure 4 means that of the six water molecules in the second solvent shell, two
are outside this range. In Figures 1-4, up to three lowest energy structures of OH (H,0),
are presented for each value of n. Energies are quoted relative to the zero energy
structure, indicated by (0) or [0] for HF/EFP1 and MP2, respectively.

There are small differences in the relative energies predicted by HF/EFP1 and MP2, up
to ~2 kcal/mol. The two methods usually predict the same global minimum for a given
value of n, and when they differ (e.g., for n = 3, 4, 6, 8), the energy differences are
small.

For n=1-14 in OH (H,0),, all of the global minima are found to be surface
structures. That is, no interior global minimum structure was found until the 15™ water
molecule was added; the OH appears to be completely solvated when n = 15, as may be
seen in the global minimum, 15A. A second, local minimum structure that is completely
solvated is also observed at n=15 (15C in Figure 4). MP2 predicts that this local
minimum (15C) is 5.2 kcal/mol higher in energy than the global minimum structure. In
order to further confirm the complete solvation, 16 water molecules were added to OH .
As for n = 15, the two lowest-energy minima for n = 16 have the OH fully embedded in

the water cluster (See 16A and 16B in Figure 4).
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For n=1-4 in OH (H,0),, all of the water molecules in the HF/EFP1 global minimum
structures have a direct hydrogen bond (within the H-bonding distance of 2.5 A) with the
hydroxide ion. The number of these hydrogen bonds is taken to be the coordination
number of the OH™ in the first solvent shell. The fifth water in OH (H,0)s; does not
coordinate with the hydroxide ion in the structures 5A, 5B and 5C in Figure 2. Similarly,
in structure 6A, the sixth water does not directly H-bond with the solute. So, one may
conclude that these outer water molecules begin to form a second solvent shell.
Apparently, for n=4-7 in OH (H,0),, the anion generally prefers a coordination number
of four, although there are some structures that have a coordination number of five (e.g.,
6A and 7C). For n=8 and greater, generally the preferred coordination number remains
five except at n=15 where the coordination number increases to seven.

It is interesting to consider the origin of the change in the preferred OH
coordination number as the number of water molecules, n, increases. The HF/EFPI
global minimum structure for OH (H,0), (4A) has a coordination number of 4, whereas
the MP2 global minimum structure (4B) has a coordination number of 3. However, the
difference in energy between the two MP2 structures is only 0.1 kcal/mol. For n=6
(Figure 2), the MP2 global minimum structure (6C) has 4 waters in the first solvent shell
and is 2.3 kcal/mol lower in energy than 6A which is coordinated to 5 waters. The
energy order of these two species is reversed at the HF/EFP1 level of theory, with 6A
lower in energy by 0.5 kcal/mol. For n=7, both HF/EFP1 and MP2 predict the same
global minimum structure (7A) with a coordination number of 4. A local minimum
structure (7C), that has a coordination number of 5, is 1.2 kcal/mol and 4.2 kcal/mol

higher in energy than 7A at the HF/EFP1 and MP2 levels of theory, respectively (See
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Figure 2). Upon adding the 8" water (see Figure 3), the preferred coordination number
of OH increases from 4 to 5. As shown in Figures 3 and 4, the preferred coordination
number remains five until n=14. The preferred coordination number further increases to
7 when the 15™ water is added. So, it appears that the lowest energy coordination
number for OH increases as the number of water molecules increases.

The average H-bond distances between the solute and the first shell solvent water
molecules are listed in Table 1. As the number of solvent molecules increases, the
average H-bond distance generally (with a few exceptions) increases, suggesting a
concomitant decrease in the H-bond strength. Although the EFP distances are larger than
those predicted by MP2, the trends are the same. The increase in the coordination
number of the hydroxide ion can be probed further by analyzing the Mulliken charges*"
" on the anion and the neighboring water molecules. Table 1 lists the average MP2
Mulliken charges on the solute (OH ) and the first shell water molecules of OH (H,0),
at each n. Compared to the gas phase hydroxide ion, the net charge on the anion in
OH (H,0), (Table 1, column 6), initially decreases. This is accompanied by a small
increase in the negative charge on the water molecules in the first solvent shell (column
10, Table 1). This indicates that there is a charge transfer from the solute (OH ) to the
solvent water molecules. As n increases further, from 8-15, the hydroxide ion charge
increases to an absolute value greater than 1.0, with an especially large negative charge
(-1.5) on the hydroxide O atom. This suggests a largely Coulombic attraction at n = 15,
with a larger coordination number that will be limited largely by the crowding of water
molecules about the anion. As expected, the hydrogen atom pointing towards the anion

(forming the H-bond with the anion) is more positive than the one that is pointing away.
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Examination of the local and global minimum energy structures of OH (H,0), clusters
for n = 1-12 suggests that the hydroxide ion tends to preferentially form hydrogen bonds
through its oxygen atom, rather than its hydrogen atom (See Figures 1-4), until full
solvation is achieved at n = 15. This is apparently due to the weaker H-bond propensity
for the OH hydrogen than for the OH oxygen. This observation is consistent with
several experimental studies*®*’. Evidence for this is the long H-bond distance of 2.58 A
for the hydroxide hydrogen, suggesting a very weak H-bond. This observation is

5053 in which the solvent water molecules

reminiscent of previous studies of amino acids
congregate near the carboxyl group until this region is saturated, before solvating other

regions that form weaker hydrogen bonds.

B. OH:(H20)n=1-15: The lowest energy structures of OH:(H2O),-;.;5 are shown in
Figures 5-8 and the labeling beneath the structures is the same as that for OH (H,0), in
Figures 1-4. In general, the neutral system does not appear to form as many or as strong
hydrogen bonds to water molecules as does the anion. The global minimum structures of
OH-(H20),=1.15 predicted by Monte Carlo simulations show that the hydroxyl radical is
not fully solvated at any value of n that is considered here. Instead, OH: resides on the
surface of each water cluster. An attempt to form an internal isomer for OH-(H,O), at
n=15 only finds an MP2 isomer (15I) that is 17 kcal/mol higher in energy than the

surface global minimum structure (15A). (See Figure 8)

The global minimum structures of OH-(H2O),-;.15 also suggest that the hydroxyl radical

is directly hydrogen bonded to only 2—3 water molecules as n increases from 1 to 15.

This means that the first solvent shell of OH:(H,O), generally consists of only 2-3
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waters for n=1-15, unlike the hydroxide ion in OH (H,O), where the coordination
number increases upon adding more water molecules. Of course, OH is a strong H-

bond acceptor due to the negative charge on O, whereas OH: is a strong H-bond donor.

As shown in Figure 9, the H-bond distances are consistently longer when OH is a proton
acceptor than when it is a proton donor. This suggests weaker H-bonds when OH is a
proton acceptor. It is also clear that when OH is a proton donor, the hydrogen bonding is
similar to that in water clusters, as is evident from the comparable CCSD(T) binding
energies values of the water dimer and the OH-water dimer when OH is a proton donor
(see Table 2). In contrast, the OH-water interaction appears to be much weaker than the
water-water interaction when OH is a proton acceptor. This is also illustrated in Table 2,
where it is shown that the CCSD(T) OH-water binding energy is much smaller when OH
is a proton acceptor. This latter phenomenon contributes to the smaller coordination

number for OH: vs. OH and to the reticence of OH: to act as an internal solute for the

relatively small clusters examined here, since water-water interactions are overall
stronger than OH-water interactions. For example, an attempt to coordinate the hydroxyl
radical with more than 3 water molecules results in the very high energy structure 151
(See Figure 8), 17.2 kcal/mol higher in energy than the surface species 15A. The ability

of OH- to function as both a proton donor and proton acceptor in hydrogen bonds to

water molecules is similar to the behavior of water molecules in water clusters. Hartree-
Fock calculations by Engdahl et al.>* on the water-OH complex exhibit trends in the
bond lengths that are similar to those shown in Figure 9. This suggests that the HF/EFP1

method captures the character of this hydrogen bonding interaction correctly. Thus, the
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OH radical in OH-(H,0), behaves at least qualitatively like another water molecule with

one less hydrogen atom. As discussed in Section D below, the similarity between the
two clusters is also apparent in the comparable total binding energies of the solute to the

water cluster in OH-(H;0), and (H;O),.

C. Adiabatic Electron Affinity of OH-(H;0)u-0-15: The adiabatic electron affinity
(AEA) is the energy difference between the neutral system [OH-(H,O),] and the

corresponding anion [OH (H,0),] at their respective equilibrium geometries. The

electron affinity for the OH-(H,0), is calculated with Eq. (2), using the energies of the

geometry optimized global minima for each value of n.

E[OH-(H,0)u] - E[OH (H,O)i] ~ (2)

The gas phase AEA predicted by HF/EFP1, MP2 and CCSD(T) are compared with
the experimental values’”° in Table 3. The HF/EFP1 method using the 6-31++G(d,p)
basis set predicts the gas phase AEA of the hydroxyl radical to be +3.3 kcal/mol, in
poor agreement with the experimental value of -42.0 kcal/mol’. Indeed, HF incorrectly
predicts the additional electron to be unbound. However, when electron correlation is
taken into account using the MP2 and CCSD(T) levels of theory with reliable basis
sets, the predicted AEA is within 1 kcal/mol of the experimental value. MP2 and
CCSD(T) are in good agreement with each other. Chipman®’ also found that a high
level of correlation and a large basis set is required to predict the correct value of the

gas phase electron affinity of the hydroxyl radical.
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The HF/EFP1 and MP2 AEAs for OH-(H,0O), are shown in Table 4 forn =0ton =
15. The CCSD(T) method has also been used to calculate the AEA of OH-(H»0), for

n=1-5 and extrapolated to n=8 using Eq. (1). The CCSD(T) values suggest that the
binding of the extra electron is over-estimated by MP2 and greatly under-estimated by
HF. Figure 10 plots the HF/EFP1, MP2 and CCSD(T) absolute AEA values as a
function of the number of water molecules n to illustrate the change in the electron
affinity as n increases. The HF and MP2 AEA appear to be converging slowly to a
constant value, whereas this is not apparent for the CCSD(T) curve. Table 4 and Figure
10 again illustrate the importance of electron correlation in predicting the electron
affinity of OH. As shown in Table 4, there is a significant CCSD(T) basis set effect for

the OH-(H,O), AEA values, similar to the effect on the gas phase values illustrated in

Table 3. In addition, the CCSD(T)/aug-cc-pVTZ AEA appears to be converging more
slowly than that for the smaller basis set. Although calculating the CCSD(T)/aug-cc-
pVTZ AEA values for the larger values of n would be beyond the computational
capabilities, the results for n = 0, 1, 2 suggest a slower convergence than that illustrated
in Figure 10.

As shown in Table 4, at n=15, the MP2 AEA is 101.5 kcal/mol, whereas the HF/EFP1
value is 56.0 kcal/mol. As noted in the Introduction, previously calculated DFT +

COSMO values for the OH- electron affinity are in the range 142-145 kcal/mol"> **,

This is much larger than the 101.5 kcal/mol MP2 value for 15 water molecules.
However, although the HF and MP2 electron affinities appear to be converging to a

value that is much smaller than the 142-145 kcal/mol predicted by DFT, the CCSD(T)
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vales may be converging more slowly. Among the possible reasons for the discrepancy
between the solvated electron affinities predicted previously and those predicted in the
present work are (a) the higher levels of theory (MP2 and CCSD(T)) employed in the
present work and (b) the possible inability of small clusters to sufficiently reproduce the
bulk solvent effects. In order to explore the latter possibility, additional calculations
were performed on the n = 15 clusters using the PCM method. The results are given in
parentheses in Table 4. At the MP2 level of theory, the predicted AEA is -130.6
kcal/mol. This result illustrates that 15 explicit water molecules are insufficient to
account for bulk solvation. On the other hand, the coupled cluster AEA values are
consistently smaller than those predicted by MP2. So, assuming that PCM adequately
accounts for the bulk effects and that PCM will not have a much larger effect on the
CCSD(T) clusters than on the MP2 clusters, it would seem likely that the n = 15 MP2 +

PCM AEA is an upper limit to the AEA in aqueous solution.

D. Binding energies: The differential binding energies (DBE) and the total binding
energies (TBE) to bind the solvent water molecules to the solute molecule have been
calculated for both OH:(H,O)n=1-15) and OH (H20)n1.15) using Egs. (3) and (4)
respectively, at the HF/EFP1 and MP2 levels of theory.

Differential binding energy (DBE): E[A(H2O),] — E[A(H20),.1] — E(H20) (3)

Total binding energy (TBE): E(A(H;0),) — {E(A) + nE(H,0)} (4)

In Egs (3) and (4), ‘A’ represents the solute (hydroxyl radical or hydroxide anion) and
E[A(H20),] and E[A(H20),.1] are the Boltzmann averaged energies calculated using the

following equation.
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E, = X,Exp(-AE,/RT) (5)

E Exp(-AE,/RT)

Where X; is the energy of the i structure including the zero point energy correction. AE;
is the energy difference between the i and the global minimum structure at a particular
value of n (T=298K).

Table 5 illustrates the DBE values of OH (H,O), calculated at the HF/EFP1, MP2,
and CCSD(T) levels of theory. The calculated and experimental DBE™® values
decrease as the number of water molecules increases up to n~5, after which the values
oscillate. The CCSD(T) DBE are in good agreement with experiment. This agreement
would very likely improve with the use of better basis sets. The MP2 DBE values agree
qualitatively with the experimental values, with percentage errors in the range of ~3% —
17%. The percentage errors for the HF/EFP1 DBE values relative to the experimental
values are ~3.0% — 30%. All three levels of theory are in qualitative agreement with the
experimentally observed trend. Beyond n~5, the MP2 DBE oscillates around the
experimental value of -11 to -12 kcal/mol for the larger values of n.

9,59
~” values for

The absolute values for the calculated and experimental TBE
OH (H,0),, listed in Table 6, increase with n. As one would expect, the MP2 TBE are
in better agreement with experiment than those based on HF, and the CCSD(T) values
are in the best agreement with experiment, even with the modest basis set that was used

here. The MP2 clusters are over-bound, as one would expect.

Table 7 lists the HF/EFP1, MP2 and CCSD(T) DBE and TBE values for OH-(H,0),

clusters. The HF/EFP1 and MP2 DBE values increase until n~3-4 and then fluctuate as n
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increases further. The CCSD(T) DBEs increase with the cluster size, with some

fluctuation observed at n=3. Smaller OH-(H,O), DBE values compared with those for

OH (H,0), clusters are consistent with the favorable clustering of the water molecules
around the anion and the reticent behavior of the OH radical to H-bond with the water

molecules. The TBE values of OH-(H,O), clusters are also shown in Table 7, and the

HF/EFP1, MP2 and CCSD(T) values increase as the number of water molecules
increases. HF/EFP1 underestimates the binding energies compared to MP2, but the trend

is qualitatively correct. The OH-(H,O), HF/EFP1 TBE values are similar to those of the

analogous water clusters, suggesting a structural similarity between the two systems. The
agreement between the TBE values of the two systems is within 1-3 kcal/mol. (See

Figure 9 and Section B for the structural comparison between the two systems)

IV. Conclusions
A systematic study of the adiabatic electron affinity (AEA) of the micro-solvated

hydroxyl radical (OH-(H,0),) is presented at the HF/EFP1 and correlated levels of
theory (MP2 and CCSD(T)). Up to 15 explicit water molecules are added to OH- using

the EFP explicit solvent model. The results indicate that with increasing number of
water molecules, the HF/EFP1 AEA values increase at a faster rate initially and then
appear to slowly converge to -56.0 kcal/mol at n=15. MP2 AEA values follow the
same trend as HF/EFP1 method. However, the MP2 AEA converges at a much higher
absolute value (-101.5 kcal/mol at n=15) than HF/EFP1, illustrating the importance of

the electron correlation in the AEA calculations. When the continuum solvent model
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(PCM) is included in the calculations with 15 explicit MP2 water molecules, the AEA
exhibits a further large increase to -130.6 kcal/mol. This large increase illustrates the
fact that 15 water molecules is not sufficient to converge the calculated AEA to the
value one would observe in bulk aqueous solution. Since CCSD(T) predicts smaller
AEA for all values of n for which this level of theory is available, the AEA in bulk
aqueous solution is likely to be smaller (in an absolute sense) than the MP2 value of -
130.6 kcal/mol.

As noted in the Introduction, Mundy et al'> reported the OH electron affinity to be
-142 kcal/mol, based on DFT combined with a continuum solvent model. The present

study, using MP2 for OH:(H,0);5 and OH—(H,0);5 clusters combined with the PCM

continuum method predicts an AEA value of -130 kcal/mol. It is likely that the
incorporation of explicit solvent molecules to account for the solute-solvent hydrogen
bonding contributes to the difference between these the two studies.

The analysis of OH (H,0), indicate that the first global minimum that is
completely solvated occurs at n = 15. Both HF/EFP1 and MP2 methods predict that
the hydroxide ion accepts up to 6 hydrogen bonds from the surrounding water
molecules and donates none until the 15" water molecule is added. The observation of
a hyper-coordination at the oxygen site of the anion (OH ) and weak H-bond
formation via the hydrogen site of the anion is consistent with previous experimental
studies.

The structural analysis of OH:(H,O), clusters suggests that all of the global

minimum structures calculated using HF/EFP1 and MP2 are surface structures; no

interior global minimum structures were found. The structural analysis also illustrates
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considerable similarity between OH:(H,0), and (H»O), global minimum structures.

Furthermore, the two systems also have comparable binding energies. This is
consistent with several previous theoretical studies, including that of Khalack et al** in

which a similarity between the radial distribution functions of OH-(H,0), and (H2O),
was observed. The structural comparison of OH-(H,0), and (H,O), clusters illustrates

that the OH radical is a weak H-bond acceptor and a stronger H-bond donor than the
water molecule, in agreement with the previous DFT studies by Couto et al.*' The
systematic study presented in this work also shows that a computationally cost
effective and an explicit solvent model, EFP, is able to capture the correct structural

features of the micro-solvated hydroxide ion and micro-solvated hydroxyl radical.
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Figure 1: Lowest energy structures of OH™(H,0), for n=1-4. (X+Y+Z) indicate the number
of solvent molecules in the first shell (X), second shell (Y) and third shell (Z). The
(HF/EFP1) and [MP2] relative energies are given in kcal/mol. A (0) or [0] relative energy
suggests the global minimum structure. The OH anion is circled in all of the structures.
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Figure 2: Lowest energy structures of OH™(H,0), for n=5-7. (X+Y+Z) indicates the number
of solvent molecules in the first shell (X), second shell (Y) and third shell (Z). The
(HF/EFP1) and [MP2] relative energies are given in kcal/mol. A (0) or [0] relative energy
suggests the global minimum structure. The OH anion is circled in all of the structures.
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Figure 3: Lowest energy structures of OH™(H,0), for n=8-10. (X+Y+Z) indicates the
number of solvent molecules in the first shell (X), second shell (Y) and third shell (Z). The
(HF/EFP1) and [MP2] relative energies are given in kcal/mol. A (0) or [0] relative energy
suggests the global minimum structure. The OH anion is circled in all of the structures.
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(HF/EFP1) and [MP2] relative energies are given in kcal/mol. A (0) or [0] relative energy
suggests the global minimum structure. The OH anion is circled in all of the structures.
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number of solvent molecules in first shell (X), second shell (Y), third shell (Z), fourth shell
(W) and fifth shell (V). The (HF/EFP1) and [MP2] relative energies are given in kcal/mol. A

(0) or [0] relative energy suggests the global minimum structure. The OH radical is circled in
all of the structures.
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Figure 6: Lowest energy structures of OH (H,0), for n=5-7. (X+Y+Z+W+V) indicates the
number of solvent molecules in first shell (X), second shell (Y), third shell (Z), fourth shell
(W) and fifth shell (V). The (HF/EFP1) and [MP2] relative energies are given in kcal/mol.

A (0) or [0] relative energy suggests the global minimum structure. The OH radical is circled
in all of the structures.
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(W) and fifth shell (V). The (HF/EFP1) and [MP2] relative energies are given in kcal/mol.

A (0) or [0] relative energy suggests the global minimum structure. The OH radical is circled
in all of the structures.
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A (0) or [0] relative energy suggests the global minimum structure. The OH radical is
circled in all of the structures.
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Figure 10: Plot of adiabatic electron affinity (AEA) of OH-(H,0), with increasing number of
water molecules (n). Squares indicate HF/EFP1 values. Circles represent the full ab initio
MP2 values. Diamonds are for the CCSD(T) values. The n=6-8 AEA values at CCSD(T)
level of theory are extrapolated using Eq. (1) (see text).
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Table 1: The average MP2 Mulliken charges and H-bond distances for the global minimum
structures of OH (H,0),.

number of R(A) Mulliken charges (a.u)
water  pgp/pRpl MP2 (OH') (H,0)

molecules q(0) gH) ¢g(OH) ¢(O) gH, gHy) ¢(H0)
0 -1.21 021 -100 -0.71 035 035 0.00
1 1.77 140 -1.12 025 -087 -090 050 0.27 -0.05
2 1.79 1.55 -1.19 029 -0091 084 049 0.30 -0.05
3 1.85 1.67 -128 032 -096 -082 048 0.33 -0.01
4 1.89 1.76 -127 033 -094 -081 044 035 -0.02
5 1.88 175 -128 033 -095 084 046 037 -0.20
6 1.94 183 -132 035 -097 -082 044 038 -0.12
7 1.85 1.73 -125 034 -090 -088 047 038 -0.01
8 1.91 1.81 -1.39 0.37 -1.03 088 048 040 0.12
9 1.92 1.82 -140 036 -104 -092 047 043 0.01
10 1.94 183 -130 036 -094 -091 046 043 -0.01
12 1.89 1.80 -128 037 -091 095 046 044 -0.01
15 2.02 1.88 -1.51 037 -1.15 090 041 047 0.01

R is the average H-bond distance between the hydroxide ion and the first shell solvent
molecules. ¢(O) is the Mulliken charge on oxygen atom of OH . g(OH ) is the average
Mulliken charge on hydroxide ion. g(Ha) and g(Hg) represent the average Mulliken charges

on hydrogen atoms, of H,O, that are pointing towards the ion and away from the ion
respectively. g(H,O) is the average Mulliken charge on a water molecule.



85

Table 2: The calculated binding energies of water dimer and OH-water dimer. All the values
are in kcal/mol.

CCSD(T)
aug-cc-pVTZ aug-cc-pVQZ
water-dimer -5.22 -5.17
OH (donor)-water -5.78 -5.30

OH (acceptor)-water -1.50 -1.05
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Table 3: Adiabatic electron affinity of gas phase hydroxyl radical at different levels of
theory. All values are in kcal/mol

HF/EFP1 MP2 CCSD(T) .
6-31++G(d,p) 6-31++G(d,p) 6-311++G(2d,2p) aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ Expt
+3.3 -39.0 -42.0 -38.1 -40.0 -41.4 -42.0

Data taken from ref. 55 and 56.
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Table 4: Adiabatic electron affinity (kcal/mol) of OH'(H,0), for n=0-15. The CCSD(T)
values for n=6-8 are the extrapolated values using equation 1 (see text). The values in
parentheses are obtained by adding bulk solvent effects using the PCM solvent model. The
previously calculated value of AEA of hydroxyl in aqueous phase using a continuum model
is 142.3 kcal/mol (Ref 15).

number of HF/EFP1 MP2 CCSD(T)
water
molecules 6-31G++(d,p) aug-cc-pVDZ  aug-cc-pVTZ
0 +3.3 -39.0 -38.1 -40.4
1 -12.0 -60.2 -58.4 -61.8
2 -24.0 -75.9 -63.9 -70.6
3 -33.3 -84.3 -68.7
4 -40.4 -87.6 -74.1
5 -45.5 -93.9 -78.9
6 -47.2 -95.9 -82.3
7 -48.3 -96.3 -85.9
8 -51.0 -98.1 -87.3
9 -53.7 -99.1
10 -54.3 -99.8
12 -55.0 -101.4

15 -56.0 (-86.7) -101.5(-130.6)
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Table 5: HF/EFP1, MP2 and CCSD(T) differential binding energies for OH™(H,0),

CCSD(T)
Expt* HF/EFP1 MP2
number of aug-cc-pvDZ
water binding binding binding binding
molecules  operoy energy  %error”  energy  %error’  energy  Y%error’
(kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)
1 -26.5+1.0 -18.4 -30.7 -25.6 3.0 -26.3 0.8
2 -17.6+1.0 -17.1 -2.8 -20.6 17.2 -18.1 2.8
3 -16.2+1.0 -15.4 -5.1 -16.7 35 -15.7 -2.8
4 -12.3+1.0 -13.1 93 -14.0 13.8 -14.1 14.7
5 -11.5+1.0 -11.2 -2.7 -12.5 9.2 -12.1 52
6 -11.2+1.0 -8.1 -28.1 -12.6 12.7
7 -12.4 -12.8
8 -99 -10.3
9 -8.5 -11.9
10 -7.3 -6.9
12 -8.5 -10.7
15 -7.3 -11.0

“Data taken from ref 59. "The percentage errors are calculated by taking the difference of
the calculated value and the experimental value at each value of n. All the values are in

kcal/mol.
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Table 6: HF/EFP1, MP2 and CCSD(T) total binding energies for OH™(H,0),.

CCSD(T)
Expt* HF/EFP1 MP2
number of aug-cc-pVDZ
water binding binding binding binding
molecules energy energy Joerror® energy Joerror® energy Joerror®
(kcal/mol)  (kcal/mol) (kcal/mol) (kcal/mol)
1 -26.5+1.0 -18.4 -30.7 -25.6 3.0 -26.3 0.8
2 -44.1+1.4 -35.5 -19.6 -46.3 5.0 -44 .4 -0.6
3 -60.3+1.7 -50.8 -15.7 -63.0 4.6 -60.1 0.3
4 -72.342.0 -63.9 -11.5 -77.1 6.6 -74.2 -2.7
5 -83.842.2 -75.1 -10.3 -89.6 7.0 -86.3 -3.0
6 -95.0+2.4 -83.2 -12.4 -102.3 7.7
7 -95.6 -115.0
8 -1054 -1254
9 -113.9 -137.3
10 -121.2 -144.1
12 -138.1 -165.6
15 -160.1 -198.6

“Data taken from ref 59. "The percentage errors are calculated by taking the difference of the

calculated value and the experimental value at each value of n.



90

Table 7: HF/EFP1, MP2 and CCSD(T) binding energies (kcal/mol) for OH (H,0),

Differential binding energies Total binding Energies
number of
water OH'(H,0), OH'(H,0), (H,0),
molecules CCSD(T CCSD(T
HF/EFP1 MP2 aug—cc—p(V]))Z HF/EFP1 MP2 aug—cc—p(VI))Z HF/EFP1
1 -4.0 -4.5 -4.2 -4.0 -4.5 -4.2 -2.4
2 -5.1 -4.9 -5.0 -9.0 94 -9.1 -8.4
3 -7.6 -8.2 -10.3 -16.5 -17.6 -19.4 -16 .4
4 -5.0 -9.5 -7.6 -21.5 -27.1 -27.0 -22.6
5 -6.9 -8.3 -8.6 -28.5 -35.4 -35.6 -28.2
6 -6.4 -10.5 -34.8 -45.9 -36.0
7 -6.8 -8.5 -41.6 -54.4 -45.5
8 -9.7 -11.7 -51.3 -66.2 -52.1
9 -6.5 -9.9 -57.8 -76.1 -60.4
10 -6.0 -8.8 -63.9 -84.9 -65.3
12 -8.1 -10.9 -80.1 -106.7 -80.9

15 -7.3 -9.8 -102.0 -135.9 -104.0
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CHAPTER 4: DIFFUSION OF ATOMIC OXYGEN ON THE Si(100) SURFACE

A paper to be submitted to The Journal of Physical Chemistry

Pooja Arora, Wei Li, Piotr Piecuch, James W. Evans, Marvin Albao, and Mark S. Gordon

Abstract
The processes of etching and diffusion of atomic oxygen on the reconstructed Si(100) —2 x 1
surface are investigated wusing an embedded cluster QM/MM  (Quantum
Mechanics/Molecular Mechanics) method, called SIMOMM (Surface Integrated Molecular
Orbital Molecular Mechanics). Hopping of an oxygen atom along the silicon dimer rows on a
SijsHie cluster embedded in an OSij;ssHoo MM cluster model is studied using the
SIMOMM/UB3LYP (unrestricted density functional theory (UDFT) method with the Becke
three-parameter Lee-Yang-Parr (B3LYP) hybrid functional), the Hay-Wadt effective core
potential and its associated double zeta plus polarization basis set. The relative energies at
stationary points on the diffusion potential energy surface were also obtained with three
coupled-cluster (CC) methods, including the canonical CC approach with singles, doubles,
and non-iterative quasi-perturbative triples (CCSD(T)), the canonical left-eigenstate
completely renormalized (CR) analog of CCSD(T), termed CR-CC(2,3), and the linear
scaling variant of CR-CC(2,3) employing the cluster-in-molecule (CIM) local correlation
ansatz, abbreviated as CIM-CR-CC(2,3). The pathway and energetics for the diffusion of
oxygen from one dimer to another are presented, with the activation energy estimated to be

71.9 and 79.5 kcal/mol at the canonical CR-CC(2,3)/6-31G(d) and CIM-CR-CC(2,3)/6-
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311G(d) levels of theory, respectively. The canonical and CIM CR-CC(2,3)/6-31G(d) barrier
heights (excluding zero point vibrational energy contributions) for the etching process are

both 87.3 kcal/mol.

I. Introduction

The silicon atoms of the topmost layer of the Si(100) surface can form covalent bonds with
adjacent surface atoms to form pairs called silicon dimers. The surface reconstructs by
forming silicon dimer rows as shown in Figure 1. Even after the reconstruction, the dimer Si
atoms are bonded to only three other atoms. Since Si does not readily form x bonds, these
surface Si atoms are highly reactive. A common terminology is to say that the surface Si
atoms have “dangling bonds”."

The Si(100)-2x1 surface oxidizes to form silicon dioxide (SiO;) by thermal oxidation.
Silicon dioxide is known to be an insulator™ which has technological importance in the
fabrication/doping of micro electronic devices.*” The silicon dioxide film formed on the
silicon surface due to thermal oxidation acts to block a dopant from reaching the silicon
surface.

Several studies have been reported on the oxidation of the silicon surface.*'? Depending
upon the surface temperature and oxygen pressure, active oxidation/etching by oxygen or
passive oxidation/oxide formation can occur.'*'* At low-T or high-P, passive oxidation is
observed, resulting in the formation of an oxide film on the surface. At high-T or low-P,

removal of Si by desorption of volatile SiO (etching) is observed. Controlling the process of

oxidation and etching by varying the conditions is very important to attain uniformity and



93

precision in the size and shape of micro-electronic devices, including transistors and

7,15,16
»2>% Therefore,

capacitors that are made of semiconductor material such as silicon.
understanding the mechanisms of adsorption, diffusion, and desorption of oxygen on the
silicon surface at the atomic level is crucial.

The main goal of this paper is to study the detailed mechanism of the diffusion of atomic
oxygen on the Si(100)-2x1 surface from one Si dimer to an adjacent dimer. Repeated
hopping between adjacent dimers leads to long-range diffusion of oxygen along dimer rows,
a key process for process for oxide island formation. To study this mechanism, a quantum
mechanics/molecular mechanics (QM/MM) hybrid approach, referred to as the surface
integrated molecular orbital MM (SIMOMM)'" model, has been used. SIMOMM is a
computationally less expensive method than full quantum mechanical calculations on a given
size system and can account for the chemistry of the surface atoms as well as (to some
degree) the bulk effects in large clusters with reasonable accuracy. The SIMOMM method
has been used in several studies on Si(100)'**° and SiC(100)*' surfaces.

An additional goal is to explore the SiO desorption/etching mechanism at higher levels of
theory than those that were used earlier, to assess the accuracy of previously reported barrier
heights.** This involves calculations at three different levels of coupled-cluster (CC) theory,
namely, the canonical CC approach with singles (S), doubles (D), and non-iterative quasi-
perturbative triples (T), i.e., CCSD(T),” the left-eigenstate completely renormalized (CR)
analog of canonical CCSD(T), termed CR-CC(2,3),* and the linear scaling extension of CR-

CC(2,3) employing a suitably modified variant of the local correlation cluster-in-molecule

(CIM) ansatz of Refs. 25 and 26, developed in Refs. 27 and 28, termed CIM-CR-CC(2,3).
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The two processes of interest here, diffusion and etching are not entirely disconnected,
since one key structure (referred to below as the back-bond species) plays a central role in
both processes.

Some of the earlier studies of the reaction mechanisms for the oxidation and etching
processes have been described***! using QM/MM and kinetic Monte Carlo (KMC)*
simulation methods. The QM/MM method is described above. KMC’? is a method to analyze
the evolution of lattice-gas models describing the configuration of oxygen adatoms and oxide
islands on the Si(100) surface, given that rates for all relevant processes are specified. Choi

et al.??

studied the mechanism for the SiO desorption process using the SIMOMM model.
The geometries were obtained using the complete active space self-consistent field
(CASSCF) method and the effective core potential (ECP) HW(d) basis set. This was
augmented by multi-reference second-order perturbation (MRMP2) theory with a mixed
basis set: HW(d) for the silicon atoms and the 6-311G(d) basis set for the oxygen atom.
These authors calculated the overall barrier for the SiO desorption process to be 89.8
kcal/mol. This is a little higher than the 83.0-87.6 kcal/mol barrier predicted by Uchiyama et
al.*® using plane wave density functional theory (DFT) within the generalized gradient
approximation (GGA)**. Another KMC simulation predicted the SiO desorption barrier to be
in the range 73.8-80.7 kcal/mol,”® but the modeling incorporated assumptions regarding O
diffusion and oxide formation. An experimental value (79.3 kcal/mol) was determined by
employing X-Ray photoelectron spectroscopy (XPS) and supersonic molecular beam
techniques.” In another experiment the etching barrier, as measured by TPD (temperature

14

programmed desorption) studies,'* is in the range of 80-90 kcal/mol. So, the experiments
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have reported an approximately 10 kcal/mol range for this barrier height. The experimental
uncertainties increase this range.

Figure 2 shows the SiO desorption stationary points (minima and transition states (TSs))
for the etching mechanism proposed by Choi et al.** Structure a represents the on-top
structure, in which the oxygen atom is on top of one of the silicon dimer atoms; structure c is
the back-bond structure, a minimum on the potential energy surface (PES), in which the
oxygen atom is bonded to a Si atom of the surface and to a silicon atom in the next layer; b is
the TS between the on-top and the back-bond species. Structure g is formed just before the
final etched product of the SiO desorption mechanism is formed. The final etched product is
also referred to as SOLA*' (Si surface with One Less silicon Atom) and is formed after one
silicon atom has been removed by an oxygen atom.

Long range diffusion of the oxygen atom between surface dimers was previously studied
using the KMC simulation method by Pelz and co-workers.”” They employed a 55.3-57.7
kcal/mol diffusion activation energy. Another KMC study by Esteve et al. assumed the
activation energy to be 57.6 kcal/mol.*® A plane wave DFT/GGA study by Hemeryck et al.
most recently predicted the activation energy for the diffusion process to be 42.8 kcal/mol.'

39,40
1,7

These authors used a pseudo-potentia and modeled the Si(100) surface as a periodic slab

to simulate the bulk. So, there is a 15 kcal/mol range in the theoretical predictions.

Experimental scanning tunneling microscopy (STM) measurements were used by Pelz and

4142

coworkers” " to study the oxidation of Si(100). They predicted the activation energy for the

diffusion process to be 56.3 kcal/mol. Several secondary ion mass spectrometry (SIMS)

experiments have also been performed to study the diffusion of oxygen atoms at the Si/Si102

43,4445

interface . The values predicted by SIMS experiments are in the range of 41.5-76.1
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kcal/mol. So, the experiments on the diffusion process do not appear to be definitive, nor are
the previous DFT and KMC calculations. The central result that arises from most of the
previous studies is that an important structure in the diffusion mechanism is the back-bond
species. So, the oxygen diffusion process apparently involves a back-bond species.

An important requirement of studies of surface phenomena is to create a model that
adequately treats the bulk effects and that accurately takes into account the chemistry of the
surface atoms. In the present work, this is accomplished by employing the embedded cluster

SIMOMM'” QM/MM approach to simulate the surface.

II. Computational methods

The SIMOMM model employed here is composed of a QM Si;sH6 (two-dimer) quantum
region embedded in a larger Sij36H9» MM cluster, as shown in Figure 3. The Si;sH;¢ cluster is
shown in Figure 4. The QM/MM system is a much bigger cluster containing 9 Si—Si dimers
and is 9 layers deep, as shown in Figure 3.

To study the diffusion process, the QM/MM (OSi;36Hygy) clusters were optimized using
unrestricted density functional theory (UDFT)/SIMOMM with the Becke three-parameter
Lee-Yang-Parr (B3LYP) hybrid functional. The HW ECP basis set*® augmented with one set
of d polarization functions was used for the O and Si atoms, and the 3-21G basis set was
employed for the H atoms in the QM cluster. The 6-31G(d) basis set'”** was also employed
to assess basis set effects. The most accurate relative energies characterizing the diffusion
pathway were then obtained with the CC methods. As mentioned in the Introduction, the two
canonical CC methods used in this study were CCSD(T)* and CR-CC(2,3),*°"° both with

the 6-31G(d) basis set. The CR-CC(2,3) approach was used because it can account for the
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significant diradical character that has been observed in previous work on this surface.”**'?
The CC relative energies were calculated at the SIMOMM:UB3LYP/6-31G(d) optimized
geometries, using the SIMOMM:UB3LYP/6-31G(d) ZPE corrections as well. Note that the
CC calculations were performed only on the QM clusters, since the main effect of the bulk
contained in the embedded cluster model will be on the predicted structure.”

Recently, the Piecuch group developed two different types of linear scaling extensions of
CCSD, CCSD(T), and CR-CC(2,3), based on refined versions of the CIM local correlation
ansatz, abbreviated CIM-CCSD, CIM-CCSD(T), and CIM-CR-CC(2,3)***** The CIM-CC
methods are characterized by a natural linear scaling of CPU time with the system size,
replacing the N° and N” steps of the canonical CCSD and CCSD(T)/CR-CC(2,3) approaches
by steps that scale linearly with the size of the system once the system becomes large
enough. The design of the orbital subsystems in the CIM-CC approach® makes use of only
one threshold parameter for selecting orbital environments for the groups of localized
occupied orbitals, called in the CIM-CC methodology “central orbitals”. This threshold
parameter is designated by { and the CIM-CR-CC(2,3) calculation with a given { value is
abbreviated CIM({)-CR-CC(2,3). For example, CIM(0.005)-CR-CC(2,3) refers to the CIM-
CR-CC(2,3) approach with { = 0.005. The basis sets used in the mixed CIM-CR-CC(2,3)
calculations for the stationary points along the diffusion pathway were 6-31G(d) and 6-
311G(d).

To study the SiO desorption/etching process, the QM/MM (OSi;36Hgz) structures
were optimized using the SIMOMM:CASSCF(12,11) method, where the notation (12,11)
means that 12 electrons are distributed in all possible ways among the 11 orbitals in the

CASSCEF active space. The CASSCF active orbitals for the SiO desorption process are shown
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in Figure 5. The active space includes the m and ©* SiO orbitals and electrons (a (4,4) space),
the bonding and antibonding orbitals of the newly formed Si-Si o bond (a (2,2) space), the
two dangling bonds on silicon (a (2,2) space), and the o and o* SiO orbitals and electrons
and the 3s orbital on the Si in SiO (a (4,3) space). As noted above, the HW ECP basis set was
used for the O and Si atoms, and the 3-21G basis set was used for the H atoms in the QM
cluster. In addition to the HW(d) basis set, the 6-31G(d) basis set was also used to optimize
the geometry of the QM/MM cluster. In order to incorporate dynamic correlation, single
point energy calculations were subsequently performed with the
SIMOMM:MRMP2(12,11)/6-31G(d) method at the SIMOMM:CASSCF(12,11)/6-31G(d)
geometries. The etching barrier was also calculated using the canonical CCSD and CR-
CC(2,3) approaches, and the pure and mixed CIM-CR-CC(2,3) methods, all using the 6-
31G(d) basis set at the SIMOMM:CASSCF(12,11)/6-31G(d) geometries. As noted above, the
CC calculations were performed only on the QM cluster.

All geometries were fully optimized in both the QM and MM regions. All of the stationary
points, including minima and TS structures, were characterized by computing and
diagonalizing the Hessian. A positive definite Hessian indicates that a local minimum has
been found, while one negative eigenvalue suggests that a saddle point (TS) has been located.
The zero point energy corrections for the diffusion stationary points were calculated using
the UB3LYP method. For the etching part of the calculations, zero point vibrational energies
were calculated using CASSCF level of theory. Intrinsic reaction coordinate (IRC)>
calculations were used to connect the TS structures with the reactants and the products. The

IRC calculations were performed using the second-order method developed by Gonzalez and
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Schlegel (GS2)**7 using a step size of 0.3 (amu)?bohr. All of the calculations were
performed without imposing any symmetry constraints on the structures.

The GAMESS (General Atomic and Molecular Electronic Structure System) program’’
was used in all of the computations except the CIM-CC calculations. The CIM-CC
calculations were performed using the suite of computer programs described in Refs. 27, 28,
and 50, which are interfaced with the GAMESS Hartree-Fock, orbital localization, and
integral transformation routines. The CIM-CC calculations rely on the design of the CIM
orbital subsystems introduced in Ref. 28. MM3>*®° parameters were used for the MM part of
the calculations. The QM/MM (SIMOMM) calculations were carried out using the
GAMESS/Tinker interface.®*>

II1. Results and Discussion

A. Comparison of the UB3LYP and CASSCF geometries
SIMOMM:CASSCF(12,11)/HW(d) geometry optimizations were carried out for the
structures including TS (b) and on-top (a) on the diffusion PES (see Figure 6) to compare the
predicted geometries with those predicted by the SIMOMM:UB3LYP/HW(d) level of theory.
Figure 6 shows the structures and bond lengths of the diffusion stationary points (a)-(e).
Structure ¢ in Figure 6 is also a stationary point on the etching PES, as is structure f (etched
products). The UB3LYP Si-Si dimer bond lengths are similar to the CASSCF bond lengths
with deviations on the order of ~0.1A. Most of the bond distances shown in Figure 6 are in
even better agreement.
In addition, the two most important structures on the etching PES (back-bond and the

etched surface/SOLA) have been optimized using the SIMOMM:CASSCF(12,11)/HW(d)



100

method to compare the geometrical differences with the SIMOMM:UB3LYP level of theory
(see Figure 6). The UB3LYP bond lengths are in very good agreement with the CASSCF
geometries for these structures. Table 1 shows all of the bond lengths that were obtained at
both the CASSCF and the UB3LYP levels of theory, as well as the angles on the diffusion
PES. The UB3LYP method does a reasonable job of reproducing the CASSCF bond lengths
and angles. Since the UB3LYP method is computationally less expensive than CASSCF and
has fewer convergence problems, UB3LYP has been used for the generation of all other

structures on the etching PES.

B. Evaluation of the CIM-CC methods

The CR-CC(2,3) method is a single-reference CC approach which can provide high quality
relative energies in diradical regions of a PES that result, for example, from single bond
breaking.*****7! This suggests that CR-CC(2,3) is a viable method to describe the
dangling bonds on the Si(100) surface (see Figure 1). The canonical CR-CC(2,3) approach,
with its intrinsic N scaling of the CPU time, is generally limited to molecules of small to
moderate size. To reduce the computer costs associated with the canonical CR-CC(2,3)
calculations, the local correlation CIM-CR-CC(2,3) approach in the pure and mixed forms
mentioned in Section 2*7**** which replaces the N’ CPU steps by steps that scale linearly
with the system size, is employed in this study.

Table 2 compares the relative energies predicted by the canonical and CIM CC methods for
two stationary points on the etching PES, the back-bond structure ¢ and the etched products f.
The threshold  used in the CIM-CC calculations summarized in Table 2 was set at 0.003.

The error in the relative energy resulting from the pure CIM-CR-CC(2,3) calculations,
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relative to the canonical CR-CC(2,3) method, is ~0.4 kcal/mol. Much of this difference
between the canonical and CIM-CR-CC(2,3) relative energies originates from the error in the
CIM-CCSD calculations, which produce a relative energy that differs from the corresponding
canonical CCSD energy by 0.5 kcal/mol (see Table 2). When the mixed CIM-CR-CC(2,3)
approach, in which one adds the local triples correction of CIM-CR-CC(2,3) to the canonical
CCSD energy, is used, the accuracy improves and the error relative to canonical CR-CC(2,3)
decreases to 0.04 kcal/mol. This is because the bulk of the correlation energy is in the CCSD
part, so the relative accuracy of CIM-CR-CC(2,3) vs. canonical CR-CC(2,3) is defined
almost entirely by the accuracy of the preceding CCSD calculation. The CPU times and
memory requirements characterizing the CIM-CC approaches, compared with the
corresponding canonical CC calculations for the etching stationary points, are shown in
Table 3. Despite the use of a rather tight threshold (£ = 0.003), the CIM-CC methodology
offers noticeable savings in the computer effort, by a factor of ~2 in the triples correction.
These savings become more significant when larger basis sets and less strict threshold values
are employed, as illustrated below for the diffusion pathway.

Table 4 compares the relative energies of the stationary points along the diffusion pathway
obtained using various CC methods and basis sets. The mixed CIM-CR-CC(2,3) calculations
for the 6-31G(d) basis set were performed at two different z values, 0.005 and 0.01. The
mixed CIM-CR-CC(2,3) calculations for the larger 6-311G(d) basis set were performed using
= 0.01 to conserve computer time. As shown in Table 4, the use of the less tight threshold
in the mixed CIM-CR-CC(2,3) calculations changes the relative energies of the stationary
points along the diffusion pathway by ~3 kcal/mol or less compared to the tighter { = 0.005

value when the smaller basis set is used. The general agreement between the mixed
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CIM(0.01)-CR-CC(2,3) and canonical CR-CC(2,3) relative energies for the 6-31G(d) basis
set is excellent, with errors on the order of 1 kcal/mol or less, except for TS (d) for which the
error is ~5 kcal/mol. Also shown in Table 4 are the mixed CIM(0..5)-CR-CC(2,3)/6-311G(d)
relative energies that were estimated assuming additivity of corrections for the level of theory
and basis set. These relative energies are all within 1 kcal/mol or less of those obtained with
the canonical CR-CC(2,3)/6-31G(d) calculations. As shown in Table 5, the use of the less
strict threshold results in significant savings in the CPU time and memory relative to { =

0.005.

C: Etching of the silicon surface (Si(100)) by oxygen atom

The etching/desorption process corresponds to the removal of a silicon atom from the
Si(100) surface by an oxygen atom. The stationary points (minima and TS structures) for the
etching mechanism proposed by Choi et al.** are summarized in Figure 2. It was found in the
previous work that the back-bond structure (c) is a key minimum on the PES. The product
structure corresponding to SiO + the etched surface (SOLA) is the highest energy structure
on the PES. Choi et al. calculated the corresponding overall MRMP2 activation barrier by
taking the energy difference between the back-bond structure and that of SOLA+ SiO,
obtaining ~90 kcal/mol.

In this work the etching barrier is defined in the same manner; that is, by calculating the
energy difference between the back-bond/lowest energy structure (c) and the SOLA/etched
structure + SiO (f) shown in Figure 6. The SIMOMM:MRMP2(12,11)/6-31G(d) etching
barrier is 81.4 kcal/mol, approximately 8 kcal/mol lower than the value predicted by Choi et

al. using the mixed basis set (see Table 6). As shown in Table 6, the etching barrier
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calculated using the canonical CR-CC(2,3) and mixed CIM-CR-CC(2,3) methods employing
the 6-31G(d) basis set, of 87.3 kcal/mol, is approximately 2 kcal/mol lower than that
calculated by Choi et al. All of these barriers, predicted by high levels of theory, are within
the experimental range®™'"'* of 80-90 kcal/mol, suggesting that the previous KMC

predictions® are slightly low.

D. Diffusion of oxygen on the silicon surface

Five stationary points were found on the PES for the diffusion of an oxygen atom from one
dimer to an adjacent dimer on the Si(100) surface. The structures of these stationary points
along with a comparison of the corresponding bond lengths are shown in Figure 6. The
predicted singlet PES for the diffusion of an O atom between two adjacent dimers on the
Si(100)-2 X 1 surface at several levels of theory using the SIMOMM: UB3LYP/6-31G(d)
geometries is shown in Figure 7 (cf., also, Table 4 for the information pertaining to the CC
calculations). As noted above, the CC calculations are obtained using only the QM cluster.

As shown in Figures 6 and 7, the starting point for the diffusion pathway is the on-top
position a. TS b connects the global minimum (back-bond structure c) on the PES with
structure a, shown in Figure 6. The O atom moves towards the second dimer in a
perpendicular direction to the dimer rows (cf. Figure 3). The Si6-O bond length decreases
from 3.0 A to 2.6 A as the oxygen moves from the on-top position a to the TS b. In the back-
bond structure c, the oxygen atom has inserted into a bond (Si1-Si6) that connects a surface
silicon atom (Sil) to a silicon atom (Si6) in the next layer. A Si6-Sil bond is broken and a
new Si6-O bond is formed (see Figure 6). The SIMOMM:UB3LYP/6-31G(d) energy

difference (barrier height) between TS b and on-top a is ~1 kcal/mol (see Figure 7 and Table
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4). This barrier disappears when all implementations of CR-CC(2,3)/6-311G(d) are used,
including the CIM methods. This indicates that the on-top structure is near a transition state
and that the diffusion of the oxygen atom towards the formation of the back-bond structure c
is downhill. The SIMOMM:MRMP2(12,11) calculations™ predict that TS b is 4.2 kcal/mol
higher in energy than the on-top structure. This small difference may reflect, in part, the use
of B3LYP geometries in the present calculations. In any case it appears that the on-top
structure can easily be converted to the back-bond structure c.

TS d (see Figures 6 and 7) connects the back-bond structure ¢ with another back-bond
structure e. As shown in Figure 6, TS d has the oxygen atom bonded to three silicon atoms
(Sil and Si3 from the two Si-Si dimers and Si6 from the next layer in the cluster). TS d is
formed when the oxygen atom connects the two adjacent silicon dimers via a siloxane bridge
structure (sBO).'® Stationary point e is also a back-bond structure, formed when the oxygen
atom moves towards the adjacent silicon dimer (Si3-Si4) from the back-bond structure c. The
two structures ¢ and e are similar. The difference in the bond lengths of these two back-bond
structures is ~ 0.02 A and the mixed CIM-CR-CC(2,3)/6-311G(d) energy difference is only
2.6 kcal/mol.

Although structures ¢ and e have similar energies, the conversion of the back-bond
structure ¢ to the back-bond structure e via the siloxane bridge (TS d) has a rather large
activation energy of more than 70 kcal/mol. As shown in Figure 7, the activation barriers for
the conversion of ¢ — e calculated at the SIMOMM:UB3LYP, CCSD(T) and CR-CC(2,3)
levels of theory agree reasonably well with each other. The ¢ — e barrier heights calculated
at these levels of theory lie in a range of 66-72 kcal/mol. This suggests that using SIMOMM

to predict geometries (thereby incorporating bulk effects) and then using the QM cluster
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model for high level (i.e., CC) calculations to obtain accurate energies is a reasonable
strategy. This also suggests that the major contribution to the activation barrier comes from
the QM part of the system at correlated levels of theory and the small QM clusters consisting
of 15 silicon atoms reasonably mimic the silicon surface for the diffusion of O on the silicon
surface. The overestimated activation barrier (74 and 79.5 kcal/mol) at mixed CIM level of
theory relative to the CR-CC(2,3) calculations may be attributed to the use of a loose
threshold parameter. The estimated value for the activation barrier at the CIM(0.005)-CR-
CC(2,3)/6-311G(d) level of theory, assuming the additivity of improvements in the basis set
and level of theory, is 71.3 kcal/mol. This value is in good agreement with the activation
barrier calculated using canonical CR-CC(2,3).

Yamasaki et al.”* predicted that the activation energy corresponding to the ¢ — e
conversion decreases when the coverage is more than 3 oxygen atoms and the sBO (d)
configuration becomes energetically favorable. Hemeryck et al. studied the diffusion process
using plane wave GGA density functional theory.'” They found two additional metastable
structures that connect the sBO structure that in turn connects the two back-bond structures.
This is in contrast to the results in the present work where the sBO structure directly connects
the two back-bond structures (¢ and e) and the activation energy is approximately 30
kcal/mol higher than that predicted by Hemeryck et al. In the present work, the pathway
along the diffusion process was confirmed using intrinsic reaction coordinate (IRC)
calculations that connect the TS (d) with the back-bond structures (c) and (e). No
intermediate structure was detected. The low activation energy calculated by Hemeryck et al.
has been attributed to the omission of Hartree-Fock exchange in the GGA calculations.”"*

The results in the present study are likely to be more reliable as compared to the predictions
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made by previous DFT studies because in the present study, the relative energies are
calculated using correlated high level ab initio calculations. Previous KMC studies employed
barrier heights to optimize the agreement with experimental observations. A comparison of
the diffusion activation energies corresponding to the conversion of the back-bond c structure
to the back-bond e structure with previous calculations and with experiments is given in
Table 7. The ¢ — e activation energy calculated in the present study using
SIMOMM:UB3LYP and coupled-cluster methods is about 66-74 kcal/mol; the mixed-
CIM(0.01)-CR-CC(2,3)/6-311G(d) value is a few kcal/mol higher than this range, very likely
due to a combination of a low threshold and a small basis set. The range of barrier heights in
Table 7 is a bit higher than that predicted by the previous KMC simulations that included
water on the surface.*® As noted in the Introduction, the range of experimental values*' ™ for

this barrier height is quite large and encompasses all of the theoretical values.'**"*

IV. Conclusions

The mechanism of the long range diffusion of atomic oxygen on the Si(100)-2 X 1 surface
has been studied using accurate coupled cluster energies that were obtained at geometries
determined using unrestricted density functional theory (UB3LYP DFT) in concert with the
SIMOMM embedded cluster approach. The diffusion PES reveals that the structure with the
back-bond insertion of the oxygen atom into a sub-surface Si-Si bond is the lowest energy
structure, in agreement with previous DFT/GGA studies by Hemeryck et al.'® Another back-
bond structure that is formed on the second Si-Si dimer is also a minimum on the diffusion
PES. These two back-bond structures are connected via a TS involving a siloxane bridge

structure, again in agreement with the DFT calculations of Hemeryck et al.'® Another stable
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intermediate on the PES, the on-top structure, is connected to the back-bond structure via a
TS that is similar to the initial oxidation pathway of the etching mechanism observed in
previous theoretical studies by Choi et al.”* The coupled cluster activation energy for the
diffusion process is within the rather large experimental range of 41-76 kcal/mol. The
theoretical values of the diffusion barrier found previously lie in the range of 42.8 (DFT)-
57.7 (KMC simulations) kcal/mol. There have, to our knowledge, been no previous ab initio
calculations on this process. The studies presented here employ the most accurate electronic
structure theory methods that have been employed to date on this process. While cluster
calculations can be limited by “edge effects”, the use of large QM/MM clusters as in the
present work very likely minimize such effects. The present work does not include an
exhaustive of the entire potential energy surface for the Si cluster + O atom. So, it is possible
that there are other stationary points that are relevant to the present estimate of the height of
the diffusion barrier. However, as noted in earlier work, diffusion perpendicular to dimer
rows is not likely due to high energy barriers in that direction.”

The SiO desorption barrier for the etching process has also been calculated by taking the
energy difference between the final etched product and the back-bond structure, which is the
lowest energy structure on the etching PES. The canonical and CIM-CR-CC(2,3) methods
have been used to calculate the barrier and assess the accuracy of previous calculations. It has
been found that the etching barrier height is 87.3 kcal/mol at the canonical CR-CC(2,3)/6-
31G(d) and mixed CIM-CR-CC(2,3)/6-31G(d) levels of theory. This result lies in the higher
end of the range of the previous theoretical (73.8-89.8 kcal/mol) and experimental (80-90

kcal/mol) values.
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Figure 1: Si(100) surface reconstruction.
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(@

et al. at CASSCF(8,7)/HW(d) geometries: (a) on-top structure; (b) transition state between a
and c; (c) back-bond structure; (d) transition state connecting ¢ and e; (¢) minimum with
trivalent O atom; (f) transition state connecting e and g; (g) minimum with triangle

configuration. See Ref. 22.
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Figure 3: The SIMOMM model of Si;sH;sQM region embedded in an Sij36Hgpy MM cluster.

The region inside the red box represents the QM cluster.
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Figure 4: The Si;sH;¢ QM cluster
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Dangling bonds on Si (2,2) SiO m and w*and 3s on Si (4,3)

Figure 5: The active space orbitals used in the calculation of SiO desorption barrier



(a) On-top

Si1-0: 1.60(1.56)
Sil-Si2: 2.44(2.54)

Si1-O: 1.61(1.60)
Si6-O: 2.59(2.47)

Si3-Sid: 2.28 Si3-Sid: 2.28
Sil1-Si2: 2.39

Si1-0: 1.65(1.65) Sil-O: 1.89

Si6-0: 1.71(1.71) Si6-0: 1.74
Si3-0: 2.34

Si3-0: 1.67(1.65)
Si6-0: 1.71(1.71)

Si3-Si6: 2.56(2.64)
Si1-O: 1.53

Figure 6: Stationary points (a) to (e) are on the O atom diffusion path along adjacent Si-Si
dimers obtained with SIMOMM:UB3LYP/6-31G(d): (a) on-top structure; (b) transition
state connecting a and c; (c) back-bond (Si1-Si6) structure; (d) transition state with a trivalent
oxygen connecting ¢ and e; (e) back-bond (Si3-Si6) structure. Stationary points (c) and (f) are
on the etching PES: (f) SOLA+SiO (etched products). In parentheses are the CASSCF values
from ref 22.
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CR-CC(2,3)/6-311G(d)

2.9(2.6)
2.7(2.3)
4.2(3.8)
3.7(3.4)
4.1(3.7)
3.0(2.6)
32
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(O]
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Figure 7: Relative energy diagram for structures (a) to (e) in Figure 6. Energies are obtained

using SIMOMM:UB3LYP/6-31G(d) geometries. All values are in kcal/mol. Values in

parentheses include SIMOMM:UB3LYP zero point corrections. The values shown in italics

correspond to the estimated values based on the assumption of the additivity of basis set and

level of theory.
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Table 1: Comparison of SIMOMM:CASSCF(12,11)/HW(d) and SIMOMM:UB3LYP/HW(d)
bond lengths (Angstroms) and bond angles (degrees) for the structures and atom numbering

shown in Figure 6.

Bond lengths (A)
Diffusion stationary points Etching stationary points
on-top (a) TS (b) Back-bond (c) Etched product (f)
UB3LYP MCSCF UB3LYP MCSCF UB3LYP MCSCF UB3LYP MCSCF
Sil-O 1.61 1.56 1.62 1.62 1.65 1.65 1.53 1.54
Si6-O 2.64 2.54 1.71 1.71
Si3-Si4 2.26 2.25 2.26 2.25
Sil-Si2 2.40 2.54 2.36 2.35 2.26 2.25
Si3-Si6 2.57 2.58
Bond angles (degrees)
Si6-Si1-O 80 76 125 123
Si2-Sil1-O 124 118 127 126

Si8-Si7-S19 98 97
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Table 2: The canonical and CIM CCSD, and canonical (can), CIM, and mixed CIM CR-
CC(2,3) relative energies, obtained with the 6-31G(d) basis set, for the etching stationary

points shown in Figure 6.

Structure CCSD CR-CC(C(2,3)

Can." CIM(0.003)" Can." CIM(0.003)" Mixed CIM(0.003)"
Back-bond (¢) 0 0 0 0 0
Etched products (f) 86.8 87.3 87.3 87.7 87.3

* The relative energies are reported in kcal/mol.
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Table 3: CPU times and RAM requirements characterizing the calculations of the canonical
(can) and CIM CCSD energies and the canonical and CIM CR-CC(2,3) triples corrections for
the etching stationary points shown in Figure 6. All of the calculations were performed using

the 6-31G(d) basis set on an SGI Altix 3700 Bx2 system, equipped with 1.6GHz Itanium2

processors.

Structure CCSD Triples correction of CR-CC(2,3)
Can.” CIM(0.003)" Can.” CIM(0.003)""

Back-bond (¢) 34 (6.4) 9 (2.6) 166 (14.4) 129 (8.6)

Etched products (f) 42 (6.4) 8(2.1) 165 (14.4) 81 (6.7)

* CPU times are reported in hours. The numbers in parentheses correspond to RAM
requirements in GB.
® CPU times and RAM requirements characterizing each CIM-CC calculation correspond to

the largest CIM orbital subsystem.
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Table 4: Relative energies of the stationary points along the diffusion pathway shown in
Figure 6 obtained in the canonical and mixed CIM CR-CC(2,3) calculations using the 6-
31G(d) basis set and the mixed CIM-CR-CC(2,3) calculations using the 6-311G(d) basis set.

All of the reported energy values include zero point energy corrections calculated using the

UB3LYP method.
6-31G(d) 6-311G(d)
Mixed Mixed Mixed Mixed
truct -
Structure Eacn(.zc;; CIM(0.005)-  CIM(0.01)- ccs%](T)a CIM(0.01)-  CIM(0.005)-
3 CR-CC(23)" CR-CC23)" CR-CC(2,3)' CR-CC(2,3)*
Back-bond
Sisiot 00 0.0 0.0 0.0 0.0 0.0
TS (d) 71.9 73.9 77.0 66.2 79.5 76.4
Back-bond
Chsow 37 3.4 2.8 3.8 2.6 2.4
TS (b) 495 48.7 49.8 443 51.0 49.9
On-top (a)  50.1 51.0 523 28.0 52.2 50.9

* The relative energies are reported in kcal/mol; can. = canonical.

® The values are estimated assuming the additivity of basis set and level of theory
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Table 5: The CPU timings and RAM requirements characterizing the calculations of the
triples corrections of the canonical and mixed CIM CR-CC(2,3) approaches using the 6-
31G(d) and 6-311G(d) basis sets for the stationary points along the diffusion pathway shown
in Figure 6. All of the calculations were performed using the Altix 3700 Bx2 system from
SGI, equipped with the 1.6GHz Itanium?2 processors.

Structure 6-31G(d) 6-311G(d)
Can.* CIM(0.005)*°  CIM(0.01)*° Can.*™®  CIM(0.01)*°
Back-bond (Sil-Si6) (c) 119 (12.6) 51 (5.9) 15 (2.5) 881(50.5) 134 (14.7)
TS (d) 141 (12.6) 88 (8.0) 28 (4.2) 1051 (50.5) 219 (19.5)
Back-bond (Si3-Si6) (¢) 145 (12.6) 50 (5.9) 17 (3.2) 1081 (50.5) 145 (15.8)
TS (b) 146 (12.6) 85 (8.3) 29 (4.9) 1082 (50.5) 231 (22.6)
On-top (a) 141 (12.6) 103 (8.0) 13 (2.8) 1046 (50.5) 139 (13.4)

* The CPU times are reported in hours. The numbers in parentheses correspond to RAM
requirements in GB; can. = canonical.

® The CPU timings and RAM requirements characterizing each CIM-CR-CC(2,3) calculation
correspond to the largest CIM orbital subsystem.

¢ The CPU timings characterizing the triples parts of the canonical CR-CC(2,3)/6-311G(d)

calculations were obtained by extrapolating the analogous CPU timings of the canonical CR-

CC(2,3)/6-31G(d) calculations using the theoretical 2nn. scaling of the CPU time with the
numbers of occupied (7,) and unoccupied (7, ) orbitals employed in the post-Hartree-Fock

calculations. The RAM requirements of the canonical CR-CC(2,3) calculations were
determined using the equation
n,+n, +2n2 +2n +6nn, +2nn, +2nn +3n +3nn, +5n.n. +3nn. which defines the
memory requirements of the computer implementation of CR-CC(2,3) described in Ref. 24

and used in this study.
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Table 6: Energies (kcal/mol) relative to the back-bond structure (see Figure 6). The
calculations were done with the SIMOMM OSi;5H6;081,36H9, model shown in Figure 4 and

Mixed Can.
MRMP2(12,11) CCSD(T) CIM(0.003)-  CR-  aprMP2(12.11)/ Fxpg®1 114
CR-CC(2,3) CC(2,3) MIXE(Dzz’ Y G66A® kmc? ExP
6-31G(d)
81.4 88.6 87.3 87.3 83.0- 73.8-
89.8 80.0-90.0
(78.7) (85.9) (84.6) (84.6) 87.6 80.7

the geometries were obtained with CASSCF(12,11)/6-31G(d). All relative energies include
both QM and MM contributions. The values in parenthesis include zero point energy
corrections calculated using the CASSCF method. Can. = Canonical; Expt. = Experiment

‘geometry at CASSCF(8,7)/HW(d).
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Table 7: Comparison of the barrier heights (back-bond (Si1-Si6) (¢) to back-bond (Si3-Si6)
(e)) for the long-range diffusion process (See Figure 6) with previous calculations and
experiments. All values are zero point corrected at UB3LYP level of theory. All the values

are in kcal/mol; Can. = Canonical; Expt. = Experiment

W (d) 6-31G(d) 6311G() -
Mixed Can. CIﬁ?(;.e&)- GGA'? Kiﬁ% AT el Expt.
UB3LYP  CCSD(T) CIM(0.005)- CR- o Si100)"
CR-CC(23) CCR3)  (¢ira
68.0 667 662 73.9 71.9 79.5 42.8 576 3 4l

57.7 76.1
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CHAPTER 5. EFFECT OF AQUEOUS MICROSOLVATION ON THE IONIZATION
POTENTIAL OF NA

Pooja Arora, Mark S. Gordon

Abstract
The adiabatic ionization potential (AIP) of sodium in water clusters has been calculated by
micro-solvating Na and Na". A Monte Carlo/simulated annealing technique has been used to
search for the lowest energy structures of Na(H,O),=1.12 and Na+(HzO)n:1_12. The solute is
treated with ab initio quantum chemistry and the EFP (effective fragment potential) method
is used for the water molecules. The global and local minimum energy structures of the
Na(H;0)u=1.12 clusters suggest that the Na atom resides on the surface of the water cluster.
The global minimum search of Na+(H20)n:1_12 suggests that at least 12 water molecules are
required to completely solvate the Na™ cation. The EFP method accurately predicts the
geometries and relative energies between the local and global energy structures of
Na(H;0)y=1.12 and Na+(H20)n:1_12. The evolution of the adiabatic ionization potential of
Na(H;0), with the increase in cluster size is studied using a combined Hartree-Fock
(HF)/EFP method, as well as fully quantum calculations using both second order perturbation
theory and a coupled-cluster approach with singles, doubles, and non-iterative perturbative
triples. The Na AIP in water clusters decrease up to n = 7 and then becomes almost constant.
The vertical ionization potential (VIP) of Na(H,O), is also calculated to illustrate the
importance of the reorganization of the solvent molecules around the sodium ion. The
influence of electron correlation and the basis set on the predicted ionization potential of

Na(H0),-0-12 is also discussed.
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I. Introduction

Solvation of alkali metal atoms is a subject of extensive research due to the formation of
solvated electrons in polar solvents such as water and ammonia.'” The valence electron in
alkali metals is loosely bound, allowing it to be detached by polar solvent molecules. This
leads to the formation of solvated electrons. Several photo-ionization and photo-

#1014 studies have been performed to measure the ionization potential (IP) of alkali

absorption
metals in solvent clusters, in pursuit of a better understanding of manner in which solvated
electrons are generated. The experiments reveal that the IPs of sodium® and cesium'? atoms
in water clusters (Na(H,O), and Cs(H,0),) decrease rapidly with an increase in cluster size,
up to n=4. The IP becomes approximately constant for n>4. Photo-ionization experiments on
Li in water clusters also find that the IP values appear to converge when n>5".

Several theoretical studies have been reported for the calculation of ionization energies of
alkali metals in water clusters. Barnett et al'® calculated the adiabatic IP of Na(H,O), (n<8)
using local spin density functional theory (LSDFT), and found a reduced rate of change in
the IP as the cluster size increases. Hashimoto et al'” also studied the ionization potential of
Na(H,O), clusters for up to 6 water molecules using second order perturbation theory
(MP2)'%, They found that the IP is nearly constant over the range of n=4-6 for Na(H,O),
clusters in which the sodium atom resides on the surface of the water clusters (surface
clusters). They also found that the interior Na(H,O), structures (in which the sodium atom is
surrounded by the water molecules) do not exhibit the same trend of ionization potential as

the surface structures; instead, the IP continues to decrease even at n=6. The Hashimoto et al.

theoretical study of lithium water clusters using ab initio methods also revealed a nearly
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constant IP after n>4"". Cwiklik et al used ab initio molecular dynamics simulations to study
the IP and the dynamics of the delocalization of the valence electron of sodium in
Na(H0),=34 clusters.? They concluded that in finite size clusters (up to n=34), the electron is
delocalized between the sodium ion and the water cluster. Recently, an experimental and
theoretical study by Dauster et al. on sodium in methanol clusters also revealed the same
trend in the IP values as observed for Na(H»O),. These authors concluded that there is a large
contribution of structural diversity (due to several isomers of the sodium water clusters) to
the ionization potential measurements.”> A study by Gao et al., using density functional
theory and the Becke three-parameter Lee-Yang-Parr (B3LYP) hybrid functional
(DFT/B3LYP),”"** showed that the photo-ionization experiments on Na(H,O), can be
correlated with an adiabatic process in which the structural reorganization of the solvent
molecules is critical.”

The primary goal of the present work is to study the evolution of the ionization potential of
the Na(H,0), clusters using correlated levels of electronic structure theory. The importance
of the reorganization of the water molecules around the sodium ion is investigated by
calculating both the adiabatic ionization potential (AIP) and vertical ionization potential
(VIP) for Na(H,0), clusters. This is accomplished by micro solvating both sodium atom and
sodium ion with up to 12 water molecules using the Hartree-Fock based effective fragment
potential (EFP1/HF)**** method to treat the water molecules. The effective fragment
potential (EFP1) is a quantum mechanics (QM) based model potential that provides a
computationally cost effective way to treat intermolecular interactions including solvent
effects. Indeed, Merrill and Webb? have used the EFP method to study the hydration of Na”,

Li", K, Ca*" and Mg”" by adding up to six water molecules to each cation. These authors
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concluded that the EFP method is capable of reproducing the binding energies for the alkali
metal-water clusters and demonstrated the agreement between the structures obtained at HF
and HF/EFP levels of theory.

In the present work, the energetics of Na(H,0), and Na+(H20)n are discussed based on the
number of water molecules directly H-bonded to the solute, sometimes referred as the
coordination number or the first solvent shell. The preference of Na and Na™ to exist as
surface vs. interior ions is also considered. The differential and total binding energies of the
solvent water molecules to the solute for both Na(H,O), and sz(HzO)n clusters are

calculated for up to n=12 and compared with the available experimental values.

II. Computational methods

The Na(H,0), and Na+(H20)n clusters were formed by the addition of water molecules to the
solute in a stepwise manner with n ranging from 1 to 12. Minimum energy configurations of
Na(H,0O), and sz(HzO)n clusters were determined using a Monte Carlo?’/simulated
annealing (MC/SA) code®. The MC/SA calculations were performed with a starting
temperature of 600K gradually cooling to 300K over 14 steps. Local geometry optimizations
were performed after every 10 steps of the simulation and 14 temperatures were sampled in
each simulation. About 1400 structures were analyzed in a given MC/SA run to obtain the
global minimum structure that was found for each n. Starting structures for the MC/SA runs
were determined by either addition or removal of one water molecule at various
systematically chosen positions of the n water global minimum structure to obtain the n-1 or

n+1 clusters.
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For the MC/SA calculations, the Hartree-Fock (HF) level of theory with the 6-
31++G(d,p)*°>7 basis set was used for the solute. The water molecules were treated using the
Hartree-Fock based effective fragment potential (EFP1/HF) method. Full ab initio MP2/6-
31++G(d,p) geometry optimizations were also performed for each Na(H,0), and Na'(H,0),
cluster starting from HF/EFP1 global minimum geometries. MP2 calculations were
performed to account for the contributions of electron correlation to the computed properties.
In addition, single point MP2 and coupled-cluster (CC) singles, doubles and non iterative
triples (CCSD(T))* calculations were performed using the aug-cc-pVDZ* basis set at the
MP2/6-31++G(d,p) geometries. The CCSD(T) calculations were done explicitly for clusters
up to n=5. For n=6-8, the CCSD(T) values were obtained using the extrapolation technique
given in Eq.(1):

AEgst(CCSD(T))aug-ce-pvpz = AE(MP2)ayg-ccpvpz + | AE(CCSD(T)-AE(MP2) | .31+ (1)

In order to verify that all stationary points are minima, the structures were
characterized by calculating the Hessians (matrix of energy second derivatives) using the
Hartree-Fock method for both the solute and the solvent water molecules. A positive definite
Hessian implies a local minimum. HF zero point energy (ZPE) corrections scaled by an
empirical factor of 0.89°° were included in all of the reported energy differences.

The adiabatic ionization potentials (AIP) for Na in water clusters (Na(H2O)n(0-12))
were calculated by taking the energy differences between the global minimum structures of
Na(H20)n(0-12) and Na+(H20)n(0_12) clusters for each value of n. Another set of AIP values
were obtained by computing the energy differences between the global minimum Na(H,O)x -
12) clusters and the local minimum Na+(H20)n(o_12) clusters for each value of n. The

Na(H20)n(0-12) global minimum geometry was used as an initial geometry for the structural



131

optimization of Na+(HzO)n(0_12) clusters for each n, using ab initio MP2/6-31G++(d,p) level of
theory. These AIP values are called AIP(L) where ‘L’ indicates a local optimization
(formation of a local minimum structure) of the Na+(H20)n(0_12) clusters. The vertical
ionization potentials (VIP) were calculated by taking the energy difference between
Na(H20)n0-12) and Na+(H20)n(0_12) clusters at the global minimum geometry of the
Na(H20)n(0-12) clusters.

The HF/EFP1 and MP2 total and differential binding energies of the solute to the
water clusters were calculated at HF/EFP1 and MP2 levels of theory. All the calculations
were done using the General Atomic and Molecular Electronic Structure System
(GAMESS)™ program package except for the CCSD(T) calculations which were performed

using ACESIT?.

II1. Results and Discussions

A. Na+(H20)n(0_12): Figures 1-3 illustrate the Na+(H20)n(1_12) local and global minimum energy
structures for each value of n. Each structure in Figures 1-3 is given a name “nl” where n
represents the number of water molecules in the cluster. The alphabetical letter ‘I’ is used for
uniqueness of each structure. (HF/EFP1) and [MP2] relative energies (kcal/mol) between the
global and local minimum energy structures are given beneath each structure. Three lowest
energy structures of Na'(H,0), are presented for each value of n and the energies are relative
to the zero energy structure (global minimum structure), indicated as (0) or [0]. The label
(X+Y+Z) represents the solvation shells around the sodium ion with the first (X), second (Y)

and third (Z) shell solvent water molecules. The first shell solvent water molecules are those
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that participate in direct H-bonding with the solute. The second shell solvent water molecules
H-bond with the first shell water molecules. The third shell water molecules H-bond with the
second shell and so on. For example, the notation (4+2+0) in structure 6A in Figure 2 means
that there are four water molecules in the first shell, two in the second shell and no water in
the third shell. The total number of water molecules can be obtained by adding the first,
second and third solvation shell water molecules. Both HF/EFP1 and MP2 levels of theory
predict the same global minimum structure for a given value of n, except at n=10 where only
~1 kcal/mol of difference in the relative energy is observed (10A and 10B in Figure 3). The
relative energy between the local and global minimum structure changes with the level of
theory and the quantitative agreement between the two methods is typically within ~ 2
kcal/mol. The global minimum search using MC/SA simulations predicted that at least 12
water molecules are required to completely solvate the sodium ion. The global minimum
structures of Na (H,0), at n=1, 2 and 3 (1A, 2A and 3A in Figure 1) are surrounded by water
molecules but are planar and therefore cannot be considered as interior structures. The local
minimum structures at n=4, (4B and 4C, Figure 1) are also planar but the global minimum
structure (4A) is non planar and can be vaguely (because the cluster still has some empty
space) considered as an interior structure. Therefore the first interior global minimum
structure occurs at n=4 (4A) at both HF/EFP1 and MP2 levels of theory. The energy
difference between the interior (4A) and planar structures (4B and 4C) is of the order of ~1
kcal/mol at MP2 level. For Na+(H20)5 the local and global minimum structures are found to
be the interior structures with 4-5 water molecules directly interacting with the sodium ion.
MP2 global minimum structure, Na'(H,0)s (5A), has a coordination number of 4 and is ~0.6-

0.7 kcal/mol lower in energy relative to the structure with a coordination number of 5 (5B
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and 5C). Although there is a large amount of space that is not filled with water molecules
around the fo(HzO)n clusters for n=4-5, these can still be considered interior clusters
because the sodium ion is not lying on the surface of the water cluster (see surface structures
of Na(H,0), in Figures 4-6). At n=6, the coordination number of sodium ion in the global
minimum structure (6A) remains 4 at both the levels of theory (Figure 2). The local
minimum structures 6C and 6A with coordination number 5 are 0.8-1.2 kcal/mol higher in
energy than 6A at MP2 level. As the cluster size grows from n=7 to n=10, the sodium ion
begins to be surrounded by more water molecules. However, no local minimum structure is
observed that is completely solvated until n=12. A coordination number of 6 is preferred in
the global minimum structures of Na'(H,0), for n=8-10 (8A, 9A and 10A in Figure 2 and 3)
at the MP2 level of theory. The first completely solvated global minimum structure for
Na'(H,0), is found at n=12 with a coordination number of 6 (See 12A Figure 6) . A local
minimum structure (12C) with a coordination number of 6 is about 4 kcal/mol higher in
energy relative to the global minimum structure at the MP2 level of theory. The Na'(H,0),
clusters show an increase in the coordination number as the cluster size grows from n=1-12
and the preferred coordination number is 6 at n=12 where the sodium ion is completely
solvated.

The average H-bond distances between the solute and the first shell solvent molecules
of Na" (H20)n(1-12) clusters are listed in Table 1 at each n. As n increases, the average H-bond
lengths between the sodium ion and the first shell water molecules increase. However, the
HF/EFP1 bond lengths are longer than the MP2 bond lengths but the trend agrees
qualitatively. The average MP2 Mulliken charges on sodium the ion and water molecules of

Na+(H20)n(1_12) clusters are also listed in Table 1. The MP2 Mulliken charge on the sodium
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ion becomes less positive as the cluster size grows. Also, the overall average charge on the
first shell water molecules becomes more positive with increasing n, suggesting a charge
transfer from the solvent water molecules to the solute. This is evident form the gain of 0.02 -
0.21 a.u of Mulliken charge is observed on the first shell water molecules in Na+(H20)n(1_12)
clusters, as n increases from 1 to 12. It is also observed that as n increases, the water
molecules in Na+(H20)n clusters become more polarized than the water molecule in the free

state. The oxygen atom becomes more negative and hydrogen atom becomes more positive.

B. Na(H;O)n(0-12): Figures 4-6 present up to three lowest energy structures of Na(H,O), for
each value of n. The labeling beneath the structures is the same as that for sz(HzO)n
clusters. In Figures 4-6 it is found that the relative energies between the Na(H,O), global and
local minimum structures predicted by the HF/EFP1 method are in good agreement with the
corresponding values at MP2, with deviations of ~ 2.5 kcal/mol. The two methods also
predict the same global minimum structures of Na(H,O), for a given value of n except for
n=4 where the deviation is up to ~2 kcal/mol. The global minimum search for Na(H,O),
using MC/SA simulations suggests that the sodium atom stays on the surface of the water
cluster for n=1-12. It is also found that all the Na(H,O), local and global minimum structures
that are considered here are surface structures. This is in line with the studies by Hashimoto
et al where it is predicted that the most stable structures of Na(H»O), are surface structures
and not interior for n>4."” In the present paper, there were no structures found in the global
minimum search that were interior structures for n=1-12. An attempt to form an interior

structure at n=10 resulted in a very high-energy structure (10I) shown in Figure 6. The
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energy difference of 8.9 kcal/mol is observed between the surface global minimum structure
(10A) and the interior structure (10I) of Na(H,0), at the MP2 level of theory.

In the global minimum structures of Na(H,0), for n=1-3 (see Figure 4), the first solvation
shell has only 1 water molecule. The global minimum structure 3A has only one water
molecule in the first solvation shell and is 0.4 kcal/mol lower in energy than the structure 3B
with 3 water molecules directly coordinated to the sodium atom at the MP2 level of theory.
When n=4, the global minimum structure (4A) at the Hartree-Fock level of theory has 3
water molecules directly H-bonded to the sodium atom whereas MP2 predicts a 3
coordinated global minimum structure (4C) which is 1.5 kcal/mol lower in energy than 4A.
Even after adding water molecules beyond n=5 to the sodium atom, the number of water
molecules directly interacting with the sodium atom generally remains either 2 or 3 in all the
global minimum structures. (See structures 6A, 7A, 8A, 9A, 10A and 12A in Figures 5 and
6). This observation is in contrast to Na'(H,O), clusters, where the coordination number of
sodium ion increases with the cluster size (Section A). The reticence of sodium atom to
forming H-bonds with water molecules and the propensity to stay on the surface of the water
clusters is due to the weaker Na--H,O interactions as compared to the water-water
interactions. This is evident from the smaller CCSD(T)/aug-cc-pVDZ binding energy for Na-
-H,O (-6.5 kcal/mol) than water--water binding energy (-5.48 kcal/mol). A very high binding
energy of Na'--H,O (-24.1 kcal/mol) in comparison to the Na--H,O and H,O-H,O binding

energy illustrates the formation of Na" as an interior solute in water clusters.

C: Ionization Potential: The adiabatic ionization potential (AIP) of sodium in water clusters

is computed by calculating the energy difference between the global minimum structures of
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Na(H20)n(0-12) and Na+(HzO)n(0_12) clusters at HF/EFP1, MP2 and CCSD(T) levels of theory.
Figure 7 shows a plot between the AIP values of Na(H,0), clusters and the number of water
molecules (n=0-12) calculated using HF/EFP1, MP2 and CCSD(T) methods. It is observed
that the MP2 and HF/EFP1 AIP values reduce at a faster rate when the cluster size is small
(n=1-6) and then become almost insensitive to the change in the cluster size. Although, it is
observed that the MP2 and HF/EFP1 AIP’s appear to be converging very slowly contrary to
the experimental findings where the IP values become constant after n=4.* The CCSD(T)
AIP values also followed a similar trend as HF/EFP1 AIP values.

Table 2 shows the comparison of the calculated AIP values with experimental and previously
calculated AIP values. The AIP values at HF/EFP1,MP2 and CCSD(T) methods are very
close to each other for smaller (n=1-5) clusters of Na(H»O), (See Table 2) suggesting a
negligible influence of electron correlation. The effect of electron correlation increases as the
cluster size grows. The importance of electron correlation in the AIP values is accentuated
when more sophisticated levels of theory with larger basis sets are used and the AIP values

show a better agreement with the experimental values*'!

. Table 2 shows that the computed
AIP values are below the experimental values and previously calculated values by Gao et al*
using density functional theory (DFT) based molecular dynamics with a plane wave basis set.
The AIP values calculated in the present study are lower at all three levels of theory than the
predicted values by Gao et al. This is mainly because in the present work, the AIP values
were calculated at the global minimum geometry of Na+(HzO)n(0_12) and Na(H,O)n-12)
clusters, whereas in the work by Gao et al, the Na'(H,O), clusters were only locally

optimized. The AIP(L) values were also calculated here by locally optimizing the Na'(H,0),

clusters starting at the global minimum geometry of Na(H,O), clusters. Table 3 lists the
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AIP(L) values calculated at the HF/EFP1, MP2 and CCSD(T) levels of theory and it was
found that these values were in closer agreement with the experimental values relative to the
AIP values.

In order to explore the importance of relaxation of the solvent water molecules
around sodium ion in Na+(HzO)n(0_12) structures, the vertical ionization potential (VIP) values
were also calculated and the values are listed in Table 4. The VIP values were calculated by
taking the energy difference between the Na+(HzO)n(0_12) and Na(H2O)n-12) clusters at the
global minimum geometry of Na(H,O)n-12) clusters. This calculation of the VIP represents
the scenario where the water molecules around the sodium atom are not allowed to relax
once the sodium ion is formed.

Figure 8 shows the comparison of AIP, AIP(L) and VIP values calculated using
MP2/aug-cc-pVDZ method with the experimental values. Large fluctuations in the VIP
values are observed as the cluster size grows. This can be attributed to the lack of relaxation
of the water molecules around the Na+(HzO)n(0_12) clusters. The VIP values are found to be
higher relative to the experimental values, where as both AIP and AIP(L) values lie below
the experimental curve (see Figure 8). The comparison of the calculated IP values clearly
indicates that the VIP values, that involve no solvent water relaxation around the sodium ion,
cannot be correlated with the experimental findings. This suggests that some reorganization
of the surrounding solvent molecules around sodium ion, is necessary to correlate the IP
values with the experimental measurements. Previous studies'>”’ have also argued that the
VIP values calculated theoretically cannot be correlated with the experimental observations
and there is a large reorganization (of solvent molecules around sodium ion) involved in the

experimental determination of the IP values of Na(H,0), clusters.
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D: Binding energies: The total binding energies (TBE) and differential binding energies
(DBE) are calculated for Na(H,O)n1-12) and Na+(H20)n(1_12) clusters at the HF/EFP1 and MP2
levels of theory using Egs. (2) and (3) respectively.

DBE: E[A (H2O)] - E[A(H,0),.1] - E(H20) 2)

TBE: E(A (H20),)—- {E(A ) + nE(H,0)} 3)

where A=Na (Na') and n=1-12. E[A(H,0),] and E[A(H;0),.;] are the Boltzmann-
averaged energies calculated using Eq. (4)

E, = X Exp(-AE,/RT)

4)
Y Exp(-AE, /RT)

Where X; is the energy of the i structure including zero point energy correction. AE; is the
energy difference between the i and the global minimum structure at a particular value of n
(T=298K).

The calculated and the experimental38 DBE values for Na+(H20)n(1_12) are shown in Table 5.

Both the experimental and calculated DBE values using HF/EFP1 and MP2 methods

decrease for n=1-6 with some fluctuations observed in the calculated values at n=4 and 6. For

n>6, the calculated DBE values at both the levels of theory still show some fluctuations.

HF/EFP1 DBE values show larger deviations from the experimental values with percentage

errors of 4-18% relative to the deviations of 5-13%) observed for MP2 DBE values. Table 6

illustrates the HF/EFP1 and MP2 calculated TBE values for Na+(H20)n(1_12). The MP2 TBE

values are in better agreement with the experimental values™ as shown by small percentage
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errors of 1%-5%. Although the HF/EFP1 TBE values show larger percentage errors but the
trend agrees qualitatively with the MP2 values.

The TBE and DBE values for Na(H,O)n1-12) clusters at the HF/EFP1 and MP2 levels
of theory are given in Table 7 and 8 respectively. The TBE values show an increasing trend
as the cluster size grows at both the HF/EFP1 and MP2 levels of theory. Comparison of the
calculated DBE values of Na(H,O)x(1-12) with the experimental values are presented in Table
8. DBE values of Na(H2O)n(1-12) show an increase as the cluster size increases from n=1-4.
However, at larger n, the DBE values show fluctuations at both the HF/EFP1 and MP2 levels
of theory. There are significant percentage errors observed in the DBE values calculated at

the HF/EFP1 level of theory.

IV. Conclusions

The study herein shows a systematic calculation of the ionization potential (IP) of Na(H,O),
clusters using correlated levels of theory. The IP values were calculated by adding up to 12
water molecules to the sodium and sodium ion. For both the Na(H,O), and Na+(H20)n
clusters, the global minimum structures were found using Monte Carlo simulation annealing
method at HF/EFP1 level of theory. The AIP and VIP values were calculated by taking the
energy difference between the Na(H,0), and sz(HzO)n clusters. In order to correlate the
calculated IP values with the experimental measurements, the influence of electron
correlation and the importance of solvation structure (relaxation) around sodium cation in
Na'(H,0), clusters was investigated in this study. The comparison of the IP values with

experimental values shows that it is important to account for the relaxation of the water
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molecules around the sodium cation and the VIP values cannot be correlated with the
experimental measurements. This observation is found to be consistent with the previous
theoretical studies by Gao et al” and Cwiklik et al”’. The results also show that the AIP (L)
values are in better agreement with the experimental measurements than AIP values. This
suggests that Na'(H,0), clusters do not reorganize to form global minimum structures on
ionization, however, some structural reorganization do occur. The IP values calculated at
MP2 and CCSD(T) levels of theory at larger basis set are in better agreement with the
experimental IP values relative to the HF/EFP1 level of theory, suggesting the importance of
electron correlation and basis set. However, it can be concluded that both the structural
changes in the ionic clusters and the electron correlation effects are important in theoretical

calculation of the IPs to be quantitatively correlated with the experiments.
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FIGURES CAPTIONS

Figure 1: Lowest energy structures of NaJr(Hzo)Il for n=1-5. (X+Y+Z) indicate the number
of solvent molecules in the first shell (X), second shell (Y), and third shell (Z). The
(HF/EFP1) and [MP2] relative energies are given in kcal/mol. A (0) and [O] relative energy
suggests the global minimum structure.

Figure 2: Lowest energy structures of NaJr(Hzo)Il for n=6-8. (X+Y+Z) indicate the number
of solvent molecules in the first shell (X), second shell (Y), and third shell (Z). The
(HF/EFP1) and [MP2] relative energies are given in kcal/mol. A (0) and [0] relative energy
suggests the global minimum structure.

Figure 3: Lowest energy structures of NaJr(Hzo)Il for n=9-12. (X+Y+Z) indicate the number
of solvent molecules in the first shell (X), second shell (Y), and third shell (Z). The
(HF/EFP1) and [MP2] relative energies are given in kcal/mol. A (0) and [0] relative energy
suggests the global minimum structure.

Figure 4: Lowest energy structures of Na(H,O), for n=1-5. (X+Y+Z) indicate the number of
solvent molecules in the first shell (X), second shell (Y), and third shell (Z). The (HF/EFP1)

and [MP2] relative energies are given in kcal/mol. A (0) and [0] relative energy suggests the

global minimum structure.

Figure 5: Lowest energy structures of Na(H,O), for n=6-8. (X+Y+Z+W+V) indicate the
number of solvent molecules in the first shell (X), second shell (Y), and third shell (Z) and so
on. The (HF/EFP1) and [MP2] relative energies are given in kcal/mol. A (0) and [0] relative
energy suggests the global minimum structure.

Figure 6: Lowest energy structures of Na(H,O), for n=9-12. (X+Y+Z+W+V) indicate the
number of solvent molecules in the first shell (X), second shell (Y), and third shell (Z) and so
on. The (HF/EFP1) and [MP2] relative energies are given in kcal/mol. A (0) and [0] relative
energy suggests the global minimum structure.

Figure 7: Plot of adiabatic ionization potential (AIP) of Na(H,0O), with increasing number
of water molecules (n). The n=6-8 AIP values at CCSD(T) level of theory are extrapolated
using eq. (1) (see text).

Figure 8: Comparison of calculated ionization potential (IP) of Na(H,0), with experimental
measurements



144

‘Q‘ » @«

1A, (0) [0] 2B, (0) [0]
(1+040) (240+0)
- ‘
° e [ 2 5 O
°
3A4,(0) [0] 3B,(5.9) [4.1]
(3+040) (240+0)
R L o
o o
od ° ° hd ‘ o .
) °
°
4A,(0) [0] 4B,(14) [1.1] 4C,(2.5) [0.8]
(4+140) (4+0+0) (3+140)
" v - @
‘ "
E .G .. .‘. “_
4 e o 8.
5A,(0) [0] 5B, (0.1) [0.6] 5C,(0.1) [0.7]
(4+140) (540+0) (540+0)

Figure 1: Lowest energy structures of NaJr(HzO)Il for n=1-5. (X+Y+Z) indicate the number of
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and [MP2] relative energies are given in kcal/mol. A (0) and [0] relative energy suggests the
global minimum structure.
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Table 1: The average MP2 Mulliken charges and H-bond distances for the

global minimum structures of Na*(H,0),

number of Mulliken Charges (a.u) R(A)
water (Na*) (H,0)

q(Na
molecules q0)  qH)  q(H,0)

HF/EFP1 MP2

0 -0.71 0.35 0.00

1 0.98 -0.81 0.41 0.02 2.39 2.30
2 0.97 -0.80 0.41 0.02 2.40 2.29
3 0.99 -0.80 0.40 0.00 243 2.32
4 0.98 -0.84 0.42 0.01 2.46 2.35
5 1.02 -0.83 0.41 0.00 2.45 2.35
6 1.02 -0.85 0.43 0.00 2.45 2.34
7 0.97 -0.86 0.43 0.00 2.50 243
8 0.97 -0.86 0.43 0.00 2.53 2.47
9 1.00 -0.87 0.44 0.00 2.53 2.52
10 0.90 -0.88 0.45 0.02 2.49 2.44
12 0.81 -0.90 0.55 0.21 2.50 2.48

R is the average H-bond distance between the sodium ion and the first shell
solvent molecules. g(O) and g(H) are the average Mulliken charges on oxygen
and hydrogen atoms of H,O molecules respectively. g(H,O) is the average

Mulliken charge on a water molecule.
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Figure 4: Lowest energy structures of Na(H,O), for n=1-5. (X+Y+Z) indicate the number of
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and [MP2] relative energies are given in kcal/mol. A (0) and [0] relative energy suggests the
global minimum structure.
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Table 2: Adiabatic ionization potential of Na(H,0), at HF/EFP1, MP2 and CCSD(T)
levels of theory. The comparison is done with previous calculations and experiments.
All the values are in eV. All the values are ZPE corrected.

123

number of 6-31++G(d,p) aug-cc-pVDZ Gaoeta Exp (1

water molecules gp/EFp]  MP2 MP2  CCSD(T)
0 4.96 4.96 498 4.98 (5.00) 5.14
1 4.16 4.18 4.22 4.25 4.38+0.03
2 3.51 3.53 3.73 3.62 3.80+0.05
3 3.03 3.13 3.30 3.24 3.48+0.06
4 2.80 2.93 3.05 3.08  3.32-3.37 3.20+0.10
5 2.58 2.77 2.95 2.90  3.13-3.45 3.20+0.10
6 2.44 2.65 2.77 2.68  3.10-3.42 3.20+0.10
7 2.43 2.64 2.79 272 3.11-3.29
8 2.33 2.56 2.79 270  3.05-3.18
9 2.24 2.50 2.73
10 2.23 2.48 2.66 2.96-3.09
12 2.05 2.32 2.58

“The value in parenthesis is at aug-cc-pVTZ basis set
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Table 3: Adiabatic ionization potential AIP (L) of Na(H,O), at HF/EFP1, MP2 and
CCSD(T) levels of theory. The comparison is done with previous calculations
and experiments. All the values are in eV. All the values are ZPE uncorrected.

number of 6-31++G(d,p) aug-cc-pVDZ Gao et al* Expth!!
water molecules Hp/EFp]  MP2 MP2 CCSD(T) P

0 4.96 4.96 4.98 4.98 5.14
1 4.13 4.15 4.19 4.14 4.38+0.03
2 3.51 3.83 3.64 3.62 3.80+0.05
3 3.05 3.15 3.32 3.26 3.48+0.06
4 2.88 3.10 3.19 3.18  3.32-3.37 3.20+0.10
5 2.78 2.92 3.08 3.01 3.13-3.45 3.20+0.10
6 2.56 2.75 2.90 2.82  3.10-3.42 3.20+0.10
7 2.55 2.79 2.95 2.81  3.11-3.29
8 2.82 2.93 3.21 2.81 3.05-3.18
9 2.66 2.79 2.94
10 2.50 2.69 2.85 2.96-3.09
12 2.80 2.88 3.01
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Table 4: Vertical ionization potential (VIP) of Na(H,O), at HF/EFP1, MP2 and
CCSD(T) levels of theory. The comparison is done with previous calculations and
experiments. All the values are in eV.

number of 6-31++G(d,p) aug-cc-pVDZ  Gao et al® Expth!!
water molecules gp/EFp]  MP2 MP2 CCSD(T) P

0 4.96 4.96 4.98 4.98 5.14
1 4.15 4.17 4.21 4.40 4.38+0.03
2 3.99 3.97 4.00 4.05 3.80+0.05
3 4.15 4.24 4.24 4.30 3.48+0.06
4 3.50 3.51 3.54 3.63 3.77-3.98 3.20+0.10
5 3.67 3.70 3.72 3.80 3.76-4.10 3.20+0.10
6 3.37 3.40 3.43 3.58-3.91 3.20+0.10
7 3.27 3.32 3.35 3.49-3.92
8 4.15 4.11 4.11 3.59-3.80
9 4.08 4.04 4.05
10 3.98 3.93 3.65 3.22-3.97
12 3.64 3.67 3.68
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Figure 8: Comparison of calculated ionization potential (IP) of Na(H,O), with
experimental measurements.
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Table 5: HF/EFP1 and MP2 differential binding energies for Na'(H,0),

number of Experiment’ HF/EFPI1 MP2
water molecules binding energies binding energies %error” binding energies %error’
(kcal/mol) (kcal/mol) (kcal/mol)
1 -24.0 -22.3 -7.1 -22.8 -4.9
2 -19.8 -20.3 2.8 -20.8 5.1
3 -15.8 -13.9 -11.7 -14.9 -5.7
4 -13.8 -15.8 14.5 -15.6 13.1
5 -12.2 -10.1 -17.9 -13.1 6.4
6 -10.6 -11.1 3.9 -11.5 8.0
7 -8.3 -10.4
8 -8.3 -11.0
9 -8.1 -11.4
10 -1.7 -11.3
12 -10.3 -7.7

“Data taken from ref 40. "The percentage errors are calculated by taking the difference
between the calculated and the experimental value at each value of n and dividing with the
experimental value and multiplying by 100.
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Table 6: HF/EFP1 and MP2 total binding energies for Na* (H,0),

Experiment” HF/EFP1 MP2
wa‘ilinrﬁ)(flre ::)lﬁles binding energy binding energy ~ %error®  binding energy  %error”
(kcal/mol) (kcal/mol) (kcal/mol)
1 -24.0 -22.3 -7.1 -22.8 -5.0
2 -43.8 -42.7 -2.6 -43.6 -0.4
3 -59.6 -56.6 -5.0 -58.5 -1.8
4 -73.4 -72.4 -1.4 -74.1 1.0
5 -85.7 -82.5 -3.7 -87.2 1.8
6 -96.4 -93.6 -2.9 -98.8 2.5
7 -101.9 -109.2
8 -110.2 -120.2
9 -118.3 -131.6
10 -125.9 -143.0
12 -146.7 -158.2

“Data taken from ref 40. "The percentage errors are calculated by taking the difference of the
calculated value and the experimental value at each value of n and dividing with the
experimental value and multiplying by 100.
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Table 7: HF/EFP1 and MP2 total binding energy for Na(H,O),

number of HF/EFP1 MP2
water molecules
1 -3.7 -4.9
2 9.1 -10.8
3 -14.5 -18.4
4 -21.2 -26.6
5 -27.7 -36.5
6 -34.5 -45.7
7 -41.6 -55.7
8 -49.7 -65.6
9 -56.6 -75.4
10 -64.2 -85.9
12 -78.8 -104.5
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Table 8: HF/EFP1 and MP2 differential binding energies for Na(H,0),

Expt' "' HF/EFP1 MP2
wa‘ilinrﬁ)(flre ::)lﬁles binding energies binding energies %error” binding energies %error’
(kcal/mol) (kcal/mol) (kcal/mol)
1 -6.4+0.92 -3.7 -42.1 -4.9 -234
2 -6.4+0.92 -5.4 -16.3 -5.8 -9.2
3 -8.5+3.45 -5.4 -36.7 -7.6 -10.4
4 -7.4+4.61 -6.7 -9.5 -8.1 10.5
5 -12.2+5.53 -6.6 -46.1 -9.9 -18.1
6 -10.6+5.53 -6.8 -13.8 -9.1 -13.8
7 -7.1 -10.0
8 -8.1 -9.8
9 -6.9 -9.8
10 -7.6 -10.5
12 -7.3 -9.3

®The percentage errors are calculated by taking the difference of the calculated value and the
experimental value at each value of n and dividing with the experimental values and
multiplying by 100.
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CHAPTER 6. GENERAL CONCLUSIONS

This dissertation discussed the methodology and application of QM/MM (quantum
mechanics/molecular mechanics) methods and illustrated the importance of QM/MM
methods in solving problems that involved large ensembles, with accuracy and a reasonable
computational cost.

The second chapter of the thesis illustrates the development and implementation of
approaches to interface the configuration interaction singles (CIS) method with EFP method.
Test examples indicate that method 1, which indirectly includes the polarization effect due to
the solvent molecules only in the ground state Hartree-Fock (HF) orbitals, makes the
overwhelming majority of solvent effects. Method 2, which adds a one-time correction term
to account for the solvent response for the excited state density, contributes a miniscule
improvement over method 1 in predicting the solvent induced shifts. It was also concluded
that the fully self consistent method that involves a coupled iterative procedure to solve both
the solute wavefunction (represented by CIS) and the solvent induced dipoles (represented by
EFP1/HF), to obtain an excited state, is not expected to be necessary. The calculated solvent
induced shifts using method 1 and method 2 were found to be consistent with the full ab
initio results. Finally, the application of CIS/EFP method to acetone and coumarinl51 in the
condensed phase resulted in a qualitative agreement with previous experimental
measurements.

The third chapter presented the micro-solvation effects on the adiabatic electron
affinity (AEA) of hydroxyl radical using a QM/effective fragment potential (EFP) method.

The global minimum search for OH (H,0), clusters showed that a minimum of 15 water
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molecules are required to completely solvate the hydroxide ion. In contrast, the global
minima search for OH-(H,O), clusters predicted that the OH radical has a propensity to stay
at the surface even up to 15 waters. The structural analysis of OH (H,0),, OH-(H,0), and
(H20), clusters showed that an explicit solvent model, EFP, is able to capture the correct
structural features at a reasonable computational cost. The AEA value in the presence of a
continuum solvent illustrated that the value of the aqueous electron affinity has not
converged at 15 water molecules.

The fourth chapter focused on the application of a hybrid QM/MM embedded cluster
model called SIMOMM in predicting the mechanism and energy barriers for the O atom
diffusion and the etching of the Si(100) surface. The results also highlighted the utility of
correlated single reference “black-box” methods called CR-CC and CIM-CC in predicting
the energy barriers of the oxidation reaction on Si(100) surface.

Finally, chapter 5 consists of a study of the evolution of the ionization potential (IP)
value for the microsolvated sodium atom. It was predicted that the IP values of Na(H,O),
exhibit a cluster size dependence and was found to be qualitatively consistent with the
experimental predictions. The results also indicate that the IP values are influenced by
electron correlation effects and vary significantly with the solvent structure around the

sodium ion.
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FUTURE PROSPECTS

The methodologies that were derived to interface the CIS method with the EFP1
method are general and can be applied to more sophisticated excited state approaches, such
as EOM-CC, MRCI and CISD to capture the quantitatively correct solvent effects on excited
states. In addition, the CIS/EFP1 method can be extended to interface CIS with a general
EFP method (EFP2) that can account for the solvent effects due to solvents other than water.
The development described here can be further extended to the gradient derivation and
implementation, which will be very useful in studying solvent dynamics in excited states.

The global minimum search for OH (H,O), clusters can be used to investigate the
transport mechanism of the hydroxide ion in OH (H,0), clusters. To study the mechanism
the first shell water molecules can be treated by an ab initio method and the remaining
solvent molecules can be represented using the EFP method. The study of the electron
affinity of hydroxyl radical in aqueous phase may be extended to investigate the interaction
between the hydroxyl radical and a C=C double bond in phospholipids, which are important
for the mobility of the cell membrane components.

The study of a long range O atom diffusion on the Si(100) surface can be extended to
study the diffusion of molecular oxygen on the Si(100) surface. It will also be interesting to
investigate the diffusion mechanism for the hopping of O along the Si dimer columns instead

of dimer rows. The SIMOMM method can be utilized to treat the noble metal surfaces like

Au(111) to study the self-assembly of alkyl thiols on the surfaces.



