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Abstract FPGA designers are beco ming increasingly
aware of fault tolerance issues in modern FPGA designs,

especially designs destined for a radiation environment .
We classify errors due to upsets within the configura-

tion bitstream into two categories ; namely, persistent and

non-persistent. Persistent errors generally cannot be tol-

erated . However, non-persistent errors can be tolerated

in certain types of designs as long as they are prop-
erly accounted for. We discuss situatio ns in which n on-

persistent errors are acceptable, and describe a technique
for the detection of upsets causing persistent errors within
the configuration memory of an SRAM-based FPGA .

1 Introduction

FPGAs are increasingly used in radiation harsh en-
vironments capable of causing single event upsets
(SEUs) . These SEUs may potentially modify an
FPGA design, causing incorrect design behavior . In
order to properly operate in a radiation environment,
SRAM-based FPGA designs must employ some sort
of SEU mitigation technique, whether it be half-latch
removal [1], configuration memory scrubbing [2], or
triple module redundancy (TMR) [3] . However, full
mitigation techniques such as TMR can be, expen-
sive in terms of power, area, and clock rate [4] .

We are investigating the effects of configuration
memory SEUs and gain insight into SEU mitigation
costs . Certain FPGA designs cannot afford the costs
of full mitigation. For these designs, alternate miti-
gation strategies need to be developed . These strate-
gies may include tradeoffs between reliability, circuit
area, power consumption, and clock rate .

In order to aid our investigation of SEU mitiga-
tion costs, we propose a new way of classifying the
errors caused by configuration memory upsets, di-
viding them into two categories, namely persistent
and non-persistent . We can take advantage of the
properties of these errors in order to increase relia-

bility at a low hardware cost . Certain types of errors,
namely non-persistent errors, cause only brief inter-

ruptions in the correct operation of a design when
configuration memory scrubbing is used . By employ-

ing a mitigation technique which allows these non-
persistent errors while preventing persistent errors,

we can increase the reliability in comparison to the •
non-mitigated design at a low additional hardware

cost .

We will begin this paper with a . background of
fault testing techniques, both fault injection testing
and radiation testing. Next, we will further develop
the idea of persistent errors and our reasons for inves-
tigating them . We will then present the testbed we
have created which searches for persistent errors in a
design . Finally, we will show the results we have ob-
tained through our persistence testing, and present
our conclusions.

2 Configuration Memory Up-
sets

FPGAs perform very well at custom computation-
ally intensive applications . For this reason, they are
often used in specialized signal processing applica-
tions . Satellite missions especially serve to benefit
from the capabilities provided by FPGAs . However,
the radiation environment inherent in space missions
can cause severe problems in SRAM-based FPGAs,
particularly within the configuration memory .

2.1 Definitions

To aid in our discussion , we make the following defi-
nitions :

configuration memory upset a single event up-
set (SEU) within the configuration memory of an



FPGA, having the potential to modify an FPGA
design and alter its behavior

error incorrect design behauior resulting from an
SEU within ei th er the configu r ation me mory or
user memory space

sensitive con figuration bit a configuration bit
which , when upset, resu lts in an error

non-sensitive configuration bit a configu r ation
bit w h ic h , when upset, does not result in an er-
r or

2.2 Configuration Upsets

In a r a diat ion envi r onment, any vo lat ile mem o ry
source i s susceptible to th e e ffects o f single event up -

sets ( SEUs) . Su c h an upset can be caused by a hig h
energy particle interfering with the charge state of a

memory latch . Typically, s uch upsets are observe d as
a c hange of state i n a me m o ry locat ion ; a stored logi c

value of 1 is inappropriately set to 0 , or vice versa .
When occuring within the configuration memory of

an FPGA , this i nco r rect change of state i n th e mem-

ory is refe rred to as a co n fig urati o n memory upset .

SRAM - based FPGA s use volatile me m o ry to st o re
the configuration inform at ion fo r a g iven desi gn . The
configurat ion memory d efines th e in te rconnection
and funct i onali ty of all programmable l ogi c block s
in an FPGA d esign . Because of the the volatile na-
tu re of the configurati o n me mory of an FPGA , SEU s
can cause co nfiguration memo ry upsets . As a conse-
qu ence of these configurat ion upsets, the FPGA de-
si g n may actu a lly be modified.

The occurance of a single event upset within an
FPGA config urat ion memor y is i l lustrated in F igure
1 . Th is figure illustrates a typ ical logic block of an
FPGA . The configurat i on memory defines the func-
t ion of the log i c block, in th is case a four in put AND
gate fo ll owed by a flip-flop, as i llustrated in part b
of Figure 1 . However , an SEU w ithin the configura-
t ion mem o ry may potent i ally change the funct i on of
the logic block , in th is case, chan g ing the functio n
of the four input and gate to a four inpu t or gate,
as shown in part c of F igu re 1 . For th i s reason, it
is highly importa n t to mi t igate against the effects of
SEUs within the configurati o n memory o f an FPGA .

The configurat i on memo ry is su b -d ivided into two
categories ; sensitive and non-sensitive bits . Sensi-
t ive b its are those bits whic h are crucial to the cor-
rect operat ion of a design . The composition of the
set o f sensitive bi ts is design dependent . Those bits
wh ic h are sensi tive generally correspond to parts of
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Figure 1 : a) typical basic programmable block of an
FPGA. b) this figure illustrates how the configu ration
memory defines the function of an FPGA . c) a fault
within the configuration memory of an FPGA can a l ter
the design .

the FPGA which are u t i l ized by a given des i gn . Ev -
e ry b i t w ithin the co n fi guration memory of an FPGA
is classified eithe r as se nsitive or no n -sensitive .

2.3 Single Event Upset Simulation

We have developed a fault inject ion tool based on
the SLAAC1-V comput ing board , which causes up-
sets within the configuration memory of an F ]?GA
[5] . With this tool , a design speci fic map of the sensi -
t ive bi ts can b e c r eate d . Faul ts are i nj ec ted u s ing the
past i al rec on fi gu ration capabil it i es of th e Xil i nx Vir-
tex pa rts on th e boar d . The b ehavi or o f the design is
s ubseque n tly monitor ed for er ror s whi le the fau l t is
present, and th en the faul t is r epai r e d . Th i s process
is repeated for eve ry b it w ith in the CLB s pace of the
c o n figurat ion memory.

The fault injection tool i s somet i mes re fer red to as
a configuration SEU si mulato r becau se it s imulates
the int roduct ion of faults within th e confi g urat ion
memory of an FPGA . In a true radiation env i ron-
ment, these fau lts occ ur as a r es ul t o f SEUs due to
high energy pa rtic les . Wi th the configuration SEU
simulator, we can inject faults into the configura-
tion memory and observe their effects direc tl y . The
faul t injection tool o ffers severa l advan tages, includ-
ing t he abil ity to perform targeted tests . Factors su ch
as fault in troduct i on rate, fault persistence t ime and
fau l t locations can all be contro lled ; this is not t ru e



for g rrnu nd -h a .,ed radiation tests, where the process

is random . As such, the fault injec t ion tool is very

ueFfuL 1 'ur FPGA designers wishing to validate the
perforinance of configuration SEL- mitigation tech-

n iqu es .

2 .4 Fault Detection and Correction

Systems contaiiiing FPCAs intended for use in a ra-

dial ion etivironineiitofleu find it ❑ ecessary to emplo * NT
some sorL of strategy lor laultdeLection and correc-

tion. Even all FPGA design einploying an SEU iiiit .i-
I~ation technique which guararilees fail-safe operation

in the presence of xsinKle conGKuration nieuiuty up-
set is susceptible to ruultiple upseta over I iine if a

fault, correction sl.ralelyy is not, used . As such, a fault,
correction inechxnisin 5tiould be implemented for any

radiation destiued P'PGA-based platform .

Two main Forms of fault correction etisY, [2] . The

first consists of fault detection and correcYion . A sys-
tem utilizin- such a method performs periodic read-
b:ick operations on the configuration memory of the
~'l'G:1, searching for faults . ~ti''hen found, these lo-

cations are repaired .

The second form of fault correction is cuiiicnonlv
reFerred to as scrubbing. The method simply consists
Of periodically refreshing the contents of lhe entire

cnnfihin•ation memory of the FI'C; :1 . Regardless of
when or where a fault occurs, it will eventually be
rcpairccl .

,Neither technique can guarantee that a design will

be 100% free of all configuration faults . The liklihood
of the existence of a, fault depends on how often the

eutii•e configuration memory call be either checked or
refreshed .

In our di,cus.sion thruughout the remainder of this
paper, we will assume that all systems cinplc~y some
sort of'technique for fault correc•tion .

3 Persistence

Errors occuring within an FPG11 design duc, to con-
figuration faults can generally be classified into one of
two categories, namely persist.ent and n .o n-pers istent
errors . In the following subsections we will explain

in more detxil what we mean by pereistent and non-
persistent errors . Further, we will show how we sub-

divide the category of sensitive hits into two cate-
gories based on the type of error that generally rt-
tiiilts when they are upset . These two subdivisions
a re non-prr.astent and persiste n,t bits .

3.1 Non-Persistent , Bits

,tiran_pers is le n.t errurs are errors, which, given time

and tlic e nipl o,v ni e u t of a fault correction Slra teoy,

will flti,h out of a system . They can be ttiou ghtof
as tem porary errors . In other words, if ' a tault occurs

within in FPGA design and is subsequently repaircd ,
errors occuring as a result of that fault will be prcscnt

for onl y a finite amuunt of time . :ti'un, -pers iste raf bits

are those b i t s in the coufi .- urat, ion ► nemoiv of an
FPGA which, when upsel, , result in a non-persistent
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Figure 2 : All upset within the confinur a ti on me tn o ry of
a multipli e r des ign with input s a a nd b and o u t put p m3y

cause a Le m po r a ry fa ilure . On (•e the com(i gur a t, inn me m -

o r , v is r,paired, t he operation of the n i u lti E>li er r(~t n r ii a tu

n c_irnuil Without the need n f a retict .

A 5iniple ea a niple of uu n -pei•5isle nce is illii5l rated
in Figure 2 . Tlii, table shows ttie operation of it (- oni-

biuati onal multiplier design with l- b il iu put5 « and

6, and with an 8-bit , ou t put 1) . The operation of the
multiplier over 7 cycles is shown along with the va l-

ues of the inputs and uulpul . Between cycle 2 and 3
of execuLiou, an SF:L occurs at a locatioii wh ich af-

fecLa Lhe operation of the cle5i g ii . As indicated by the
sta .tu5 column . Lhe behavior o f the uuilliplic:r is in-

correctfur t he iiext3 cvcles . We as5um e that a fault
correction technique, such its bitstream scrubb iu g??,

is being used for this design. Between cycle s 5 and 6,
the configur a tion memory of the design i s repaired .
Since the multiplier is a purely feed-for ward design
its operation returns back to normal, as indicated
again by the St a tus column .

3 .2 Yersistent Bit s

Persi~ste:nt ei-7•ors are defined as those which will never

flush uutof a desiKu unless a reselis applied . Even
then, i t i s necessary to etnp loy a fau l t coPrErtiou

strategy in order to correct tlie configuration iueutory
upset caused by an SEU . otherw•ise the reset will not



be able tu fix the prohlctii . Oncc the configun-ation

upset has been repaired, tfie error conditioil will not
go aw•a ;v withuuL external i i iLencntion of some surl,

such as areseL .

.t r it i s

1 I (1 t l :~ () K

SEL' occurance
Ih, I I ':RI ;OR

3 Ilxl> I•:lliOIt
SEU repaire

d I Ihc 1?1{IiUl t
;, Oxd LR[tOR
6 Oxc F.liliOR
. . . . . . I ;liliOI t

Figure 3 : An nptiet within the cu n (ig urr ition ru cr nu r y u l a

s i m pl c - 1 - I,it counter des ign with output s igna l c m ay pu

t e nti a ll ' v ca ii me a p e rm a n ent e rr o r co nditi o n . Eve n w h e n

the co n figiira t ion ni e rn o r y is re pa ir e <l , I lie opxr a tiun or

the countet m)t re tu r n to normal wi t h out a rese t .

Pei-sistent bits are those bits in the configuratioii

uienior

' v

which result in aperaistent crrc,r when up-
set . The consequences o f upsetting it persistent I>it

are more harsh than those resultin ., from upsetting
uun-peraidlent, bits, and cunscquentlv more thought

should probably be given t~~ mitigating these types

o f bit5 wit hin an F I'(; :1 de,ign .

An example of a per sistent erro r can be illustrated

lliruugh the operation of it simpl e = 1-bit coumter de-

vi g ii shown in Pih ure 3 . t l n~l~r normal opcra ting con-
d itions, this cuunter repwat, the sequence in orde r

from 0 to 15, or O x U to Oxf . From the table we se e

that the fir5tt w o cycles of the onY put c a tr corrPCt .

Ilowever . between cycles 1 and 2 an Sh:l r w it h in th e
configuratiu ii uie I uo ry occur S cautiin g a,tu ck at one

ccxidiLion on the N [SB of the connt e r . For the next

two cycles the cuuuY.er is in error . Between cycles

3 and 1 Ilie SEI; is correctecl . (Ionvever . because of'

th e fr edl7a c k nalur~• ~~f t , hr cuitntcr cl~sign, thc correc

lvzd ue of the counter never recovers w iYhout FurUier

intcrvenlio n . The deyign h its be e n repai re d, but tli (,

curr e nt hacl st»te of the counter w ill incorr ect l v e[fect ,

ill fnttnr states as wefL The count e r assigns the uext

st a te of t h e counter, seen ill cycle 4 , to be Oxc , base<1

on t he p r evio us iiicorrectv<ilue, I)xb . In order to

prevent such errors w ithin feeclbac•k loops initigatiom

s hould be applied tlur ongh <Ie,ihii I e vcl t eeliniqucs o r

c l,e necrl to b e corrected t hrouKh externa l iiiLere cn-

tiun, such as it svstrin reset

3 .3 Pei•sistetice 1~-acleofh,

The characteristic c1iN 'C re m-r, be tw-e en px: r5i5lcnt and
uon-persi ;te nt b iLs sd luw its to explore t radco lfs in

fa ult-lulera nU ,

, v

steiuti . We can take advautage uf tl i c

fact Ihat ncm-per s istc , nt error,, wlien p eruiitt ed ill a
system, w ill cause onl

' v

iuoiue tri art' laps es in t lu , reli-

ability of an 1 TU :1 desi gn . A design w hi c h can tc>I-
cr<ilc such crror, can avoid tl l(, extra li,irdwa.rc cc,st s
invo lved w ith m itiga fing; the (, Ili ,( •tti o f these errurs .

I l oxwever . designs which hav e not utit i ga ted
ap inst pers i s teut errors w ill p os .ib l

' v

expe riFn cr per-

nuiu e iit ern»• c un<litiuns . ['nl e ss these errots are iuit-
igated , external int e rvvntioii will b e necessar y . One

o f the simplest YOrms uf such iiit erveut ion is a ,yst e i l i

re s e t . Hu~~~cvc r, suc • li an extreme nie:isure is o ft en

uuaccept a ble for it gi v en sytit c n i . ('on,equ e nl id ly, a
sy s tc> ni will benefit from the mitigation uf such errors .

BecauSe a ll srstems cannot tolerale full niitiba-
Lioit Lecluniqui, . such as exh .iuntive '1'RIR, for rvri-

sonti dite to ,trva . p umc r or clock c•on .traiiit, . ,c 1 ec -

tive niit i-al ion could lxc invc,t ig .iuvd . By niitigat in"

against pcr,itiCent errors onl
' N

', we may see it relatively

big increase ill relitibilitY at it low cost in ternis of

area . Fiirliier . c•crtriin t
,
ypxes of sYstuin, inaiv be able

to tolcratc trmporai ;\- failures re,ulting from non-

persistent errur•s, as such errors do not require it s
'
ys-

tem reset ill order to~ rcmove the error cundiliun its

long its ,umc sort of fault correction st raitegy is v nr
pl oy c, d . Such spstem, iu<t

' v

especirilh- beuefik froin t lte

application of targettecl tiiitigatioii tecliniyues whicli
reiiiove the possibility of persi,tent crror, from the

design sensitive cross-section, hecause such it I .irKet-

tec1 :applicat iun will in tiiost cases be less expensive

than full nlitikation in tcrius of circiiitarea .

In order to investigate miti~;ation technique, trtir-

-aetted at reiuuving t lie potential for per,int .ent er-

rors, we uecd it method of clclevinining wheLluer it de-

sign couLaiu, anY pxrsi,tent bit, in its sensitive cruss-

sectiuu . Couceptuall

, v

, we can c,itegorire per,islen

triiicl uun-pertii,tent characteristics by design tilylcs .

For exri m ple , f~~ecl-forwarcl and d .it .ipat li sectiun, of

a design typically cunkiin no 1>er,istenl bits . On the

other hand, c•uutrol and feedback purliou5 of it de-

si~m geucrallv do contain persistent bils . Althoniph

this liigh level classification provides useful in,ighl

when making design decisions, an acciu•eitr anal .%sis

of persistenuc vcrsus uun-pcrtii,tence is nccc,sau•Y in

orde r to effcctively apply iuitigaLion tecliniquc:s . Fo r

this purpose w e hav e developed tlie pcr~i,tcnce ;inaI-

Ysi, tmd .



4 Testing Methodology

In order to identify persistent bits in a design we

have extended the fault injection tool described in

Section 2 . The tool now finds the subset of' sen-
sitive bits which are persistent . The tool operates

in the following manner, also illnstr<ited in Figure
4 . Fir,t, a hit is corrupted in the configtnratic>n bit-

stream data, representing afa .ult, before the FPGA

is programmed . The FPC A is programmed with the
corrupt data and the output of the design is uion-

itored for errors . Second, the design is allowed t~
()pcratc for a finite length of time and then the fault

is repaired (see time x in figure -1) . If an output, er-
ror occurs before the bit is repaired, the circuit, is

cycled for an additional amount of time in order to
allow errors to potentially flush out of the system
(see time y in figure 4) . Finally, the behavior of the
design is again monitored for a short amaunt of time
in order to check for errors (see time Z in figure 1) .

An error within this last window of time indicates
with a certain probability that upsetting the given

confiKuration bit causes persistent errors .

This process is repeated for every bit within the

CLC3 space of the configuration memory . The lengths
of tittie (x, y , and z) t hat the simulator monitors the
out .putfor errors are user defined parameters . Figure
1 aliows Lhese parrinteters with respect to upsetting

and repairing a configuration bit . The pseudo-code
for the Luol's persistence test loop is shown in Fig-
tn•e 5 . W'ilh this tool, a desiKii specific map of the

persistent bits can be created .

Y Y z

A

* Simu l a t or upsets co n figurati o n bit .

A Sinmla t nr rep airs co n flgu rali on bi L Pers ist ence t e st be g in s .

• h c .rtei TOr coume rs .

End it persistence ies t .

X Scrub time .

Y R usn tim c

L Per,iswnce ohscnation timr

Uigure 4 : '1'iinclinc of it persistence tetit showing the test

parameYers z, y and z rel a t ive to t h e events whic h occu r
during testing .

The degree of confidence wilh which we can s ay
a bit is persistent is depen deiil on the design under

test and the l, iirie p ai i•ai ► ieters ~c•, y , and z, as illtis-
trated in Figure 4 . A bit is marked as persi5t entif
an output error occurs during time z . However, if
at som e point in th e fuiure the error Nu e he, o ut of

01 : do {
02 : cor rupt configuration bit

03 : wait for time 'x '

04 : test f o r output err or

05 : repair configuration bit

06: i f output er ro r occur ed

07 : mark bit location as sensitive

08 : wait for time 'y '

09 : reset err or counters

10 : watch output for time ' z'

1 1 : if output error occured

12: mark bit location as persistent

13 : endi f

14 : endif

15 : reset design

16 : } unti l a l l bit s have been tested

Figure 5 : Persistence C'lieck Inner-Loo p

the system and never appears again, the bit was in-
correctly marked as persistent . Conversely, a bit is
ma,rkad as non-persist.ent, if the output is absent of

di,cmpanciea dtn•ing time :, . However, if an error sur-
faces later and never flushes out of the sysicni, the

bit was inc•orrcctly marked as nuil-persisleiil .

5 Test Designs

For pmliininar y testing of our persistence tool, we
have created t wo FP(: r1 cl c tii g n e . Our Gr: :t de tii l,n is
a eontrived de,i ;;n, intenclecl tc> empl~~~si z e the c•I~<irac-
teristics inherent in both feed-forward and feeclback
design styles . \Ve chose this design ho p ing to see
the presettce of both persistent and non- p cr s iateul ,

bits . The second design is a signal processing kernel
implemented by researchers at Los :11 a mo, iV a t iun a l
Laboratory . The purpo,F behind t e ,ting this design
was to get a feel for the persistence ch aracterists of
a real world desi g n .

LFS R Bank
x

LFSR Bank
+

LFSR Bank

x
LFSR R Ban k

F igure 6 : Synthetic desig n

\Ve refer to our first coutrived design as I hc syn-
thetic design. The synthetic design is comprised of

banks of wide I ,FSHs, whose outputs feed bauiks of
pipelined multipliers (see F i gure 6) . The outpul of



thcsc nultipliers is Fcd into an adclcr trcc, and the

[i na l resulti5 used as the detii-n oiitpnt . The I .FSR

portions uf the design empliasize the diaractcristic .~

typical of persitiLenL design St ;vles wiL l i feeclback . The
fee<i foi•warcl uuiltiplier and adder tree exhibits cliar-

ti ct-ee i sticti more i nd i cative of non-pcrsiste ttt desig t t

nt Yles .

4
Polyphase F~ M agni t ude
Filter Operation

F I l- IIP(' 7 : 5t la I )v l lo L fec 'o t 'de t' desig n

The signal processin-g kernel design is called the

snapshot recorder design . 'I'liis desi .-n filters iiicom-

ing data through a pol}-plitosc filter bxitk . separating

t his data into 32 separnte channels . The pulyphase

filter operation is followed t>v an FF"C and a magni-

t ude operation for each of the 32 channels received
from the pol}-phase filter (see P'igure 7) . The fecd

forward n<itiire of this design would suggest that it
is doiiiiuatecl by nuii-persistent cha .ractcristics . It is

only tliruugli more detailed analy,is, such as that of-

frred by persistence testing, hr,wever . that we can

verifp such ri presinnptinn .

6 Persistence Testing Exampl e

We illustrate a real life example of persistent test-

iug with the snapshot recorder design . Figure 8
illii,trates the output obtained from the simpshut

recorder desi--n when given random inpul . In this

figure, all 3 2 channels of the siiapsliot recorder are

overlayed on top ofeacli other . The x-axis indicates

titue in terms of ckock cr-clf,, and the y-1xis repre-

sent .n tlfe niagniLude of Llie srmptihot, iro :•order uutput

c (xt a .

Figure 9 shows t lie <litFereuce of tlie expecteel and

ac•tuml out put of thosnapshot recorder for all 32 clian-

nels . This data was obtainecl from act ually executing
the ciesil-n in hardware . A value of wro indicates that
t hc snapshot recur<ler desiKn is operaling normall

' y

.

wliereas a noti-zero result indicxle5 acleviatio~n froni

nornial behavior .

Within Figure 9, we can see that an error cond-

tiun occurs . This error is clue, to an up,etwill7in the

conligurntion bitstream tnenioty of tlie FPG .'1 (lesign,

wliicll has been inserted ueiiiK the fault iiijE•clicm tool .

A sfiort, time after the faull is iiiserted . it is repaired .
From the plot of the di(fercnce between expected and

,u•tual output . we wc that tlue 5uap,liot recorder de-

sil-n operation retiiriis to iiurnial . 'I'his pai•licular
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Figure 9 : Sn ap s ho t r eco rder n o n - pw r s ititent v rr o r e xani -

ple . This g r a ph s ho w s the difference b etween ex p ec t ed

and act u <il out pi il . A va lue of 0 ii i eli ca Lea c o n •cct oper a-

tion .

Fi -pure 10 also illutiLratr, the rlitfcre n~ e bet w rcii
the espected and actual output of the S nm p,hut

recorder . Again . all error in i li (, operation of ilxc
de5ig, u occurs duc lo an upset w i t hin Llue contigu-

rxLioii biL s lreriiii memor.y. Similar to the previoii,

e xample, i lie upset is repaired ,h o ~rtl ' v a Il cr its oc-

curance . Ilow e \c r, in this inst ,a ncc tl c de tii gn ueve r

recovers fiark to norni a l opc r a tiom. l '4'e ct in clea rlY
tiee th a t tht, error conditiun c ontinues in sp ite of ll ie

c r>nfih l ir~ l ti om inenwry h a viu g been repaired . This is

im example of ii, pxe rsi,tent erro r , and the p<irlic•iil a r

COmfi -- urat iun iu c iuory hit tliat was u p,el is an exatu-

p l e o f a pe r s ist ent bit .
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Fi gu re 10 : Snapshot recorder persistent err o r e a ampl e .

This g r a ph sh ow s the d iffe r e n ce b etwee n expected a nd
actual output . A value of 0 indicates cor r ect operation .

bits for thcsc two designs .
It is interesting to note that the snapshot recorder

design, which is more sensitive to SEl ;s than the syn-
theric design, actually contains less persistent bits

than the s

'

ynthetic design by almost a factor of 5 .

However, this is as expected due to the natnre of thc
two designs. The snapshot recorder consists largely

of a datapath feed forward structure, whereas the
synthetic design was purposely constructed to con-

tain several feedback structures. 'I'his feeclhack is
present mainly in the LNSHs which drive the multi-

pliers (see Figure 6) . Feedback structures will typi-
cally cause errors to be persistent in nat iire .

We have also conducted apreliminary radiation

test in order to verih- the validity of the. re,ult~ ob-
tained with our persistence tool . These results will
be f'ort hcominn iipon the cotnpletion of their analysis .

7 Res ults

We have perf o i•mF•d extensive testing o n t he syn th e tic
and snapshot recorder designs W ith our persistence

dete c tion tool . The results from our tests are sho w n
in Ta bl e 1 .

In column 1 of the table is listed the number of
logic sliccs occupied by each design . The Virtex pai•t

on which t}tese designs were test (, cl contains a total
of 12 , 288 l ogic s lices . These nu m be rs give its all i dea

of the design size, a useful figure for comparing the
relative sensitivy and p e rsistence results .

The second colutnn shows the number of sensitive
bits found for each des ign, and column 3 shows the
pe rcentage of configurat ion memory bit s whi c h are
sensitive . The total number of con6guraYion mem-
or)• bits on the Virtex part used for these design s is
5, 810, 04 8 . This show s th a Y on average the sna pshot

recorder clesign, with a sensitivity of 9 . 7 9%~, is more

suscepti b le to sinnle eve nt upsets tliau the synthetic
clesiKii, witlt a sensitivY of 7 .26 ~ir, .

Finally, columns l and 5 show t he number o f p cr•-
,ist.ent bits found and the persistence, respec t fiilly .
The persistence is de6ned as the percentage of co n-
figuratio n inernory bit, which were foun d to cause

persistent errors . Attention should be given to the
relatively small number of bit, which cause persislent

8 Con c lu s ions

We have developed atecliiiiyue for the detection of

persistenlerrurs due to the upset of persistent con-

fiKuraliou irietiior

'

v bits withiu an FPGA design. E're-

liininary results have been obtained, and indicate

that we can use the persistence tool for cletection

of persistent bits within an F PGA design, as well as

for the validation of mitigation tcchniGues targetted

at, removing persistent biYs from the sensitive cross

section of a given design .

Not all FPGA designs require bullet-proof iuit-

igtition techniques . The extreme consequences of

persistent errors indicate that they are an excel-

Ient candidate for targetted mitigation techniques .

The relative increase in reliability (lue to the re-

moval of pcrsistent bits from the ,ensiYivc cross sec-

tion is much higher than that gained from reiuov-

ing non-pcrsisYcnt bits, as t lie conticquc•nces of pei•-

sistent errors are much more cxt,rcme than those of

nou-per,istent en•ors . Addit io~nrtill

' v

, we can infcr Froni

the results shown in Table 1 that the cost of apply-

ing mitigation for the persistent bits onl

'

only should be

small, as the overall number of persistent bits rclrti-

tively small .

NliLiKatiun tschnicIues targetted at removing per-

sisleiitbits from the design sensitive cross section

can be validxtecl using the persistence tool Wliicli we



have developed . As part uf our futiire work, we wish

to clevelup lechuiyiieti For delectink the preseiice of
sLru<•I ures having chrtracteristic, co mmott lo persi5-

tent design styles, and applying uiiLiKatiou lo these

st I'tl<'LUte5 .
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