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ABSTRACT

Both for offline searches through large data archives and for onboard computation at the sensor head, there is a
growing need for ever-more rapid processing of remote sensing data. For many algorithms of use in remote sensing,
the bulk of the processing takes place in an “inner loop” with a large number of simple operations. For these
algorithms, dramatic speedups can often be obtained with specialized hardware. The difficulty and expense of digital
design continues to limit applicability of this approach, but the development of new design tools is making this
approach more feasible, and some notable successes have been reported. On the other hand, it is often the case
that processing can also be accelerated by adopting a more sophisticated algorithm design. Unfortunately, a more
sophisticated algorithm is much harder to implement in hardware, so these approaches are often at odds with each
other. With careful planning, however, it is sometimes possible to combine software and hardware design in such
a way that each complements the other, and the final implementation achieves speedup that would not have been
possible with a hardware-only or a software-only solution. We will in particular discuss the co-design of software
and hardware to achieve substantial speedup of algorithms for multispectral image segmentation and for endmember
identification.
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1. INTRODUCTION

Studying algorithms requires thinking in several ways:
creatively, to discover an idea that will solve a problem;

logically, to analyze its correctness;
mathematically, to analyze its performance; and
painstakingly, to express the idea as a detailed
sequence of steps so it can become software.

– Christopher Van Wyk1

An algorithm is a procedure for getting something done. The specification of an algorithm must be detailed and
precise; it is an exact and painstaking science. But the design of algorithms is an art. The recent emergence of
reconfigurable hardware, and in particular the commercial availability of Field Programmable Gate Array (FPGA)
chips and boards,2–4 has added a new dimension to the design space. By exploiting the inherent fine-grained
parallelism available in programmable hardware, one can obtain speedups of one to two orders of magnitude over
what is achievable on a general purpose serial processor – and this is in spite of the fact that the FPGA clock speed
is typically an order of magnitude slower than the microprocessor.5 Unfortunately, the price paid for this higher
performance is a much longer design cycle. There is currently a vigorous research and development effort to create
design tools for reducing the length of this cycle,6–8 but the practical upshot for scientific research (where one, or
at most a few, of the implementations will be deployed) is that it is not cost-effective to design a full-up hardware
implementation for any but the simplest algorithms.

On the other hand, even simple algorithms have their place. The lowly dot product is an example that is as
widely applicable as it is mathematically trivial. An efficient dot product can be implemented on an FPGA,9 but
the dot product is also a good example of an “algorithm” which is usually just one part of the real algorithm (eg, an
adaptive matched filter10,11) that you may want to implement for your remote sensing data analysis.
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Figure 1. Typical Configurable System on a Chip (CSoC) architecture. A central RISC processor is built into
the same chip as the logic gates and embedded memory modules, and both have access to local on-board, but off-
chip, memory. The size and number of buses connecting the central processor to the configurable logic can itself be
configured to achieve a bandwidth that is appropriate for the application.

Hardware implementation is sometimes seen as a brute force approach to speeding up algorithms. Generally,
to implement an algorithm in hardware requires a lot more effort than to implement it in software. And gener-
ally, to fit an algorithm into hardware, certain approximations, truncations, and/or simplifications must be made.
These approximations must be traded against the raw speed provided by the fine-grained parallelism in a hardware
implementation.

One very nice example of a co-design was developed by Porter et al.12,13 It employs a genetic algorithm in software
that specifies the settings of hardware registers to direct a generic image processing operator that is implemented in
an FPGA. Compared to the original all-software version of this algorithm,14 this hardware-accelerated system has a
much smaller operator set, but it makes up for this with a search through operator space that is roughly two orders
of magnitude faster. This example also illustrates the need to decompose an algorithm so that there is a simpler
part (often an “inner loop”) that can be sped up in hardware in such a way that doesn’t interfere with potentially
complicated branching logic (in the “outer loop”). This complicated outer loop logic is what allows you to design
sophistication into your algorithm, sophistication that may enable further speedup, or that may simply be necessary
to achieve a sophisticated goal.

For algorithms that employ substantial software and hardware components, the biggest challenge is the commu-
nication bandwidth between them. One answer to this bottleneck is a hybrid processor that combines a traditional
microprocessor and programmable logic on the same chip.15–17 (see Fig. 1.) Such hardware is just now becoming
commercially available.18–27 We have recently used the Altera Excalibur board with a soft-core 32-bit NIOS RISC
processor18 as part of a co-design for k-means clustering.28 Unfortunately, the promise of seamless integration of
a fast central processor surrounded by acres of programmable logic remains to be fulfilled. We achieved a 15%
speedup, but were limited by slow memory access and a slow central processor – since the processor on the Excalibur
is implemented as a “soft core” it is constrained to run at the same clock speed as the programmable logic itself.
With a faster hybrid processor (eg, 10x faster than configurable circuits) or dual port memories that both processor
and configurable circuits can access, then we would expect 10x speedup over sequential algorithms. We furthermore
extrapolated the expected performance to the Xilinx-PowerPC hybrid19 and predicted the possibility for two orders
of magnitude acceleration.

In the following two sections, we will discuss the possibilities for further co-design opportunities – these simulta-
neously employ “smart” software and “brute force” hardware to speedup two problems of interest in remote sensing:
image segmentation and endmember estimation.



Figure 2. The idea of the k-means algorithm. Data points are represented as filled circles, and centers are open
circles. The first step assigns each data point to the center that it is closest to. The second step (re)locates the
centers to be the mean value of all the points in the cluster.

2. CLUSTERING AND SEGMENTATION

Although the first published references to the k-means algorithm can be traced to the mid-1960’s,29–32 the basic
idea for the algorithm is quite simple (see Fig. 2) and is sometimes called the “generalized Lloyd algorithm” since it
is a vector version of Lloyd’s original scalar quantization algorithm which was developed in the late-1950’s.33 The
fine-grained parallelizability of the algorithm has long been noted,34 and this makes it a particularly attractive
target for hardware implementation. The k-means algorithm is a kind of special case of the Expectation Maximum
(EM) algorithm introduced and analyzed by Dempster et al.35 It can be proved to result in better approximations
to a local optimum with every iteration; a global optimum, unfortunately, is not guaranteed. The literature on
clustering algorithms is quite vast, and there are many reviews36–41; partly this is because there is such a wide range
of applications.

While multi- and hyper-spectral imagery provide unprecedented amounts of information about a scene, it also
presents the image analyst with something of a headache. It is not humanly possible to look at all those channels
at the same time. By clustering the data, one provides not only a substantial (albeit lossy) compression, but also a
“picture” in which pixels with similar spectral signature are identified by a unique (and usually false) color.

As well as reducing the data for quicklook views, clustering also provides an organization of the data that can
be useful for other processing downstream. For example, Kelly and White42 employ clustering as a preprocessing
step to speed up interactive/exploratory manipulations of large data sets. Also, Schowengerdt43 suggests the use
of image segmentation for change detection: a change in the segmentation is more likely to indicate an actual
change on the ground, since the segmentation is relatively robust to changes in sensor performance and atmospheric
conditions. Several authors have shown that clustering the data beforehand improves the performance of algorithms
which attempt to “learn” features from a small number of labelled examples.44–49 The use of clustering for image
restoration has also been explored in some detail; see Sheppard et al.50 for a recent review. For remote detection
and characterization of gaseous plumes, the ground scene ceases to be the signal of interest, and becomes instead
the clutter. Clustering provides a way to reduce this background clutter, because the within-class variance of a
segmented image can be made much smaller than the overall variance of the image as a whole.51 The issues of
clustering and pixel mixing are somewhat at odds with each other, but a paper by Stocker and Schaum52 points to
one approach for combining them.

In the subsections that follow, we will describe both previous and ongoing work to modify the traditional k-means
algorithm so as to speed it up with the aid of programmable logic hardware.

2.1. Low-level variants of k-means

One of the first, and most straightforward, ways to alter a floating-point serial-processor algorithm is to truncate the
precision of the data and/or of the intermediate computations, and to do the computation in fixed-point arithmetic.
We found in Leeser et al.53 that good clusterings could be achieved, even with considerable truncation of the data.
We found that it was advantageous to allocate two more bits of precision to the centers than to the data, but this is
relatively cheap since there are few centers and many data points.

Truncating the precision of the data still keeps the algorithm more or less intact; a less obvious way to alter the
algorithm is to incorporate approximations which are more amenable to hardware. At the core (and in the inner
loop) of the k-means algorithm is the computation of distance between the centers and the data points. By altering
the distance metric itself, we were able to achieve a hardware implemention which greatly enhanced speedup.

In one dimension, distance between two points is straightforwardly given by the absolute difference between
their coordinate values. In higher dimension, the distance between two points can be expressed in terms of the



Max

Max

Max

Manhattan

Manhattan

Mixed

Euclid

Euclid

Figure 3. The boundary between classes with centers indicated by crosses in the above figure depends on the
distance metric. For instance, the two arrows leading from the class centers to the Manhattan boundary are both
the same length (in the Manhattan sense). The jagged line that roughly follows the “correct” Euclidean boundary is
produced by the mixed distance measure with α = 0.25. Points which fall inside the shaded area between the mixed
and the Euclidean boundary would be misclassified by the mixed distance metric. Note how much more accurately
the mixed boundary (compared to the Max or Manhattan boundaries) approximates the true Euclidean boundary.
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Figure 4. Comparison of k-means performance for different distance metrics. (a) This is for N = 105 points
randomly distributed in a D = 8 dimensional unit cube, and clustered into K = 8 classes. It is evident that the
in-class variance is minimized if the “correct” (but expensive) Euclidean distance is used. The Max and Manhattan
metric are two alternatives which are much cheaper to implement in hardware, but which do not perform as well as the
Euclidean. The Mixed metric is a linear combination of the Max and Manhattan metric; this is still cheaper than the
Euclidean metric, but performs nearly as well. (b) A multispectral image was created from an AVIRIS hyperspectral
datacube54 (flight number f960323t01p02 r04 sc01) resampled to produce D = 10 channels corresponding to bands
available on the MTI satellite.55 This N = 512 × 614 image was clustered into K = 8 classes. The theoretical
differences between the different distance metrics, seen in panel (a), are much less evident in real data.



one-dimensional coordinate-wise distances. A general family of such distances is parameterized by p:

‖x− c‖p =
∑

i

|xi − ci|
p. (1)

In this family, p = 2 corresponds to Euclidean distance, which is a rotationally-invariant measure which furthermore
corresponds directly to the in-clsss variance which the k-means algorithm attempts to minimize. Although p = 2 is
theoretically optimal, two other members of this family, p = 1 and p→∞, are particularly cheap to compute. The
Manhattan distance (p = 1) is the sum of absolute values of coordinate differences, while the Max distance (p→∞)
is simpy the maximum of all the absolute values of the coordinate differences. Since the error made by the Max
distance is usually in the opposite direction as the error made by the Manhattan distance (see Fig. 3), we introduced
a better approximation56 which can be achieved with a simple linear combination of these two:

‖x− c‖α = αdManhattan(x, c) + (1− α) dMax(x, c) (2)

We found that α = 0.25 was near the optimal value over a wide range of dimensions and furthermore, being a
(negative) power of two, was advantageous for hardware implementation. The relative performance of the different
distance metrics is shown in Fig. 4, and discussed in more detail elsewhere.56–58

2.2. Block updates of centers

In the classic k-means algorithm one sweeps through all the data, assigning each data point to the center it is closest
to. At the end of this sweep, the centers are recomputed by taking the mean value of all the points with the label
corresponding to that center. However, faster convergence is generally observed when the centers are updated on
the fly; that is, centers are recomputed after each new (re)assignment. This is sometimes called the “continuous
k-means” algorithm,60 but the basic idea has been around for a long time.39 Fig. 5 compares the convergence rate
for the standard (B = N) and on-the-fly (B = 1) versions of the k-means algorithm for some example data.

Unfortunately, updating the centers on the fly is hard to do in hardware; it requires (among other things) a
division operation for each data point, instead of just one for each center at the end of the sweep through all the
data points. In designs by Leeser et al.56–59 the division operation was offloaded to the general-purpose processor.
But it would not be feasible to do this every time a data point was reassigned.

The on-the-fly approach also de-parallelizes the algorithm. In the standard approach, the assignment of a point
to a class depends only on fixed centers (so all points could be assigned independently – and in parallel if desired).
But the update of centers every time a data point is reassigned will affect subsequent class assignments. A branch
condition has been introduced into the “tight inner loop” and the hardware approach is not able to take advantage
of this software speedup.

To achieve the software speedup provided by dynamically updated centers, while still using hardware for the main
inner-loop acceleration, we can employ a compromise in which class assignments are performed on blocks of B pixels
at a time. The centers are only updated between blocks. We see in the experiments in Fig. 5 (on both synthetic and
real data) that as long as B � N , the improvement obtained by on-the-fly updates will still be obtained for relatively
large values of B. Fig. 6 shows the dataflow for the implementation reported by Gokhale et al.28 for k-means with
blocks of B assignments at a time.

Using this implementation, we performed an experiment to determine the effect of block size B on the overall
speed of the k-means co-design. We know that smaller block size leads to faster convergence in software (see Fig. 5),
but we expect that larger block sizes will be more efficient in hardware, so we were interested in finding an optimum.

We used random data with D = 8 spectral bands, and b = 8 bits per point, and we clustered into K = 8 classes.
We evaluated the algorithm by increasing the size of B, but we found that for B > 8, the execution speedup was
essentially independent of B, and essentially the same value that we reported earlier,28 about fifteen percent – not
enough yet to be practical.

The bottleneck in this computation is the bandwidth between the central processor and the configurable logic.
Using the parallel I/O or memory mapped standard interfaces on the Excalibur Board, we found that it takes 11
cycles to send one 32-bit word.28 This is a fundamental limitation of the RISC processor (reduced instruction set
means more instruction cycles!) being soft-coded into the configurable logic, and therefore running at the same rate
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Figure 5. Performance of k-means clustering when updating centers after blocks of B data points. B = N (solid
line) corresponds to the traditional k-means algorithm, with centers updated after a full sweep through the data;
B = 1 (dashed line) corresponds to updating centers “on the fly” (ie, every time a point is determined to change
classes). (a) For uniformly distributed random data (see caption of Fig. 4(a)), updating on the fly is seen to produce
faster convergence. The performance for intermediate values of B are shown with the dotted (B = 5 × 104) and
dashed-dotted (B = 105) lines. (b) Here, this faster convergence is explicitly shown – the vertical axis indicates the
number of iterations required, for different values of B, to achieve the same performance as was achieved for the
number of iterations shown on the horizontal axis using the standard B = N approach. In this case, the on-the-fly
approach produced the same quality clustering with roughly a quarter of the iterations required by the standard
approach. (c,d) Same as in panels (a,b), but for the multispectral image data described in the caption to Fig. 4(b).
Again, the on-the-fly approach was more efficient, but in this case, the gain was smaller than for the uniform random
data. The intermediate values of B shown here are B = 5× 104, 105, 2× 105; for comparison N ≈ 3× 105.
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Figure 6. Data flow for k-means implementation on the hybrid processor. The central processor sends out a control
bit to the hardware in order to indicate that the following data is center data or pixel data. When center data is
indicated, the centers are loaded via the configurable logic to the embedded memory. When pixel data is selected
the processor then sends out the block of B pixels. The index of the class which represents the minimum distance is
returned to the central processor and it computes the new class centers, which it reloads into the embedded memory.
Then it sends another block of B pixels, etc. until all the pixels have been evaluated.

as the rest of the chip. If the RISC processor were running on a faster clock (which is the ultimate goal for these
hybrid systems), then the 11 cycles would go a lot faster and would not produce the problem they currently do.

A better way of sharing data between the processor and configurable logic is required. We have recently become
aware of one such method, peculiar to this chip, that yields a latency of only 3 cycles to fetch data from memory for
the configurable logic. This method observes the data and address bus as the software process is reading data and
fetches data per a prescribed address map when a particular address location is observed. This method applied to
the Kmeans algorithm could obtain an appreciable speed up of 3 to 4 times over our first mapping attempt.

2.3. Parameterizing the hardware implementation

The importance of parameterizing the hardware implementation is provided by an example given by Leeser et al.61,59

There, an earlier implementation of k-means had hardcoded K = 8 clusters, D = 10 channels, and b = 12 bits per
channel. A parameterized version was developed which treated these variables as parameters that could easily be
changed. This obviously provides more flexibility for the user, but it is interesting to note that this flexibility did
not come at the cost of decreased performance. For the same choice of K, D, and b, the parameterized design was
actually smaller and virtually the same speed as the hardcoded design; furthermore, the place-and-route time was a
factor of three smaller for the parameterized model.

2.4. Further approaches

One variant of the updating by blocks approach was suggested by Domingos and Hulten62; here a different block
size is used at each iteration, with the size of the block based on estimates both of the misclassification error and of
the centroid location error. An attempt is made to use large enough blocks to mimic (to within a prescribed ε) the
behavior of the B →∞ convergence, but with B � N points.

Kanugu et al.63 describe a very sophisticated application of k-d trees to speed up the implementation of the
k-means algorithm. The work achieves near order of magnitude speedup, at least for low-dimensional data, without
introducing any approximations to the standard k-means algorithm. This is a “feature” but unfortunately it also
makes it difficult to combine this approach with other speedups that do alter the basic algorithm. Translating the
approach to a hardware implementation would be a challenge, to say the least.

The standard application of k-means to multispectral imagery treats the individual pixels as independent. A
contiguity-enhanced approach has been described64 which clusters the data in a way that produces segmentation
with only slightly larger in-class variance, but substantially larger spatial contiguity for the classes. Ideally, we would
like to impose this contiguity bias from the software, without altering the hardware design. This would give us the
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Figure 7. The PPI algorithm works by projecting points in the data set onto random skewers. For each skewer,
two extreme points are identified, and their pixel purity index is incremented. In the figure above, the circled points
are identified as candidate endmembers in the full space because their projection onto one or both of the skewers is
extremal. The gray region indicates the convex hull of the points; only points on the convex hull are identified by
the PPI algorithm.

most flexibility, but the contig-k-means algorithm is currently designed so that the bias is built into the distance
function (which is computed in hardware). So adapting this problem to a co-design would also be a challenge.

When the desired number of clusters K is large, the standard k-means algorithm has a very slow converge rate,
and many more iterations are required than would be for smaller values of K. One common approach is provided
by the classic Linde-Buzo-Gray65 approach; one begins with a small number of classes, and on subsequent iterations
increases K. A systematic splitting algorithm was advocated by Fränti et al.66 for faster clustering. Implemented
in software, these algorithms achieve speedup in two ways: one is that fewer distance computations are required per
data point at least for the early iterations, and the other is that fewer iterations are required. To take advantage
of the first effect in hardware, one would have to re-design the configurable logic. But the fact that fewer iterations
are required suggests that even a design that computes the sometimes-than-necessary K distance computations on
every iteration will achieve a performance gain.

Once a clustering has been found, a split-and-merge algorithm67 can be used to further improve the in-class
variance by overcoming the problem of local minima. This will require some sophistication in the software to decide
which clusters to split and which to merge, but with the distance computations farmed off to the highly parallel
configurable logic, a good co-design could achieve the speedup benefits of both the hardware and the software, while
at the same time achieving gains in the quality of the clustering.

3. ENDMEMBERS AND PIXEL PURITY INDEX

A number of algorithms have been proposed over the last decade for finding so-called endmembers in multispectral
data.68–78 The rationale behind endmembers is that a scene contains relatively few distinct materials and that much
of the pixel-to-pixel variation in a multispectral image cube can be explained by the assumption that the pixels are
mixtures of these distinct materials. The endmembers are the spectral signatures of these distinct materials, and the
spectra of the rest of the pixels can be expressed as linear combinations (with positive weights, summing to unity)
of these endmembers.

Endmembers are like principal components in that they provide a basis set for describing the rest of the data.
But, because the endmembers are taken from the data themselves, and because the linear combinations are restricted
to non-negative coefficients which sum to one, these endmembers are expected to provide a more “physical” basis
than principal components.

The Pixel Purity Index (PPI) is one algorithm for identifying emdmembers from a multispectral dataset. The
approach is to generate a large number n of random D-dimensional vectors (called “skewers” – see Fig. 7) and to
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Figure 8. Architecture of an implementation of PPI on the Wildforce card.79 The Wildforce contains four processing
elements (PE1, PE2, PE3, PE4), each a distinct FPGA chip. This design uses three of the elements for computing
dot products and the fourth for bookkeeping: routing skewer coefficients to the dot product components, computing
extrema of the dot products and keeping track of the indices of pixels that produces those extreme, etc.

project the D-dimensional data onto them. A dot product is computed for every data point against every skewer,
and the data points which correspond to extrema (or near extrema) in the direction of the skewer are identified, and
placed on a list. As more skewers are generated, this list grows; the number of times a given pixel is placed on this
list is also tallied. The pixels with the highest tallies are considered the most pure, and a pixel’s count provides its
“pixel purity index”.

Lavenier et al.79 describe an implementation of the PPI algorithm on a reconfigurable chip. See Fig. 8. A software
approach for fast PPI was discussed by Theiler et al.80 which expanded a small set of “direct dot products” into
a larger set of “derived dot products.” Although this approach was originally designed as a software speedup, and
as such was a “competitor” to the hardware implementation, Fig. 9 shows how the software approach could be
incorporated into the hardware design, combining the speedups from both approaches.

The pixel purity index was originally conceived68 not as the full solution to the endmember problem, but as a
a guide to be employed in an interactive way by a competent remote sensing scientist in conjunction with a good
spectral library. A fully automated endmember identification algorithm might be desirable, but (with this approach,
at least) is not something that one would want to design directly into hardware. However, the full endmember
problem provides many opportunities for a co-design in which the software is responsible for directing the actual
PPI in hardware, and for interpreting its results. The PPI algorithm, for instance, does not by itself identify a final
list of endmembers; simply taking the D + 1 “most pure” pixels can lead to degenerate sets in which some of the
endmembers are nearly identical. The choice of which pure pixels to choose as final endmembers is a postprocessing
step that is better designed in software, where adjustments and modifications are easier to make. For instance, an
otherwise expensive methodology with possibly complicated statistical properties (such as the archetypes of Cutler
and Brieman70) could be more cheaply computed using the pixels with high purity index for initialization. The use
of PPI to initialize the hypervolume maximizing algorithm (NFINDR) of Winter78 has been described previously.80

A closer interaction of the software and hardware would permit more complicated strategies for choosing the skewer
directions based on endmembers that have been found so far – this might entail both exploration (in directions
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Figure 9. A schematic circuit for extending the PPI algorithm implemented in Fig. 8 to achieve eight-fold gain in the
number of skewers without computing any more direct dot products. (a) The main building block is a module that
takes two inputs and produces two outputs, corresponding to the sum and to the difference of the inputs. Combined
into a circuit, six of these modules can take four inputs and produce eight outputs corresponding to all the sums
and differences of the inputs. The positive and negative values of these eight sums correspond to the sixteen corners
of a four-dimensional hypercube. Using only four modules, one can produce four outputs corresponding to the eight
“alternate” corners of the four-dimensional hypercube. These alternates are all a Hamming distance of at least 2
from each other. (b) With 44 modules, one can leverage 8 inputs (direct dot products) into 64 outputs (derived dot
products) corresponding to the alternate corners of an eight-dimensional hypercube. With this circuit element, one
can transform the result of 8 direct dot products into 64 derived dot products. Applied to the Pixel Purity Index
algorithm, this permits eight times as many skewers with only a fixed cost in terms of chip area. With respect to
the design in Fig. 8, this circuit would fit between the dot products on PE 2-4 and the min-max computations on
PE1. The eight min-max units on PE1 would have to be expanded to sixty four min-max units, but no extra dot
products need be computed.



roughly perpendicular to existing endmembers) and refinement (with many nearly parallel skewers in the direction
of existing endmembers).

4. CONCLUSION

If an algorithm is a procedure for getting something done, then much of the art in algorithm design depends on
knowing about that “something.” In contrast to the detailed specifications that go into the implementation of an
algorithm, the ultimate aim of an algorithm is often just a little bit fuzzy. Some classical algorithms (eg, sorting an
array, computing a Fourier Transform, or finding the convex hull) are indeed well-specified, but the algorithms that
one needs in the real world, particularly in the real world of remote sensing, do not always have such mathematically
well-defined goals.

While mathematical expressions of those goals are an important starting point, one must sometimes step back
and remember what the real goals are. Clustering puts spectrally similar pixels into the same class, and has the effect
of reducing the within-class variance. But the mathematical goal of finding the partition with the global minimum of
within-class variance is a combinatorially difficult problem. On the other hand, by using an iterative algorithm (k-
means) with a simplified distance measure (Manhattan) on precision-truncated data, one can very rapidly compute
an approximation to the optimal solution. This approximation may be suboptimal from the mathematical point of
view, but it does achieve the real goal – that spectrally similar pixels be classified together. More important than
squeezing the last percentage point of optimality from the mathematical constraints is to reconsider the physical
phenomena (such as correlations between spectral channels or the tendency for contiguous pixels to be in the same
class) that drive the mathematical formulation.

By the same token, while the concepts of convex geometry provide useful insight into the problem of detecting
endmembers in imagery, we have to keep in mind that the endmember concept itself is an approximation: real scenes
are not really composed of a small number of distinct materials, nor are pixels exact linear combinations of of these
materials. The convex hull is a useful geometrical visualization of what we desire to estimate from our data, but we
do not literally want to find the convex hull of a million points in a hundred dimensional space.

Remote sensing is a complicated science; and algorithms for remote sensing retrievals will necessarily be com-
plicated as well, if they are to achieve a useful level of physical fidelity. Complicated algorithms do not fit well in
hardware, and are a waste of valuable real estate that could be used for further fine-grained parallelism. We do believe
that reconfigurable hardware has a place in remote sensing computation, particularly for real-time processing. But
to produce fast implementations of complicated and flexible algorithms will require the simultaneous design of some
components that run well in massively parallel mode on reconfigurable hardware, some components that run well
on general purpose serial processors, and appropriate interconnections that keep both talking to each other without
overloading the limited bandwidth between them.
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