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Abstract.

We have run computational chemistry calculations approaching the Petascale level of
performance (~ 0.5 PFlops). We used the Coupled Cluster CCSD(T) module of the
computational chemistry code NWChem to evaluate accurate energetics of water clusters on
a 1.4 PFlops Cray XT5 computer.

1. Introduction

The field of electronic structure is struggling to get efficient parallel implementation on Petascale
class hardware. One notable exception has been the achievement of Qbox, a planewave
pseudopotential electronic structure code that obtained a performance of 207 TFlops on a
BlueGene/L computer [1].

Qbox makes use of the message-passing MPI library for parallelization. Instead, NWChem
makes use of the Global Arrays library; this allows the software developer to reach a high level
of abstraction and, at the same time, to use one-sided communication to efficiently exploit
the network hardware. In the remainder of the paper, we will discuss recent benchmarks
and scientific results obtained with NWChem on a parallel computer whose theoretical peak
performance is in excess of 1 PFlops.

2. Parallelization approaches

Multi-level parallelization has been successfully used by several authors ( [2], [3] or [4]) to achieve
good parallel performance at large scale. This parallelization approach is applied to simulation
methods where it is possible to subdivide the calculation in a large number of independent tasks;
therefore the parallelization issue remain restricted at the level of each task that typically use
only a few hundred of computational cores.

As an example of this multilevel parallelization approach, our research group is currently
implementing an algorithm for the calculation Raman vibrational intensities by density
functional theory. Raman spectra intensities depend on the changes of the molecular
polarizability due the normal mode vibrations. Specially, the frequency dependent polarizability
evaluation requires demanding quantities of computational resources, and its derivatives are too
complex to be evaluated analytically. Our implementation of the Raman intensities divides the
computation uniformly in groups of processors by numerical derivatives, each group having
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a computational task whose size is consistent with the scalability limit of solution of the
polarizability problem [5].

However, in the rest of the paper we will describe an computational scheme that does not
resort to subdivide the computational load at multiple level, but implementation a parallelization
approach that uses all the available cores together, in their entirety.

Before moving to the description of the scientific algorithm, we will briefly describe the main
aspect of the parallelization framework used in NWChem.

3. The Global Arrays library on the Cray XT5

The primary component of the Global Arrays library is the distributed arrays layer. This
forms an abstraction layer that greatly simplifies the effort of the developer of the scientific
application by isolating most of the intricacies involved in parallelize an application that uses
dense matrices. For example, this layer does all the necessary translation from the users shared
memory styled access to the actual distributed array. It has several components that it uses: a
Message Passing library, the ARMCI one-sided communication library and a memory allocator
(MA library). The Distributed Arrays layer is mostly implemented on top of the ARMCI one-
sided communication library.

A message passing library (MPI) is used in the Global Arrays for process management and
for some collective communication . For the most of the NWChem modules (including the
CCSD(T) module that we discuss below), the amount of MPI usage is minimal, most of the
communication is via ARMCI one-sided communication library using the non-contiguous one-
sided communication interfaces it provides.

The ARMCI communication library has interfaces for contiguous, strided and vector
communication along with Read-Modify-Write operations. All of the Global Array one-sided
calls are translated into ARMCI communication calls. ARMCI library, underneath, uses the
fastest possible mechanism to transmit data. It uses shared memory with-in the node and, on
the Cray XT5 system, uses Portals library for inter-node communication. The Global Arrays
library is optimized to overlap intra-node data transfers in shared memory and inter-node data
transfers in the network using non-blocking calls. On the Cray XT5, in addition to regular MPI
tasks, ARMCI spawns a thread to assist with communication (particularly Read-Modify-Write
and non-contiguous data transfer operations). Each of the cores on the octacore XT5 runs an
MPI task or, as an alternative, one can sacrifice one core for the sever thread (discussed below)
and use the remaining seven cores for the computing pool.

4. CCSD(T) implementation in NWChem

Coupled-cluster (CC) is a numerical many-body technique that studies the effect of electron
correlation on the electronic structure of molecular systems. CCSD(T) is one of several CC
methods that estimates the effect of electron correlations by considering single, double and triple
excitations; single and double excitations are fully computed with a self-consistent approach,
while the contribution of the triple excitations is computed pertubatively [6]. Here we describe
the CCSD(T) module of the NWChem library, its usage of the Global Arrays and discuss how
Global Arrays library is structured on the Cray XT5.

Valence only coupled cluster CCSD(T) [6] calculations have been called the “gold standard
of quantum chemistry” [7] for their chemical accuracy in determining molecular energetics. The
computational cost of CCSD(T) calculations formally scales as the seventh power of the number
of basis functions (N7), hence this is a method that could effectively utilize large supercomputers.
A few parallel implementations of CCSD(T) are available [8-12], however, most of them have
been designed either for clusters or for moderate scale parallelism.

In this work we have substantially modified and enhanced the original parallel implementation
of CCSD(T) in NWChem of Kobayashi and Rendell [8] that was designed to effectively
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Figure 1. Walltime for the CCSD(T) calculation of total energy of (H20)i3 as a function of
the number of processors

utilize massively parallel processors and to make minimal use of I/O resources. The focus
of the performance numbers reported here is the perturbative triples correction implemented in
NWChem following the “aijkbc algorithm” of Rendell and coworkers [13] that makes no use of
I/0 by storing intermediate quantities (two-electron integrals and coupled-cluster wave function
amplitudes) in the global memory managed by Global Arrays.

The floating-point intensive kernel of this algorithm is a series of calls to the BLAS DGEMM
[14] matrix multiplication routine. Several data parallel and one-sided Global Arrays operations
are used in the CCSD(T) implementation of NWChem, most notable of these are the ga_get ()
and ga_acc() calls that are used to get/accumulate sections of distributed array.

Our revisions to this algorithm emphasized increased locality to reduce communication and
implemented a more careful tiling of intermediates to reduce memory consumption and increase
parallelism and load balance. The dynamically load balanced algorithm explicitly considers three
levels of the memory hierarchy. It proceeds by tiling the full computation so that intermediate
results fit in available global memory, then tiling the nested loops so that data associated with
each task fits into local memory. A process access a global shared counter to determine the
next task, moves data from global to local memory using the ga_get () operation, computes,
and accumulates results into the result using the ga_acc() operation. The local computation
employs the BLAS DGEMM [14] matrix multiplication routine to optimize for the local memory
hierarchy.

5. Results

We reported performance number by using as base the parallel implementation of CCSD(T) in
NWChem of Kobayashi and Rendell [8] that was designed to effectively utilize massively parallel
processors and to make minimal use of I/O resources.

What distinguishes the benchmark numbers reported here is the unprecedented scale of the
calculations and floating-point performance achieved. We run a series of benchmark with the 5.1
version of NWChem [15] using the water cluster (H20)is and a modified cc-pvtz basis set [16]
for a total of 918 Gaussian basis functions; wall-time of the CCSD(T) runs as a function of
processor number are reported in Figure 1. The last datapoint at 90000 processor reached a
sustained 64-bit floating-point performance of 358 TFLOP/s.

All eight cores of the octacore Cray XT5 node were used in the performance results reported
here. In order to alleviate memory usage and improved load-balancing, we had to modify the
distribution of the larger Global Arrays used in this algorithm. The effect of last two distribution
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approaches we developed are shown in the plot!' of Figure 2.

We modified the 5.1 NWChem source code in two main aspects by moving communications
outside of inner loops (sometime at the additional cost of more use of local memory) and by
modifying the distribution of the largest Global Arrays used in the triples kernel of the CCSD(T)
method. The first more obvious distribution we attempted (labeled as distribution #1 in the
plot) allowed us to scale at 7000 processors, but it could not scale beyond 80000 processors. This
first distribution was already an improvement compare to the previous one since it drastically cut
down the memory requirements (the previous one would have required 2GB or more of memory,
clearly not an option on a system that has only 2GB of RAM on each core). In the next step,
we refined the distribution by having the large Global Arrays being distributed over as many
processors as possible; the finer granularity of this second distribution improved load-balancing
and allowed us to reach better scaling beyond 80000 processors.

A further benchmark run, on the even larger cluster (H30)90, we ran a coupled-cluster
calculation on the ORNL’s Jaguar petaflop computer that used over 100 TB of memory for
a sustained performance of 487 TFLOP/s (double precision) in the triples sections on 96,000
processors, lasting for 2 hours. This floating-point performance corresponds to 55% of theoretical
aggregate performance of the 96000 2.3GHz AMD Opteron cores. The number of basis functions
for this run is equal to 1020 and the number of correlated orbitals is equal to 80. While the
487 TFLOP/s refers just to the triples section of the calculation, if we consider the run from
beginning to end (including I/O operations such as reading the 21GB amplitudes file plus the
initial step of transforming the Atomic Orbitals into Molecular orbitals), the floating point
results is of 444 TFLOP/s. In figure 3 we reported the scaling curve of this benchmark.

64-bit floating precision is a necessary requirement for this kind of calculations because of
the error propagation in the computation of the gaussian integrals being accumulated and of
the numerical instability of high accuracy gaussian basis functions given used.

As far as scientific results are concerned, we present here (table 1) some preliminary numbers
that show the relative stability of twenty water clusters in two different conformations. The
binding energies computed in this study are of great value for describing the the properties of
water at the molecular level.

! The data point at 70000 processors in the upper curve of the right plot was obtained by interpolating between
the measured values at 50000 and 76000 processors
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Figure 3. Walltime for the CCSD(T) calculation of total energy of (H20)2 as a function of
the number of processors

6. Conclusion

A unique aspect of this work is the use of the one-sided Global Arrays programming model that
enabled us to scale a single tightly-coupled calculation to reach a performance approaching the
petascale level. We project performance approaching 1 PFlops on larger water clusters on an
upgraded computer systems.
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