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ABSTRACT: We have developed a framework for assessingedieate risk of geologic carbon
sequestration sites. This framework, known asQsification Framework (CF), emphasizes wells
and faults as the primary potential leakage cosduilulnerable resources are grouped into
compartments, and impacts due to leakage are djedriy the leakage flux or concentrations that
could potentially occur in compartments under uasigcenarios. The CF utilizes several model
components to simulate leakage scenarios. Onelroongonent is a catalog of results of reservoir
simulations that can be queried to estimate pluaneet distances and times, rather than requiring
CF users to run new reservoir simulations for ezagde. Other model components developed for the
CF and described here include fault characterimatising fault-population statistics; fault
connection probability using fuzzy rules; well-flawodeling with a drift-flux model implemented
in TOUGH2; and atmospheric dense-gas dispersiomgusimesoscale weather prediction code.

INTRODUCTION

We have developed a novel and practical risk-b&sedework for certifying that the leakage risk
of a potential geologic carbon sequestration (G§I®)is below agreed-upon thresholds [1, 2, 3].
The approach we developed, known as the Certifinafiramework (CF), proposes a standardized
way for project proponents, regulators, and theliputp analyze and understand risks and
uncertainties of GCS in a simple and transparent Wdne CF goes beyond the scope of regulations
of deep underground injection permitted by the UEBvironmental Protection Agency (EPA)
which protect underground sources of drinking wété8DW) to consider risks to a broader set of
resources and environmental assets as well asf@snission-reduction credits due to O€akage.
The CF uses physically grounded models for the meve of injected C®and brine, and for
assessing the likelihood that €0r injection-related pressure perturbation witensect wells and
faults. The CF and an example case study have fodigndescribed elsewhere [3]. This paper
describes the essential model components that we developed for carrying out a CF analysis.
These model components include the catalog of sitioul results, fault population statistics, fault
connectivity analyses, well-bore flow, and dense djapersion.



BRIEF OVERVIEW OF THE CF

The goal of the CF is to evaluate the degree tahvhiGCS site is expected to be safe and effective.
In the risk-assessment context, the word “safe” maethat impacts to humans and other living
things, the environment, and other resources iagufitom injection are acceptably low over both
short and long time periods. The word “effective&ans that the site will contain indefinitely the
vast majority of injected C£J4]. The approach we take in the CF is to simplife system into a
tractable and logical form amenable to modeling andlysis. We achieve simplicity in the CF by
assuming that sedimentary basins share common rcensech as the presence of wells and faults
as potential leakage pathways.

The CF uses the concept of “effective trapping”if8hcknowledgment of the enormous volumes of
CO, that will be injected into the non-leak-proof desfosurface. If small amounts of injected,CO
escape to the atmosphere, the net mitigation of @®@issions is still substantial. Furthermore,
effective trapping is intended to recognize the that migration of injected Can significantly
increase the amount stored in secure forms (eégsolged in brine, or trapped as a residual phase)
[5]. Of course, harmful leakage of GQr brine) into USDW, into other resources, orreeait of

the ground is also possible. Analyses with thed@Enguish benign from harmful migration so that
the risk management can focus on the latter.

The CF approach uses a precise terminology. Bédalage of CQcan be discussed, it must be
defined. To this end, the following definitioneastablished:

o Effective Trapping is the proposed overarching requirement for sadaty effectiveness.
e Sorage Region is the three-dimensional volume of the subsurfanded to contain
injected CQ.

Leakage is migration across the boundary of the Storaggidre

Compartment is a collection of vulnerable entities (e.g., @axmment and resources).
Impact is a consequence to a compartment, evaluatedoxy poncentrations or fluxes.
Risk is the product of probability and consequence éactp

CO, Leakage Risk is the product of the probability and negative atipto compartments
arising from CQ migration.

o Effective Trapping is achieved if C@Leakage Risk is below agreed-upon thresholds.

The purpose of the CF is to evaluate the,@®akage Risk (CLR) for each compartment to
determine whether the Effective Trapping threshualtibe met for a proposed GCS site. Given the
large amounts of brine that will be pressurized displaced by injected GDwe further define the
brine leakage risk (BLR) as the product of the piolity and consequences to compartments of
brine migration.

Weélls and Faults arethe Conduits

We assume in the CF that wells and faults are tifye motential leakage conduits. This assumption
is made to simplify the analysis and is predicatadthe assumption that GCS sites will be well
chosen so as to avoid sites with potentially disiooous cap-rock seals. Under this assumption, the
injected CQ and the associated over-pressured brine comphisesource of fluids that can
potentially leak through the conduits.



Impacts Occur to Compartments

The consequence of upward leakage of GObrine is impact to compartments, which the GEsu
to represent the vulnerable entities. For exanp&DW, taken collectively at a site, forms a single
compartment. In the CF, we define five compartmémtvhich impacts will be evaluated.

ECA = Emission Credits and Atmosphere

HS = Health and Safety

NSE = Near-Surface Environment

USDW = Underground Source of Drinking Water
HMR = Hydrocarbon and Mineral Resources

The compartments have general locations withinstretem but are abstract in the sense that they
are collections and may include disconnected pie€es example, there may be multiple zones of
USDW and yet the CF would consider only one USDWngartment. Similarly, the HS
compartment is abstract in that safety could réfeboth a resident in a home or a worker in an
office building. The ECA compartment is even maiestract in that emission credits are not
physical entities.

We present in Figure 1a a cross section of a gei@@iS site showing a deep structure potentially
suitable for use in sequestering £®ealing formations, an oil-bearing formation, [fauwells,
USDW, vegetation, and a residence with water wehlis conceptualization of common elements of
a GCS system is further abstracted to consist@fturce, conduits, and compartments of Figure
1b. In summary, the CF simplifies the GCS systenthait the C® (and brine) form a potential
source of hazard, wells and faults comprise thergatl leakage pathways, and impacts occur to
compartments.
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Figure 1. (a) Generic geologic cross section of potentiaB&ie showing reservoir and sealing
formations, faults, wells, USDW, and near-surface surface environments. (b) Generic cross
section with CF source and compartments overlaid.
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Evaluating | mpacts

Impacts of C@to compartments are evaluated by modeling andlation of proxy concentrations
or fluxes. The CF assumes that there are estallibmits on CQ or brine concentrations within
the compartment as a whole, or on fluxes into tragartment, that ensure acceptable impact to the



compartment. The numerical value of these limitstve specified in regulations that may vary by
country. Whether a concentration- or flux-basemitlis appropriate depends on the context and
compartment. For example, for modeling Citpact to the HS compartment, it may be most
convenient to set a concentration-based limit stheesafety standards for G@&xposure are given

in terms of concentration of GOn air. In contrast, the ECA compartment impasth be best
modeled using a flux-based limit. In all caseg time over which the high concentration or flux
persists is important to calculate the associatgoheét. Reservoir simulation results (e.g., from a
catalog of pre-computed results) are used to caedluxes and concentrations resulting from the
CO, source and brine displacement process, and welfaat flow models are used for leakage up
the conduits.

Likelihood of Impact and Risk

The CF uses the likelihood of intersection of th®,Qor brine) source with a conduit, and the
likelihood of intersection of the conduit and a gartment to generate the probability of the given
source-to-compartment leakage scenario. The sisécated with that leakage is the product of the
likelihood of leakage and the impact of that leakayent. Acceptable risks from gOr brine
leakage will be those below a threshold providedekigrnal sources such as regulators or carbon
credit insurers.

Work Flow

The overall work flow of the CF approach is summedli in Figure 2. External inputs are required
to characterize the site and define the resenjection plan, and time frame. These inputs
constrain the conditions and properties neededstonate the C@ (source) plume location,
footprint size, and pressure perturbation, e.g.rdsgrvoir simulation. These characteristics ef th
plume change during injection and after injectiomd® Values at times deemed significant by
regulators, e.g. at end of injection, 25 yr and §0@fter injection ends, can be extracted from the
simulations. Next the CF uses external inputs efiswvand faults, typically the plan-view spatial
density of abandoned wells and conductive faultie likelihood of the plume intersecting the
conduits is a function of the plume size and condpatial density. The output of the reservoir
simulation is fed to the conduit flow model to adate fluxes and/or concentrations within
compartments under the assumption that they irtiersehe fluxes and/or concentrations calculated
by the CF either exceed the limit or fall below it (are not impacts). The risk can then be
calculated as the product of the impact and theliikod of the corresponding intersection with
conduits (leakage scenario). Comparing the caledI€LR to the externally provided threshold,
the CF determines whether the leakage risk is aabkp If the CLR is above the threshold,
changes to the injection plan or refinements ie sharacterization may be made, resulting in
decreased CLR. Although written in terms of CLR Heevity, the CF analysis of BLR follows the
same flow process. Greater detail of the CF araka study can be found in [3].
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Figure 2. Flow chart of CF-CLR process showing logic anduiispand outputs.

As outlined above, the CF relies on model companemtd approaches for calculating risk.

Specifically, physical process models (reservaimuation, conduit leakage flow, and atmospheric
dispersion) and model approaches (fault densikglitiood of fault intersection) are required to

carry out a CF analysis. In the remainder of thspter, we describe the five critical model

components that we have developed for use in the T¥fese components are particular examples
for demonstration and application of the CF appmoadny of them could be replaced with a

functionally equivalent model or approach withodtarging the fundamental framework or

workflow of the CF.

MODEL COMPONENTSIN THE CF

Simulation Catalog

To facilitate use of the CF by a wide range of peppe have developed a catalog of reservoir
simulation results that can be queried by usershimin estimates of plume size and pressure
perturbation at various times [6]. The reservamasations in the catalog were carried out usirg th
CMG-GEM (Computer Modelling Group (Calgary), Gerized Equation of state Model)
numerical reservoir simulator with the equationstdte tuned to the Grine system [7, 8]. A
large number of cases were simulated with a rahgembinations of key reservoir properties such
as thickness, dip, porosity, permeability, permiigbanisotropy, injection interval, and injection
rate. In the simulations, constant-rate injectisrspecified at the center of the generic model
reservoirs, with constant-pressure conditions iradoat the model boundaries. The significant
output extracted from the simulations and storeth@catalog includes time for G@ migrate to
the top of the reservoir, size of g@lume and fraction of the G@hat is still mobile as functions of
time, and pressure in the reservoir.



Parameter Ranges

Ranges of parameters for typical saline formatengets are presented in Table 1. As the initial
attempt to construct such a catalog, simulationsevearried out on a subset of these parameters
indicated by shading in the table. The outpufdistfprocessed to provide a much reduced dataset in
terms of the response variables for use in the The risk parameters (time to hit top, maximum
lateral extent, and total mobile gas) can be etdathfrom these simulations and interpolated for
cases that do not exactly match catalog input petens[9].

Table 1. Formation and operating parameters and their geremge of values for aquifers. Shaded
terms were used in this study.

FORMATION ROCK/FLUID Units Range of values
PROPERTIES High Medium Low
Anisotropy k./kn -- 1 0.03 0.001
Residual nonwetting phase Sur - 0.8 0.5 0.2
saturation

Average saturation of GO Srean -- 1 0.6 0.2

between injection well and
injection front

Relative permeability of Keon,disp - 1 0.5 0.1
CO;, at displacement front

Lateral correlation length A m o (layered) 100 0 (uncorrelated)
of permeability

Dip angle (from a ° 20 5 0
horizontal)

Thickness h m 300 50 10
Average permeability <k»> mD 1000 100 10
(horizontal)

Average porosity ) - 0.40 0.20 0.10
Spacing of natural Wirac m oo (unfractured) 100 1
fractures (see spacing of

faults)

Fault permeability relative | Kaui/kn - 100 1 0.01

to matrix permeability
FORMATION CHARACTERISTICS

Depth z m 3000 1000 100
Spacing of existing wells Wiell m o (no wells) 500 50
Spacing of faults Waut m o (no faults) 1000 100
Lateral distance from L m oo (no structure) 2000 200
injector to top of nearest

anticline

Thickness of caprock Neap m 1000 100 10
OPERATIONAL PARAMETERS

Number of vertical Nuert - 10 1 0
injection wells

Number of horizontal Nhoriz - 10 1 0
injection wells

Mass of CQto be injected M ton 16 10’ 10°
Injection period ting y 50 10 5
Fraction of formation foert - 1 0.5 0.25

thickness in which vertical
well is completed




Response Variables

To constrain the CQeakage potential, we consider the three respesisables illustrated in Figure
3, namely (1) total mobile CQOn the aquifer, (2) maximum lateral distance ttaglefrom the
injector, and (3) time the plume takes to reachtdpeseal

Maximum Lateral Extent

Time to Hit Top
Seal

otal Mobile
Gas

Figure 3. Schematic showing aquifer system with a verticgddtor in center. Well is perforated in
bottom half section of thickness. Three responsiabies (time to hit top seal, maximum lateral
extent and total mobile gas) are shown.

Total mobile CQ is the CQ that has not been trapped by dissolution, resittepping, or mineral
trapping. The mobile CQis calculated from phase saturations in grid cillsvhich relative
permeability of CQ phase is greater than zero. Total mobile, @expressed as percent of total
CGO, injected.

Maximum lateral distance is the distance the, @me (defined as region in which gPhase
saturation is nonzero) travels in the (sub-) hariabor up-dip direction from the injector in 1000
years. The longer the distance the plume tratkedshigher is its probability to intersect leakylfa

or abandoned wells. Some plumes reach the edtiee gimulation domain, and in these cases the
lateral extent can be estimated by calculating ghene velocity in the up-dip direction and
multiplying by 1000 years.

Time to reach the top seal is calculated as the titnen any of the top layer grid blocks have non-
zero CQ phase saturation. If GOs injected across the entire thickness of théfaquime to reach
top is zero. If CQis injected in the lower regions of the aquife@,Qvill move vertically until it is
either trapped or reaches the top seal. 1§ 8Qtill mobile, the plume will move laterally uedthe
top seal.



Risk Parameters Correlated by Gravity Number

The catalog results are observed to be correlatethe Gravity numberN,), which is the
dimensionless ratio of gravity forces to viscouxés in a reservoir. In general, the gravity numbe
determines the shape of the Qflume in an aquifer and is a convenient way t@peaterize the CF
catalog results. The various properties of theuktions carried out to generate the catalog can be
grouped into the Gravity Number

k,Apg cosa
Ngv = KvApgCcose Equation 1
HUjp;

Here k, is vertical permeabilityAp is density difference between brine and ,C& aquifer
temperature and pressutejs the dip angleu is GO, viscosity, andu,; is the injection velocity.
The injection velocity is computed at the wellbéwehation interface by

Q Q

Uing = =5
Ay 2rryhy

Equation 2

whereQ is the volumetric injection ratd,, is the circumferential area of the wal),is the well
radius and, is the perforation interval.

Figure 4 shows an example simulation result ofrasittn profiles after 20 years for two different
gravity numbers. The aquifer is 500 ft (150 mgkhand horizontal permeability is 100 md in both
the cases. The gravity number is varied by changifection rate and vertical permeability. In
Case “a” the injection rate is 15 MMscfd (8.8 kgispl vertical permeability is 3 md, yielditg, =
0.013. In Case b the corresponding values are W8dftl (5.9 kg/s), 10 md and 0.07. The higher
gravity number case (Case b) has more gravity meerof CG and the CQ travels a longer
distance beneath the top seal reaching 6000 fi(d80in 20 years. In Case a the flux distribution
along the perforated interval is almost uniformutésg in the plume contacting more rock and
brine in the lateral direction and thus enhanciagging. The gravity override is very small and th
lateral distance traveled in 20 years is 2750 #0(81). As this example shows, higher gravity
number is detrimental to GQrapping efficiency. The ability to capture gerdrands such as this
one is an advantage of using a catalog in the CF.
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Figure4. a) CQ plume for lower gravity numbeNg, = 0.013) after 20 years of injection. The
plume moves almost uniformly away from the welthe lateral direction. b) COplume for higher
gravity number iy, = 0.07) after 20 years of injection. There is prefitial vertical movement of
the plume and greater gravity override.

Example of Timeto Hit Top Seal

To demonstrate the use of parameterizations defieed the catalog, we present an example of the
time to hit the top seal. The data were extraftenh the simulations carried out to generate the
catalog. The correlation improves if tirhéo hit top seal is normalized by a characteristizett”
given by

tr — (H — hl)thW¢
Q

whereH is the formation thicknesk; is the distance to the top perforation in theigattwell from
the aquifer bottomb, is the perforation interval, anglis porosity. In shortt is the time for the
plume to arrive at the top seal if it were travglat constant velocity corresponding to the radial
velocity at the wellbore:

Equation 3

Q9 Q
Ay 2mryhyg

For large gravity number, the plume travels alnvestically andt/t* approaches unity. For small
gravity number, the plume travels more in the Hitdirection, and/t* << 1. Thus dimensionless
time (t/t*) is correlated inversely to gravity number.

Equation 4

For the simulations included in the catalog, that pf dimensionless time to hit the top vs. gravity
number, Figure 5, shows considerable scatter, bunweerse relationship is evident as expected



from the above discussion. The data points orptbecorrespond to various simulations run with
varying porosity, permeability, permeability anigqty, thickness, depth, and perforated interval.

Higher gravity number generally has these effects:

o Preferential vertical movement and thus smalleetimhit the top.

¢ In a dipping aquifer, once the plume reaches thestal it travels faster.

e Trapping is reduced as the plume does not comeritact with as much rock and brine
in the direction transverse to plume movement.

¢ In large perforated sections, only a fraction af@ations contribute to injection.

t=Time to hit top
1 t*=Characteristictime
’ Large t*
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Figure5. Plot of dimensionless time to hit top seal vavigy number. The data points are from
simulations carried out by varying porosity, perbikty, permeability anisotropy, thickness, depth,
and perforated interval.

Using catalog for estimating risk parameters for actual aquifer

The simulation catalog includes cases for low, medand high values of the shaded properties
listed in Table 1. Most aquifers will not have pibperties similar to any one case in the database.
For a particular aquifer, we can estimate the pskameters with simple correlations, or by
interpolation from the closest database case. Msxample of the former, the time to hit the top
seal can be estimated by calculating the gravitylrer and characteristic time)(for the target
aquifer, then using the trend line in Figure 5. affiples of interpolation for lateral extent and
fraction of mobile CQare described in [9].

FAULT POPULATION STATISTICS

In order to calculate the likelihood of interseatiof the CQ plume (or brine pressure perturbation)
with conductive faults, we developed a method basethult population statistics [10, 11]. These
statistics can be measured from available faulerayes (geologic or structure maps) near or at a
prospective site. Combining this information wéh estimate of the anticipated plume size, shape,
and orientation (obtained from the reservoir siriatacatalog) allows calculation of the probability
of the plume encountering a fault of a particulaes

10



Fault Population Statistics

Numerous investigators have found that fault lengtidl displacement populations evolve with
increasing strain, but typically follow a power-lalstribution from low to moderate strains. This
finding is based upon field research (e.g., [1PPysical modeling (e.g., [13]), and numerical
simulations (e.g. [14]). Power-law distributions af the form

Ny o« d Equation 5

where Ny is the number of faults with displacement gredten d, and C; is the power law
exponent.

Fault Density

Values ofNy are dependent upon the area of interest. Thé deeasity of faultsF, is more useful

as it is not dependent on area, which is based@nplime size in the current application. Values
of F can be accurately calculated by measuring thethen§ faults with greater than a certain
displacement in an area and dividing by the argtiucture contour maps are a typical source for
such data. Because values\pfare defined based on scan-line intersections la@@fore contain
length informationF can be substituted féy in Equation 5 [11] and follows the same patterofas
Ng. This substitution yields

F ocd Equation 6
and
logF « -C, logd Equation 7

Equation 7 indicates a log-log plot Bfagainstd will be linear if the fault population follows a
power-law distribution. In additionf: approaches infinity ad approaches 0. This implids
becomes very large at the actual lower limitlofThis suggests a high probability that a given,CO
plume will encounter a fault of some size. Of @mjrmost such faults will have such small
displacements as to not be of serious concerreéage. This suggests that the concern for leakage
should be on faults of a certain size (large endogdtave a high probability of leakage) rather than
on all faults encountered.

Fault Encounter Probability Estimation

The method used by the CF to calculate the probalif a CO plume encountering a fault
proceeds by the following steps.

1) Identify fault coverage(s) (fault-map data) releviana proposed site.

2) Measure fault lengths, orientations, and displacgsom the coverage(s).
3) Define fault orientation modes through plotting amdstatistical analysis.

4) CalculateF at varioudd for each orientation mode.

5) PlotF versud in log-log and semi-log space.
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6) Model F distribution as power-law (or exponential, chaggistic, or some combination
if necessary) with consideration of resolution tiamd possible sampling bias.

7) Use the modelel distribution to define a distribution specificttee proposed site.

8) Calculate the encounter probability at thef interest from site-specifiE-distribution
model, fault orientation modes, and £Plume area, aspect ratio, and orientation
estimated from reservoir simulation.

Fault Cover age(s), M easurements, and Calculations

Fault coverage(s) relevant to a proposed site cesist of oil or gas field structure maps, gas
storage facility structure maps, or regional gemlagaps. Measurement proceeds by fault segment,
rather than by fault. To calculate for a givend, the total length of the fault segments with
displacement greater thah(displacement cutoff) must be calculated. Using measured fault
lengths, displacements, and areas, log-log pletsanstructed of fault density versus displacement
cutoff as shown in the example for the Kimberlinte sn the southern San Joaquin Valley,
California (Figure 6). Note this example uses thitouncation (vertical offset cutoff) instead of
displacement cutoff because most of the faults rmemal and near vertical, so the available
structure maps show only throw, not displacement.

Selected data on Figure 6 are fit to a power-lastrithution. The data appear exponential, with the
data departing from a power-law fit at a throw ¢utd approximately 65 ft (20 m). This value is
consistent with the resolution of the oil and gafdfstructure maps, however. The departure is due
to the resolution limit inherent in mapping rathlean reality. Consequently, the linear fit appears
more likely to represent the actual fault populatio the vicinity of the Kimberlina site, indicagn
that the fault population follows a power-law distition. The power law fit also yields higher faul
density estimates, which makes it more conservdtiga the exponential fit for estimating leakage
risk. Adjusted data and associated power law laeshown on Figure 6 to account for the “finite-
range” sampling effect [15].

12
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Figure 6. Measured data on throw truncation and fault derisitthe Kimberlina site in the
southern San Joaquin Valley, California. Open bae raw data and filled boxes are data adjusted
to account for the “finite-range effect.”

Calculating Plume Fault Encounter Probability

Consider 100 randomly located plumes and a siragidamly located fault of sizZe as shown in
Figure 7. In this case, the probability of intetsmn, g, is given by

Pr(g) = A /A) Equation 8

whereA, is the area of interest aidis the area of the fault. This approach assuhmeste fault or
faults cross the entire area of interésj) (and that each plume only encounters one fathie first
condition is equivalent to assuming that faults large relative tod,, and the second condition is
equivalent to assuming the spacing between fasiltarge relative to the plume diameter. As the
spacing between large faults is generally greditan tbhetween small faults, these assumptions are
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qualitatively in agreement. With these assumptidres plume is centered within a distance equal to
the plume radius;, the plume will intersect the fault (an event egemted by). Given that the
fault has two sides

As =2rL; Equation 9

wherelL; is the length of fault in the study area (showr.am Figure 6)L; can also be written as
the areal fault densitly timesAy:

Li = FA Equation 10
Substituting Equation 10 into 9, 9 into 8, and eding terms gives
Pr(g) = 2rF Equation 11

The value of- is measured from fault maps (as discussed), andalue ofr can be approximated
by numerical simulation. If the plume margin is sosthape other than circular, then Equation 8 can
be generalized to any plume shape by substitutaifjthe plume dimension perpendicular to the
fault, s:

Pr(g) = 2sF Equation 12

The value of can be measured directly from plots of the areapswy mobile C@as modeled by
numerical simulation.

Figure 7. Diagram of 100 randomly located, circular plumed a randomly located fault. Any
plume geometrically centered within the shaded ai#t@ncounter the fault.

14



If the relationship betweer andd is power law, then

Pr(g) = 2sBd Equation 13

whereB is a proportionality constant. For elliptical pias, the plume dimension perpendicular to
the fault §) can be calculated from the plume area, aspeict @tcentricity), and the acute angle
between the long axis of the plume and the fauéntation of interest [11]. As mentioned, this
approach assumes the fault-perpendicular plumerdilme is considerably less than the distance
between faults (fault spacing). As the plume disi@m approaches the fault spacing, this approach
will overestimate Pr) because the chance a plume will encounter twitsfauill be non-negligible.
Consequently, this approach is more prone to fadsitives than false negatives for risk mitigation.

Numerical simulation indicates the ¢@lume at the Kimberlina Pilot site in the San Joaq
Valley, California, will be elliptical due to theighing reservoir. The sealing formation over the
storage target at the site has a vertical thickrésapproximately 180 m (590 ft). A throw
truncation equal to the seal thickness is one fimldsof concern (although such a fault may not be a
leakage conduit due to its reservoir propertiesle adjusted fault density equation on Figure 6
indicates the average fault densify, at this throw truncation is 0.028 km/kr(0.046 mi./m).
This is a low density, so the condition that tha@tf@erpendicular plume dimension is much smaller
than the spacing between faults is sufficiently metise the probability estimation of Equation 12.
The distribution of P at this fault density and simulated plume ared,Jarying plume aspect
ratios and orientations, is shown on Figure 8. Jihmlated plume has an aspect ratio of 1.32 and a
plume axis to predominant fault angle of 70°. @itkeese values, the Kimberlina plumedpifor a
fully seal-offsetting fault is 3.3%.

W 4.5%-5.0%
W 4.0%-4.5%
E3.5%-4.0%
03.0%-3.5%
02.5%-3.0%
02.0%-2.5%
E11.5%-2.0%

30

acute angle between fault and plume axis

7 "

1 125 15 175 2
plume aspect ratio (length/width)

Figure 8. Probability the Kimberlina plume will encountefaault fully-offsetting the seal as a
function of the plume aspect ratio and the angtevéen the plume axis and the fault.
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Summary

The probability of CQleakage via a fault is the product of the probghbdl plume will encounter a
fault and the probability of flow occurring alonggtfault through the seal. As described, the forme
probability can readily be calculated. The lagissbability is dependent on the reservoir propsrtie
of the fault zone with respect to G@ow (permeability, relative permeability, porositresidual
saturation, capillary entry pressure, etc.). Thebability distribution of these properties are
currently poorly constrained, and are a criticade@ch area for GCS, as well as oil and gas
exploration and production, nuclear waste repogiteelection and design, and groundwater
hydrology.

PROBABILITY OF FAULT CONNECTIVITY

The objective of the fault connectivity model compat is to provide a methodology for calculating
P, the probability that a COplume will encounter a system of conduits thatasnected to a
compartment that may be impacted by leakage anskgantential health, safety and environmental
issues [16, 17]. The fundamental problem addrebsethe approach is presented graphically in
Figure 9. The fault population statistics approat#scribed above allows estimation of the
likelihood of a CQ plume encountering a fault large enough to beakadge conduit. However, it
does not address the question of the likelihoothaf conduit connecting to a compartment much
higher in the stratigraphic column, e.g., to USD\WNor does it account for the likelihood of that
conduit connecting to another conduit, e.g., amatbaductive fault. To address this issue, analysi
of the likelihood of existence of a fault networkish be considered as discussed in this section.

The probability that the C{plume leaks into a compartment through faultgactfires is related to
(1) the geometric characteristics of the systentafduits (i.e., distribution and connectivity of
faults and fractures) between the storage reseatdt the compartment, and (2) the size and
location of the C@ plume. For a site (which includes the storagenfdion and the geological
formation above it) to be selected for GCS, sonut fand fracture distribution data are expected to
be available. However, the information on the aondystem is usually limited and highly
uncertain. Moreover, the location and size of @® plume are also highly uncertain given the
uncertain properties of the deep storage resernddierefore, it is a challenge to predict (1) wieeth
the conduits are connected, and if so, (2) the ghitity that a CQ plume will encounter the
connected pathways.
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Figure 9. Schematic geologic cross section (not to scaleyvsiy CQ injection well, CQ plume,
reservoir, sealing formation, overlying formatioasd potable ground water, along with conductive
faults that may or may not intersect as indicatethle question marks.

M ethodology

The proposed approach includes four steps: (1inasti a critical valueof) for the parametes,
which is related to the density of conduits (faaltgl fractures), such that when this critical vatue
reached, the system is on average connected betheeatorage formation and a compartment; (2)
estimate the probability that the €Blume will encounter the connected conduits feystem with

a > o, for various distributions of conduits, systemesiand C@plume sizes; (3) construct fuzzy
rules that relate information about the conduiteysand C@ plume size to leakage probability;
and (4) for given system characteristics, prediet probability that a COplume will escape from
the storage formation to a compartment through ectaa conduits.

We make the following assumptions:

e The system under investigation is a square, twcedsional (2D) cross section with
sides of length..

e Faults/fractures are randomly oriented.

e Faults/fractures considered are conductive.

e Faults/fractures follow a power-law length disttion.
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The third assumption means this method providespger bound estimate of leakage probability.
The method assumes if a “conductive” pathway existkage along the pathway will occur, which
discounts flow dynamics. For instance, flow may reach the compartment given the limited
duration of any actual injection and/or matrix peahility along the pathway.

Estimation of Critical Value a,

Among different models for describing fault lengtistributions, the power-law distribution is the
most widely used [18, 19, 20]:

n(l,L) =a (L)I"? Equation 14

wheren(l, L)dl is the number of faults having a length in thegef, I+dl], a(L) is a coefficient of
proportionality that reflects fault density and degds on the system site (assuming a square
system with sides of length), anda is an exponent, which typically varies betweemd &. It is
apparent from Equation 14 that the power-law distion contains no characteristic length. This is
the key argument for using power laws to descrélodt growth processes [21].

Percolation theory [22] has been applied to stiidydonnectivity of fault systems. In percolation
theory, a parametgris used as an average measure of the geometgenties, generally related to
the density of elements, which also provides inftion on the connectivity of the system. The
percolation thresholg, is defined as the critic@ value below which (on average) the fault system
is not connected, while whemis above the critical valup,, the system is connected. In other
words, 50% of the systems at the percolation tldslare connected. Bour and Davy [22]
presented an analytical expression for the peiicolahreshold for a fault system following a
power-law length distribution as:

ag (L) 7312
e

pc(L) = I —d| ac (L) 2d Equation 15

If lex< L, the second term on the right-hand side dropsaodtthe first term integrates .
instead oL.

Bour and Davy [22] also demonstrated that the paticm thresholdp,(L) does not present
significant variations with.. For a power-law fault length distribution witmyavalue ofa, the
computed values gi,(L) are around 5.6 in two dimensions. By setfipgo 5.6, an expression for
the critical fault densityx (L) can be obtained. Equation 15 can be normalizéu nespect td,n,

wherea (L) = ac(L)Ir;ﬁfl . The subscrips indicates normalized values with respect to
smallest fault siz&;,.

For a given system, we can calculate the critiGahmetera.(Ls) and compare it to the actual
parameterx(Ly). If the actual density is much smaller than ¢h&cal value, we can conclude that
the system is not connected and the; @lome will not be able to leak out through theltfaystem.
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Generation of Conduit Network

To estimate the probability that a €Plume escapes through the connected conduits eauthes
compartments for a system witl(L) > a(L), we vary system parameters to generate discrete
fracture networks and perform Monte Carlo simulagio Three types of uncertainty are considered.
The first results from our lack of knowledge of gystem properties. This uncertainty is considered
by using fuzzy-rule-based modeling to propagate uheertainty of the input parameters in
estimatingP.. The second is the uncertainty in the generatiothe discrete fracture network
itself. Even for systems with the same paramdieig, system size and fracture distribution), the
generated network could have very different conwigiets. This uncertainty is considered by
conducting Monte Carlo simulations. The third wteiaty is in the size and location of the £0
plume. In the simulation, we will vary G@lume size and use a moving average to consiéer th
uncertain location of the plume.

The parameters varied in the fracture network gaimer andP, calculations are the normalized
system sizels, the normalized maximum fracture lendthy s the exponenta, the ratio of
ayLs)/ aLs), and the normalized plume silek.

For each of the realizations of the generated mitvtibe outcome has the following format:

IF Ls= Ly, lnaxs= 1, @a= ag, r = a(Lyla(Ls) =1, andMg= M,
THEN the probability that a Cplume escapes from the storage reservoir through a
connected network of conduRf,) isb.

wherel,, I;, a;, r; (ry > 1), andM; are the numerical values of the varying parameterthe
simulation (crisp numbers) which should cover akbgible values considered.

Construction of Fuzzy Rulesfor Calculating Pjex

Fuzzy set theory, introduced by Zadeh [23], hasmnhesed to deal with approximate (rather than
exact) reasoning. In a fuzzy statemeitis a fuzzy number that reflects vagueness. Meshiger
functions of a fuzzy number can have different sisapTypically, triangular, trapezoid, or Gaussian
memberships are used. Fuzzy rules can be useddelsystems with imprecise or uncertain
information. These rules can be developed usimerxopinions, existing data, and qualitative
information. Alternatively, fuzzy rules can be gested through numerical simulations. In our
case, we use results from the fault network geinerats a training set to construct fuzzy rules of
connectivity.

An example of a fuzzy-rule statement using trianguhembership functions is as follows (the
numbers in this statement are dimensionless nuntbatsare normalized with respect the smallest
fracture size):

IF a=(1.1, 1.5, 2.0) AND; = (50, 100, 200) ANDyy = (50, 100, 200)
AND r = (0.75, 1.0, 1.25) AND, = (0.2, 0.4, 0.6)
THEN Peg = (0.01, 0.12, 0.18)

wherer, = MJLs. Using the centroid method, the final defuzzifiedy for this rule (when it is
fulfilled) is 0.1.
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Calculation of P for a Given System

For a given system, the first step is to calculatél ) and compare it tax(Ls). If the latter is
smaller,Pie = 0. Otherwise, the above fuzzy rules are usédfén P.,,. TO aggregate fuzzy rules,
one option is to use the normalized sum combinatiethod proposed by Bardossy and Duckstein
[24]. Another option is to use the Mamdani-typeience system provided by the Matlab Toolbox,
which uses a maximum combination method to aggeefgatizy rules.

To demonstrate the approach, we use fuzzy rulpsetictP . as a function of, (CO, plume size
divided by system size) for a system wiatlof approximately 1.9, s of approximately 100, of
approximately 100, and a few valuesrof ag(Ls)/ac(Ls). The final defuzzifiedP e are shown in
Figure 10. Details of the method are presentethang et al. [17].
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Figure 10. Fuzzy-rule based prediction Bfy as a function of normalized G@lume size for a
system witha = 1.5, },.xs= 100,Ls= 100, and different values of ag(L¢) oL ).

Summary

This fuzzy rule-based model component of the Csisd to estimate the probability &) of the
plume intersecting a connected network of faultéractures that also intersects a compartment in
which impact may occur. The main computationabrefbf the approach lies in the numerical
generation of the fracture networks. However, trily needs to be done once to provide the basis
for constructing the fuzzy rules; predictive simidas are then performed very efficiently using
these fuzzy rules. The uncertaintyRyfy is predicted by propagating the uncertainty in ithput
parameters. The method can be extended to apgiyirie leakage risk by using the size of the
pressure perturbation above some cut-off valubegffective plume size. The method can also be
extended to account for non-random fault/fractutientations, stratigraphic connections between
faults/fractures, and three rather than two spdtiakensions.
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WELLBORE FLOW

The wellbore flow model component is used in thet€model leakage up wells [25]. The focus of
this work in on the upward (or downward) flow iretlvell occurring either in the tubing, within an
annular region between casings, or between thagasid the rock, all of which fall into non-Darcy
flow regimes. Regardless of the region in whiawflis occurring, physical processes involving
viscous or turbulent flow, phase change, and adweend diffusive mass and heat transfer are
relevant. In this work, we focus on two-phase flofvCO, and brine with non-isothermal effects
and neglect well cement degradation and geomechanic

M ethodology and Verification

The approach we use for describing wellbore flowased on the drift-flux model (DFM) [26] for
transient two-phase non-isothermal flow of Sater mixtures. Conservation equations for mass,
momentum, and energy under different flow reginmethe wellbore are solved numerically while
wellbore heat transmission is handled semi-analyyic We implement the DFM in TOUGH2 [27]
with the ECO2N equation of state module [28]. Tuwmventional approach for calculating the
mixture velocity in the DFM is often based on theasly-state pressure loss equation for wellbore
flow [29]. To improve simulation performance in lbere flow processes involving high fluxes,
we have extended the DFM to include the transienmbg of the momentum conservation equations
in calculating the velocity from the pressure geadli

To calculate the mixture velocity, we use the tramsmomentum conservation equation with the
steady-state assumption about the wall shear stress

0 0
—(oum)+——

ot aLW(p i’ == s

=———-———0 _pgcosd Equation 16

whereu,, is the mixture velocity in the wellborg,, is a length of the wellbore section (positive
upward),p is the mixture density, anflis the local angle between wellbore section andséntcal
direction. The friction coefficientf) is a function of the Reynolds number (Re) for laminzd a
turbulent flows (Re = u,d/x wherey is the mixture viscosity andlis the wellbore diameter) and is
given by

f :ﬁ for Re < 2400, andl—:—ZIog 2/d - 5'02Io (Zgld +Ej
Re Jt Re 37 Re
for Re > 2400 Equation 17

[29]. When the system reaches steady state thecenisans accumulation, and Equation 16 reduces
to the pressure loss equation [30] given by

f p u?
dp _ P m +p udu—m +p gcosd Equation 18
dL,, 4, dL,,
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To verify the wellbore flow solution approach, we siatatl a case of steady-state single-phase
water flowing up the wellbore at Z& at a rate of approximately 2 kg/s and compared thatre
with the theoretical pressure profile along the wsltalculated from the steady-state pressure loss
equation. A sketch of the model system used far\hrification problem and for the test problem
that follows is shown in Figure 11a. The initialnditions are hydrostatic pressure, temperature
varying linearly from 15-48C, and 100% water in the well. In the verificatioolgem, we set a
higher pressure at the bottom boundary and ran the ntodsteady state (at ~2 kg/s) under
isothermal conditions (2%C). Shown in Figure 11b are the theoretical and called| pressures
along the wellbore, along with the relative error shawin very close match. This verification
problem confirms the ability of the code to solvet@ady-state single-phase flow up the well.
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¢ = 0.50, S variable) Initial Conditions

Figure11. (a) wellbore boundary and initial conditions. (b) dieatate pressure and relative error
in flowing well for verification.

Example Results

We present here results for a case of two-phase flomnugpen wellbore. The scenario envisioned
is that of the encounter of the edge of a migra@@y plume at 10% phase saturation encountering
an open well initially filled with water. The focus on flow in the wellbore, and we assume
residual gas saturation in the reservoir is 0.05. Staftom hydrostatic conditions, an overpressure
of 0.1 MPa (1 bar) is applied to the reservoir.

With reference to Figure 12, we observe in this tesblem the early-time upward flow within the
well of water at all depths as driven by the 0.1 M¥essure perturbation at the bottom. Gas flow
does not begin until approximatetly= 20 s when gas is present at the bottom.t By-500 s, gas
flows at the middle and top of the well. The floate of CQ reaches approximately 1.4 kg/s in this
open wellbore case and the final Reynolds numberbeiveeen 5.1 x T0(at bottom) and 4.7 x £0
(at top).
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Figure 12. Flow rates and velocities of G@nd water at three levels in the well (bottom, middle
and top).

Further insight into the processes modeled can benebtarom Figure 13 which shows gas
saturation, gas density, pressure, and temperaturegtiootithe well as a function of time. As
shown, the well is initially filled with water andag progressively fills the well from the bottom up.
After 30 minutes (1800 s), gas is fairly evenly disttdalithroughout the well from 10% at the
bottom to nearly all gas at the top. The reasongHisr increase in gas saturation are (1) the
exsolution of gas from the liquid as pressure drops(2nthe large expansion that €Gndergoes
as it transitions from supercritical to gaseous comatti This transition occurs around the critical
pressure of 7.4 MPa (74 bar), at a depth of approxign8@ m. The gas density plot in Figure 13
shows the sharp decrease in gas density at depthsda8®® m. Temperature also affects,CO
solubility, but temperature becomes relatively camstas steady flow develops, resulting in
decreasing COmass fractions being controlled mostly by pressiiee temperature contour shows
the evolution from a conductive profile controlledthg geothermal gradient to an advective profile
controlled by upward fluid flow. In between the ialtiand steady states, there are some local
maxima and minima arising from expansion and disswiudf CO; as gas phase rises upwards.
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Figure 13. Profiles of gas saturation, gas density, pressaceteanperature in the wellbore as a
function of time.

Summary

We have developed a wellbore flow simulator that n®teo-phase C&brine mixtures for use in
GCS leakage and injection studies [25]. This satiah capability was developed for quantifying
potential leakage up wells using pressures and dasatsans at depth of COmigration and
pressure propagation that are calculated by reservaitaion. Although the test problem is based
on flow up an open borehole, the approach can be fasdtbw in an annulus region by suitable
modifications of roughness coefficients and geometaiameters. The fundamental elements of
advection, diffusion, and phase change are indeperdehe particular flow geometry. Similarly,
the approach can be applied to leakage in non-veaichhorizontal wells with the caveat that flow
in the well is always 1-D.

DENSE GAS DISPERSION

Dense gas dispersion capabilities were developed hfierGF by modification of an existing
numerical weather simulation model [31]. This comgmnof the CF is intended to allow
guantification of CQ concentrations in the NSE compartment. Becausesptmeoic dispersion of

CGO, is driven by gravity (gas-density contrast) and wihe,danger from CQs greatest in regions

with topographic depressions where the dense gasamngr under stably-stratified background
atmospheric conditions which further inhibit mixingdadilution of the gas.

We have used the new capability to demonstrate liliéyaof common topographic depressions to
trap accumulated CCfor extended periods and at concentrations that dxioedts allowable for
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continuous or instantaneous exposure; accumulatedc@®persist for shorter periods even under
high ambient winds. A variety of simulations of fdient release strengths and background
atmospheric conditions allows the generation of alogtof results analogous to the reservoir
simulation catalog that can be queried to identifyandous scenarios.

Approach

We extended a mesoscale atmospheric model (Advaneguril Prediction System (ARPS)) to
predict dispersion of releases of dense,@@s. ARPS allows specification of complex terrain,
land-surface fluxes, heterogeneous land cover, timendepé weather forcing, etc. and can be run
as a large-eddy simulation (LES) code that solves lineetdimensional, compressible, non-
hydrostatic, filtered Navier-Stokes equations. ARP&eiscribed in detail by Xue et al. [32, 33].

ARPS was modified to include a scalar-advection diffa equation for dense gas transport
described by the equation

opXe , OPXe | OPK,  OpX, 25(KT 5/3Xc]+a e, IPXe +5(KT apxcj
ot OX oy 0z 0oX oX oy oy 0z 0z

+V C+w
Equation 19

whereX; is the mass fraction of the gas in a particular, cel, andw are the velocity components
in the x, y, and z directions, respectivelyr is the turbulent eddy diffusivity, and is the total
density in kg/m. Note that the entire quantipX. is solved for at each time step (i.e., the two
guantities are not calculated separately). Actiaasdi.e., dense gas) transport required modifying
two areas of the model: (1) calculation of density &) calculation of buoyant forcing in tie
equation. This allows incorporation of the total slgn(due to air and the dense gas) into the
buoyancy forcing, which appears in the vertical momen¢quation. The density field thus couples
the equation describing transport and dispersion ofdtrese gas with the momentum equations,
causing the model to feel the effects of density-driflev. Note that the ARPS system of
governing equations does not allow for large massefluacross a boundary, hence the current
formulation can accommodate instantaneous releasgs o

Passive vs. Dense Gas Dispersion

The behavior of dense gases such as be quite different from that for passive traceiigh(
neutral buoyancy) due to density effects [34]. Fom@la, a plume of COwill spread laterally
over flat terrain even in the absence of wind becdusealenser than the surrounding air. Driven by
density effects, a COplume will spread more quickly than a neutrally-budygas which spreads
only through diffusion, giving the counter-intuitivesult that ground-level concentrations can drop
more quickly for a dense gas than for a passive gasrttander calm conditions. The hazard of
prolonged exposure to GGat high concentrations, however, lies in the faett topographical
depressions or basins provide preferential sites forraalation and immobilization. The presence
of negatively buoyant gas in sufficient amounts pegvent the scouring of the gas from a basin by
ambient winds.

The impact of topography and ambient conditions cailas dispersion can be illustrated through
examination of a two-dimensional idealized basincdbed by mirror sigmoid functions.
Simulations using the new capability were performada computational domain of 200 x 60 grid
cells, withAx = 5 m and a stretched grid in the vertical with aimimm resolution oAz = 0.25 m
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and an average resolution of 2 m. The top and bdvtmumdaries are rigid, and there is a Rayleigh
damping layer beginning at= 80 m. An instantaneously released mass of i€@itialized at the
bottom of a depression. A logarithmic wind profike initialized across the domain and held
constant as an inflow condition on the left, asvaman Figure 14. The passive scalar is quickly
transported out of the basin (solid lines), while th®, @lume (gray contours) lingers in the basin
even under strong winds (~5 m/s).
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Figure 14. Scouring from a 2D trench. Shaded contours show fret®on of CQ (CO, mass
fraction is highest at the deepest part of the treant)solid lines show passive tracer. Profiles on
left indicate driving wind at left edge of domain.

CO, Atmospheric Dispersion Catalog

A catalog of CQ dispersion and accumulation scenarios, analogoubketaeservoir simulation
catalog, was created for different topographies, relsasnarios, and meteorological conditions.

Four types of terrain were used in the simulation séesta(A) completely flat ground, (B) flat
ground interrupted by a long trench of depth 10 m, [@)dround interrupted by a step change in
elevation (shelf) of 10 m (a half-trench), and (D) a $ebliing hills of maximum amplitude 50 m
(see Figure 15). The domain size is (203, 143, 43) guidtp in thex, y, and z directions,
respectively, for all cases except the rolling terrahere it is (163, 203, 43). The simulations all
use the same grid spacingx(= 4y = 5 m,4z,4 = 2.5 M4z, = 0.25 m near the ground, stretched
above) and time stepdt(= 0.02 s4r = 0.002 s). Lateral boundary conditions are zero-gnadie
Top and bottom boundaries are rigid walls, with a Bg-lcondition specified at the bottom
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boundary to account for surface drag (as is typicallimesoscale prediction models). A Rayleigh
damping layer is used at the top of the domain al®¥em. All simulations use a 1.5 order
turbulent kinetic energy formulation for the large-eddyulation turbulence closure.

Wind speeds were chosen from the following set: O(oabkn conditions), 0.5 m/s, 1 m/s, 2 m/s, and
4 m/s. Winds were initialized uniformly over the dama Shear develops at the ground after the
simulation is started due to drag at the surface (caynelipg to an effective roughness height of 0.1
m). A range of wind directions can be selected bumdwifrom the west were applied in the cases
shown here. Neutral stratification and weakly stab&nditions (with a vertical potential
temperature gradient of approximately 0.01 K/m) wereseho Releases are considered to be
instantaneous, with a magnitude of either 1,000 kipiihe) or 10,000 kg (10 tonnes) of £ the
surface. A uniform hemispherical instantaneous relisesgecified, with a radius of 15 mxrandy

and 6 m irz for the 1,000 kg release, or 30 nxiandy and 14 m irz for the 10,000 kg release.

Figure 15. Rolling terrain used for catalog of ideal simulations

For each case scenario, a number of parameters aretextfac analysis of plume extent and
dilution time. Three concentration threshold levets eéhosen which correspond to a Short-Term
Exposure Level (STEL) for 15 minutes. The thresholddased on mass fractions (i.e. kg 4@

air) of 0.01, 0.03, and 0.1, which correspond to commatans of 10,000 ppm (1%), 30,000 ppm
(3%), and 100,000 ppm (10%). Severe headaches, diffusating, and labored breathing begin at
30,000 ppm. The OSHA (U.S. Occupational Safety &fedlth Administration) occupational
exposure standards are 0.5% ,Cfor a 40-hour work week average and 3% for a 15-minute
exposure. The maximum instantaneous limit is 4%thke exposure standards must be satisfied
[5]. In addition to plume extent, local exposure tinfis seconds) are provided for each of the
chosen thresholds. Thus, if the overall exposure tingreater than 900 s (15 min) for the 0.03
mass fraction threshold, the STEL will have been esed. A series of three figures showing
ground level concentration at 300 s, 600 s, and 9@0psovided for each simulation. A second
series of three figures shows the amount of time sg@mte the three threshold concentrations as a
function ofx,y location, indicating which portion of the domairaisrisk for exceeding the STEL.
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Two examples of catalog results are given in Figufearid 17 for the rolling hills: Case D1 with
no ambient winds, and Case D1 with a 1 m/s westeiygl. Both are initialized with a 10 tonne
release of C@ The source location is marked with an ‘x’. Withwimds, the CQ flows downhill

and collects in the valley. With a 1 m/s wind, thmary direction of plume spreading is still
down-gradient (perpendicular to the mean wind directianfh significant accumulation in the
valley. A portion of the plume even travels upwirfdtlee source location. A large area in the
valley exceeds the 0.01 threshold, and a smallerexeseds the 0.03 concentration threshold for
more than 15 minutes. Note that the threshold cositand statistics are calculated based on data at
60 s intervals.

Surface mass fraction at time = 000900 s

Surface mass fraction at time = 000300 s
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Figure 16. Case D1. Rolling hills with no winds, 10,000 kgeaede (marked by ‘x’). Top panel
shows surface COmass fraction contours. Bottom panels show expdsueeabove each threshold
level (in seconds). Black lines show terrain contours.
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Surface mass fraction at time = 000300 s
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Figure 17. Case D2. As in Figure 16 but for 1 m/s backgroundisin

Summary

The model component on atmospheric dispersion irCtheallowed the generation of a catalog of
idealized simulation results to demonstrate featuredense gas dispersion and to create a tool to
allow stakeholders to carry out risk assessment forréicpiar CO, storage site by querying a
database. A set of 22 simulations was performeihtestigate the parameter spaces described
above, including topography type, wind speed, stgbihnd release strength. It was found that
topographic depressions of only 10-50 m in depthlead to accumulation of GCat hazardous
exposure levels. Future work will be directed at agldiflux-type boundary condition capability to
ARPS to handle incipient GQeakage.

CONCLUSIONS

Although the CF invokes major simplifications of actual GCS system, it requires sophisticated
model components to carry out the analysis. We pasgented above brief summaries of the five
significant model components we have developedherGF. Further details of the methods can be
found in the references. Although the approachesiteschere are anticipated to be effective in
many cases, undoubtedly applications of the CFdtlitianal sites will reveal shortcomings and
more effort in developing model components and/or dyidg assumptions will be needed as the
number and scale of GCS projects increase.
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