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ABSTRACT 

Detection of radioactive materials in an urban environment usually requires large, portal-monitor-style radiation 
detectors. However, this may not be a practical solution in many transport scenarios. Alternatively, a distributed sensor 
network (DSN) could complement portal-style detection of radiological materials through the implementation of arrays 
of low cost, small heterogeneous sensors with the ability to detect the presence of radioactive materials in a moving 
vehicle over a specific region. In this paper, we report on the use of a heterogeneous, wireless, distributed sensor 
network for traffic monitoring in a field demonstration. Through wireless communications, the energy spectra from 
different radiation detectors are combined to improve the detection confidence. In addition, the DSN exploits other 
sensor technologies and algorithms to provide additional information about the vehicle, such as its speed, location, class 
(e.g. car, truck), and license plate number. The sensors are in-situ and data is processed in real-time at each node. 
Relevant information from each node is sent to a base station computer which is used to assess the movement of 
radioactive materials. 

Keywords: distributed sensor networks, radiation detection, heterogeneous sensors 

1. INTRODUCTION 

Many vehicle surveillance radiation detection applications utilize portal monitor-style radiation detectors. These 
detectors are extremely accurate, but are large and costly. Additionally portal monitors require the use of traffic choke 
points to ensure vehicles pass through the portals at slow speeds and in a single-file configuration. This approach is 
viable in applications where a limited number of traffic routes are to be monitored in high value areas where significant 
sensor cost is tolerable. In such applications personnel are readily available to investigate potential alarms immediately, 
thus ensuring false alarms are quickly mitigated. 

In contrast there are a host of applications in remote areas where choke points do not exist and personnel are not readily 
available. In these instances small, dispersed, autonomous and cost effective sensor systems are needed to provide a 
warning of potential threats, particularly for rapid deployment. These systems, though, need to maintain extremely small 
false alarm rates, a task that is extremely difficult given the requirement for small, low power, radiation detection 
technology. 

Research is ongoing at LANL developing networks of heterogeneous, low cost sensors. This approach ensures data 
from several types of sensors are combined to provide highly confident decisions as to the presence and type of vehicles 
in remote, monitored regions and the presence of radiological material. Such networks process raw data at the sensor 
and propagate the multi-modal information over the nenyork, allowing timely decisions to be made remotely by 
monitoring personnel. Instead of relying solely on a single large radiation detector, decisions are made based on a 
combination of corroborating evidence from multiple sensors. In our field experiments the monitoring network 
employed seismic sensors to detect the presence of a vehicle, acoustic sensors to determine the type of vehicle, photo 
sensors to collect license plate information about the monitored vehicle, wide-area video surveillance to provide tracking 



information and radiation detectors to determine the presence of radioactive materials. Such a system has been 
successfully demonstrated in remote canyons within the LANL complex and has the ability to significantly alter the 
methods currently utilized to provide wide area persistent surveillance. 

The remainder of this paper is organized as follows: Section 2 describes our approach for detection of radiological 
materials in moving vehicles and how it compares to that of the research community. Section 3 discusses the 
heterogeneous sensors nodes; the algorithms, deployed system implementation. Section 4 explains our field experiment; 
the communication system, base station graphical user interface (GUI), and field test setup. Finally, in Section 5 we 
show our system test results for the DSN and share some of our field experiences. 

2. RELATED WORK 

Simulation test beds are an important first step in any sensor network system. However, moving from the simulation test 
bed to hardware implementation is costly and time consuming for any deployed system whether the system is a satellite; 
a mobile robot or a sensor network. Most sensor network research for radiation detection is in simulation only, such as in 
Parunak's [2] simulation for radiation detection and situational management, a large dynamic spatio-temporal 
configuration of sensors are used. Others discuss the challenges and possible solutions of transportation security, 
including intra-modal transport venues, using knowledge discovery tools [1]. 

In our own previous work, the Distributed Sensor Network project at LANL looked at the feasibility of a small network 
of sensor nodes using PDA-sized platforms for processing raw gamma counts [3]. In [4] and [5] the feasibility of a 
network of detectors for measuring radioactive materials along a known trajectory and the ramifications thereof are 
examined. In [6] the effectiveness of scaling large numbers of nodes (greater than 10) and changing source trajectory 
parameters versus the computational demands required for such a task are explored. 

In this paper we report our attempt to implement a deployed multi-modal s~nsor network for the detection of moving 
radioactive materials along a roadway. The goal of this work reported herein is to implement the system using low 
power, Commercial Off-The-Shelf (COTS) hardware and thereby evaluate its effectiveness. Our approach is to use low 
power, wireless sensor nodes. For detection of radioactive material, mUltiple radiation detectors sum spectra using 
coherent addition to obtain an increase in signal-to-noise compared to a single detector, thus, by increasing the number 
of detectors, the collected spectrum is significantly improved. We determined through experimentation that 
approximately 40 radiation detectors (NaI scintillators per Section Error! Reference source not found.) could give 
adequate coverage over a given region to detect with good fidelity. Details are provided in Sections 3.3 - Error! 
Reference source not found •. 

3. HETEROGENEOUS SENSOR NODES 

This section describes the system configuration, algorithms, and implementation for the three types of sensor nodes in 
our DSN system: vehicle class identification, vehicle license plate detection, and radiation detection. 

3.1 Vehicle Class Identification 

The goal of this vehicle classifier node is to classify vehicles as they approach the region into one of three categories: a 
small compact car, a moderately heavy vehicle and a very heavy vehicle. For our training and testing we chose a 1994 
Honda Accord LX, manual drive compact car, a 2006 Diesel Chevy C4500 4x4 truck, and a 1994 HumV H-l with a 6.5 
L Detroit Diesel Engine as representative vehicles of each category. We assume that vehicles do not enter the monitoring 
area concurrently. Particular challenges and assumptions for this classifier node are: (1) Vehicles travel between 10 to 40 
mph and stay within the influence region of the sensors for a very short time of 1 to 2 seconds only; (2) The audio 
spectral signature of the vehicle can change over time; (3) The algorithms cannot be computationally intensive. 



Vehicle classifier implementation 

The vehicle classifier node developed uses seismic and acoustic sensors connected to a Crossbow Mica2 mote and a 
Stargate respectively (see Figure I). The seismic sensor is a GeoSpace geophone placed 50 feet from the road to 
eliminate acoustic feedback in the sensor. The geophone is connected to the Mica2 via a custom signal conditioning 
interface board and a 16-bit AID board. The acoustic sensor is a Samson COIU USB Studio Condenser Microphone, 
placed 10-12 feet from the road and mounted I foot off the ground. The microphone is connected directly via a USB port 
to the Stargate (400 MHz, Intel PXA255 Processor, Linux based). The microphone has directional response and is 
mounted facing toward the roadway. Windshields on the microphones help filter wind noise. 

Figure I Mica2 mote, signal conditioning box, seismic sensor (left). Stargate and acoustic sensor (right) 
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Figure 2 Frequency characteristics of seismic detection 

This implementation uses the Mica2 mote to trigger an event based on seismic information. The event is transmitted to 
the Stargate processor over the 900 MHz radio link. The Stargate then samples the microphone and processes acoustic 
information and sends a classification to a base station computer (via an 802.11 network). We use this method of seismic 
detection triggered acoustic sampling and processing because it is an energy efficient way of fusing the multi-sensor 
information to yield a single classification, i.e. the seismic detection runs continuously at approximately 60 milliWatts 
compared to the Stargate/acoustic processing which takes about 2.4 Watts. Moreover, the frequency characteristics for 
seismic detection show very similar peak frequencies (see Figure 2) so more frequency analysis would have to be done 



in order to develop an accurate classification using seismic data and the Mica2 does not have sufficient computing 
capabilities to do this. For these reasons, we choose to combine both seismic and acoustic sensors to achieve a more 
reliable, energy-efficient classification. 

Vehicle classifier algorithms 

The geophone is sampled at 100 Hz. The Mica2 mote computes the Haar Wavelet on a moving window of 128 samples 
every 10ms using 10 new samples each round and 118 samples from the previous round. The Haar wavelet is computed 
up to level 2 which computes the energy estimate of the 12-24 Hz band via the average of the coefficients of this band. 
The variance of the energy estimate is computed on a moving window of size 20 (see Figure 3). A variance threshold is 
used for vehicle event detection. A trigger is sent to the Stargate over the radio link when a vehicle event occurs. The 
Haar Wavelet is chosen for it's low-level of computational complexity which was required due to the 8-bit computing 
capability of the A TMEL processor on the Mica2 [7] and also because of the narrow peak frequency observed for all the 
vehicle categories. 

14000 

12000 

'S 10000 
c: 
~ 

£: 8000 
~ 
N 

~ 6000 

'" 
~ 4000 

2000 

0 1 ~"'~ o 20 40 60 00 100 120 140 160 
Time (seconds) 

Figure 3 Moving window variance characteristics of 12- 25 Hz band for a 'truck' class 

Upon receiving a trigger, the microphone is sampled at 4 kHz. There are four sources of sound collected by the acoustic 
sensor, i.e. road/tire, engine, mechanical and air current noise. For the classifier, a 512-point integer FFT is implemented 
on the Stargate. The 5l2-point FFT is computed every 125 rns to obtain the spectral characteristics of the data, yielding 
an 8 Hz resolution. Frequencies lower than 64 Hz are not used due to variations in the microphone response and 
temporal variations (wind) at these lower frequencies . 

We fust obtain training data sets using multiple runs through each vehicle at different speeds. We use the samples 
collected during the 2 seconds when the vehicle is closest to the microphone for the training. We then identify the ideal 
feature vector set to do the classification between each pair of vehicles. For example to classify between a car and a 
truck, we use a 10 coefficient vector, formed by the average energy of 10 equally spaced bands in the 224 Hz to 368 Hz 
range because the spectral characteristics of the truck shows a distinctive spike in response at those frequencies. We use 
Fisher Linear Discriminant Vector analysis to identify the best projection vector given the training data. We obtain a 
similar projection vector to distinguish whether the vehicle is a Humv or a car/truck. These projection vectors are 
computed offline in matlab and then copied into the classifier program running on the Stargate. 

In every round, the Stargate simply computes the dot product of this vector with the feature vector obtained in that round 
to perform the classification. The Stargate first classifies whether the vehicle is a Humv or either of car or truck. Then it 
classifies whether the vehicles is a car or a truck. We fmd that this is the classification order that maximizes the distance 
between classes. 
















