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A lou!!;-standing limitation in the use of lllolecular dyuamics simulation 

is the-1t it can only be HDPlied directly to processes that take 

llctnoseeomls or 1)1COSee011(\ if 

\v(' processes of iuterest in chelll­

biochemistry, and materials science require study over micrm;econcis 

beyond. due either to the natural timescale for the evolution or to the 

of the experiment of interest. Ignoring the case of liquids xxx, the (lynanucs on 

timc scales is typically characterized by infrequent-event transitions. from 

state to state, usually involving an ell(~rgy barrier. There is a and venerahle 

tradition ill chelnistry of nsing transition state thcory 10, 2~11 to 

rate constants for these kinds of processes. If 

to tiw TST can be 

computed to achieve an accuracy suitable for problelll at These rate 

const·ants then allow 11S to nnderstall(i the behavior on time 

we can directly with ~ID. For complex systems ,,·it.h many reaction 

the TST rates call be fed into a stochastic sinmlation procedure snch as 

kinetic tdontp xxx, and a direct sil1lulation of the advance of the system 

through its possible states can he obtained in a probabilisticaU~' exact way. 

A problem that has hecome more evident in recent years, however, is that 

many s,vstemH of interest there is <l complexity that llln.kes it difficult. if not 

impol)sible, to determine relevnnt reaction paths to TST should 

be is a seriolls issHP, HS transition can 

conseqlwllces on til(' 

OWl' the last decade or HO, we methods 

for treating 

than 

\ve retul'll instead to a l1lolecular treat ment, in which the 

state of the "vetom Since 

a direct to llCUlVI"~7'vVllt.lu. while we 

are ".".-:t::n.111h the dynamics 

in some way to cause the first escape to happpn lllorP quickly, 

acccierating the dymunicH. The is to in a 

way that does as little damage as possible to probability 

a !!.'lVen natllway l.e., we try to preserve the relative rate constants for 

possihle escape paths out of the 1itate. vVe can tlwn use 

dynamics to state to reaching much times 

than we with MD. The within allY one state may 

no meaningful, the 1itate-to-state dynamics, ill best case we 
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Ul"ClI:>:> below), can be exact. \Vc developed methods ill ac(:eierntcd 

molecular (hnwmic8 (AI\ID) ease appealing to either 

or explicitly, to the dynamics. Each of the methods its own 

advantages, and we and others have applied these methods to a wide range 

The purpose of this article is to give the rea.der a brief introduction 

to how these met hods work, and discuss some of the reccnt developments 

hee11 nmde to improve their power and anDlicahilitv. Note that this brief 

review Hot claim to exhaustive: various other methods aiming at similar 
IlHVC been nrf'\l,\F\Qnd For the sake of brevity, our fo('n8 will 

exclusively developed by our group. 

Sections LIt Hlld III discuss the basic th8­

oretical the three main AMD methods. namdy 

dynamics, hyperdynamics temperature accelerated UctUllCIi, respec­

tivdy. In Section IV, we some recent improvements of the original 

allowing them to more complex, lrlUlti- timescale. """tnm 

IV A), to automatically tUllE' to the systern at haud (Sec. 

to remain efficient. on systems of sizes (Sec. IV C)' We then by dis­

cussing current and forthcomiug challenges that Heed to be addressed to 

and nerfonnance of the AMD met hods. 

1. PARALLEL-REPLICA DYNAMICS 

parallel-replica method [:311 is the glamorous of AI\ID 

lllet hods. ill many cases, the most ll10st. accurate 

AI\ID only first-order kinetics decay); for any 

been in a state long to have lost. its memory of it 

than the time after the 

system is effectively sampling a stationary distribution restricted to the current 

probability distribution fUllction for the time of the next. escape from 

by 
h,-k:! (1) 

where k is rate constant for escape from the state. Parallel-replica allows 

for of the state-to-state 

on iU processors. This is to 1w contrastc'd with stnndcU'd Darallelizations of 1\1D 

in which spatial decomposition schemes are 

\\'e sketch the derivation here. For a state ill which the total rate of escape is 

k simultaneously explored 011 A! processors, tlw effective escape rate for 

escape of any is ,~!k. If the simulatioll time acculllulated on one processor 
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FIG. 1: Schematic illustration of the replica method (after The four 

described ill the text, are replication of the iuta AI copies, dephasing of 

the propa.gation of independent trajectories until a transition is dett·ctc·d 

ill any of the and (D) brief continuation oftlw to allow 

for correlated events sneh as recrossing:,; or follow-on transitions to other states. The 

is then beginning the process again. 

is f, the time on 1\1 processors will he Thus, using a 

of variable, call be written a,.s: 

(3) 

(4) 

implying that the probability to leave tIlE' state per unit l\ID time is Ule saUle 

the siullllat.ion is rUll 011 Olle or 1\ {processon;. \Vhile this derivatioll 

applies for processors of eqnal speed. the samp conclusion can be shown t.o 

if an heterogeneous set of processors is instead used: see Ref. [31]. 
1 shows a schelllatic of the algorithm. Starting with a system in (1 par­

ticular state, it iFi replicated on each the M procef-isors. Each replica is evolved 

forward with independent therlllostats for a time D.tdcpli 2:: Tcrrrr to dimillate cor­

relationFi between replicas, a stage referred to as deplu:l..sing. After dephasing, 

each procesf-ior carries out an independent constant-temperature IvrD trajectory, 

together exploring phase space within t he particular basin 111 times faster than a 

trajpdory would. Once n transition is det(~cted on au.y processor, all prO(:eFi­

Fiors are stormed. The simulation clock is then advanced by f c,,"'. the acculllulated 

time summed over the transition occurred. 

Parallel-replica alFio correct ly ac(:ounts [or 11(1,1111'-'<11 events (there is 

no rpqnirelllent that the system obeys TST), unlike other AlvID methods. This 

is accomplished by the transition to continue 

a turtller amount of tilllE' D.fcorT 2:: TCUI'1' , during which recrossings or follow-on 

events lllH.y oecnL The simulation clock is then advanced by t,l. rol'l"' the new state 
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is replicated on all processors, and the whole process is 

The computational efficiencv of the met hod is limited the clepluu.;ing 

system dock, and the correlated event stage, 

time. (This is illustrated C>U1Cll1< 

trajectories advance the ~llllUl<ll clock but 

line the overall will be when 

» !::ltdcph + !::ltcarl" 

extension to pamllel-replica the t.o applied to driven 

systems. result in valid d:vnamics, ratn mllst be 0IlOUgh that at 

any given time the rates for the path\vays in dcnend onl~r on 

instantaneous l:~l· 
applied to a lltunber of 

problpHls, ill pyrolysis of 

in plutonium t.ransformH tion of 

voids into KlClClUUg in FCC metal:> C',",Ullll', of 

llallot Ilbes [3], Cn [4], diffusion of Li a 

rnatrix [38], metals [37], 

of slllall proteins [20]. As environments more common, 

parallel-replica important for the of 

complex syst ems. 

II. HYPERDYNAMICS 

Another ".,,,lun: avenue to '~"""Ifn'" the state-to-state evolutioll of a systnlll 

of interest is to construct an auxiliary system in Huch a way that the 

of the latter are fa,<;ter than former's while eni()rc:ing that OIle' maps onto 

by a suitahle rellol'maliza.tion of time. Hyperdynamic:,; 1291 realizeH 

thiH of illlportance sampling and 

it iuto the time approach, the system is 

a nOll-negative of the 

original tlw barrierH diffen~llt states 

is reduced, as """111::111'" in Figure 2. The lwtwecll 

of the original Hnd bia:wcl is recoven'd llsing TST. 

Indeed, to TST, the ra tc of escap<, of the system of nut a 

k:TST _
,l_., - l'A (r)) A, (6) 
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where xxx (),l (r) is a Dirac delta function centered on the sepal'atrix hypersurface 

betwe('n state A and the neighboring states, VA is the velocity llorlllal to it and 

A is the eanonical ensemble average of a quantity P for a system confined 

to state!l. By standard importance sampling manipulations, the last equation 

can be recast in a form where the averages are obtained all the biased potential 

instead. \iVe find: 

(7) 

where ,3 kg is Boltzmann constant. If we impose condition 

bias potential vcUlish at separatrix, last equation call rewrit ten 

as 

(8) 

is very appealing since rates of escapes A to other 

states is invariant ulld('l' the the potentiaL i.e., 

kTST 
Ab-+ B (9)

kTST " 
'Ab-+C 

Thus, the state-to-state dynamic's on the bia.<;ed is equivalent to that 

on the original potential as IOllg as the time is renonnalizf'd to account 

1 hf' uniform rehltive incn~ase of all the rates introduced by the biased potcn­

tiaL This renormalizatioll is obtained by dynamics 

6.t M D by the inverse HO that n 

l\ID timcstepH 011 the biased potential are 

n 

= L!::J.tAID 
.i",l 

on pot('ntial. rcnorlllalization can shown to be exact ill the 

limit. The overall speedup hypcrdynamics is 

average boost factor 

.'1/,' (11 ) 

divided by extra cost bias and 

forces. 

Thus. if the original biased obey TST so that 

derivation holds, hyperdynamics can considerable acceleration compared 

to cli1"('ct MD simulations. However. in the aDolicabilitv of 

ies if) limited by low overhead biaf.i pot(mtials. Indeed, 

some different have heen proposed in the last few years, often they are 
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FIG. 2: Schematic illustration of t.he mot.hod. A bias (~V(r)), 

is added t.o t.he original potential ,solid Provided that ~V(r) llleets certain 

primaril:v that it he zero at. the dividing surfaces between states, a 

on t.he biased potential surface (V(r) + ~lT(r), dashed lille) escapes more rapidly from 

each state without corrnpting the relativn escape probabilit.ies. The ~tccelorated t.imE' is 

estimat.ed as the simulatioll proceeds. 

exp(msive, tailored to a limited class of systems or built Oll sets 

of restrictive assumptions about the natlll'c' of the separatrix. The main chal­

lenge, which is the subject of active research in different groups. thus remains 

cOllstruction of generic, Hnd transferable. 

V\Te present one recent. advance ill area below. 

Despite the hyperdynamics has 

applied to a of of organic from 

graphitic [16], clusters 

growth and dynamics bio-molecules 

III. TEMPERATURE ACCELERATED DYNAMICS 

natural way of spe('ding up the dynamics of a system is to simply rais(' 

temperature. However, while the rates of processes \vill increase with higher 

temperatures, the relative prohabilities of different evcnts o('currine: will he dif­

than at the original of interest. Correcting for this reordering 

is the basic idea behind (\cc(~lerated dynamics (TAD) [21]. In TAD, 

transitions are sped up by to SOllle Tltigh , but trallsi­

tions that should Bot have occurred at temperature n",,, an:' filtered 

onto The TAD method assumes that system obeys harmonic TST I:1mL a;; a 

is more approximate than other A~ID methods. However. for mHny 

especially in solids. this approximation is accept able. 
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In each basin, the if' ('volved Rt . "Vhen a tnmf'itioll is deteetecL 

the point tl'H.llf'ition is found. The trajectory is then In1ck 

int.o the basin and ('ontimwd. This procedure is referred to as "bal'>in constrairwcl 

molecular dynamics" (BCI\ID). During; tlw BCI\ID, a list of escape Daths and es­

eape times at. Ti1i()h for is generated. Assllming harmonic TST 
holds, and knowing saddle point energy for thE' transition, we can extrap­

eSC1"tpe timE' observed at Thigh to obtain a corresponding escape time 

at '1 [ow. This extrapolation. which does llot require knowing; the preexponenti1"tl 

factor. can be illllstrat ed granhicallv in an Arrhenius-stvlc olot (In(] It) vs. 

as in :~. 

is 

;) 1/kBT and Eo is t be activation cnergy. 


the BCMD is continued, <1. new shorter-time event lllay be discovered. \Vith 


the 

which from below all 

there is a minimum 

system, 
~ Vnl'ln ~ 

preexponential we call 

defiue a time' a.t which the BCI\ID trajectory can be stopped. This time 

that the Dl'olmbilitv any transition observed later would revlace the first 

transition at "stop" time is given by 

In(I/<5) (vulin1low.8hort) 
Vmi n In (1 / <5 ) 

,vlwrp 

C<LCH"", the systeIIl 

time is 

sit ion is acecptccL TAD new lntsin. 

is the shortest transition time at 

is advanced corresponding tn-HI­

Thus, ill TAD, tvm parameters govern the Hccuracy of the simulation: <5 and V mm . 

The aV(lragc boost in TAD can be dnullatic when barriers are high and 

IS However. as TAD relics UpOll validity, 

Any Huharmonicity error at Thigh will lead to a corrnptioll of the dynamiC's. This 

anharmonicity error call be controlled by choosing a Thi(Jh thnt is not too high. 

A of advances have lead to increased efficiency in systems. 

'"Synthetic" mode [211: a I\lonte Carlo (Kl\IC) treatment of low-barrier 

can significant ly improve the efficiency in cases low-barrier 

events are repeated often. Fmthermore, if we know mini­

IIlllIll barrier to leave a given state, either hecause we have visited state before 

and have a lower hound on minimum barrier or becaus(~ barrier 

is snpplied we can accept a transition and leave the state than 

t illle . Spe f181 for details. 
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FIG. ;"{: Schematic illustration of the accelerated method. 

J'~r'l(n~LH.'I..· of the 101'·1"rvt'H call be of as llloving down the 

vertical time line at 1jThigh . For each transition detected during tht, run, the 

is refk<:ted back into the basin. the saddle point is found. alld the time of the 

trallsi tion dot on left time is transforllled (arrow) into It time 011 the lo,v­

time JiBe. Plotted in this Arrhenius-like this transformation is It 

simple alOll)!; a line whose slope is the negative of the barrier height for 

the event. The daslH'd terminatioll line connects the shortest-time transition recorded 

so far on the low tpmperatllH' time liIle with the cOllfidence-l1loc1ified minimuIll preex­

(V'l~tin OIl t,he y axis. The inten;ectioll of this line with t.he 

high-T tilIle line the time open at which the can be tPr-

Illillated. \Vith confidence 1-6. we call say that any tmnsitioll observed after could 

only extrapolate to a shorter time on the I ow-T time line if it had a 'WL><wn"n 

factor lower than //mio. 

dynamics ha.. 

for studying the long-time 

" heen to be very effective 

of defects C'8sca<ies 

25]. A I\IDjTAD 

growth of Ag 

to tH'at ·with 

tCllclenc.v 

rate ccltalog needs to considernbl~' when atoms can have 
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multiple types. Other for TAD has proven effective include 

defect diffusion on ,the interstitial clusters in Si [9] 

and defect diffusion in plutoniulll [26]. 

IV. RECENT ADVANCES AND APPLICATIONS 

'While tlw baBies of tlm>e methods described were established 

a decade ago. they provide :mch a fertile ground for further development 

are StIll the subject of ongoing research. Currently, this research proceeds along 

three main axes: i) generalization of the methods to extend their range of ap­

improvements to make the methods more 

easier to apply, and iii) creation of hybrid methods by combining AIvID 

ods together Of wit h other simulation approaches. In th(~ followilw:. we describe 

some recent advances along directions discuss SOUle sucee:'>sful 

demonstrations and applications. 

A. Super-state Parallel-Replica Dynamics 

While derivation the parallel-replica method in Section I doe;.; iIllpose 

a certain a the operational definition in 

to a single basil! of the potential pnergy surface, I.e., a 

state is takell to be the ensemble of points of configuration space which eonvcrge to 

tlH:' same fixed-point under a localminimizatioll of the energy of the system (e.g., 

llsing a steepest-descent algorithm). An exponential distribution of escape times 

is then if the typical for a transition out the state is 

compared to the t he system around fixed-

point. i.e., if is a separation llt.''''.tLlt het,veen vibrations transitions 

basins. 'While this definition hns virtue conceptually and 

computationally simple. it limits the range of possible applications to system:,> 

where the basins are deep enough (relative to kAT) and well separated from each 

other and leaves many other, more complex. systems out of reach. There is tHus a 

need to develop strategies to capitalize OlllIlore lwneral definitions of states 

hence higher-level gaps in charaet<)ristic ehUt1eh spectnllll. 

For example. in case of pyrolysis hexa-decHne. it \vBS shown a 

state could be of configuration space pointsU<::Ul1tU 

share the same network covalent thnt case, 

contain a of simple energy the potential energy surface, 

each ,vuUlHA to different confonnatiOlls the molecular backbone. There, 

10 




the method exploited the separation of timE'scklle hetween the rapid changes of 

dihedral angles of the backbone (intra-super-state transitions) and the slow cova­

lent bond bn~aking proCCHS (inter-super-states tra.nsitioHs) rather thall bctwncll 

the vibrational and that of of the diffewnt dihedral angles. 

This transitions 

incessant concentrate on 

Another COllllIlOll situation that ari~.;es is one where the infrequent-event s:vstem 

of interest is coupled to a complex and rapidly evolving environment such that, 

considered as a whole. the cOlllbined system makes transitions so rapidly that 

is impossible a 	 a state. A 

of 

reaction or a corrosive process. In this type of HYSt<'lllS. a single 

potential elH~rgy hasin definition of a state would imply that transitions O("Cllr 

every fevv femtoseCollcis. However, the vast majority of these would correRpond 

to local changes ill the coordination of liquid and 

interest 

of configuratioll space which converge to 

same configuration of the slmv variables of the system - the position of 

atoms belonging to the solid phase- nuder minimiza t,ion of the pnergy. 

In order to delllonstrate that this defiuition is proper. we c:arri<,d out Sllper­

state pHralld-replica simulations of Oll a (100) 

the in contact with a of a 

illterac­

tion atoms or atoms was 

taken to be 10 times than the corresponding silver-silver interaction. 

liquid film \vas Idt free to expand to its liquid-vapor equilibrium density. Th(~ 

distribution of GOO adatorn hopping times Itt 600K is show ill the left panel of 

Figure 4 for a direct simulation using conventional molecular dynamics aud for 

a SUDer-state Darll11d-reDlica simulation. The clearly show that transition 

this case the simulation was quite efficient. with a parallel effici('llC:'>' of around 

0.8 d('spite 	the presence of very fast transitions ill the liqnid. 

This good agwmucllt agreelll('ut is not due to a negligible effect of the liqnid 

11 




10'0 
109 

Parallel Replica Method 
Molecular Dynamics ............. 

Super-State 


.~ 
c 109 

~ !!!.. 
~ 2B 10

8 

a:'" 1l 
108Ii? 

a.. 

107 	 1 07 

..... 
Dry substrate 
Wet substrate 

"""'.,,",.,"', 

I ;;-__-::-::-:-___----'~ 1 
o 	 lxlO·9 2xlO,9 3xlO,9 700 600 500 

Transition time (5) Temperature (K) 

FIG, 4: Left: Distribut.ion of hopping times for an adntolll at a !-lolid-liquid interface 

at (iOO K for conventional molecular and for super-st.ate dy­

namics. Temperat.ure dependence of the hopping rate for an adatoIll at a 

interface and at a wet interface H.<; obtained using paralld-replica d.vnamics. 

Oll l.11e adatom d:vllamies. Iudeed, al'> shown ill the rip;ht panel of Figure 4, the 

hoppinp; kiuetics tue strongly affected by the liq1lid. Quantitatively, a fit to a 

Arrhenius rate expression I:(T) = I/o exp (-f:::" Ejkf3T) , wlwre //0 iii the 

vibratiollal prefactor for the traniiit.ion and f:::,,1:;; its activation ellerg.\', shmvs 

the presence of the liquid significantly increases both f:::"E (from 0.5:3e V to 
1and I/O (from 7.17 x 101:1S-1 to G.28 X 1014S- ). Interestingly. while the liquid slows 

\ve probed, rei..;ultsdown 

assist the 

howpver 

diffusion at temppratures Onp must 

significantly 111<}\.1.111"'U 

modifications to the 

approaches its critical 

stem froUl mally. often 

these 

me extremely diflieult to accurately 

eflicient methods to prohe the 

like this is 

Note that, in the two cases discllSSf'd clwmical intuition was essential in 

defining an appropriate spparatioll 

was obtained. 

such 

H.ystem. 

systems, intuition alolle will not be sufficient 

and considerable to identify an exploitable gap in the 

characteris t i (' if; thus a need to develop on-thc-fly 

to appropriatdy based on lltllll1C:" dat.a 

Efforts towards this are preselltl,v ullder way [6]. 
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B. Self-Learning Hyperdynamics 

111 tHe previous section, the Al\ID algorithms often have to be 

tuned and sometimes even tailored for particular applications. This might be 

straightforward in some cases, b11t might require considerable care in others. It 

thus be hi!!hlv desirable if the methods could 1)(' made to automatic<1lly 

themselves to every system, or even to every state every in order 

to deliver oDtirual performance while maintaining tight on accuracy. 

current state of affairs, nowhere is this need more pressing than in hyperdynamics. 

as discussed above, the applicability of h"perdynaruics is often hnm­

the difficulty in building bias potentials that satisfy all the formal re­

quirements namely i) the bias potential should vanish at any 

surface between different states and ii) that the kinetics on the biased potential 

TST .. while providing substantial acceleration the dynamics. Both re­

are very challenging to meet in prFlctiee. condition i) must be 

obeyed for all dividing aroulld all states, '>vhieh, given that the transition 

or even the possible conformations that the system can adopt are a 

unknown, iH highl:>' non-trivial to enforce at 11 reaHonable computational 

COHt. An important step in that direction ha.<; however berm recently taken by 

J\Iiron aud tlwir "bond-boost" hias 

. As the name suggests, the bond-boost potential is composed of pairwil'w 

terms that tl'ud to soften the bonds between atoms. The assumption here 

is that transitions between states will involve the formation or breaking of some 

bond so that the proximity to a transition state will he signaled by an llIlllSll<1lly 

distortion of H bond. If the overall hias Dotential is then designed to vanish 

distorts more than some critical amount (say 

more length), it should possible to 

turn off the surface is In we 

llw.kl' use of the boncl-l Joost fUllctiollal 

Ll \~)( ( ) min 
n 

(n [ru - where Tn and r~: are the cnrrent and length 

of bond 0, respectively. Following J\1iroll and Fichthorn, we define 

Itol :s; q
<5\10(((') = {So [1 (~) 

0, otherwisp. 

where xxx q corresponds to the critical bond deformation and S" controls the 

stwngth of tIlE' hias applind along bond n. Note that in this formalism, only 
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bond has minimal of 8V will experience a bias Of comse, the 

UWUiSC; freqnently in the conrse of the dynamics. 

q is known (which we acknowledge ean be 

a clellcate ISSUe), We DOlHl-tJoost potential can 1)(' us(~d to accelerate the dynamics 

of systems where transitions involve significant bond distortion. 

The remaining question is that of the choice of the local bia.s strengths 

Since It .suitable choke of q already guarantees that tlw bias potential vanishes 

at dividing surfaces, they should be tUll0<1 to yield largest possible boost while 

sure that requirement ii) is respected, namely that TST is (1)('ve(1 on 

potential. Typicall~', this amounts to requiring that 

Imsin corresponding to each state be fiampled on 11 timescale. 01'. ill 

other words. that it is free of local minima where the get trapped. 

The pairwise nntUf(' of the bond-boost makes this task easier sillce such 

would flhmv up as a non-convexity of some of the biased (~ffective pair 

in t lw c"monical ensemble can be taken to be 

V). Thus, assuming that V is for 

1<1 < q, the safety condition can enforred by setting So ::; Vn 
so that V,,(( + 8~~, is convex over qj xxx. 

The pairwise P11F H svstem vibrating ill state A can be as: 


1

V1(r) = ~ In 

(l (1 

is the canonical distribution the length bond 0:. 

The bias potential can thus be parametrized by cOll1puting tlw relative probahil ­

each bond is at ( ±q over that of being at ( O. A direct-MD 

Vet ( ,vould however be prohihitively expensive 

of any f 0 point is by definition a rare 8\'('111. Since the set of 

cOllfigunltions any of the (n ±q forms an hypersnrfacp where 

potential V<lolU"llC'''' can be used to speed up the evaluation of V(l' 

The key to is need(~d to carry out hyperdy­

namies hyperdynmnics is ueeded to compute v~t is to instead aim 

at a lower hound. This wa,V, a Imt cOlmervative parametrization 

bias can be 011 eycu Dctore the convergellce of (q) is 

As statisticfl improve, lower-bound on the Pl\IF can he tighter and 

thus the bicls potential parametrization more aggressive, ulltil convergence is fi­

achieved. This feedback loop between illlProvement of the PJ\lF estimate 

nnd acceleration of the rate of improvement of this estimate makes the nrnr-"rI 

termed dfident. Once a transition to a 

arc s('t to zero, and is Un­
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it trimer OIl a surface aL T=;}OOK under 1it'H-lecu hyperdYlHunics. Tns~'t: 

Evolution of the reCipOIlUlIlR boost factors as a function of ~ID-time. 

is thus adjusted to 


iIlsuring accuracy. The eomplete lllathelllat ­


details method will he available in an llpcorninp; 


The efficiency of the method can be appreciated from Figure 5, 'where tile evo­

lution of hyper-time IvID-time under self-learning hyperdynamics is 

for two defects a silver monomer and trimer on a silver (100) surface at 

del' 

provide 

[2]. 

hyperdynamics, t he bias 

perfonnances 

room 

\vhere the bias 

to an increasp 

an initjal bootstrapping 

completely. the learnillg procedure quickly 

thereby factor, 

until convergence is finally flchieved. One Can show that in the early Dcut of the 

learning process, the hyper-timp actually increases t'Al'UUI;!H.WU, 

which makes the procedure very efficient. This example also clearly shows 

the bias potential needs to be tuned for each state if optimal performance is to 

achipvcd. Indeed, for a trimer, the maximal safe boost is fOllnd to be aro1111d 

80 while it exceeds 1000 for the monomer system. A non-adaptive approach 

would thus demand that the minimal safest boost of any of the possible states 

smaller than 

of t.his methodology to 

of the IW!lIUU properties nanowires is currently uuder \yay. 
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c. Spatially Parallel TAD 

'While direct simulation a short-range empirical po­

tential ,vork as the system size N is increased, 

methods 110t exhibit favorahle scaling:. This is relatively easy to 

understand if we cOllsider a system that is made larger ill a self-similar \"TW, so 

N leads to at least twice as many reactive pathways and twice the 

total escape rate. A parallel replica dynamics simulation on the doubled 

will the first transition ill half the wall-clock time. while the denhasing: and 

corrdeated-evellt overhnad will remain the SHIUe. For large N. t.his over­

head will dominate the simulation. In hyperdynamin,;, must 

ncar every dividing surface. arid increasing: N increases 

tilUe that the syst.em ",pun.!" 

no matter what the as iV is increased, the boost ultimatdy 

approaching nnity in the limit. 

.For TAD, the the a given 

time scales at hest as N 2 -I ('onws 

the reductioll in with II,'. one power of 

N comes the other power of N comes 

from the system by a time 

proportiollHl to of being 

localized to a fixed TAD work at l\T is dominated 

cost of 

As a. consequence of this unfavorable "'Letlllle, 

involved at most 1:1. few thousand atoms. typically 

been Since many processes of interest rcquin) 

the esscnl ial nhvsics. we are seeking ways to make larger 

is 0111' recent 

very 

briefly here. 

parallel TAD, or Pm-TAD, 1/,i:1l1Ull approach 

Kl'viC. the sublattice (SL) . In the 

SL 
owned by Olle processor, and into 

snblattice patches. At any regions, KMC or 

TAD dynamics one, the sublattice vatches. Af­

tel' a time", all processors switch to the next suhlnUke 

cl.Yllamies for one cycle time, The simulation then proceeds b,v 
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FIG. 6: Illustration of the spatial partitioning in the ParTAD method. a) Lattice 

and sublattice partitioning in the SL method on which ParTAD is built . Patches 

are indicated by numbers, subpatches by letters. b) Setup for TAD dynamics on one 

subpatch. 

this process so that so that all sublattice patches cyclically become active. 

Figure 6(a) shows an example of a two-dimensional sublattice definition appro­

priate for surface diffusion or growth, while Figure 6(b) shows the TAD simulation 

cell for one processor, consisting of the active sublattice patch, a "ghost region" of 

additional moving atoms taken from the adjacent sublattice patches, and a layer 

of nonmoving atoms further out. During the TAD dynamics, any attempted 

event determined to be in the ghost region is excluded from consideration for 

acceptance, since it is not in the dynamically active patch. 

The important feature in the SL method is that there is always a buffer of 

dormant sublattice region separating any two dynamically active regions, which 

eliminates the difficulty associated with synchronizing events and resolving con­

flicts at the boundaries between processors . For a finite cycle time, the SL method 

is not exact, but if the cycle time is comparable to or shorter than a typical re­

action time, it is extremely accurate. A detailed discussion and demonstration of 

the requirements for accuracy in the ca.<;e of KMC can be found in [33]. 

Even for vanishing cycle times, the ParTAD method introduces an additional 

approximation into the dynamics; because the subpatch has a fixed size, concerted 

processes larger than this size, if they exist, will be suppressed )(..'C,'{. In exchange, 

the method gives a very favorable computational scaling with system size, which 

appears to be roughly order log( N) as processors are added in proportion to N 

[34]. 
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FIG. 7: Surface morphology for CujCu(lOO) films grown to seven monolayer thickness 

using Peu·TAD. a) normal-incidence deposition, b) deposition 30 degrees off normal, 

c) deposition 60 degrees off normal, d ) blow-up of portion of 60-degree film , showing 

( lOO)-oriented cliffs. Arrows indicate the deposition direction. 

Metallic film growth is an example where the larger size scale and long-time 

capability of Pm'TAD is valuable, since experimental deposition rates are far 

slower than MD can access, and the morphological features sometimes take on a 

scale that requires a large simulation cell to prevent artifacts. We have recently 

studied films of Cu deposited at low temperature onto clean Cu(100) surfaces at 

varying deposition angles. Our goal 'was to understand recent X-ray diff'ractioll 

observations [39] that these films have large surface-normal compressive strain, 

t hought to be due to an enhanced concentration of bulk vacancies. vVe used rvrD 

for the deposition events, and Pm'TAD between deposition events to achieve a 

growth rate orders of magnit ude slower thm1 we could with MD alone. 

Figure 7 shows 7-monolayer (NIL) films grown with Pm'TAD on 16 processors 

at three diff'erent deposition angles at a growth rate of 5000 ML/s at T=40K. On 

this ms time scale, activated events do occur, although the experimental growth 

rate is still much slower ( 0.02 ML/s) . 

Our synthesized X-ray diff'raction spectrum at a deposition angle of 60 de­

grees off' normal is in very good agreement with the experiment , but inspection 

of the film shows t hat the large compressive strain arises not from large-scale va­

cancy incorporation , as had been previously suggested, but rather from nanoscale 

roughness, as can be seen in Figure 7c. This roughness, caused by' shadowing and 

the suppression of t hermally act ivated "downward-funneling" events at low tem­
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perature, also shows interesting vertical (100) "cliffs" (Figure 7 d)). An analysis 

of the relevant activation harriers for the suppressed downward-funneling events 

also leads to an estimate of the critical temperature for the onset of compressive 

strain Tc 120 - 150 K. in ?;ood agreement with experiment.rv 

v. CONCLUSION 

Since their introduction a little more than 10 years ago. the ArvID methods 

have proven useful in a variety of situations where the timescales of interest 

are out of reach of direct molecular dynamics and where the kinetics are too 

rich to be adequately described with a limited list of pre-determined pathways. 

\;\,hen the activation harriers between the different states arc hi?;h relative to 

the thernml energy, any of the ArvID methods can yield colossal accelerations. 

providing a view of atomistic dynamics over unprecedented timescales. Further. 

by leveraging the particular strength of each of the methods. or. as demonstrated 

above, by generalizing and combining them with other techniques, a wide variety 

of situations can be efficiently simulated. 1Iore discussion of the specific strengths 

and weaknesses of the methods can be found in R recent review [36] 

If the methods have enjoyed considerable successes, they have also sometimes 

failed to provide significant acceleration. In most. if not all. of the problematic 

cases, this fRilure is related to the presence of large numbers of states connected 

by very low barriers where there is no separation of timescale between vibration 

and escape out of single potential energy basins. \-'!hile some strategies have been 

put forward to miti?;ate this issue (e.g., super-state parallel-replica dynamics. syn­

thetic TAD [21], state-hridging hyperdynamics [1]). more work is required bdore 

victory can be claimed. For example, an on-the-fiy state definition algorithm 

that automatically identifies an exploitably large separation of timescalcs would 

tremendously extend the reach of parallel replica dynamics. enabling it to address 

notoriousl:\' difficult problems like protein folding. where the energy landscape is 

extremely rough. St<'ttistical analysis tools could also be used to identify dynam­

ically "irrelevant'· states that could be ignored or lumped with others without 

affecting the long-time dynamics. 1Iany of these ideas are now being explored 

and will hopefully lead to more general and robust A11D methods in the next 

few years. 
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