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Study of Two Tantalum Taylor Impact Specimens Using 

Experiments and Stochastic Polycrystal Plasticity Simulation 

Michael R. Tonks, John F. Bingert, Eric N. Harstad, Daniel A. Tortorelli 

Abstract 

We compare the experimentally obtained response of two cylindrical tantalum Taylor impact 

specimens. The first specimen is manufactured using a powder metallurgy (P 1M) process with 

a random initial texture and relatively equiaxed crystals. The second is sectioned from a round­

corner square rolled (RCSR) rod with an asymmetric texture and elongated crystals. The deformed 

P 1M specimen has an axisymmetric footprint while the deformed RCSR projectile has an eccentric 

footprint with distinct corners. Also, the two specimens experienced similar crystallographic texture 

evolution, though the RCSR specimen experienced greater plastic deformation. Our simulation 

predictions mimic the texture and deformation data measured from the P 1M specimen. However, 

our RCSR specimen simulations over-predict the texture development and do not accurately predict 

the deformation, though the deformation prediction is improved when the texture is not allowed to 

evolve. We attribute this discrepancy to the elongated crystal morphology in the RCSR specimen 

which is not represented in our mean-field model. 

1 Introduction 

Meso-scale crystallographic texture, which evolves under finite plastic deformation, is an important 

aspect of the macro-scale anisotropic response of polycrystalline materials. The crystallographic 

texture evolves towards certain preferred orientations largely determined by the crystal structure 

and the imposed loading history. The evolving meso-scale texture influences the material behavior 
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and hence the macro-scale response of the polycrystalline body. Though many studies have been 

conducted to link the effects of crystallographic texture evolution to macro-scale material behavior, 

they have primarily focused on quasi-static rates of deformation. Here, we investigate the effect of 

crystallographic texture under dynamic loading. 

In the Taylor impact test, first proposed by Taylor [1] as a simple means of estimating the 

dynamic strength of materials, a cylindrical specimen is projected at a rigid anvil at a high velocity. 

The specimen experiences a high strain rate (""' 104 s-1) and high plastic deformation at the 

impact surface but only elastic deformation at the free end. The large range of plastic deformation 

experienced by the specimen produces a large range of evolved texture. Hence, the Taylor test 

is a useful means of observing the effect of texture on macro-scale deformation under dynamic 

loading. In this work, we compare the experimentally obtained response of two tantalum specimens 

with disparate initial textures subjected to high velocity Taylor impacts. The first specimen is 

manufactured using a powder metallurgy (P 1M) process such that its initial texture is random 

and the crystals are relatively equiaxed. The second is sectioned from an as-received round-corner 

square rolled (RCSR) rod with an asymmetric initial texture and elongated crystals. 

We also model the Taylor impact experiments and determine the accuracy with which the 

simulations predict the evolving texture and the anisotropic specimen deformation. We employ the 

finite element (FE) method and a mean-field polycrystal plasticity material model to predict the 

influence of the meso-scale crystal response on the macro-scale material behavior. 

To bridge the macro- and meso-scales, mean-field polycrystal plasticity models consider an 

aggregate of N crystals at a material point. They do not explicitly model each crystal but rather 

they consider the crystals in a mean-field sense. For each crystal c in the aggregate the meso-
-

scale crystal model predicts the crystal Cauchy stress T C given the crystal velocity gradient LC
• 

The meso-scale stresses T C are subsequently averaged to obtain the macro-scale Cauchy stress 

T. However, in general, the macro-scale velocity gradient L is known, not the meso-scale crystal 

velocity gradients LC
• Consequently, a scheme is needed to map the macro-scale L to the meso­

scale LC
• Several models to this effe'ct appear in the literature, the, most common being the fully 

constrained model (FCM), based on the hypothesis in Taylor [2J that the crystal deformations are 
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equal to the macroscopic deformation, i.e. L C = L. Although many applications of the FCM seem 

to validate its use (e.g. [3, 4]), it does not maintain equilibrium in the aggregate; however, it does 

provide an upper bound on the work necessary to achieve the macro-scale velocity gradient L [5]. In 

contrast, the no-constraints model (NCM) assumes a homogeneous stress in the aggregate [6], Le. 

T C = T, but does not ensure compatibility. Hence, the NCM provides a lower bound on the work 

[5]. Several alternative, less restrictive methods have been proposed [7-12], though their increased 

complexity comes at the expense of additional computation. In the stochastic Taylor model (STM) 

presented Tonks et al. [13], the L C are obtained by randomly perturbing the macro-scale L according 

to tensor normal distributions. The STM is only slightly less efficient than the FCM and has been 

shown to predict the texture development in tantalum compression experiments more accurately 

than the FCM [13]. 

Two approaches have been suggested in the literature to incorporate mean-field polycrystal ag­

gregate models into FE simulations. The most efficient is to construct a macro-scale microstructure­

driven yield surface with the mean-field aggregate model [14-17J. The yield surface is then used in 

a phenomenological macro-scale plasticity analysis. Alternatively, the mean-field aggregate model 

can be used directly at each material integration point in the FE mesh to predict the material 

response [18-24]. In this way, the crystal responses directly influence the macro-scale response. 

Since the computational expense of the latter approach is high, it is generally used in conjunction 

with the efficient FCM [18, 20-24]. 

We model the response of the two Taylor impact specimens with FE simulations using a mean­

field polycrystal aggregate model at each material point. In the simulations, the STM is used to 

approximate the crystal deformations rather than the FCM. Kothari and Anand [25] conduct a 

similar simulation of a Taylor impact specimen taken from a tantalum plate with an orthotropic 

initial texture. They consider 18 crystals in each material point aggregate and approximate the 

crystal deformations using the FCM. Their simulation predicts the macroscopic deformation of 

the specimen with reasonable accuracy, but they do not investigate the accuracy of the predicted 

texture development. 

We begin in Section 2 by describing the two tantalum Taylor impact specimens and summa-
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rizing the experiment. Then, in Section 3 we discuss the simulation method and determine the 

number of crystals required to accurately represent each material point aggregate. In Section 4, 

the experimental and simulation results are compared. We show that the two deformed specimens 

have dissimilar footprints and that they experienced similar texture evolution, though the RCSR 

specimen experienced greater plastic deformation. Our simulation predictions mimic the texture 

and deformation data measured from the P 1M specimen. However, our RCSR specimen simula­

tions over-predict the texture development and do not accurately predict the specimen deformation, 

though the deformation prediction is improved when the texture is not allowed to evolve. Finally, 

in Section 5 we discuss the behavior observed in both the experiments and the simulations. Partic­

ularly, we attribute the inability of the simulations to accurately predict the response of the RCSR 

specimen to its elongated initial crystal morphology which is not represented by our mean-field 

model. 

2 Experiment Description 

We compare the response of two 30 caliber (7.62 mm diameter), 2.0 in. long (50.8 mm) cylindrical 

tantalum specimens. The powder metallurgy (P 1M) specimen is fabricated by cold isostatically 

pressing standard grade (687 ppm oxygen) tantalum powder into a cylindrical form at 345 MPa, 

and sintering at 2400°C in vacuum for one hour. This is followed by hot isostatically pressing the 

sintered blank at 1600°C and 207 MPa for 2 hours, resulting in a final density of 99.5% theoretical. 

The specimen is machined from the pressing. Due to the P 1M process, the crystals comprising the 

specimen are relatively equiaxed with a random initial crystallographic texture. 

The round-corner square rolled (RCSR) specimen is formed by the Cabot Co. by first radially 

forging a tantalum ingot under fiat, orthogonally-opposed platens to a nominal diameter of 100 mm. 

The material is then round-corner square rolled followed by swaging to form the final rod. The 

as-received cylindrical rod is subjected to a recovery heat treatment at 800°C in order to restore 

adequate formability without affecting the initial texture before sectioning to form the specimen. 

Due to the asymmetric nature of much of its deformation processing, the RCSR specimen texture 

lacks the axisymmetry that is suggested by its cylindrical shape. The initial crystallographic texture 
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Figure 1: Pole figures of the asymmetric RCSR specimen initial texture measured using x-ray 
diffraction. 

is composed of both a {lID} (110) component, referenced to an arbitrary radial direction, and a 

weaker {lID} (001) component (see Fig. l(a) for pole figures of the RCSR specimen texture). The 

crystals comprising the RCSR specimen are highly elongated because of the tensile strain dominated 

processing, with an approximate crystal aspect ratio of 30:1 along the axial direction. 

To represent the initial crystallographic textures for the simulations, we determine the orienta­

tion distribution function (ODF), i.e. the probability density function (PDF) of the orientations, 

of each specimen using X-ray diffraction measurements. Discrete orientations and corresponding 

weights representing their relative importance to the texture are extracted from the ODFs using 

the method outlined in Kocks et al. [26]. Sets of 1000 weighted orientations are extracted from 

the measured ODFs of the P 1M and RCSR specimens (see Fig l(b) for pole figures of the RCSR 

specimen texture calculated from the 1000 weighted orientations}. 

Maudlin et aL [27J investigate the RCSR specimen by generating a microstructure-driven yield 

surface describing the initial material response. The yield surface is generated with a mean-field 

polycrystal aggregate model of 1000 crystals using the FCM, i.e. L C = L. They find strong coupling 

between the normal and shear stresses in the yield surface shape. This mixed-mode coupling 

produces a shearing deformation in the 1-2 plane of the RCSR specimen, where the axis is coincident 

with the compressive 3-axis. 

Both specimens are deformed using a Helium gas-driven gun located at Los Alamos National 

Laboratory. They impact a highly polished AF1410 high strength steel anvil in medium vacuum 

conditions (10 Torr or 1.3 KPa) and are recovered after the test. The initial velocities of the 
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Figure 2: The finite element mesh of a tantalum impact specimen. The element axial lengths are 
biased such that an element at the specimen free end is 1.3 times longer than a corresponding 
element at the impact surface. 

specimens are measured using a laser timing system. The P 1M specimen is fired at Vo = 128 mls 

and the RCSR specimen is fired at Vo 139 m/s. 

3 Simulation Method 

In our Taylor impact simulations, the cylindrical specimens are represented with a 3-D mesh of 

5,620 nodes and 23,328 tetrahedral elements (see Fig. 2). The axial length of the elements gradually 

decrease approaching the impact surface, such that an element at the free end of the specimen is 

1.3 times longer than a corresponding element at the impact surface. The axial resolution of the 

elements was chosen to accurately describe the material response over most of the specimen while 

still maintaining a feasible computational cost; it is not sufficient to fully resolve the response 

near the impact surface. The Taylor impact is simulated with the FE code EPIC-06 which uses 

an explicit time stepping scheme and a Lagrangian kinematic description. We assume negligible 

impact-interface friction and a fully rigid anvil. 

At each material point x and time instant t, the macroscopic applied velocity gradient L(t) is 

supplied to the material model which in turn calculates the resultant Cauchy stress T(t). Due to 

the high pressure that develops in the specimen, we require an equation of state (EOS) to represent 

the nonlinear pressure-volumetric strain response. Therefore we decompose the material stress 

response function into spherical and deviatoric components which are functions respectively of the 

spherical component itr(L(t))I of L and the deviatoric component L'(t) = L{t) - itr(L(t)) I, i.e. 

T(t) = T'(L'(t)) + p (~tr(L(t))) I, (1) 
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where p is the pressure, the tilde indicates response functions, and the prime denotes deviatoric 

components. The spherical component jtr(L(t)) I is used with the Mie-Griineisen EOS [28] to 

calculate p(t), where the EOS parameters for tantalum are taken from Walsh et al. [29J. 

The deviatoric aggregate Cauchy stress T'(t) is determined from L'(t) with a mean-field poly­

crystal plasticity model, i.e. we consider a polycrystal aggregate of N crystals at each material 

point. In the mean-field model we use the single crystal model presented in Tonks et al. [13J to 

compute the deviatoric crystal Cauchy stress Td(t) given the deviatoric crystal velocity gradient 

Ld(t) for each of the N crystals in the aggregate. Then we calculate the deviatoric aggregate stress 

N 

T'(t) = L wcTd(t), (2) 
c=l 

where Wc is the weight extracted from the measured ODF of the material. We approximate Ld(t) 

using the STM since it is nearly as computationally efficient as the FCM and it has been shown to 

predict textures that are more consistent with experiment than those predicted by the FCM [13J. 

In the STM [13J, the deviatoric crystal strain rates DC' = HLd + LdT) are treated as normally 

distributed random tensors Dd while the crystal spins W C HLc - LcT) are equated to the 

aggregate spin W ~ (L - L T). Therefore Ld is determined from a realization [)d of the random 

tensor Dd sampled in a Monte Carlo fashion, i.e. Ld [)d + W. The random tensors Dd in each 

crystal are defined by the same second-order mean tensor /.toc, D', where D' = !(L' + LIT), 

and the same fourth-order covariance tensor ~OCI, which describe the statistical first- and second­

moments. We assign the value of the covariance tensor ~ocJ to define the behavior of Dd. Though 

~ocJ has 15 independent components, its assignment is simplified by assuming it to be isotropic 

and constant with time. The isotropic covariance tensor of the deviatoric DC' is fully defined by 

the constant parameter a~, i.e. 

(3) 

where S is the fourth-order symmetrizer such that SA = !(A + AT). We employ the value a; 
(O.1611D'//)2, where IID'II Jtr(DITD') is the norm of D', which was determined in Tonks et al. 
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[13] by fitting predicted textures to textures measured from tantalum compression experiments. 

The realizations !Del in each material point aggregate are not generated randomly at each time 

step during the FE simulation. Rather, they are calculated from realizations IW' of the normally 

distributed random tensor N' with mean tensor #-tN' = 0 and covariance tensor ~N' = ~Dc' (cf. 

Eq. (3)) according to 

!DC/(t) = lNel + D/(t). (4) 

As seen in Eq. (4), the realization lNel is constant, though !Del(t) will change with time as D/(t) 

varies. The values of lNel are generated at time t = 0 for the N crystals in each material point 

aggregate throughout the FE mesh. 

The orientations of the N crystals in a material point aggregate define the crystallographic 

texture at that material point. The initial values for the orientations are taken from the two sets of 

1000 weighted orientations extracted from the measured ODFs of the two specimens. The N ~ 1000 

initial weighted orientations can be assigned deterministically, choosing the N orientations with 

the largest weights, or randomly according to the ODF. When the initial weighted orientations 

are assigned deterministically, the same initial orientations are used at every material point and 

therefore there is no spatial variability of the initial mechanical properties throughout the specimen. 

In contrast, when they are assigned randomly there is spatial variation of the initial mechanical 

properties but the initial texture is not represented as accurately as it would be with deterministic 

assignment. Beaudoin et al. [20] show that FE simulations in which the initial orientations are 

assigned randomly predict slower texture evolution than FE simulations in which the orientations 

are assigned deterministically, where this retardation effect increases with decreasing N. 

In our simulation of the P 1M specimen impact, we use the ODF to randomly assign the initial 

orientations at each material point. Since the initial texture is random, assigning the orientations 

randomly does not decrease the accuracy with which the texture is represented. However, we 

simulate the RCSR specimen impact twice; in one simulation the initial orientations are assigned 

deterministically and in the other they are assigned randomly. We compare the predicted behaviors 

to determine which assignment method predicts the specimen behavior more accurately. 
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At each time step and material point, the single crystal model determines Td and the evolution 

of the state variables, i.e. the crystal orientation R C (represented by three Euler angles for each 

crystal), the crystal temperature, and the slip system flow stresses (we employ the {1l0} (111) and 

{1l2} (111) slip systems resulting in 24 total systems) for each of the N crystals in the material 

point aggregate. Since these calculations are performed for every material point aggregate at every 

integration point in the FE mesh, 23,328 x N nonlinear crystal simulations are conducted at each 

time step after which the 23,328 x 28 x N state variables are stored. Hence, the computational 

expense of a simulation is high. Although, the expense can be lessened by reducing the value of N. 

Such a reduction could adversely affect the accuracy of the predicted response; therefore a tradeoff 

is made between accuracy and computational expense. 

To determine a value of N that is an adequate compromise between accuracy and computational 

expense, we determine the accuracy of the mean-field polycrystal plasticity model with increasing 

values of N. The model accuracy is determined by calculating the deviatoric aggregate stress T' 

and the evolved crystal orientations in a tantalum polycrystal aggregate subjected to the applied 

velocity gradient 

500 0 0 

L' o 500 o (5) 

o 0 -1000 

for a single time step dt 1.0 x 10-3 s. Note that this is not a full FE calculation but rather 

a single material point calculation using the polycrystal plasticity model with N ~ 1000 crystals. 

Due to the stochastic nature of the Ld approximated by the STM, we repeat the calculation ten 

times with the same N initial orientations and calculate the average stress T' and the average 

evolved crystal orientations R c. We then compare the average stress and crystal orientations to 

those computed from similar calculations using the full set of 1000 orientations extracted from the 

measured ODFs. We quantify the difference between the predicted stresses with the error function 

(6) 
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where the subscript 0 denotes the values calculated using the full set of 1000 orientations and (J"v is 

the von Mises stress calculated from T'. We quantify the difference between the predicted crystal 

orientations by first calculating pole figures, Le. the concentration of crystal poles that intersect a 

point on a hemisphere defined by the angles 4J and e. We then calculate the average pole figure 

error according to 

1 
(err lOO + errlOl + err1ll

) 3 PF PF PF, (7) 

where, e.g. 

(8) 

with plOO(4J, 0) the concentration of {100} poles at a specific 4J and O. 

For the P 1M specimen, we determine the accuracy of the mean-field polycrystal plasticity 

model with increasing values of N ::; 1000 using random assignment of the initial orientations. 

From the calculated stress and pole figure errors (errT and errpF, respectively) shown in Fig 3(a), 

we determine that N = 200 is a reasonable compromise between accuracy and computational 

expense. For the RCSR specimen we evaluate the errors using both deterministic and random 

initial orientation assignment. As expected, deterministic assignment results in lower pole figure 

error than random assignment, however deterministic assignment only results in lower stress error 

for N > 400 (see Fig. 3(b) for the error curves from the RCSR specimen texture). Again, N = 200 

appears to be a good compromise between accuracy and computational expense for both random 

and deterministic initial orientation assignment. Therefore we use N 200 crystals in each material 

point aggregate for the P 1M specimen simulation and both RCSR specimen simulations. 

Both specimen impacts are simulated with the measured initial velocities for 1.1 x 10-4 s, after 

which time the plastic deformation quiesced. The simulations are conducted using the single crystal 

model parameter values for tantalum from Tonks et al. [13] except for the initial flow stress TOo 

and the hardening parameter ho, which differ between the P 1M and RCSR specimen materials. 

Experimental data are not available to prescribe the values of TOo and ho for the two specimens. 
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Figure 3: The stress and pole figure error vs. N calculated from the average of 10 STM polycrystal 
plasticity simulations. For random orientation assignment, the points show the error for eight sets 
of STM runs with different initial orientations and the line is the average over the eight. N 200 
appears to be a good compromise between accuracy and computational expense. 

Therefore, we prescribe their values by fitting the predicted deformed lateral cross-sections of the 

Taylor specimens to the lateral cross-sections of the recovered deformed specimens. In so doing, 

we determine that Too 0.075 GPa and ho 3.5 GPa for the P 1M specimen and Too 0.05 GPa 

and ho = 3.5 GPa for the RCSR specimen. 

4 Experiment and Simulation Results 

In this section we present the data from the two Taylor impact experiments. We also show the 

simulation predictions and compare them to the experimental data. In each case we begin by 

discussing the deformed shape of the specimens and then discuss the evolved texture. 

The two recovered specimens have similar lateral cross-sections with three distinct regions of 

deformation, as seen in Fig. 4. Region A is highly deformed with a rapid diameter change, region 

B has a more gradual diameter change, and region C shows very little deformation. There is a 

pronounced transition from region A to region B which occurs 4 mm from the impact surface 

in both specimens. However, the transition from region B to region C is gradual and occurs 
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(a) P 1M specimen. 

Footprint 

(b) RCSR specimen, with the footprint shown at 
twice the scale of the major and minor profiles. 

Figure 4: Photographs of the two deformed Taylor specimens. The three deformation regions are 
labeled in the figures. 

approximately 16 mm from the impact surface in the P 1M specimen and approximately 19 mm 

from the impact surface in the RCSR specimen. Note that while the P 1M specimen simulation 

under-predicts the final length, it over-predicts the deformed radius such that the specimen volume 

is conserved throughout the simulation. The RCSR specimen experienced more deformation than 

the P 1M specimen with a final length of 43.7 mm, while the P 1M specimen has a final length of 

45.8 mm. It is likely that the greater deformation experienced by the RCSR specimen is primarily 

due to its higher initial velocity. While their lateral cross-sections are similar, the two specimens 

have disparate footprints. The deformed P 1M specimen has a circular footprint, while the deformed 

RCSR specimen has an eccentric footprint with pronounced corners. The axisymmetric deformation 

of the P 1M specimen is expected because of its random initial texture and the axisymmetric nature 

of the loading. 

The simulation of the P 1M specimen over-predicts the macro-scale deformation, with a predicted 

final length of 43.3 mm in contrast to the measured length of 45.8 mm (see Fig. 5(a)). However, it 

accurately predicts the axisymmetric deformation. The two RCSR specimen simulations, i.e. the 

simulation in which the initial orientations are assigned deterministically and that in which they 

are assigned randomly, predict nearly identical specimen deformation. The predicted specimen 

footprints are elliptical without evidence of the eccentricity nor the distinct corners observed in 
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Figure 5: Comparison between the deformation predicted by simulation (dashed line) and measured 
from the recovered specimens (solid line) for the two tantalum specimens. The axes are labeled in 
mm. 
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the experiment (see Figs. 5(b) and 5(c)). Both simulations predict a deformed length of 42.5 mm 

while the measured length is 43.7 mm. The deformed lateral cross-sections of the two specimens 

are accurately predicted by all the simulations. This is due to our determining the values of the Too 

and ho material parameters by fitting the predicted deformed lateral cross-sections to the lateral 

cross-sections of the recovered specimens, as discussed in the previous section. 

In the RCSR specimen simulation using a microstructure-driven yield surface conducted by 

Maudlin et al. [27], a more accurate deformed footprint is predicted when the texture is not allowed 

to evolve. Though they do not postulate a cause for this behavior, we investigate their findings 

by repeating the RCSR specimen simulation using random initial orientation assignment with 

the crystal orientations held constant. The resultant deformed footprint is more accurate than 

that predicted by the simulation in which the texture is allowed to evolve, capturing more of the 

eccentricity of the experimental footprint (see Fig. 5(d)). In Section 5 we discuss a probable cause 

for this behavior. 

Texture measurements were made on various axis-normal sections along the recovered speci­

mens (see Fig. 6 for experimental pole figures of the texture in the P 1M specimen and Fig. 7 for 

experimental pole figures of the texture in the RCSR specimen). We quantify the texture evolution 

along the length of the specimens by calculating the pole figure error errpF (cf. Eq. (7)) between 

the initial specimen textures (cf. Fig. 1) and the measured post-loading textures (see Fig. 8). 

Note that the errpF does not differentiate between differences in texture strength and differences in 

the texture components, i.e. the errpF between two similar textures with different strengths could 

be . equal to the errpF between two distinctly different textures. In the P 1M specimen, a strong 

duplex (001) /(111) compression texture developed near the impact surface, as shown in Fig. 6. 

The duplex texture persists throughout the specimen, though the strength of the texture decreases 

with increasing axial distance from the impact surface. The texture evolution decreases rapidly 

away from the impact surface until it reaches a local minimum at 4 mm (cf. Fig. 8), which coincides 

with the transition from region A to region B in the lateral cross-section. Above 6 mm the texture 

evolution resumes decreasing, though the slope is more gradual. 

The recovered RCSR specimen developed a (111) texture at the impact surface, which transi-
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Figure 6: Pole figures of the texture measured along the recovered P 1M specimen. The legend has 
units of mUltiples of random distribution (m.r.d.). 
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Figure 7: Pole figures of the texture measured along the recovered ROSR specimen. The legend 
has units of m.r.d. 
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Figure 8: The texture evolution in the recovered specimens at the indicated axial positions, quan­
tified by calculating the errpF (cf. Eq. (7)) between the measured initial and post-loading textures. 

tions to a weakened form of the initial texture 20 mm from the impact surface (cf. Fig. 7). As in 

the p 1M specimen, a local minimum in the texture evolution occurs at 4 mm (cf. Fig. 8), which 

coincides with the transition from region A to region B. By comparing the texture in the two 

specimens, we observe that the P 1M and RCSR specimens experienced similar texture evolution 

as quantified by errpF, though the RCSR specimen experienced greater plastic deformation. In 

addition, in the P 1M specimen the (001) I {Ill} texture is evident 20 mm from the impact surface 

with the texture strength increasing nearer the impact surface. Conversely, the basic components 

of the initial RCSR specimen texture persist down to 4 mm from the impact surface, followed by a 

sharp transition to the (111) texture. The persistence of the initial RCSR texture, and the resultant 

delay in the development of the axisymmetric {Ill} texture, contributes to the development of the 

corners in the deformed specimen footprint. 

As with the experimentally obtained texture, we plot pole figures of the simulated texture along 

the length of the two specimens (see Figs. 9, 10, and 11 for pole figures from the P 1M specimen, 

the RCSR specimen with deterministic initial orientation assignment, and the RCSR specimen 

with random initial orientation assignment, respectively). We also quantify the texture evolution 

along the specimens as was done for the experiments (see Fig. 12). In addition, the error in the 

texture predictions is quantified by calculating the pole figure error errpF (cf. Eq. (7)) between the 

experimentally obtained and simulated textures (see Fig. 13). 

The P 1M specimen simulation predicts textures similar to those measured from the recovered 

specimen between 2 mm and 10 mm from the impact surface (see Figs. 9 and 13(a)). However, the 

simulation significantly under-predicts the strength of the texture near the impact surface. Also, 
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Figure 9: Pole figures of the predicted final texture along the P 1M specimen. The legend has units 
of m.r.d. 
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Figure 10: Pole figures of the predicted final texture along the RCSR specimen with deterministic 
initial orientation assignment. The legend has units of m.r.d. 
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Figure 11: Pole figures of the predicted final texture along the RCSR specimen with random initial 
orientation assignment. The legend has units of m.r.d. 
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Figure 12: The texture evolution predicted by the simulations at the indicated axial positions, 
quantified by calculating the errpF (cf. Eq. (7)) between the initial and predicted post-loading 
textures. The texture evolution curves from the experiments are shown for reference. 
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Figure 13: The error in the predicted textures at the indicated axial positions, quantified by 
calculating the errpF (cf. Eq. (7)) between the experimentally obtained and simulated textures at 
corresponding axial positions. 

the texture predicted 20 mm from the impact surface appears random, unlike the weak duplex 

(DOl) / (Ill) texture obtained from the experiment. Accordingly, the texture evolution predicted 

by the simulation between 2 mm and 10 mm is similar to that experienced by the recovered specimen 

but the evolution is under-predicted near the impact surface and above 10 mm from the impact 

surface (Fig. 12(a)). Note that a local minimum in the texture evolution is predicted 4 mm from 

the impact surface, though it is not a pronounced as that obtained in the experiment. We postulate 

that the decrease in the predicted texture evolution near the impact surface is due to insufficient 

mesh resolution within the finite element model at that location. 

For the RCSR specimen, both simulations predict similar evolved textures, though the random 

initial orientation assignment simulation predicts slightly less texture evolution than the determin­

istic assignment simulation. The simulations predict a strong {Ill} texture with a very slight (DOl) 
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component at the impact surface and a nearly unaltered initial texture 20 mm from the impact sur­

face (d. Figs. 10 and 11). Between 20 mm and the impact surface the predicted texture gradually 

transitions from the initial texture to the (111) texture, though the simulations predict significantly 

more texture evolution than was obtained in the experiment (d. Fig. 12(b)). As with the P/M 

specimen simulation, the RCSR simulations predict a decrease in the texture evolution near the 

impact surface, probably due to insufficient mesh resolution. The local minimum in the texture 

evolution at 4 mm is again predicted. The error between the predicted and experimentally obtained 

textures increases with decreasing axial distance from the impact surface with a maximum at 4 

mm (d. Fig. 13(b)). Also, the random assignment simulation results in slightly less error than the 

deterministic assignment simulation. By comparing the errors from the P 1M and RCSR specimen 

simulations (d. Fig. 13), we note that the P 1M specimen simulation predicts the texture more 

accurately than the RCSR specimen simulations. 

5 Discussion 

The RCSR specimen simulations employing deterministic and random initial orientation assignment 

predict similar bulk deformation. In addition, both simulations predict similar overly evolved 

textures, though the random assignment simulation predicts slightly less texture evolution. The 

small difference in the predicted texture evolution is not sufficient to recommend either initial 

orientation assignment method. However, Beaudoin et al. [20] show that the reduction in the 

texture evolution due to random assignment increases with decreasing N, i.e. the number of crystals 

in each material point aggregate. Therefore, the difference between deterministic and random initial 

orientation assignment may become significant for simulations with N < 200. 

To further evaluate the effectiveness of using the STM material model in a Taylor specimen 

impact, we repeat the P 1M specimen simulation using the FCM. The FCM simulation takes 85.1 % 

as long as the STM simulation and predicts similar deformation but over-predicts the texture 

evolution (see Fig. 14 for the predicted texture evolution and the error between the experimentally 

obtained and predicted textures using the STM and the FCM). Therefore, the STM provides a 

37% increase in accuracy over the FCM with only a 17% increase in computation time. 
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Figure 14: Comparison of P 1M specimen simulation predictions using the STM and the FCM, 
indicating that the STM is more accurate than the FCM. 
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Figure 15: The texture evolution predicted by the simulations at the indicated axial positions and 
the indicated times, quantified as in Fig. 13. The figures identify the time at which the local 
minimum in the texture evolution first occurs. 

The different initial textures in the P 1M and RCSR specimens resulted in the recovered P 1M 

specimen having a circular footprint and the recovered RCSR specimen having an eccentric footprint 

with distinct corners. However, the general shapes of the lateral cross-sections were similar (cf. 

Fig. 4). Therefore, it appears that the initial texture affects the shape of the footprint but not the 

general shape of the lateral cross-section. 

Both recovered tantalum specimens experienced a local minimum in the texture evolution 4 

mm from the impact surface coinciding with the transition from region A to region B in the lateral 

cross-section (cf. Figs. 6, 7, and 8). This local minimum is also predicted by the simulations. To 

investigate the cause of the local minimum, we quantify the predicted texture evolution at various 

times during the simulations (see Fig. 15). For the RCSR specimen, we use the simulation with 

random initial orientation assignment which results in a slightly more accurate texture prediction. 
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Figure 16: Simulated lateral cross-sections of the two specimens prior to and at the appearance of 
the local minimum in the texture evolution. Note that the appearance of the region Bdeformation 
coincides with the appearance of the local minimum. 

The local minimum first appears in the simulations at 60 J.LS for the P 1M specimen and at 80 J.LS for 

the RCSR specimen. The simulations predict that prior to the appearance of the local minimum 

there is no region B deformation, i.e. the specimen is highly deformed near the impact surface with 

little deformation further up the specimen (see Fig. 16 for the predicted lateral cross-sections of 

the specimens prior to and at the appearance of the local minimum). The appearance of the local 

minimum coincides with the appearance of the region B deformation, i.e. the more gradual diameter 

change above the highly deformed portion of the specimen. We postulate that the appearance of 

the region B deformation is due to the highly deformed material near the impact surface hardening 

sufficiently such that it no longer deforms. In essence, a new anvil of hardened tantalum forms 

which constrains the plastic deformation that occurs higher up the specimen. Due to compatibility, 

the material just above the hardened area is not sheared as much as the surrounding material. 

Therefore, its texture evolves less than that of the surrounding material. 

The experimental texture in the RCSR specimen appears to be resistant to evolution, e.g. 

the P 1M and RCSR specimens experienced similar texture evolution, though the P 1M specimen 

experienced significantly less plastic deformation (cf. Fig. 8). In addition, it appears that this 

resistance to evolution is not captured by our mean-field polycrystal plasticity model since the RCSR 
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specimen simulations over-predict the texture evolution and predict the specimen deformation more 

accurately when the texture is not allowed to evolve (cf. Figs. 5(d) and 12(b)). A possible cause 

of this behavior is the highly elongated crystal morphology in the RCSR specimen. We surmise 

that as the specimen deforms, the crystal rotations are inhibited due to compatibility constraints 

between neighboring elongated crystals. Only near the impact surface, where the large plastic 

strain is sufficient to refine the microstructure, does significant texture evolution occur. Our mean­

field poly crystal plasticity model does not predict this response because it does not consider crystal 

morphology. Finite element simulations in which each crystal is resolved by one or more elements 

may represent this behavior [18, 20, 30-32J, but simulating the entire specimen with such a method 

would be extremely computationally expensive. The rotations of the P 1M specimen crystals are 

not inhibited in this manner due to their equiaxed morphology. 

6 Conclusions 

We compared the experimentally obtained responses of P 1M and RCSR tantalum Taylor impact 

specimens. The deformed P 1M specimen has an axisymmetric footprint while the deformed RCSR 

specimen has an eccentric footprint with distinct corners. Also, the two specimens experienced 

similar texture evolution, though the RCSR specimen experienced greater plastic deformation. 

From these results we postulate that the initial texture affects the deformed footprint but not the 

deformed lateral cross-section. 

We simulated the Taylor specimen impacts with the FE code EPIC-06 using a mean-field poly­

crystal material model in which the Let were approximated with the STM. The P 1M specimen 

simulation predicts the texture and deformation data measured from the recovered specimen with 

reasonable accuracy. However, our RCSR specimen simulations over-predict the texture develop­

ment and do not accurately predict the specimen deformation, though the deformation prediction 

improves when the texture is not allowed to evolve. We attribute this discrepancy to the elongated 

crystal morphology in the RCSR specimen which is not captured by our mean-field model. 
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