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Abstract. We present a novel multi-scale image segmentation approach based
on irregular triangular and polygonal tessellations produced by proximity
graphs. Our approach consists of two separate stages: polygonal seeds genera-
tion followed by an iterative bottom-up polygon agglomeration into larger
chunks. We employ constrained Delaunay triangulation combined with the
principles known from the visual perception to extract an initial irregular po-
lygonal tessellation of the image. These initial polygons are built upon a trian-
gular mesh composed of irregular sized triangles and their shapes are adapted to
the image content. We then represent the image as a graph with vertices corre-
sponding to the polygons and edges reflecting polygon relations. The segmenta-
tion problem is then formulated as Minimum Spanning Tree extraction. We
build a successive fine-to-coarse hierarchy of irregular polygonal grids by an it-
erative graph contraction constructing Minimum Spanning Tree. The contrac-
tion uses local information and merges the polygons bottom-up based on local
region- and edge- based characteristics.

1 Introduction

The problem of image segmentation remains one of great challenges for computer
vision. Many image segmentation algorithms have been developed. Early in the 20"
century the Gestalt psychology has shown the importance of perceptual organization
for image segmentation and interpretation. Wertheimer approached the problem by
postulating principles that affect perceptual grouping, such as proximity, similarity,
good continuation, symmetry, that can be used for image segmentation [17]. Inspired
by the visual psychology a great number of image segmentation methods have been
developed, e.g. [1, 2, 8, 11]. Many of them try to partition the image by optimizing a
suitable cost function that combines different criteria of image element grouping.
Recently there has been a progress achieved in the area of graph-theoretic approach
to the image segmentation and perceptual grouping. According to this approach, im-
age structures such as pixels or edges are described using graph, and the segmentation
is formulated as a graph-partitioning problem. Typically segmentation is achieved by
minimizing a criterion that takes into account the similarity between possible parti-
tions relative to the similarity within each partition [3, 16, 19]. Building a global cost
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criterion, capturing salient relationships among the image elements, and making it's
optimization computationally tractable continues to be a difficult problem.

Another category of algorithms seeks optimal image hierarchic partitioning through
a sequence of local computations. We emphasize approaches that are based on the use
of proximity graphs, specifically Delaunay triangulation and Minimum Spanning Tree
(MST). In contrast with global optimization approaches, the MST based image seg-
mentation seeks image partitioning by iteratively linking image elements through the
lowest cost tree edges. The tree edges represent similarity of neighboring elements.
One of earliest applications of tree-based data clustering to visual like point data sets
analyzed MST edges histogram and investigated tree characteristics such as MST
"relative compactness”, tree diameter, and point densities [20]. In [9] the tree-based
concept was applied to image segmentation. It was suggested to use global homogene-
ity criterion to control construction of an irregular pyramid starting from a regularly
sampled pixel grid. [12, 10] use irregular tessellations to generate an adaptive multi-
scale image representation. The approach employs an irregular sampling of the pixel
grid to build the initial (lower) scale image representations. The irregular sampling
hierarchy is then recursively built from the lower scales. The result depends on the
stochastic nature of the sampling procedure. [18] uses Kruskal's algorithm to construct
MST of the image from a regularly sampled pixel grid. The tree is then partitioned
into subtrees, representing different homogeneous regions. [5] uses Kruskal's algo-
rithm to construct MST by evaluating local variations of the neighboring pixel
patches. The approach uses global constant that controls how the pairwise regions
variation and regions' internal variations impact the region grouping. The approach [6,
7, 11] is similar to [5] in how it controls the grouping of pixel patches into larger ones.
At the same time, in contrast with [5], the approach in [6, 7, 11] uses Boruvka's MST
construction algorithm and produces an irregular hierarchy of image segmentations.
The last property is especially useful for pattern recognition. It makes it possible to
look for objects of interest across multiple layers of the built hierarchy, employing
either top-down or bottom-up approach.

Our framework belongs to the image segmentation approaches, producing an ir-
regular image pyramids. The framework derives a hierarchy of irregular polygonal
patches adapted to the image content. The hierarchy is built based on the edges de-
tected in the image. This adaptive polygon-based hierarchic image segmentation dis-
tinguishes our method from the previous tree-based image segmentation approaches.
The framework combines constrained Delaunay triangulation, the Gestalt principles of
visual perception, such as proximity and closure, exploits structural information on
spectrally detected image edges and their spatial relations. This produces initial set of
polygonal patches; they are iteratively grouped bottom-up using Boruvka’s MST algo-
rithm. We show experimental results and discuss opportunities to improve the pro-
posed approach.

2 Polygon-Based Multi-Scale Image Segmentation

In a polygon-based pyramid, each level represents a polygonal tessellation of the im-



age. The pyramid is built iteratively bottom-up using only local interactions of the
neighboring polygons. On the lowest level (/=0, fine level of detail) of the pyramid
the polygons are constructed from an irregular triangular tessellation of the image;
they are unions of triangles. On higher level (/>0, coarser level of detail) of the pyra-
mid the polygons are unions of neighboring polygons on a lower finer level (/7). The
polygons on level / of the pyramid are considered as the vertices of an undirected
graph G;. The edges of the graph describe the adjacency relations between the poly-
gons on level /. Thus G, =( V,, E;), where V; is the set of vertices, and E; is the set of
edges. The derivation of G,.; from G, is formulated as construction of an MST of G,.
The built pyramid P is described as a set of graphs G; representing the image in a fine-
to-coarse hierarchy.

2.1 Construction of Fine Level of Detail

Polygons on the lowest level of a pyramid are built upon the triangular tessellation of
the image. We employ the image vectorization approach [13] to process the generated
triangle grid. First, we detect edges in the image, e.g using Canny edge detector [4]
(Figs. 1a, 1b). It is followed by constrained Delaunay triangulation (CDT) [15] where
the detected edges are used as constraints for the triangulation (Fig. 1c). Thus, the
CDT tessellation grid is adapted to the image content, since triangle vertices and
edges reflect the structure and spatial adjacency of the detected edges, such as Canny
edges. CDT generated triangular mesh is processed by edge filtering. The filtering
keeps constraints (such as Canny edges) and selectively deletes generated triangle
edges. Triangle edge filtering is based on a prespecified set of rules inspired by the
principles of visual perception, such as proximity and closure. Proximity filters out
triangle edges using thresholding based on edge length (Fig. le). As a result, the de-
tected edges that are spatially close to each other are linked by the triangle edge. Oth-
erwise, the spectral edges remain separated. The closure rule is responsible for filter-
ing out triangle edges which are bounded by the same spectral edge (e.g., having “U”-
shape) or the same pair of spectral edges (e.g., "| |" configuration) (Fig. le). This
results in a set of closed contours consisting of combination of the generated triangle
edges and spectrally detected edges. Finally, a graph traversal algorithm (e.g., depth-
first search or breadth-first search) groups triangles within the constructed closed
contours into polygons (Fig. 1d). These polygons are assigned median color based on
a sampling of pixels covered by the grouped triangles. Thus the image is segmented in
a set of spectrally attributed polygonal patches (Fig. 2). The constructed polygon
boundaries are built upon the spectral edges, and thus reflect important discontinuities
in the image characterization. In turn, agglomeration of polygons across multiple lev-
els of the image pyramid P will be implicitly directed in the sense that boundaries of
agglomerated polygons will also be authentic to the image spectral discontinuities.
This is in contrast with other approaches, where selection of good seed pixels or pixel
patches is quite challenging. The problem is due to the fact that pixel itself does not
carry any object-oriented information.
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Fig. 1. Construction of a polygon-based image representation on fine level of detail of a pyra-
mid. (a) an original image. (b) edge detection using Canny edge detector. (c) generation of an
irregular triangular mesh based on Constrained Delaunay triangulation (Canny edges are shown
in black color, triangle edges are shown in gray color). (d) polygon creation by filtering the
triangle edges and creating closed contours (contours are shown in black color, deleted triangle
edges are shown in gray color). (¢) an example of triangle edges filtering. Canny edges are
shown in black color, deleted triangle edges are shown in light gray color, and the kept triangle
edges (closing the gaps between Canny edges) are shown in darker gray color
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Fig. 2. Result of segmentation of the image shown in Fig. 1(a). (a) Contours of the created
polygons are superimposed on the original image and shown in gray. (b) Created polygons are
shown with their colors estimated during the segmentation process

2.2 Pyramid Construction

Once the polygon-based image representation on the lowest level of a pyramid is pro-
duced, we iteratively group polygons, sharing their contour fragments, on level / into
larger polygonal chunks, producing level (/+1) of the image pyramid. Polygon ag-
glomeration is based on Boruvka’s algorithm to construct Minimum Spanning Tree.
Boruvka’s algorithm proceeds in a sequence of stages, and in each stage it identifies a
forest F consisting of the minimum-weight edge incident to each vertex in the graph
G, then forms the graph G, = G\F as the input to the next stage. G\F' denotes the graph
derived from G by contracting edges in F. Boruvka’s algorithm takes O(ElogV) time,
where E is number of edges and V is number of vertices.

The overall quality of segmentation depends on the pairwise polygon adjacency ma-
trix, containing £, The attributes of edges are defined using two features: color simi-
larity, ACjy, and strength of the contour segment separating polygons, P,. We evaluate
the affinity w; between two neighboring polygons i and j:

P
w, =k-AC, -exp( %) )

y.x ()
B =Z§"-mk.
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where contour segment shared by two neighboring polygons consists of N edge frag-
ments (Fig. 3), S is the length of the shared contour segment, s, is the length of the
shared edge fragment belonging to a given contour fragment, k£ and ¢ control the scale
of polygons similarity, and m is the magnitude of the shared edge segment. m is 0 for
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Fig. 3. An example of the contour fragment shared by two neighboring polygons 4 and 8. The
shared contour fragment consists of five edge fragments of corresponding lengths s, through ss.
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Fig. 4. Result of the multi-scale segmentation of the image shown in Fig. 1(a). Contours of the
created polygons are shown in white color. Created polygons are shown with their estimated
colors. (a) level of detail # 4, 39 polygons. (b) level of detail # 6, 22 polygons.

triangle edge and non-zero for spectrally detected edge (such as Canny edges). Thus
the cost of merging two polygons separated only by triangle edges is less than the cost
of merging polygons separated by spectrally detected edges.

The algorithm constructs level (/+/) of a pyramid containing coarser image parti-
tioning by running one Boruvka's stage on level / using the evaluated color and con-
tour relations between the polygons. Once a coarser level is constructed, color charac-
terization of agglomerated polygons on level (+/) is evaluated:
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where M is the number of polygons merged into polygon / on level (+1), Cil is the

color of a polygon i on level /, A! i is the area of a polygon i on level /.

Spatial layout of the polygons (their contours) has changed as well. As a result, the
adjacency matrix corresponding to level (/+/) is evaluated. The described process of
generation of coarser level based on finer level of a pyramid iteratively goes (Fig. 4)
while spectral dissimilarity between polygons is less than a predefined spectral dis-
similarity threshold.



3 Experimental Results

For experiments we have used the Berkeley segmentation dataset!. Figures 5 and 6
show the results of image segmentation based on our method. For comparison we
have included the results produced by normalized cuts based segmentation. We used
publicly available normalized cuts software?. We have also included integrated repre-
sentation of human sketches as a reference, since different subjects produced different
segmentations for the same image. It can obviously be argued that to produce mean-
ingful segmentation it is necessary to utilize object-based knowledge in addition to
bottom-up information agglomeration. In this paper we focus on the bottom up ap-
proach to image segmentation.

Fine level of detail of a pyramid is constructed using Canny edge detection with the
Ocamy = 1., hysteresis low threshold = 2.5, and hysteresis high threshold = 5; and we
use the Triangle code’® to generate triangular tessellation over the detected edge map.
Color images were processed using either RGB space, or converting them into gray
scale or HSI representations. The results are shown for RGB space. Global spectral
threshold was set to 30. Scale parameters £ and ¢ for adjacency relations were both set
to 0.5. On average the produced hierarchies contained 6-11 levels of detail. We have
also experimented with generalization of the adjacency relations by incorporating
convexity measure of the neighboring polygons to give preference to a construction of
more convex objects though it did not produce consistent results at current stage.

4 Conclusions

We have introduced a polygon based method to construct a fine-to-coarse hierarchy of
irregular image partitions. Experimental results prove the validity of the proposed
method. It uses spectral and contour relations between polygons as criteria of their
agglomeration. Computational complexity of the algorithm makes it possible to use it
for processing large images. Our method is different from other tree based image
segmentation approaches because it builds an irregular hierarchy of image partitions
based on triangular and polygonal tessellations of the image. These tessellations are
built upon the spectrally detected edges. Thus the method preserves information about
salient spectral discontinuities in the image, and the constructed image partitions are
adapted to the image content. The built pyramid is unique if polygon relations are
unique. When number of relations included into segmentation grows, it will more
likely be the case. Additional research is required to generalize the method to process
texture. The problem to address would be an adaptive evaluation of local texture
properties, which could be associated with polygons. Another extension will include
integration of the proposed method with top-down analysis to cue an analysis on po-
lygonal patches, meeting a prespecified set of criteria (e.g., on shape).

! http://www.eecs.berkeley.edu/Research/Projects/CS/vision/grouping/segbench/
2 http://www.cis.upenn.edu/~jshi/sofiware/
3 hitp://www.cs.cmu.edu/~quake/triangle.html
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Fig. 5. Segmentation results. 1st row: input image (originally color images). 2nd row: results of
the normalized cuts segmentation. 3rd row: results of our approach. 4th row: human sketches
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Fig. 6. Segmentation results (cont.). 1st row: input image (originally color images). 2nd row:
results of the normalized cuts segmentation. 3rd row: results of our approach. 4th row: human
sketches
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