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About the Cover:
LLE scientists and engineers have developed an automatic interferometric large-aperture grating tiling technique and realized 
two tiled-grating compressors for the OMEGA EP High-Energy, Petawatt-Class Laser System. Each compressor consists of four 
sets of 1.41-m # 0.43-m tiled-grating assemblies (TGA’s), each having three 0.47-m # 0.43-m grating tiles. This demonstration 
has overcome the size limitation of the current state-of-the-art diffraction grating. It opens the path for constructing even larger 
tiled-grating compressors (multiple meters) for high-energy, high-power optical parametric chirped-pulse–amplification systems. 
Samuel F. B. Morse, OMEGA Facility Director, is seen standing in the OMEGA EP upper compressor inside the grating com-
pressor chamber (GCC). An embedded Fizeau interferometer was used to tile all four TGA’s of each compressor. The results of 
the tiled-grating compressors are reported (see “Development and Demonstration of Large-Aperture Tiled-Grating Compressors 
for the OMEGA EP Petawatt-Class Laser System,” p. 113).

The inside cover photos show mem-
bers of the Large-Aperture Grating 
Tiling Development and Realiza-
tion Team. The four tiled-grating 
assemblies (TGA’s) are illustrated 
in the photo. Principal Investiga-
tor Dr.  Jie Qiao, Scientist at LLE 
(row 1, far right), developed the auto-
matic interferometric tiling and final 
tiling-optimization techniques for 

OMEGA EP tiled-grating compressors. She also developed an optical model of the tiled-grating compressor to predict the effects 
of grating-tile wavefront, tiling error, and compressor input-beam wavefront on focal-spot performance.  This model directed 
the selection and orientation of all 24 grating tiles. Dr. Qiao ultimately led the team to tile all eight TGA’s at vacuum inside the 
GCC. Project Coordinator David Canning (row 1, middle), together with Adam Kalb (row 2, left), Thanh Nguyen (row 1, left), 
and other LLE engineers, built, qualified, and deployed eight high-precision TGA’s. Troy Walker and William Noonan (row 2, 
from left to right) worked on the control and software for positioning tiling actuators. The team, with the support of other LLE 
engineers, delivered two fully aligned, tiled-grating compressors. Both compressors (in operation since February 2008) achieved 
less than 1-ps pulse width.
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In Brief

This volume of the LLE Review, covering April–June 2008, features “Development and Demonstration 
of Large-Aperture, Tiled-Grating Compressors for the OMEGA EP Petawatt-Class Laser System” by 
J. Qiao, A. Kalb, D. Canning, T. Nguyen, J. Bunkenburg, and J. H. Kelly. In this article (p. 113), the authors 
report on the OMEGA EP effort regarding the two large-aperture tiled-grating (1.5-m) compressors. Each 
compressor, consisting of four sets of tiled-grating assemblies, has been built for the OMEGA EP High-
Energy, Petawatt-Class Laser System. The techniques used for tiling individual tiled-grating assemblies 
and for optimizing the overall performance of a tiled-grating compressor are described. Both compres-
sors achieved subpicosecond-pulse duration without tiling-induced temporal degradation. A ray-tracing 
model predicted that the static wavefront of the grating tiles dominated focal-spot degradations when 
submicroradian tiling accuracy is achieved. The tiled-grating compressors delivered a tighter focal spot 
compared to sub-aperture grating compressors with single central tiles.

Additional highlights of recent research presented in this issue include the following:

•	 C. Stoeckl, K. S. Anderson, T. R. Boehly, J. A. Delettrez, V. N. Goncharov, V. Yu. Glebov, J. H. Kelly, 
R. L. McCrory, S. F. B. Morse, J. F. Myatt, P. M. Nilson, T. C. Sangster, A. A. Solodov, M. Storm, 
W. Theobald, B. Yaakobi, L. J. Waxer, and C. D. Zhou (LLE), R. Betti and D. D. Meyerhofer (LLE 
and the Fusion Science Center for Extreme States of Matter and Fast Ignition Physics), along with J. A. 
Frenje and R. D. Petrasso (Plasma Science and Fusion Center, MIT), A. J. MacKinnon (LLNL), and 
P. A. Norreys and R. B. Stephens (RAL) describe a comprehensive scientific program being pursued 
at LLE to explore the physics of fast ignition (p. 120). The OMEGA EP Laser Facility was completed 
in April 2008, adjacent to the 60-beam, 30-kJ OMEGA Laser Facility. OMEGA EP consists of four 
beamlines with a NIF-like architecture. Two of the beamlines can operate as high-energy petawatt 
(HEPW) lasers, with up to 2.6 kJ each with 10-ps pulse duration. These beams can either be injected 
into the OMEGA EP target chamber or combined collinearly into the existing OMEGA target chamber 
for integrated fast-ignitor experiments. Fuel-assembly experiments on OMEGA have achieved high 
fuel areal densities, and the effects of a cone on the fuel assembly are being studied. Experiments on 
short-pulse laser systems in collaboration with other institutions are being pursued to investigate the 
conversion efficiency from laser energy to fast electrons. A coherent transition radiation diagnostic 
is being developed to study the transport of the electrons in high-density material. Integrated experi-
ments with room-temperature targets on OMEGA will be performed in 2008. Simulations of these 
integrated experiments show significant heating of up to 1 keV due to the hot electrons from the short-
pulse laser.

•	 J. Bromage, S.-W. Bahk, D. Irwin, J. Kwiatkowski, A. Pruyne, M. Millecchia, M. Moore, and J. D. 
Zuegel present an on-shot focal-spot diagnostic for characterizing high-energy, petawatt-class laser sys-
tems (p. 130). Accurate measurements at full energy are demonstrated using high-resolution wavefront 
sensing in combination with techniques to calibrate on-shot measurements with low-energy sample 
beams. Results are shown for full-energy activation shots of the OMEGA EP Laser System.
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•	 S. P. Regan, W. Seka, C. Stoeckl, V. Yu. Glebov, and T. C. Sangster (LLE), D. D. Meyerhofer and R. L. 
McCrory (LLE and the Departments of Mechanical Engineering and Physics and Astronomy), along 
with N. B. Meezan, L. J. Suter, D. J. Strozzi, E. A. Williams, O. S. Jones, D. A. Callahan, M. D. Rosen, 
O. L. Landen, S. H. Glenzer, C. Sorce, and B. J. MacGowan (LLNL), and W. L. Kruer (University 
of California, Davis) describe how two bursts of suprathermal electrons are observed from gas-filled 
hohlraums when driven with 13.5 kJ of 351-nm laser light on the OMEGA Laser System (p. 139). The 
two-plasmon-decay (2~pe) instability in the exploding laser entrance hole (LEH) window appears 
to produce up to 20 J of hot electrons with Thot + 75 keV at very early times and has a very sharp 
laser-intensity threshold around 0.5 # 1015 W/cm2. The second pulse produced by stimulated Raman 
scattering (SRS) during the main laser drive has more energy (Ehot + 200 J), but significantly lower 
Thot + 20 keV. While the 2~pe instability has been observed in direct-drive-implosion targets, this is 
the first observation of significant effects of the instability in indirect-drive-implosion targets.

•	 D. H. Edgell, W. Seka, R. E. Bahr, T. R. Boehly, and M. J. Bonino describe the effectiveness of a laser 
shinethrough barrier for direct illumination of a spherical target in direct-drive inertial confinement 
fusion experiments (p. 144). In the earliest stages of irradiation, before the plasma forms a critical-
density surface, laser light can penetrate into the target. This “shinethrough” light can be sufficiently 
intense to undergo filamentation and damage the inside of the target, thereby seeding hydrodynamic 
instabilities. Laser shinethough can be blocked by a thin coating of opaque material such as aluminum 
(Al). For cryogenic direct-drive targets, the shinethrough barrier material must also be compatible 
with cryogenic target-fabrication procedures, which rules out Al layers since they would interfere 
with permeation filling and optical characterization of cryogenic targets. Silicon (Si) has been found 
to be a promising candidate for a direct-drive cryogenic target shinethrough barrier material. Several 
cryogenic targets have been coated with Si, successfully permeation filled with either D2 or DT, and 
subsequently layered and optically characterized. Various thicknesses of Si coatings have been applied 
to planar targets and tested under relevant irradiation conditions. Experiments have shown that 200 nm 
of Si is sufficient to protect targets from laser shinethrough.

•	 W. Guan and J. R. Marciante describe the suppression and elimination of self-pulsing in a watt-level, 
dual-clad, ytterbium-doped fiber laser (p. 150). Self-pulsations are caused by the dynamic interaction 
between the photon population and the population inversion. The addition of a long section of passive 
fiber in the laser cavity makes the gain recovery faster than the self-pulsation dynamics, allowing only 
stable continuous-wave lasing. This scheme provides a simple and practical method for eliminating 
self-pulsations in fiber lasers at all pumping levels.

•	 J. Kitaygorsky and R. Sobolewski (LLE), along with R. Shouten, S. Dorenbos, E. Reiger, and V. Zwiller 
(Kavli Institute of Nanoscience, Delft University of Technology, Delft, The Netherlands) present a 
new readout scheme for NbN superconducting single-photon detectors (SSPD’s), using a low-noise 
cryogenic high-electron mobility transistor and a high-load resistor directly integrated with the detec-
tor, to achieve amplitude resolution of dark and photon counts (p. 153). This scheme makes it possible 
to study the physical origin of dark counts in SSPD’s and may enable both photon-number-resolving 
and energy-resolving capabilities of the standard, meander-type SSPD.
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Introduction
The OMEGA EP chirped-pulse–amplification system at LLE 
requires two 1.5-m large-aperture grating compressors to 
achieve high-energy petawatt capability.1 The current state-of-
the-art multilayer dielectric (MLD) diffraction gratings cannot 
meet this size requirement.2 Several institutes have explored 
the possibility of tiling gratings.3–6 Kessler and Cotel have 
demonstrated the coherent addition of small-scale gold gratings 
in a compressor using a far-field method.5,6

Due to the wavefront of large gratings and the general dif-
ficulty in achieving diffraction-limited, far-field performance 
with a 0.5-m-aperture beam, a far-field method alone cannot 
provide sufficient tiling accuracy for large-scale grating tiling. 
We have developed and automated an interferometric tiling 
method and, for the first time, demonstrated a 1.5-m tiled-
grating assembly (TGA) composed of three full-size gratings 
(0.47 m # 0.43 m, 0.5 m in diagonal).7 In this article, we report 
the first demonstration of two large-aperture tiled-grating 
compressors. The architecture and tiling performance of all 
eight TGA’s developed for the two compressors of OMEGA EP 
are reported. The tiling technique and the method used for 
constructing a tiled-grating compressor are described. The 
full spatial and temporal performance of the tiled-grating 
compressors is reported. 

The following sections (1) describe the pulse compres-
sion architecture of OMEGA EP and the development of the 
tiled-grating assemblies; (2) analyze tiling effect on focal-spot 
performance and the method for constructing a tiled-grating 
compressor; (3) present the near-field tiling technique in 
vacuum and the performance of each tiled TGA; and (4) report 
on tiling optimization and the characterization of the spatial 
and temporal performances.

OMEGA EP Pulse-Compression Architecture  
and Tiled-Grating-Assembly Development

OMEGA EP has two separate grating compressors that 
produce two short-pulse beams (1 + 100 ps). Figure 115.1(a) 
shows the pulse-compression scheme for OMEGA EP. Each 

compressor consists of four sets of TGA’s, each having three 
0.47-m # 0.43-m gratings. In total, eight TGA’s and 24 grating 
tiles are required to construct the two compressors. The beam 
size of the OMEGA EP laser is 0.37 m # 0.37 m. The incident 
angle on TGA1 is 72.5°, which offers a large pulse-compression 
ratio and relaxes the damage-threshold requirements for the 
gratings. Figure 115.1(b) shows the rear view of one TGA, 
which holds three full-size OMEGA EP grating tiles. Each tile 
is mounted on a triangular support frame. All three tile support 
frames are mounted on a mechanical platform, with the center 
support frame fixed to the mechanical platform to provide 
structural stability. The mechanical platform is positioned on 
a rotary stage, which allows the entire TGA to rotate between 

Development and Demonstration of Large-Aperture Tiled-Grating 
Compressors for the OMEGA EP Petawatt-Class Laser System

Figure 115.1
(a) OMEGA EP compressor consists of four tiled-grating assemblies (TGA’s). The 
size of each TGA is 1.41 m # 0.43 m. (b) TGA assembly and tiling parameters.
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–175° to +175° (iy rotation). Tip (ix) and in-plane rotation (IPR/
iz) movements are provided by two motorized linear actuators 
mounted on the back of the mechanical platform.

Tile-to-tile alignment is realized by maintaining the central 
tile static and by moving the two outboard tiles relative to the 
central tile. For each outboard tile, there are six degrees of 
freedom relative to the central tile: tilt iy, tip ix, IPR iz, lateral 
shift dx, longitudinal shift (also referred to as piston dz), and rela-
tive groove-spacing change Dd. The six parameters form three 
independent pairs: piston and lateral shift, tip and IPR, and tilt 
and groove spacing change. The two parameters within each 
pair compensate each other;8 therefore, each of the outboard tile 
support frames incorporates only three electrostrictive actuators 
to provide tile-to-tile alignment by modifying tip, tilt, and piston. 
Each actuator is paired with a capacitive sensor to form a closed 
control loop to hold its position. The resolution for holding the 
position of an actuator is !4 nm. For coarse alignment, the 
TGA is positioned at normal and Littrow angles iteratively to 
remove the tip and IPR of the central tile by adjusting the two 
linear actuators. The grating grooves of outboard tiles can be 
aligned to that of the central tile by manually adjusting the tip 
and IPR through three screws underneath the tile support beam. 
The initial aligned position is determined by interferometric 
analysis. The changes from the aligned positions in terms of 
piston and lateral shift, tip, and IPR are monitored by two pairs 
of capacitive sensors across the tile gap mounted on the top and 
bottom surfaces of the tile substrates. The aligned position is 
then maintained in real time by compensating the temporal drift 
of the lateral shift and the in-plane rotation with the piston and 
tip, respectively. Eight sets of TGA’s have been built for the two 
compressors of OMEGA EP.

Modeling for Focal-Spot Analysis and Tiled-
Compressor Construction

A ray-tracing model has been developed to perform tiling 
tolerance analysis for the full tiled-grating compressor system 
followed by an f/2 parabola for focusing (i.e., 12 gratings 
grouped in four TGA’s). This model simulates the influence 
of misalignment on all four TGA’s of a compressor taking 
into account the measured wavefronts of the grating tiles. The 
performance of a tiled-grating compressor is fundamentally 
determined by the initial tiling performance and the long-term 
stability of a TGA. The initial tiling is constrained by the inter-
ferometric measurement, which is subject to disturbance caused 
by turbulence and vibration; the long-term stability of a TGA 
is determined by environmental stability, such as temperature 
and vibration. Taking into account the sensitivity of the tiling 
interferometer and the mechanical and environmental stabil-

ity of a TGA, the best-achievable tiling accuracy for each tile 
of each TGA was determined to be approximately !0.2 nrad, 
!0.2 nrad, and !0.13 nm for tilt plus groove spacing change, 
tip plus IPR, and piston plus lateral shift, respectively. For 
each OMEGA EP compressor, there are eight outboard tiles 
to be aligned to their corresponding central tiles. Since there 
are three independent tiling parameters for each tile, the total 
number of independent tiling parameters is 24. It is necessary 
to understand and predict the combined effect of the tiling 
errors described above on the focal spot of the tiled-grating 
compressor. For each outboard tile of a TGA of the compressor, 
the tilt, tip, and piston were chosen as the independent tiling 
parameters to perform a Monte Carlo tolerance analysis, i.e., 
each outboard tile’s position in terms of tilt, tip, and piston was 
randomly perturbed within the tiling accuracy. This simula-
tion was done in the case of a flat grating-tile wavefront and a 
measured non-flat grating-tile wavefront. For both cases, the 
input beam of the compressor was flat. The mean and standard 
deviation values of the radius of 80% encircled energy, R80, and 
Strehl ratio were calculated for 500 runs. Figure 115.2 shows 
the histograms of the far-field performance of 500 randomly 
realized tiled-grating compressors with a tiling accuracy tilt/
tip = !0.2 nrad and piston = 0.13 nm for the grating tiles with 
a flat wavefront. The mean and standard deviation of R80 are 
4.2 nm and 0.66 nm, respectively.

The size of each of the 12 holographically recorded MLD 
diffraction-grating tiles is 0.47 m # 0.43 m. The state-of-the-art 
wavefront quality for this size of grating tile is approximately 
0.25 m (peak-to-valley), m (wavelength) = 1053 nm. Grating 
wavefront error consists of a substrate mirror term due to coat-
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ing and a holographic term, which could add or cancel each 
other, depending on the orientation of the grating relative to the 
beam. The final wavefront of the compressor varies with the 
choice, order, and orientation of each of its 12 gratings. These 
properties were optimized to minimize the overall wavefront 
of the compressor using a matrix-based procedure that consid-
ers the measured wavefront of each individual grating tile at 
both orientations. We have modeled the focal-spot degradation 
caused by the static wavefront of all grating tiles for various 
compressor configurations. In these simulations, the three 
glass substrates of each TGA are perfectly aligned, i.e., there 
is no tiling error. The compressor configurations producing 
the minimum total wavefront error were selected for actual 
construction. Figure 115.3(a) shows the minimized wavefront 
map of one realization. The peak-to-valley and rms wavefront 
are 0.73 m and 0.07 m, respectively. The corresponding R80 is 
7.3 nm. The design baseline corresponding to a flat wavefront 
is 2.6 nm. A Monte Carlo tiling-tolerance analysis predicted 
the focal-spot degradation under imperfect tiling conditions by 
using the measured wavefront of the tiles and the experimental 
tiling accuracy of tilt/tip !0.2 nrad and piston !0.13 nm. Fig-
ure 115.3(b) shows the histogram of R80 for 500 simulations. 
The mean and standard deviation of R80 are 7.7 nm and 0.8 nm, 
respectively. Considering the focal-spot size without tiling error 
(R80 = 7.3 nm) and the design baseline (R80 = 2.6 nm), we 
conclude that the focal-spot degradation is dominated by the 
static grating wavefront when submicroradian tiling accuracy 
can be achieved. We can also conclude that, given the same 
tiling accuracy, the focal-spot degradation caused by tiling error 
is greater for a compressor consisting of grating tiles with flat 
wavefront (R80 changes from 2.6 nm to 4.2 nm) than for that 
consisting of grating tiles with non-flat wavefront (R80 changes 
from 7.3 nm to 7.7 nm).

Figure 115.3
(a) The wavefront map of one compressor realization when there is no tiling 
error. (b) The histogram of R80 for 500 simulations when tiling error and 
grating-tile wavefront are taken into account.
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Figure 115.4
Optical layout for tiling each individual TGA 
with a Fizeau interferometer inside the GCC. 
The combined movement of the TGA selec-
tion mirror and RF makes it possible for the 
interferometer to see all of the gaps of the four 
TGA’s, sequentially.
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Interferometric Tiling Technique in a Grating 
Compressor Chamber at Vacuum and the  
Performance of the Tiled TGA’s

A 12-in.-aperture Fizeau interferometer was built for each 
compressor inside the grating compressor chamber (GCC) to 
tile individual TGA’s at vacuum. The laser wavelength of the 
interferometer is 1053 nm. As shown in Fig. 115.4, the col-
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Figure 115.5
(a) The total wavefront of two adjacent tiles before automatic 
tiling. (b) The total wavefront of two adjacent tiles during auto-
matic tiling. (c) The minimized wavefront between two adjacent 
tiles after the differential tilt, tip, and piston were removed.

limated Fizeau beam is transmitted through the transmission 
flat and directed to two adjacent tiles of each one of the four 
TGA’s by the selection mirror. The reflection flat (RF) is ori-
ented to retroreflect the diffracted beam from each TGA at its 
working angle. Unique orientations of the TGA’s, the selection 
mirror, and the RF were required to sequentially tile each of the 
eight gaps of four TGA’s. The Fourier analysis of the resulting 
interferogram9 was used to retrieve the phase of each tile and 
to calculate the differential tilt, tip, and piston between the 
central tile and an outboard tile. The differential values were 
used as feedback to control the tiling actuators to minimize 
the overall wavefront of the full TGA. This near-field tiling 
process has been automated. 

To predict the focal-spot performance of a tiled-grating 
compressor, it is essential to obtain the overall wavefront and 
stability of a tiled TGA having three tiles. Before the TGA’s 
were installed inside the GCC, a 24-in.-aperture Fizeau inter-
ferometer was used to tile each TGA and obtain the overall 
wavefront using an automated near-field method in a large-
optics test facility.

Figures 115.5(a)–115.5(c) illustrate the automatic tiling pro-
cess and show the phase map of the two tiles under alignment 
before, during, and at the end of the automatic tiling process, 
respectively. Minimized wavefront (rms wavefront = 0.0562 m) 
of the two tiles was achieved after removing the angular and 
piston misalignment between the two tiles.

Figure 115.6(a) shows the overall rms wavefront of all tiled 
TGA’s, which is under 0.08 m. Figure 115.6(b) illustrates the 
typical tiling stability. The tiled wavefront of one of the eight 
TGA’s was maintained below 0.09 m for at least 12 h by tiling 
actuators in a closed control loop. The stability test was done 
during the night since there were many other integration activi-
ties around the interferometer area during the day. Please note: 
the grating compressor vacuum chamber provides a much more 
controlled environment.

After all of the eight TGA’s were installed inside the GCC, 
they were retiled using the GCC interferometers. The differ-
ential angle between two adjacent tiles was measured for 12 h 
by the Fizeau interferometer. Figure 115.7 shows the typical 
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Figure 115.6
(a) Root-mean-square (rms) tiled wavefronts of all eight TGA’s; (b) typical wavefront stability of a tiled TGA.

angular tiling stability in the GCC at vacuum. The standard 
deviation of the differential tilt (horizontal) and differential tip 
(vertical) is 0.1 nrad and 0.2 nrad, respectively. 

Performance Characterization and Optimization 
of Tiled-Grating Compressors 

After individual TGA tiling, the four TGA’s were rotated to 
their previously aligned compressor position. Any residual tiling 
misalignment among the four outboard tiles (i.e., one tile per 
TGA) on the same side of the beam can be canceled using one of 
the tiles (see the highlighted tiles in Fig. 115.8). We chose to use 
the outboard tiles of TGA4 to compensate the cumulative tiling 
error. This was done by a far-field analysis. A tiling apodizer 
array with three different apertures was placed in the collimated 
tiling-beam space. The translation of the tiling-apodizer array 
limited the illumination of the compressor to one single tile, two 
adjacent tiles, or all three tiles at a time. The far-field pattern of 
two adjacent tiles is compared to that of the central tiles in order 
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to obtain angular misalignment and differential phase informa-
tion, therefore providing feedback to drive the corresponding 
tiling actuators of TGA4 to remove the residual tiling error. After 
this tiling optimization, the three-tile apodizer is translated into 
the beam to evaluate the final tiling performance.

It is not possible to directly compare the focal-spot per-
formance of the tiled-grating compressor having four sets of 
TGA’s (a total of 12 tiles) to that of a compressor consisting of 
four monolithic gratings with the same aperture size due to the 
unavailability of the latter. To evaluate the effect of tiling on 
focal-spot degradation, we apodized the beam size along the til-
ing (horizontal) direction to construct a sub-aperture compressor 
consisting of only the four central tiles. The aperture-size ratio 
between the single-central-tile compressor and the triple-tile 
compressor is 1:2.95 and 1:1 along the horizontal and vertical 
directions, respectively. Since the two compressors have the same 
beam size along the vertical direction, the two vertical lineouts 
were compared to evaluate focal-spot degradation due to tiling. 
The two horizontal lineouts were compared to show the aper-
ture ratio between the two configurations. Figures 115.9(a) and 
115.9(b) show the focal spots of the single-central-tile compressor 
and the triple-tile compressor, respectively. Figure 115.9(c) shows 
a comparison between two horizontal and vertical lineouts. In 
these plots, fx and fy are the dimensions, in microradians, of the 
focal spot along the horizontal and vertical directions.

The full width at half maximum (FWHM) of the focal-
spot lineout ratio between the single-central-tile sub-aperture 
compressor and the triple-tile full-aperture compressor is 3:1 
and 1:1 for the horizontal and vertical directions, respectively. 
This is expected when comparing a sub-aperture compressor to 
a properly aligned full-aperture grating compressor with four 
monolithic gratings. The profiles of two vertical lineouts are 
comparable. We can conclude that tiling does not degrade the 

Figure 115.7
Angular tiling stability in the GCC at vacuum.
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Figure 115.9
(a) Focal spot of the single-central-tile compres-
sor; (b) focal spot of the triple-tile compressor; 
(c) comparison between the horizontal lineouts 
and vertical lineouts of the two focal spots.
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Figure 115.8
Optical layout for evaluating and optimizing overall tiling performance of the whole compressor. Before tiling optimization, retro mirror #1 was used to cali-
brate the far field of the tiling beam. During tiling optimization, this mirror was removed from the beam. The tiling beam went through the compressor and 
was reflected back by retro mirror #2. One of the four highlighted tiles was chosen to optimize the overall tiling performance.

spatial performance of the tiled-grating compressor. A triple-
tile compressor delivers a tighter focal spot and three times the 
energy of a single-central-tile-only compressor.

After compressor alignment and grating tiling, temporal 
compression was optimized by changing the dispersion of the 
stretcher. The optical parametric chirped-pulse–amplification 
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(OPCPA) front end is operated at 5 Hz (Ref. 10). The autocor-
relation of the output pulses was measured for both single-
central-tile and triple-tile configurations for both OMEGA EP 
compressors. Figures 115.10(a) and 115.10(b) show the mea-
sured autocorrelations with a decorrelation factor of 1.34 
(calculated from the measured spectrums). The pulse width is 
630 fs for both the single-central-tile and triple-tile configura-
tions of compressor 1. Similarly, we obtained a 600-fs pulse 
width for the single-central-tile and triple-tile configurations of 
compressor 2. The transform-limited pulse width is 400 fs and 
410 fs for compressors 1 and 2, respectively. Single- and triple-
tile configurations delivered the same pulse width. Therefore, 
there is no change in pulse duration due to tiling.
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(a), (b) Autocorrelation scanning results for single-tile and triple-tile configu-
rations for (a) compressor 1 and (b) compressor 2.

Conclusions
In conclusion, we have developed and built eight precision 

tiled-grating assemblies. Submicroradian tiling accuracy and 
stability have been achieved for all eight TGA’s. A ray-tracing 

model predicts that the static wavefront of the grating tiles 
dominates focal-spot degradations when submicroradian til-
ing accuracy is achieved. For the first time, we demonstrated 
pulse compression in two 1.5-m, large-aperture tiled-grating 
compressors for the OMEGA EP high-energy, petawatt-class 
laser system. Measurement of the tiled-grating compressors 
verified the model prediction and confirmed that the focal-spot 
degradation caused by tiling is minimal. Output-pulse autocor-
relation measurements verified that both compressors achieved 
subpicosecond pulse widths and there is no pulse duration 
change due to tiling. This demonstration opens the path for 
constructing even larger tiled-grating compressors (multiple 
meters) for high-energy, high-power OPCPA systems. 
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Introduction
The fast-ignitor concept for inertial confinement fusion1,2 
has shown significant promise due to successful small-scale 
integrated experiments.3,4 It makes it possible to use lower 
driver energies than conventional hot-spot ignition5 and has 
the potential for higher gains. The fast-ignitor concept sepa-
rates the fuel assembly and fuel heating by using an ultrafast 
laser in addition to a driver that compresses the fuel to high 
density. The ultrafast laser produces relativistic electrons with 
high efficiency (up to 50% has been reported6) that heat the 
fuel. Options for the compression driver are laser or heavy-ion-
beam–heated hohlraums or laser direct drive.7

Many challenges remain for the fast-ignitor concept. The 
first is to demonstrate the required compression of the fuel to 
areal densities required for ignition. The conversion efficiency 
from ultrafast laser to energetic electrons must be high at igni-
tion-relevant intensities, energies, and pulse lengths. The energy 
distribution of the hot electrons must be compatible with the 
areal density of the compressed core to ensure that the electrons 
deposit most of their energy into a hot spot of at least 0.3 g/cc 
cm (Ref. 8). Another challenge is the transport of relativistic 
electrons from the critical-density region (ne + 1021 cm–3 for 
a typical 1-nm laser), where the ultrafast laser is absorbed and 
converted into electrons, to the compressed fuel—a distance 
that can be hundreds of microns in an ignition-scale target. For 
an electron-beam divergence of +20°, the overlap between the 
electron beam originating from a small focal spot (+10-nm 
radius) and the dense core with a diameter of <50 nm would 
be very small.9,10 Two solutions have been proposed to mini-
mize this standoff distance: a channeling beam to bore a hole 
in the plasma atmosphere around the core,2,11 which would 
allow the ultrafast laser to be absorbed closer to the core, and 
a re-entrant cone to keep the path of the ultrafast laser free of 
plasma and bring it as close as possible to the dense core.3,12 
The cone-in-shell concept, while advantageous with respect to 
the electron transport, breaks the symmetry of the spherical 
fuel assembly, which could limit the fuel areal density that can 
be achieved with a given driver energy. Another issue for cone-
in-shell targets is plasma filling the inside of the cone from the 
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shock wave that the high-pressure core plasma sends through 
the gold cone. Self-generated electromagnetic fields from the 
propagation of the electron beam in plasma will modify both 
the transport and the energy-deposition characteristics. The 
transport and energy deposition of the fusion alpha particles 
in near-ignition plasma conditions could significantly change 
the plasma conditions in the assembled fuel.

All of these physics areas will be experimentally accessible 
with the combined OMEGA/OMEGA EP Facility at LLE. 
OMEGA EP13 provides two short-pulse (+1 ps to 100 ps), high-
energy laser beams with an energy of up to 2.6 kJ per beam at 
1.053 nm, integrated into the existing OMEGA14 Laser Facility 
(60 beam, 30 kJ at 0.35 nm). The OMEGA EP beams can be 
combined collinearly and coaxially and routed to either the 
existing OMEGA target chamber or the new OMEGA EP target 
chamber. The combined beams allow the channeling approach 
to fast ignition (FI) to be studied under realistic conditions for 
the first time, whereas only one beam is required for cone-in-
shell experiments. The OMEGA/OMEGA EP Facility will 
be best suited to perform integrated fast-ignition experiments 
because of OMEGA’s unique ability to compress cryogenic D2 
and DT targets.15,16 To study alpha transport under realistic 
conditions, the areal density of the compressed core must be 
of the order of the hot-spot areal density of an ignition target, 
+0.3 g/cm2 (Ref. 8), which could be achieved in high-perfor-
mance cryogenic-DT implosions on OMEGA.17

This article describes several important components of LLE’s 
comprehensive scientific program to investigate the physics of 
the fast-ignitor concept. The following sections (1) introduce the 
OMEGA/OMEGA EP integrated laser facility; (2) describe hydro-
dynamic experiments on high-areal-density implosion and fuel 
assembly with cone-in-shell targets; (3) discuss experiments that 
measure the conversion efficiency from laser light into energetic 
electrons and the development of a coherent transition radiation 
diagnostic to investigate the hot-electron transport; (4) summa-
rize simulations of integrated fast-ignitor physics experiments on 
OMEGA EP and full-scale, high-gain, fast-ignition experiments; 
and (5) provide a short summary of the information presented.
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Laser System
The OMEGA EP Laser Facility is housed in a structure 

on the south side of the existing OMEGA laser building (see 
Fig. 115.11). The OMEGA EP target chamber is due east of the 
existing OMEGA target chamber. The OMEGA Laser System 
delivers up to 30 kJ of UV light in 60 beams arrayed in a “soccer 
ball” symmetry for uniform illumination of spherical implosion 
targets.14 OMEGA has an elaborate pulse-shaping system, which 
can provide up to +4-ns-long, highly shaped pulses with a con-
trast of up to 100. The individual OMEGA beams are smoothed 
by distributed phase plates (DPP’s),18 two-dimensional smooth-
ing by spectral dispersion19 with 1-THz bandwidth in the UV, 
and polarization smoothing.20

The four new OMEGA EP beamlines are located to the 
south of the compression chamber and the new target chamber. 
The beamlines use a folded beam path similar to the archi-
tecture21 of the National Ignition Facility (NIF)—an upper 
level that includes a 7-disk booster amplifier and a transport 
spatial filter, and a lower level that includes an 11-disk main 
amplifier, a cavity spatial filter, a plasma-electrode Pockels 
cell (PEPC),22 and a deformable mirror. A second polarizer 
is inserted between the PEPC and the cavity spatial filter to 
protect the laser system against IR light reflected from the 
target when the beamline is operated in short-pulse mode. Two 
of the beams can be compressed using four 141-cm # 41-cm 
diffraction-grating units, with each unit consisting of three 
multilayer-dielectric–grating tiles.23,24 A deformable mirror 
placed after the last grating unit provides further wavefront 
correction in each beamline. The beams are either combined 
before leaving the compression chamber and propagate coaxi-
ally through evacuated tubes to the OMEGA or OMEGA EP 
target chamber, or they can be directed into the OMEGA EP 

chamber on separate paths in an orthogonal configuration. An 
f/2 off-axis parabola focuses the short-pulse beam to provide 
a small focal spot even with the expected phase-front distor-
tions in such a large-scale, high-energy laser system. The 
beams are synchronized to each other and to the OMEGA laser 
pulse to better than 10-ps rms. A comprehensive set of laser 
diagnostics measures the laser energy, pulse duration, and, for 
the first time on a high-energy petawatt system, the focal-spot 
intensity distribution at full energy. All four beams can be used 
as long-pulse beams and converted into the third harmonic at 
351 nm (<10 ns, up to 6.5 kJ). These beams propagate only to 
the OMEGA EP target chamber. The long-pulse beams are 
focused with f/6.5 lenses onto the target and are arrayed in a 
square with a 23° angle to their common centerline. DPP’s for 
beam shaping will be available in 2009.

Fuel-Assembly Experiments
High fuel compression and high areal densities have been 

achieved on OMEGA, both with cryogenic targets25 and 
room-temperature targets,26 using highly shaped pulses that 
put the target on a low adiabat (ratio of the shell pressure to the 
Fermi-degenerate pressure). It has been shown that the areal 
density tR depends primarily on the adiabat a of the target 
and the laser energy E:27

	 . .R E2 6 . .
max

0 54 0 33
MJt a=^ h 	 (1)

The cryogenic targets are 10-nm-thick, +430-nm-outer-radius 
CD shells, filled with D2 to form a 95-nm-thick layer at the 
inside of the CD shell at cryogenic temperatures.

The pulse shape for the cryogenic target (Fig. 115.12) uses 
a decaying-shock-adiabat shaping picket28 and a slowly rising 
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Figure 115.11
Schematic of the expanded OMEGA Laser Facility. The 
new OMEGA EP laser adjacent to the existing 60-beam 
OMEGA facility includes four NIF-like beamlines, a 
compression chamber, and a new target chamber. Two of 
the four beams can be run in short-pulse mode and can 
be directed into either target chamber. All four beams 
can be converted into UV and used in the OMEGA EP 
target chamber.
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main pulse to put the cryogenic D2 fuel on an adiabat of a + 
2. The areal density of the imploded targets is inferred from 
the energy downshift in the secondary proton spectrum.29 
These protons are created by D3He fusion reactions, which 
are secondary reactions in D2 fuel. Figure 115.13 shows a 
measured secondary proton spectrum from the cryogenic tar-
get compared to 1-D LILAC30 simulations.25 An areal density 
of +200 mg/cm2 can be inferred from the spectrum, which 
is more than 80% of the clean 1-D predictions. The density 
of the compressed D2 approaches +100 g/cm3—a 500-fold 

compression of the original D2-ice density. In the room-
temperature experiments, 40-nm-thick, 430-nm-outer-radius 
plastic shells coated outside with a 0.1-nm layer of aluminum 
and filled with D2 gas with pressure ranging from 8 to 25 atm 
were imploded using relaxation adiabat-shaping, ~16- to 20-kJ 
UV laser pulses.26,31,32 A typical experimental pulse shape 
that puts the room-temperature plastic targets on an adiabat 
of a + 1.5 is shown in Fig. 115.12. A picket at the beginning 
of the pulse and a spike at the end of the pulse were used to 
optimize the implosion for high yield and high areal density. 
The room-temperature targets also showed areal densities of 
up to +200 mg/cm2 and densities of the order of 100 g/cm3, 
which translates into a 100-fold compression.

Fuel assembly in direct-drive cone-in-shell targets has been 
investigated using experiments on OMEGA in both indirect-33 
and direct-drive34 geometries, including the achievable areal 
densities and filling the cone with plasma. Gas-tight targets 
were developed for the direct-drive experiments to be able to 
fill the targets with D2 or D3He, which makes it possible to use 
nuclear diagnostics to measure the areal density achieved in 
the implosion. The targets were 24- to 40-nm-thick CH shells 
of +870-nm outer diameter, with a hollow gold cone with an 
opening angle of 70° or 35° inserted through a hole in the 
shell (Fig. 115.14).34 A step on the cone defines the distance 
between the cone tip and the center of the shell, typically 
30!10 nm. The cone has a thickness of +100 nm outside the 
shell and 10 nm inside the shell and ends in a 30-nm-thick 
hyperbolic-shaped tip. For some experiments the cone tip was 
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Figure 115.13
Measured secondary-proton spectrum (solid line) for the cryogenic target. The 
dashed line shows the calculated spectrum from the 1-D hydrocode.

Figure 115.12
Laser pulse shapes used in the low-adiabat OMEGA cyrogenic (solid) and 
room-temperature (dashed) target implosions.

Figure 115.14
Radiograph of a gas-tight, fast-ignitor cone-in-shell target. A gold cone with 
an opening angle of 35° is inserted through a hole in a 24-nm-thick CH shell 
of +870-nm outer diameter. A step on the cone defines the location of the 
cone tip at a distance of 30!10 nm to the center of the shell. It also provides 
a convenient interface to apply enough glue to make the assembly gas tight.

TC7487aJR

Step



Fast-Ignition Target Design and Experimental-Concept Validation on OMEGA

LLE Review, Volume 115 123

cut off to form a 15-nm-thick flat tip. Most experiments used 
54 of the 60 OMEGA beams, at 351-nm wavelength, with a 
1-ns square pulse and +21 kJ of total energy or a highly shaped 
pulse of +3-ns duration and +20-kJ energy. For some experi-
ments, 15 beams with a total energy of +6 kJ were diverted to 
a backlighter foil and focused to a spot size of 600 nm. The 
target was irradiated using 35 of the remaining beams with 
+11 kJ of laser energy.

X-ray framing cameras35 were used to acquire backlit 
images of the fuel assembly around the cone tip. Figure 115.15 
shows a backlit image of a cone-in-shell target (lower half) 
irradiated with a 1-ns square pulse at peak density compared 
to a 2-D DRACO36 hydrodynamic simulation (upper half). 
The image shows a dense core +100 nm from the cone tip, 
with lower-density plasma in between. An areal density of 
+70 mg/cm2 was measured for a 35° cone target using nuclear 
diagnostics—more than 60% of what a 1-D simulation predicts 
for an equivalent full sphere.34 Mixing does not seem to be an 
issue in these direct-drive cone experiments,34 and the hydro-
efficiency penalty from the cone is not very big. A streaked 
optical pyrometer (SOP)37 was used to investigate the filling of 
the inside of the cone. The high-pressure core plasma sends a 
shock wave through the gold cone that creates a plasma inside 
the cone when it breaks out. This could significantly increase 
the electron propagation distance. SOP uses an optical system 
that images the inside of the tip of the cone onto the slit of the 
streak camera with an +10-nm spatial resolution and a 500-nm 
field of view. The breakout of the shock driven by the pressure 
from the core produces a short burst of light.

Figure 115.16 shows a lineout through the center of the 
SOP trace from a 35° cone target with a 15-nm-thick flat tip 
irradiated by a highly shaped pulse at 20-kJ energy, as well as 
the areal density of the compressed core as predicted by the 
2-D hydrocode DRACO and the drive-laser pulse shape. The 
shock signal starts just after the time of peak compression as 
calculated by DRACO. The absolute timing uncertainty of SOP 
is estimated to be +100 ps. This shows that with the current 
designs the inside of the cone is free of plasma at the time when 
the short-pulse laser would propagate. Since the projected range 
for a 1-MeV electron in gold is of the order of +50 nm (Ref. 38), 
the gold tip must be as thin as possible to avoid excessive energy 
loss of the fast electrons. In an optimized cryogenic capsule, 
the core would produce a lower pressure on the cone due to 
the lower average ionization of hydrogenic plasma compared 
to CH plasma.
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Lineout through the center of the SOP signal (solid line) of a cone-in-shell 
target with a 35° opening angle irradiated by a shaped pulse at 20 kJ. The 
dashed line shows the laser pulse power, and the dotted line represents the 
calculated evolution of the areal density.

Short-Pulse Experiments and Diagnostics
The conversion efficiency from laser energy into energetic 

electrons hL"e has been measured using K-shell spectroscopy of 
reduced-mass Cu targets.39 It has been shown that the normal-
ized fast-electron–induced Ka yield from reduced-mass targets 
is approximately constant above 1018 W/cm2 and can be read-
ily used to infer hL"e (Refs. 40 and 41). The heating of these 
reduced-mass targets is sufficient to affect the inner-shell fluores-
cence probabilities.41 Ionization of the outer shells of copper at 
high temperature affects the M $ K and the L $ K transition 
probabilities and causes a deviation in the ratio of the emitted 
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number of Kb and Ka photons. This is used to infer the electron 
temperature of the target and allows the conversion efficiency 
hL"e to be inferred independently from the absolute Ka yield by 
using a model for the equation of state of copper.41

The experiments have been performed on both the Ruther-
ford Appleton Laboratory PW facility42 and the Multi-Terawatt 
(MTW) laser at LLE.43 The Vulcan PW laser delivers up to 
500 J of energy with a pulse duration as short as 0.5 ps at a 
wavelength of 1.054 nm, focused by an f/3 off-axis parabola 
onto the target. Roughly 30% of the laser energy is contained 
in a 7-nm full width at half maximum (FWHM) spot. The 
MTW laser delivered 1- to 5-J, 1-ps pulses at a wavelength of 
1.053 nm and was focused by an f/2 off-axis parabola at normal 
incidence to the target. The focal spot has an FWHM between 
4 to 6 nm containing +50% of the laser energy, with a peak 
intensity of 2 # 1019 W/cm2.

Copper foils ranging between 20 # 20 # 2 nm3 and 500 # 
500 # 50 nm3 were used as targets. They were mounted by 
using either a 17-nm-diam silicon carbide stalk or, in the case of 
the smallest targets, a pair of 1-nm-diam spider silk threads.

The K-shell line radiation was measured using a single-
photon–counting spectrometer44 based on an SI 800-145 x-ray 
back-illuminated, charge-coupled device (CCD).45 Various 
copper filters between 75 to 150 nm were used to optimize 
the signal-to-background ratio of the K-shell emission. 
Figure 115.17(a) (Ref. 39) shows the measured conversion 

efficiency of laser energy into Ka photons emitted from 500 # 
500 # 20-nm3 copper targets as a function of the laser intensity. 
The Ka photon yield increases up to intensities of 1018 W/cm2 
and stays constant at higher intensity. The data from Fig. 115.17 
are compared to a model of Ka photon production, which 
assumes an exponentially distributed fast-electron spectrum 
f ,expE E Te-=] `g j  where Te is calculated from the laser 
intensity through the ponderomotive scaling.46

	 0.511 . ,T I1 1 37 1MeV
.

18
2 0 5

e m -m= + nb l6 <@ F 	 (2)

where E is the electron energy, Te is the electron temperature, 
I18 is the laser intensity in units of 1018 W/cm2, and mnm is 
the laser wavelength in microns. The energy loss of the fast 
electrons is calculated using the continuous slowing down for 
cold approximation solid-density copper.

The model assumes that all electrons are reflected at the 
target boundaries from electrostatic sheath fields47,48 and 
deposit all their energy in the target (refluxing). Relativistic 
corrections to the copper K-shell ionization cross section49 are 
included, and the only free parameter in the model is the con-
version efficiency hL"e. A laser-to-electron energy-conversion 
efficiency hL"e = (20!10)% can be inferred by comparing 
the experimental data with the predictions of this model. The 
discrepancies in the observed Ka yield at lower laser intensi-
ties are most likely due to the assumption of ponderomo-
tive scaling, which breaks down at a laser irradiance below  
1018 W/cm2 nm2 (Ref. 46).
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Figure 115.17(b) (Ref. 39) shows the measurement of the 
change in the ratio of the number of emitted Kb and Ka photons 
K Kb a` j normalized to the cold material value as a function of 

the target volume at a constant laser intensity of 2 # 1019 W/cm2. 
Numerical target-heating calculations using the implicit-hybrid 
particle-in-cell code LSP50 infer the energy content of the fast 
electrons from the reduction in the ratio of K Kb a (Ref. 41). The 
collisional-radiative code PrismSPECT 51 was used to determine 
the target’s ion-population distribution. Assuming a conversion 
efficiency of hL"e = (20!10)%, the calculation reproduces the 
observed variation in the ratio K Kb a` j with target volume, 
which is consistent with the efficiencies inferred from the abso-
lute Ka yield. This technique can be readily extended to laser 
energies on the multikilojoule level and pulse durations >10 ps 
on OMEGA EP, much closer to the fast-ignitor laser conditions 
as in the present small-scale experiments.

A promising technique that provides information about 
the transport of the energetic electrons generated in the short-
pulse laser–plasma interaction is the measurement of transi-
tion radiation (TR).52 TR is emitted when a charged particle 
passes through a refractive-index interface53—in this case, 
energetic electrons exiting the target into vacuum. The emit-

ted electromagnetic energy is very small for a single electron. 
However, the laser-generated energetic-electron distribution 
typically has a highly correlated longitudinal electron-density 
structure, which leads to a considerable coherent enhancement, 
producing coherent transition radiation (CTR).54 The two 
dominant electron-acceleration processes produce structures 
at different frequencies: resonance absorption55 accelerates 
electrons into the target once every optical cycle, whereas the 
v B#
" "

 force46 accelerates electrons twice every optical cycle, 
generating a CTR signal at the first or second harmonic of the 
laser frequency, respectively. The spatial-intensity distribution 
and spectrum of the CTR emission measured at the backside 
of the target provide information about the electron transport, 
especially the spatial distribution and divergence of the coher-
ent part of the electron distribution exiting the target and the 
slope or temperature of the longitudinal energy distribution.

A transition radiation diagnostic (TRD)56 has been developed 
to acquire high-resolution images of the target’s rear-side optical 
emission at the second harmonic (m + 527 nm) for experiments 
conducted on the MTW laser. The optical design is shown in 
Fig. 115.18(a) (Ref. 56). A commercial 20# infinity corrected 
objective57 collects the optical emission from the target’s rear 
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surface. A sacrificial 150-nm-thick glass microscope cover pro-
tects the objective from target debris. The objective is mounted 
on a high-resolution (20-nm step), motorized, 1-D linear actua-
tor. Filters prevent 1~ laser light from propagating and narrow 
the spectral acceptance of the optical system to a 24-nm band 
centered on m = 529 nm. An optical system of three 200-mm-
focal-length achromatic lenses and a 50/50 beam splitter trans-
ports the light to a CCD camera. This Spectral Instruments 
(SI) 800-series CCD uses a front-illuminated chip with 1024 # 
1024, 13.5-nm # 13.5-nm pixels, thermo-electrically cooled 
to –40°C to minimize the dark current.45 To obtain consistent 
high-resolution images of the target’s rear-surface emission, the 
microscope objective must be positioned with +1-nm precision 
relative to the rear surface of the target since its depth of focus 
is only 1.6 nm. The second arm of the optical system sends light 
from an ultrabright green LED (light-emitting diode) through 
the beam splitter and collection optics onto the target. The light 
reflected off small-scale surface features on the rear surface of 
the target is imaged onto the CCD camera. These features are 
used to obtain the best focus position for the objective. Extensive 
tests have shown that the optical resolution of the TRD in the 
optimum focus position is limited only by the CCD pixel size 
to +1.4 nm over the full field of view.56 The pinholes shown in 
Fig. 115.18(a) minimize the propagation of stray light through 
the system. The background from hard x rays is minimized by 
folding the optical system through 90° so that the detector can 
be shielded behind a 10-cm-thick lead brick wall. An additional 
2-mm-thick lead shield is placed around the CCD camera to 
minimize single hits by scattered x rays arriving from the rear 
and top sides. This shielding reduces the background by more 
than an order of magnitude on the CCD detector.

The TRD has been used in several experiments to diagnose 
electron transport in solid materials. Figure 115.18(b) shows 
a coherent transition radiation image from the rear side of a 
30-nm aluminum foil. A 5-J, 500-fs pulse from the MTW laser 
was focused to an +4-nm-radius spot on the target, correspond-
ing to a laser intensity of +1019 W/cm2. The diameter of the 
rear-side coherent optical emission is less than 20 nm. Struc-
tures, indicative of electron-beam filaments, superimposed on a 
ring-like feature are clearly visible in this region with a spatial 
full width at half maximum of +2 nm. These structures are 
indicative of electron-beam filamentation.58

This instrument will be used extensively on the MTW to study 
the divergence and potential breakup of the electron flow through 
the target and to infer the slope temperature of the longitudinal 
electron temperature.54 Based on the experience with this TRD on 
the MTW, a detector suitable for OMEGA EP is being designed.

Simulations
To understand the interaction of the electron beam with the 

target and its effect on the neutron production in both integrated 
FI experiments on OMEGA EP and high-gain FI targets, the 
2-D axisymmetric radiation hydrocode DRACO was coupled 
with the 2-D/3-D hybrid particle-in-cell code LSP.50 DRACO 
simulates the target implosion and the hydrodynamic reac-
tion of the target to the fast-electron heating, using a realistic 
tabular equation of state, radiation transport, and a-particle 
transport in DT targets. LSP is used to simulate hot-electron 
transport including self-generated electromagnetic fields. The 
laser–plasma interaction that creates the energetic electrons is 
not modeled in LSP; a hot-electron distribution is created by 
promoting background electrons to higher energy according to 
a theoretical prescription such as Wilks’s scaling law46 and a 
constant conversion efficiency. The transport of hot electrons is 
currently modeled in LSP only from the end of the cone tip for 
cone-in-shell targets to the dense core, where the hot-electron 
energy is absorbed; the cone itself and the electron transport 
in the cone are not simulated.

The LSP part of the simulation starts when the high-energy, 
short-pulse laser is injected using the hydrodynamic profiles 
predicted by DRACO. LSP runs for a short time (+1 ps) during 
which the hydrodynamic evolution is minimal, and it generates 
a time history of hot-electron energy deposition. DRACO then 
runs for the same time, using the energy deposition calculated 
by LSP as an additional energy source in the temperature equa-
tion. The hydrodynamic profiles in LSP are updated according 
to the DRACO results, while the hot-electron distributions and 
the electromagnetic fields in LSP are left unchanged. DRACO 
and LSP are run together for the duration of the high-energy 
petawatt pulse. The hydrodynamic reaction of the target after 
the high-energy petawatt pulse is simulated by DRACO.

The first simulations of integrated fast-ignitor experiments 
planned for the combined OMEGA/OMEGA EP Laser System 
used 40-nm-thick CD shells of +870-nm outer diameter, a gold 
cone with an opening angle of 35° and a tip thickness of 15 nm, 
irradiated by a highly shaped laser pulse of +3-ns duration and 
+20-kJ energy. Currently, radiation transport is not included 
in the hydro simulation, which leads to an overestimate of the 
compressed target density. The OMEGA EP laser is assumed to 
deliver 2.6 kJ in a 10-ps pulse into the cone, which is translated 
into a hot-electron distribution assuming a 30% conversion 
efficiency and a slope temperature according to the Wilks scal-
ing. The hot electrons are given a Gaussian profile in the radial 
direction with a diameter of 20 nm (FWHM) and an angular 
spread of 20° (half-angle, FWHM). Figure 115.19 shows results 
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from these simulations as 2-D maps of (a) the plasma density, 
(b) hot-electron density, and (d) the azimuthal magnetic field in 
the r–z plane 6 ps after the beginning of the hot-electron pulse. 
Figure 115.19(c) shows the total plasma-temperature increase 
caused by the heating from hot electrons at the end of the laser 
pulse. The hot electrons are seen to be well collimated by the 
resistive magnetic field generated by the electron beam despite 
the high initial divergence. The maximum temperature increase 
in the core is of the order of 1 keV.

This LSP/DRACO code combination scheme was also used 
to perform integrated high-gain, fast-ignition simulations. An 
optimized spherically symmetric target imploded with a highly 
shaped 300-kJ compression pulse7 was used, and the electron 
beam was injected 125 nm from the target center. The electron 
beam had a square profile in time with a duration of 10 ps and 
a Gaussian profile in the radial direction with a diameter of 
30 nm (FWHM). A Maxwellian distribution was assumed for 
the electrons with a mean energy of 2 MeV and an angular 
spread of 20° (half-angle, FWHM). In contrast to the simula-
tions of the experiments on OMEGA EP, these simulations 
show what is believed to be resistive filamentation, similar 
to observations in the hybrid simulations of Honrubia and 
Meyer-ter-Vehn.59 For the given parameters, 43 kJ of energetic 
electrons were required for ignition, resulting in a gain of +100. 
When the effect of the magnetic field on beam electrons was 
artificially suppressed, the minimum electron-beam energy 
required for ignition increased to 96 kJ, demonstrating the 
beneficial effect of the resistive magnetic field.

Summary
A comprehensive scientific program is being pursued at LLE 

to investigate the fast-ignitor concept for inertial confinement 
fusion. The combined OMEGA/OMEGA EP Laser Facility 
provides the experimental infrastructure for these investiga-
tions. The OMEGA EP laser was completed in April 2008. Two 
of the four OMEGA EP beamlines can operate in short-pulse 
mode, with up to 2.6 kJ each at a 10-ps pulse duration. These 
beams can be routed into either the OMEGA EP chamber or 
combined collinearly into the existing OMEGA target chamber 
for integrated fast-ignitor experiments. Fuel-assembly experi-
ments on OMEGA with both room-temperature and cryogenic 
targets have achieved high fuel-areal densities of +200 mg/cm2, 
sufficient to stop the MeV electrons produced by the short-pulse 
laser. Experiments on the fuel assembly of cone-in-shell targets 
showed only a small deterioration of achievable areal density. 
The measured areal density was more than 60% of what a 1-D 
simulation predicts for an equivalent full sphere. The conver-
sion efficiency from laser energy to fast electrons was measured 
using two independent experimental methods on both LLE’s 
MTW laser and the RAL Vulcan Petawatt and found to be 
+20% at intensities >1018 W/cm2. A high-resolution (1.4-nm) 
TRD measures the coherent transition radiation from the rear 
side of a solid target, providing insight into the hot-electron 
transport. Simulation of both full-scale fast-ignition experi-
ments and near-term integrated experiments on OMEGA, using 
a combination of a radiation hydrocode (DRACO) and a hybrid 
particle-in-cell code (LSP), shows the beneficial effects of the 
resistive magnetic fields generated by the propagation of the 
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energetic electron into the high-density core. A decrease of 
the energy required to ignite a target imploded by a 300-kJ 
UV laser from +100-kJ electron energy to +40-kJ electron 
energy due to the magnetic fields was observed in simulations 
of full-scale fast-ignition targets. Simulations of fast-ignitor 
experiments with room-temperature cone-in-shell targets on 
OMEGA EP showed a temperature increase of up to 1 keV 
in the core with the short-pulse-laser–produced energetic 
electrons heating the target. Integrated experiments with room-
temperature targets on the combined OMEGA/OMEGA EP 
Laser Facility are scheduled for the summer of 2008.
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Introduction 
Knowledge of the laser focus is an essential part of accu-
rately controlling and interpreting target experiments using 
petawatt-class lasers.1–9 Large-scale lasers present significant 
challenges for the development of focal-spot diagnostics. Their 
focal spots can be highly structured due to the complexity of 
systems containing hundreds of optical surfaces. Furthermore, 
high-energy petawatt lasers typically require adaptive and tiled 
optics that must be configured correctly for a successful target 
shot.10–12 Focal-spot characterization on each full-energy 
shot is a necessity and the only way to capture effects such as 
thermally induced aberrations in the amplifiers.

Depending on the target experiment, the quantity of interest 
may range from the focal-spot width to an analysis of encircled 
energy at a given plane, to a full characterization of the focal 
volume along an extended interaction region. Direct measure-
ment of the focus at full energy without interfering with the 
target experiment is impractical, if not impossible, due to the 
extreme intensities at focus. One option is to precharacter-
ize the near-field wavefront after propagation through focus, 
from which the focal volume is obtained using a diffraction 
calculation.13 This article demonstrates a simplified near-field 
approach that does not rely on wavefront sensing in the target 
chamber and is therefore more suited to the complexity of 
high-energy petawatt lasers. Results are reported for an on-shot 
focal-spot diagnostic (FSD) for OMEGA EP, a high-energy 
petawatt-class laser that was recently activated at LLE.1 The fol-
lowing three sections describe (1) the FSD, (2) the experiments 
used to qualify the FSD by comparison to direct measurement 
at low energy, and (3) results for high-energy target shots.

Diagnostic Concept and Design
1.	 Focal-Spot Diagnostic (FSD)

The FSD characterizes full-energy shots using high-
resolution measurements of the near-field wavefront and 
fluence. The time-integrated focal spot at the target is calcu-
lated numerically from these measurements using standard 
diffraction theory.14 Direct measurements of the full beam 
without interfering with the target shot are not practical due 

A Focal-Spot Diagnostic for On-Shot Characterization  
of High-Energy Petawatt Lasers

to its high energy (up to 2.6 kJ on target) and large size (400 # 
400 mm2). The FSD, like the other on-shot laser diagnostics, 
measures a lower-energy sample of the main beam that is 
attenuated and down-collimated to a more convenient beam 
size (12 # 12 mm2). Careful calibration is necessary to ensure 
that measurements made on the sample beam reflect the main 
beam at focus. Therefore, a critical part of the FSD is the 
cross-calibration of the wavefront sensor measurements to a 
reference surface centered on the target location, from which 
the optical fields are numerically propagated.

Figure 115.20 shows a schematic of one of the short-pulse 
beamlines in OMEGA EP, necessary for understanding how 
the FSD was implemented and qualified. The front end of the 
laser system uses an optical parametric chirped-pulse amplifier 
(OPCPA) to produce stretched pulses (250 mJ, square 8-nm 
spectrum, 5 Hz).15 For target shots, these pulses are amplified 
using a multipass Nd:glass amplifier. A tiled-grating compres-
sor (three tiles per grating, four gratings) is used to compress the 
pulses. A deformable mirror corrects compressor aberrations 
and pre-corrects aberrations in the transport and the off-axis 
parabolic (OAP) focusing mirror ( f = 1.046 m, f/2). A diagnostic 
pickoff mirror reflects 99% of the compressed pulse energy 
toward the target chamber as the main beam and transmits the 
remainder as a sample beam for the laser diagnostics package. 
The wavefront sensor (WFS) used by the FSD for each com-
pressor is one of more than a dozen laser diagnostics used to 
characterize the on-shot beam. 

The WFS chosen for OMEGA EP is a Shack–Hartmann 
sensor,16 which is positioned at an image plane conjugate to the 
fourth compressor grating. It has a 133 # 133-lenslet array with 
a 14 # 14-mm2 charge-coupled-device (CCD) sensor.17 A local 
wavefront gradient as high as 15 mrad can be measured. The 
accuracy of the defocus term was measured to be better than 
0.01 waves at 1.053 nm, and the relative error in astigmatism 
was less than 2%. The accuracy of measuring higher-order 
aberrations was studied using sinusoidal phase plates (one-
wave peak-to-valley). Wavefront measurements up to 25% of 
the maximum spatial frequency were confirmed to have less 
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than 1% discrepancy with interferometric measurements of the 
phase plates. Measurements at higher spatial frequencies were 
limited by the maximum slope capability of the WFS.

The FSD must be calibrated to numerically transfer the sam-
ple-beam measurement at the sensor to a spherical reference 
surface in the target chamber that is centered on the intended 
focal-spot location. One part of this calibration is to precisely 
measure the amount of demagnification during the four down-
collimation and imaging stages from the diagnostic mirror to 
the WFS. Another part is to measure the difference between 
(a) sample-beam aberrations that are artifacts in the on-shot 
measurement that must be subtracted and (b) aberrations in 
the main beam path that are after the diagnostic mirror and so 
must be added to the on-shot measurement. This difference, the 

transfer wavefront (DWtrans), is applied to correct the on-shot 
measurement before calculating the focal spot.

The transfer wavefront is measured by using two separate 
laser sources to probe the back end of the laser system, as shown 
in Fig. 115.21. The sample path from the WFS to an actuated 
compressor alignment mirror (CAM) and back is characterized 
using a laser source that is included in the diagnostics. The 
measured wavefront is 

	 2 ,W W WS S1 0= + 	 (1)

where WS0 is the measured source wavefront and WS is the 
single-pass aberration in the sample path to the CAM. The 
path from the target focus back to the WFS is characterized 
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Figure 115.20
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using a back-propagating point source positioned at the desired 
focal-spot location. On OMEGA EP, the parabola alignment 
diagnostic (PAD) provides this point source. The measured 
wavefront is

	 ,W T W W WM M S2
1

0= + +-
_ i 	 (2)

where WM0 is the measured point-source wavefront and WM 
represents the main-path aberrations to the CAM. The inverse 
transformation T –1(…) may be necessary to account for geo-
metric distortion T produced by the focusing element, such as 
that due to low-f-number OAP’s.18 The transfer wavefront is 
given by

	 .W W W W W W T WM S S M1 2 0
1

0trans - - -D = = + -
_ i 	 (3)

Results from the transfer wavefront measurement for the 
OMEGA target chamber are shown in Fig. 115.22.

In principle, other approaches could be used to measure 
DWtrans. For example, one could use a single laser source and 
add a second WFS to measure the wavefront of the converging 
beam directly in the target chamber.13 In this case additional 
steps would be needed to ensure that the resulting measure-
ments were correctly scaled and registered before calculating 
DWtrans. With this single WFS approach, W1 and W2 are auto-
matically registered in transverse alignment and in the image 
plane that is conjugate to the sensor. Furthermore, for a system 
as complex as OMEGA EP, it is simpler to produce a backward-
propagating point source inside a target chamber than it is to 
provide accurate, high-resolution wavefront measurements of 
a forward-propagating, focusing probe beam.

After a shot, the field measured at the wavefront sensor is 
calibrated to a spherical reference surface centered on the target 
location by adding DWtrans. This field is numerically propagated 
to the target plane. If the f number of the OAP exceeds unity, 
a scalar field approximation is sufficient18 and the diffraction 
calculation reduces to a two-dimensional Fourier transforma-
tion. One advantage of this field-based approach is that the 
irradiance can be calculated at any plane relative to the target 
by changing the diffraction calculation. Once the irradiance 
is calculated, it is straightforward to calculate the encircled 
energy as a function of radius.

One limitation of this approach is that it is strictly valid 
only if there is no chromatic variation of the transfer or on-shot 
wavefronts. The wavefront reported by a Shack–Hartmann sen-
sor is a spectrally weighted average. Effects such as longitudi-
nal chromatic aberration that has not been fully compensated19 
or angular dispersion from stretcher or compressor misalign-
ment,12 once quantified using independent techniques, can be 
included in the post-shot calculation.20 

2.	 Focal-Spot Microscope for Direct Measurement  
at Low Energies
A custom focal-spot microscope (FSM) was built to validate 

the accuracy of the FSD. It provides a direct measurement of 
the focus in the OMEGA target chamber with spatial resolution 
of 0.36 nm per pixel and sufficient dynamic range to capture 
the diffuse low-intensity spray around the main focal spot that, 
when integrated, can represent a significant fraction of the total 
energy. Although not able to be used on a full-energy shot, the 
FSM has enough internal attenuation (6.0 OD) to safely mea-
sure focused pulses produced by the OMEGA EP front end, 
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Measured transfer wavefront (in units of waves) obtained using two probe sources. (a) W1, with the target chamber source (PAD), (b) W2, with the diagnos-
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with sufficient energy available after the diagnostic mirror for 
the FSD WFS to make a simultaneous measurement.

Figure 115.23 shows a schematic of the FSM that was installed 
in the OMEGA target chamber, using the ten-inch manipulator 
(TIM) that opposed the OAP. The microscope objective was 
optimized for near-infrared (10#, N.A. = 0.26, f = 20 mm), with 
a damage threshold of 20 mJ/cm2 and a long working distance 
(30 mm), making it suitable for laser focus characterization. 
When combined with the 660-mm-focal-length tube lens, the 
total magnification of the system was 33#. Between the objective 
and tube lens were a wedged vacuum window, a pair of neutral-
density filters with a total optical density (OD) of 4.0, and a beam 
splitter at 45° that was also made from neutral-density filter glass 
(2.0 OD). The scientific-grade camera used a one-megapixel, 
front-illuminated CCD chip cooled to –20°C, giving a read-noise 
limited dynamic range of 14.5 bits. The entire FSM was con-
tained in an air bubble to permit its use with the target chamber 
at vacuum. Care was taken with internal surface preparations and 
baffling to minimize stray light and scattering within the FSM 
that could reduce the instrument’s dynamic range.

The FSM was aligned to the intended focus location using 
the same techniques as used with the PAD point source. First, 
a reflective sphere was aligned precisely so that it was centered 
on the desired focal-spot location. Then, a collimated fiber-fed 
beam at 1053 nm was focused by the FSM objective onto the 
surface of the sphere. The FSM position was adjusted so that 
the focusing beam was normal to the sphere surface, at which 
point the FSM focal plane was coincident with the intended 
focus location. Under these conditions light reflected back off 

the sphere into the FSM appears tightly focused at the CCD. 
Coarse positioning was done using the TIM; fine positioning 
was achieved using the piezo and mechanical actuators of a 
motion-control system. 

FSD Qualification Results
The focal-spot diagnostic was qualified using a sequence of 

experiments designed to compare measurements made by the 
FSD and FSM. The laser source for these experiments was the 
front-end system for OMEGA EP after propagation through the 
entire beamline and compression chamber into the OMEGA 
target chamber. Gain narrowing by the Nd:glass amplifiers 
during a full-energy shot reduces the square 8-nm spectrum to 
a 3.3-nm-wide Gaussian-like spectrum. Therefore, the impact 
of any chromatic aberrations and angular dispersion on the 
focal spot, which could in principle be present during a shot, 
would have been exaggerated during these low-energy tests. 
Wave-plate throttles were set so that 400 nJ of the 100-mJ front 
end were focused in the target chamber. This provided enough 
energy per pulse for the FSD wavefront sensor after transmis-
sion through the diagnostic mirror (0.5%) and yet was not too 
high for the FSM due to its internal attenuation (6.0 OD). Data 
acquisition by the FSD and FSM was synchronized so that each 
measurement represented the same OPCPA pulse.

Figure 115.24 shows an example of data measured by the 
FSD wavefront sensor. The raw 2-K # 2-K image contains 
Shack–Hartmann spots formed by the 133 # 133-lenslet array, 
from which is calculated both the wavefront and fluence at 
the input to the wavefront sensor. The image plane for this 
sensor is the last of the four tiled-grating assemblies inside 
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the compressor. The gaps between grating tiles are apodized 
within the main beamline to minimize diffraction effects that 
would otherwise result from each tile edge. As a result, the 
OPCPA beam is divided into three sub-beams, each of which is 
reduced separately. Separate measurements of the tiled-grating 
compressor were made to ensure the gratings were correctly 

aligned and tiled;12 therefore it was assumed that there was no 
significant residual angular dispersion or differential piston 
error between the tiles.

Figure 115.25 shows a direct comparison of a focal spot 
measured indirectly by the FSD and directly by the FSM, 
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on both linear and logarithmic scales. The FSD results were 
calculated using the transfer wavefront shown in Fig. 115.22(c) 
and the OPCPA measurements in Fig. 115.24. Agreement is 
reasonable, on both linear and logarithmic scales. The only 
fitting parameter used when calculating the FSD image was 
25 nm of defocus between the PAD position used when measur-
ing DWtrans and the FSM focal plane. This is reasonable given 
the precision of setting the axial position of one TIM-based 
diagnostic relative to another. The encircled energy curves 
calculated for both measurements are in good agreement up to 
the 70% encircled energy radius (see Fig. 115.26). Beyond this, 
FSD encircled energy values are larger than those measured 
by the FSM for the same radius by up to 4%. This trend has 
been seen consistently in a number of our experiments, both 
on OMEGA EP and smaller-scale test beds using continuous-
wave sources.19 Possible explanations include optical scatter-
ing from the FSM optics and within the CCD chip that could 
scatter light from the main spot, thereby reducing the inferred 
measurement of encircled energy at a given radius. Alterna-
tively, the finite spatial resolution of the FSD wavefront sensor 
(133 # 133 lenslets) will not capture high spatial frequencies 
present in the wavefront to some degree, and these frequencies 
may contribute significantly to scattering to regions far from 
the main spot.
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Figure 115.26
Encircled energy curves derived from Fig. 115.25.

To further test the validity of FSD measurements, we used 
a deformable mirror to severely distort the focal spot. The FSD 
and FSM measurements for distorted focal spots are shown 
in Figs. 115.27 and 115.28. Again, agreement is reasonably 
good, even down to four orders of magnitude below the maxi-
mum fluence.

Figure 115.27
Comparison of FSD and FSM measurements for strongly aberrated focal spots 
(logarithmic scale). Circles contain 80% of the energy.
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(a) On-shot fluence (normalized) and (b) wavefront (in units of waves), calibrated by adding DWtrans.
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Figure 115.30
On-shot focal volume for a 10-ps, 440-J OMEGA EP target 
shot to the OMEGA chamber. Images show the focal spot 
at different planes, plotted on a logarithmic scale.

FSD Results for High-Energy Shots
A series of high-energy OMEGA EP target shots were taken 

in April 2008 to qualify the new laser system. Included in this 
qualification was an on-shot measurement by the FSD of the 
focal spot at the target. The following figures show results for 
one of the target shots (#3053), which was a 10-ps, 440-J shot 
to a planar target in the OMEGA target chamber.

Figure 115.29 shows the FSD measurement of the calibrated 
fluence and wavefront (i.e., after DWtrans was added). The diag-
nostic showed that there were +3.3 waves of astigmatism and 

defocus due in part to thermally induced aberrations within the 
amplifiers. This type of on-shot information makes it possible 
to further improve the system, for example, by adjusting OAP 
alignment or optimizing the beamline adaptive optics system. 
The corresponding focal spot is shown in Fig. 115.30, in the 
form of a transverse scan through the focal volume along the 
axial direction of the beam, obtained by numerically propa-
gating the field to each plane. The flexibility of this approach 
makes it possible to calculate the focal spot at an arbitrary 
plane. For example, the target for this shot was a Au-coated 
plastic (500 # 500 # 10 nm3) set at 45° to the beam, so the 
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focal spot on the target surface can be obtained despite the 
oblique angle of incidence. Figure 115.31 shows the focal spot 
on a logarithmic scale along with the corresponding encircled 
energy curve.

E16894JR

y 
(n

m
)

100

0

200

–100

–200

E
nc

ir
cl

ed
 e

ne
rg

y

0.8

0.6

0.4

0.2

0.0

1.0

0
x (nm)

100 200–100–200

40
Radius (nm)

60 80200

0

–1

–2

–3

–4

(a)

(b)

R80 = 32.5 nm

R60 = 24.7 nm

R40 = 19.9 nm

R20 = 12.7 nm

lo
g 1

0 
(n

or
m

al
iz

ed
 �

ue
nc

e)

Figure 115.31
(a) Focal spot normalized fluence (logarithmic scale) and (b) encircled energy 
for a 10-ps, 440-J target shot.

Conclusions
A new focal-spot diagnostic suitable for characterizing 

high-energy petawatt-class lasers at full energy has been 
presented. The diagnostic was developed and demonstrated 
at LLE and is currently deployed as a facility laser diagnostic 
on the OMEGA EP Laser System. Accurate measurements at 
full energy are made using high-resolution wavefront sensing 
in combination with techniques to calibrate on-shot measure-
ments made on a low-energy sample beam. The diagnostic was 

validated at low energy using a custom focal-spot microscope 
to directly measure the focus in the target chamber. Measure-
ments at full energy are also shown for 10-ps, 450-J target shots 
taken as part of the campaign to activate OMEGA EP to the 
OMEGA target chamber.
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Inertial confinement fusion (ICF) occurs when a spherical 
shell target containing thermonuclear fuel (i.e., deuterium and 
tritium) is imploded to produce energy gain.1,2 Energy gain is 
predicted to be achieved with megajoule (MJ)-class lasers, such 
as the 192-beam, 351-nm, 1.8-MJ National Ignition Facility 
(NIF) being constructed at the Lawrence Livermore National 
Laboratory.3 The implosion is driven by the ablation of material 
from the outer shell surface with intense laser beams (direct 
drive)1 or with x rays produced in a high-Z enclosure or hohl-
raum (indirect drive).2 Ignition will be first explored on the NIF 
with indirect-drive ICF. The NIF laser beams are arranged in 
two cones around the poles of the spherical target chamber 
to irradiate both sides of the cylindrical hohlraum through 
the laser entrance holes (LEH’s). The laser beams irradiate 
the inner high-Z wall (i.e., Au, U) of the hohlraum, and the 
resulting high-Z plasma radiates x rays that are trapped and 
re-radiated by the opaque hohlraum wall and uniformly ablate 
the implosion capsule.2,4 Ignition requires high-compression 
implosions (convergence ratio +30), which places strict require-
ments on the irradiation-nonuniformity level of the x-ray drive 
on the capsule (<1% to 2% rms) and on the compressibility of 
the DT fuel. The required drive symmetry is more likely to be 
achieved if the hohlraum is filled with a low-Z gas fill, which 
minimizes the motion of the laser-deposition region.2 A thin 
(0.5-nm) polyimide window covering each LEH is required 
to initially contain the gas fill. High compressibility requires 
that the DT fuel remain close to Fermi degenerate throughout 
the implosion. This requires control of irreversible heating 
of the DT fuel, leading to precise pulse shaping to minimize 
shock heating of the fuel.2,5 Any additional irreversible heating 
sources such as suprathermal or hot electrons (Thot > 20 keV) 
produced by laser–plasma interactions need to be understood 
and controlled. This article reports, for the first time, evidence 
of hot-electron production during the early-time burnthrough 
of the LEH window, which, if not properly controlled, could 
lead to unacceptably large hot-electron preheat of the DT fuel 
in an ignition capsule.

The experimental signature of suprathermal-electron gen-
eration is the hard x-ray bremsstrahlung emission from small 

Suprathermal Electrons Generated by the Two-Plasmon-Decay 
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angle scattering of the hot electrons in the high-Z wall of the 
hohlraum target.6 The possible sources of hot-electron gen-
eration are parametric processes that produce electron-plasma 
waves, such as two-plasmon-decay (2~pe) instability7,8 and 
stimulated Raman scattering (SRS).8,9 The 2~pe instability 
occurs near quarter-critical density when the phase-matching 
conditions are satisfied for the laser light to decay into two 
electron-plasma waves or plasmons. SRS involves the decay 
of a laser photon into a plasmon and a scattered photon in the 
visible spectrum. Wave–particle interactions (e.g., Landau 
damping, trapping, and wave breaking) can generate hot elec-
trons.8 In addition to hard x rays, an experimental signature of 
2~pe instability is significant 3/2~ emission, which is Thomson 
scattering of the laser drive from the plasmons.

This article shows, for the first time, that gas-filled hohl-
raums driven with 13.5 kJ of 351-nm laser light produce two 
bursts of suprathermal electrons that are clearly resolved with 
the shaped laser pulse drive having a lower-intensity foot pulse 
followed by a higher-intensity main drive. The first burst from 
the two-plasmon-decay (2~pe) instability in the exploding LEH 
window produces up to 20 J of hot electrons with Thot + 75 keV. 
It has a sharp laser-intensity threshold when the overlapped 
beam intensity is around 0.5 # 1015 W/cm2. The 2~pe instability 
has been observed in direct-drive ICF;10 however, this is the 
first observation of the 2~pe instability for indirect-drive ICF 
using 351-nm laser light. The second pulse with Thot + 20 keV 
coincides with the SRS during the main laser drive. Previous 
hard x-ray experiments were not sensitive to the production 
of window hot electrons because they were time integrated.6 
Window hot electrons were also not observed using an x-ray 
spectroscopic technique.11 Only a single burst of hard x rays 
is observed from a vacuum hohlraum because it does not have 
a gas fill contained by an LEH window.

Gas-filled Au hohlraums were irradiated on the OMEGA 
Laser System12 with 40 beams arranged in three cones and 
smoothed with phase plates.13 The thickness of the Au hohl-
raum wall ranged from 2 to 5 nm, and the hohlraum length var-
ied from 2.3 to 2.55 mm. The inside diameter was 1.6 mm and 
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the LEH diameter varied from 1.07 to 1.2 mm. Figure 115.32 
shows a computer rendering of the hohlraum and the energy-
deposition regions of the cone 1, cone 2, and cone 3 beams 
having angles of incidence to the hohlraum axis of 21.4°, 42.0°, 
and 58.8°, respectively. Best focus of all the beams occurred at 
the LEH. Cone 2 and cone 3 beams were pointed to the center of 
the LEH and contributed to the peak overlapped laser intensity. 
Cone 1 beams were pointed slightly outside the center of the 
LEH and did not overlap the other beams at the LEH. All of 
the hohlraums, except for the vacuum ones, had a 0.6-nm-thick 
polyimide window, which is close to the 0.5-nm LEH window 
thickness of the NIF target. As shown in Table 115.I, the initial 
fully ionized electron density ne of the hohlraum gas fill was 
varied by changing the gas fill, where the critical density is 
given as . . .n 1 1 10 9 0 10cm cm21 2 3 21 3

cr m# #m= =- -
n  The 

measured laser power of the shaped laser pulse drive (PS26) 
is shown in Fig. 115.33. The total on-target laser energy EUV 
was 13.5 kJ. The peak foot power was adjusted to vary the 
overlapped laser intensity at the LEH window from 0.5 to 1.5 # 
1015 W/cm2. The laser burned through the LEH window with 

the lower-intensity foot and produced peak radiation tempera-
tures of +190 eV during the higher-intensity main drive.

The hard x-ray diagnostic (HXRD) has four high-pass energy 
channels recording time-resolved measurements along a line of 
sight 42° to the hohlraum axis.14 The channels have the follow-
ing lower-energy cutoffs: ho > 20 keV (HXRD1), ho > 40 keV 
(HXRD2), ho > 60 keV (HXRD3), and ho > 80 keV (HXRD4). 
The HXRD has a 120-ps rise time and a 1/e decay time of 1.2 ns. 
The absolute time scale was established using the hard x rays 
emitted from a Au spherical target irradiated with an +200-ps 

E16297JR

Cone 1

Cone 2

Cone 3

Figure 115.32
Computer rendering of a gas-filled Au hohlraum irradiated with 40 laser 
beams. The beams are arranged in three cones and have elliptical phase 
plates. The energy-deposition regions of cone 1, cone 2, and cone 3 beams 
are shown on the inner wall of the hohlraum. A shaped laser pulse delivers 
13.5 kJ of 351-nm light.

Table 115.I:  Hohlraum specifications.

Gas Fill
Pressure 

(atm)
Initial Fully 
Ionized ne

100% CH4 0.9 0.02 ncr

76% CH4 + 24% C5H12 0.9 0.04 ncr

100% C5H12 0.9 0.1 ncr

Figure 115.33
(a) Time history of HXRD2 (ho > 40 keV) (solid curve) compared with laser 
power (dotted curve). (b) Time-resolved spectral measurement of 3/2~ emis-
sion compared with measured laser pulse (white/black curve). Spectrally 
integrated time history is superposed (white curve). (c) Time-resolved FABS 
SRS with spectrally integrated time history (white curve) and laser power 
(white/black curve) superposed.
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Gaussian laser pulse. The fraction fhot of laser energy EUV 
coupled to hot electrons (i.e., Ehot = fhot EUV) and the tempera-
ture characterizing the Maxwellian distribution of hot electrons 
Thot were inferred from the HXRD measurements using the 
thick-target bremsstrahlung radiation approximation

	 ,expI E Z
T
h

4
5 10

79
1

d d
d V/ V/sr

11

hot
hot

-#

o r
o

X
= ke ked n 	

where Z is the atomic number of the hohlraum wall mate-
rial.6 The attenuation of the lower-energy hard x rays by the 
Au hohlraum wall was included in the analysis. An in-situ 
calibration was performed on the HXRD using the hard x-ray 
emission spectrum from a vacuum Au hohlraum irradiated 
with an 18-kJ, 1-ns square laser pulse. The calibration relied on 
earlier hohlraum hard x-ray measurements taken on the NOVA 
laser: the hard x-ray emission from a vacuum Au hohlraum was 
measured with the filter fluorescer experiment diagnostic,6 and 
a Maxwellian distribution of hot electrons with Thot = 30 keV 
and fhot = 0.3% to 1.0% was inferred from the hard x-ray mea-
surements.15 The calibration of the HXRD on OMEGA used 
Thot = 30 keV and fhot = 1%; therefore, the estimates of Ehot 
reported in this article represent upper limits. The uncertainty 
in the absolute value of Ehot does not affect the scaling of hot-
electron production with the overlapped laser intensity on the 
window nor the inferred values of Thot. The 3/2~ emission from 
the LEH was recorded with a 100-ps temporal resolution and a 
0.5-nm spectral resolution.16 The SRS scattered directly back 
into the OMEGA lens of a cone 3 beam was recorded with a 
full-aperture backscatter station (FABS).16

The time history of HXRD2 (solid curve) recorded on shot 
number 49254 for a gas-filled Au hohlraum is compared with 
the PS26 laser pulse (dotted curve) in Fig. 115.33(a). The peak 
overlapped foot intensity was +1.2 # 1015 W/cm2 and the initial 
fully ionized ne of the gas fill was 0.1 ncr. The first burst of hard 
x rays occurs around the time of peak laser foot power, while 
the second burst of hard x rays occurs around the time of peak 
laser power. The long decay times of the HXRD measurements 
are instrumental; nevertheless, the diagnostic has enough tem-
poral resolution to resolve the two bursts of hard x-ray emission. 
The x-ray fluences of the first and second hard x-ray pulses were 
calculated for each of the four energy channels, and Thot and 
fhot were quantified using a least-squares-fitting routine. The 
time-resolved 3/2~ spectrum is shown in Fig. 115.33(b) and the 
time-resolved FABS SRS in Fig. 115.33(c). Overplotted on the 
streaked spectra in Figs. 115.33(b) and 115.33(c) are the laser 
power and the spectrally integrated scattered-light signals. As 

can be seen in Fig. 115.33, the first x-ray pulse correlates with 
the 3/2~ emission during the foot of the laser drive, and the 
second x-ray pulse correlates with the FABS SRS during the 
main drive.

The dependence of hot-electron production on the initial 
hohlraum ne was investigated, with the peak overlapped foot 
intensity at the LEH around 1.2 # 1015 W/cm2. As ne was 
increased from 0.02 ncr to 0.1 ncr, fhot for the first hard x-ray 
pulse increased from 0.005% to 0.1% and Thot increased from 
50 to 75 keV. As ne was increased from 0 to 0.1 ncr, fhot for the 
second hard x-ray pulse increased from 0.1% to 5% and Thot 
remained constant around 20 keV. The difference in Thot for 
the first and second hard x-ray pulses is due to the higher phase 
velocity of the electron-plasma waves generated by the 2~pe 
instability compared to those created by SRS.

The overlapped laser intensity on the LEH was varied from 
0.5 to 1.5 # 1015 W/cm2, and the intensity scaling of hot-electron 
generation in the exploding LEH window was investigated. The 
results are shown in Fig. 115.34(a) for Ehot with a very sharp 
threshold just above 0.5 # 1015 W/cm2. The circles and triangles 
represent the lower (ne = 0.04 ncr) and higher (ne = 0.1 ncr) elec-
tron densities, respectively. The total energy in hot electrons, 
Ehot, is approximately 20 J with the higher ne and an overlapped 
LEH laser intensity of +1.2 # 1015 W/cm2. The production of 
window hot electrons for the NIF-like density (ne = 0.04 ncr) 
with the high overlapped intensity is between 2 and 5 J. The 
scaling of Thot with the overlapped LEH intensity is shown in 
Fig. 115.34(b). The hohlraums with ne = 0.1 ncr and the highest 
overlapped intensity have Thot + 75 keV. More scatter in Thot 
(40 keV < Thot < 80 keV) is observed for the hohlraums with 
ne = 0.04 ncr and the highest overlapped intensity. The measure-
ments with the lowest overlapped intensity show a decrease in 
Thot to +30 keV. The OMEGA experiment is an excellent sur-
rogate for the production of window hot electrons on the NIF 
ignition hohlraum: 2-D simulations from the radiation hydro-
dynamics code HYDRA17 show that the window burnthrough 
phase of the gas-filled OMEGA hohlraum is hydrodynamically 
similar to that of an ignition hohlraum.

The linear theory of Simon et al. for the 2~pe instability7 
predicts the threshold and growth rate of the instability, as 
well as the hot-electron temperature Thot of electrons trapped 
in the plasmons; however, it does not predict the total energy 
in the trapped electrons. This requires determining the ampli-
tude of the plasma waves, the trapping rate of electrons in the 
waves, and the competition between trapping and other wave 
saturation mechanisms, such as collisions. For the simulated 
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electron temperatures in the exploding window of an OMEGA 
hohlraum, the linear theory of the 2~pe instability predicts 
Thot $ 70 keV, which is consistent with measurements during 
the early part of the laser pulse.

The 2~pe instability occurs only in the vicinity of plasma at 
ne = 0.25 ncr. The threshold intensity for the 2~pe instability, 

? ,I T Lthresh e m  is a function of the laser wavelength m, electron 
temperature Te, and density gradient scale length in the direc-
tion of the laser beam, .L n n x n n x41 1

e e cr e2 2 2 2= =- -
` ` `j j j  

Motivated by recent direct-drive experiments,10 the overlapped 
beam intensity is used in the threshold formula rather than the 
intensity of a single beam. This lower threshold is likely due to 
cooperative excitation of a common forward-directed plasma 
wave and/or to effects, such as swelling in intensity and increased 
interaction length for incident light waves that turn near the 
quarter-critical density.

Using 2-D radiation hydrodynamic simulations from the 
code HYDRA, it is possible to determine the laser power Ppass 
that passes the ne = 0.25 ncr surface with intensity above the 
threshold. The energy at risk of scattering into two plasmons 
is then given by
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Here, Ppass–Pthresh is the laser power with intensity I > Ithresh 
and Pray is the power of each of the N computed laser rays as it 

crosses the ne = 0.25 ncr surface. In HYDRA, the average inten-
sity, defined as the amount of power traversing a zone, is used 
to represent the overlap intensity I. This expression does not 
predict Ehot since it does not include the efficiency at which the 
2~pe instability generates hot electrons; however, the threshold 
given above can qualitatively explain the observed scalings of 
Ehot with hohlraum gas-fill density and laser intensity.

The two factors that determine the energy at risk for the 
2~pe instability are the fraction of the laser flux that crosses a 
surface of density ne = 0.25 ncr and the intensity of the laser at 
that surface. When the laser beams initially ablate the 0.6-nm-
thick polyimide LEH window, they launch a shock wave. As 
the window plasma expands to low density, the laser-energy–
deposition rate drops. The shock wave becomes unsupported 
and transits into the gas plasma behind the window as a hemi-
spherical blast wave. When the blast wave expands below ne = 
0.25 ncr everywhere, the risk of the 2~pe instability in the LEH 
region is gone.

For hohlraums with an initial gas plasma density of ne = 
0.04 ncr, HYDRA simulations show that the blast-wave den-
sity is below ne = 0.25 ncr as soon as it enters the gas region. 
For the ne = 0.10 ncr hohlraums, the blast-wave peak density 
remains above ne = 0.25 ncr for about 0.1 ns after the blast 
wave enters the gas plasma. HYDRA simulations predict that 
Erisk should drop by a third between ne = 0.10 ncr and ne = 
0.04 ncr, which is consistent with the upper range of the points 
in Fig. 115.34(a). Post-processed HYDRA simulations confirm 
that Erisk decreases with intensity; however, this predicted 
scaling is too slow to explain the rapid drop in Ehot observed 
for intensities below 1015 W/cm2. Presumably, the observed 
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Scaling of (a) Ehot and (b) Thot with the peak overlapped laser intensity on the LEH window for ne = 0.04 ncr (circles) and ne = 0.1 ncr (triangles).
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drop is due to a decrease in the efficiency of trapping and 
accelerating electrons in the plasmons, which is not modeled 
in the expression for Erisk.

The observed threshold for the window hot electrons can be 
exploited to mitigate the hot-electron production as the LEH 
window burns through in gas-filled hohlraums. Specifications 
for the NIF ignition target restrict Ehot to less than 8 J for Thot = 
70 keV and to less than 38 J for Thot = 30 keV; otherwise, pre-
heat of the implosion capsule could jeopardize hot-spot ignition. 
As a result of this research, the initial overlapped laser intensity 
incident on the LEH window of an ignition target for the NIF 
has been set below the measured intensity threshold to retain 
ignition margin by staggering the turn-on time of the inner and 
outer cones of beams.

Two bursts of suprathermal electrons are observed from 
gas-filled hohlraums driven with 351-nm laser light. The 
2~pe instability in the exploding LEH window appears to 
produce up to 20 J of hot electrons with Thot + 75 keV at early 
times and has a sharp laser-intensity threshold around 0.5 #  
1015 W/cm2. The observed threshold can be exploited to 
mitigate the hot-electron production in hohlraums. Simula-
tions using a 2-D radiation hydrodynamics code and a linear 
theory of the 2~pe instability show qualitative agreement with 
the experimental results. The second pulse produced by SRS 
during the main laser drive has more energy, but significantly 
lower Thot + 20 keV.
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Introduction
In direct-drive inertial confinement fusion (ICF), energy 
from many individual high-power laser beams is delivered 
to a spherical target, causing a spherically symmetric implo-
sion.1 Current ignition designs for direct-drive targets require 
a layer of condensed D2 or DT fuel that adheres to the inner 
surface of a spherical plastic-shell ablator. The laser ionizes 
the target shell’s surface, forming a plasma that surrounds the 
target. This coronal plasma governs any further interaction 
of the laser and the target, and the critical surface within the 
plasma prevents further direct transmission of light into the 
target’s interior. The laser energy is absorbed in the subcritical 
underdense plasma and transported by the electrons through 
the overdense plasma to the ablation front. The ablation pres-
sure drives the fuel layer inward, compressing both it and 
the gaseous fuel at the target’s center. The drive pressure is 
varied in time such that the fuel density is compressed (up to 
+1000# solid density for ignition designs) while remaining 
close to Fermi degenerate. Shock waves resulting from the 
drive-pressure history, along with compressive work, heat 
the central gaseous-core “hot spot” to the high temperatures 
needed to initiate burning of the fuel.

Asymmetry-induced hydrodynamics can reduce the per-
formance of ICF targets to well below that predicted by 1-D 
modeling.2 The hydrodynamic instability of most concern 
is Rayleigh–Taylor instability (RTI).3,4 Imperfections in the 
spherical symmetry of both the target structure and the laser 
illumination act as seeds for the RTI. The nonlinear growth 
of this instability on the inner surface of the target mixes the 
cold compressed fuel layer with the hot-spot fuel vapor and/or 
shell, reducing fusion yield or preventing ignition.5–8 Ignition 
requirements impose severe constraints on the illumination 
uniformity and the sphericity of the target.9

It has long been known10,11 that very early during laser 
irradiation, before the coronal plasma density reaches critical 
density, the target is transparent to the laser light and laser 
energy can penetrate into the target. Deposition of this laser 
“shinethrough” energy within the target can severely degrade 

Effectiveness of Silicon (Si) as a Laser Shinethrough Barrier
for 351-nm Light

target performance even though the total energy is small. 
Absorption of shinethrough laser light can transmit nonunifor-
mities in the illumination due to power imbalance or imprint 
into the target’s interior. These asymmetries are made worse by 
filamentation of the penetrating laser power inside the target, 
which has been observed to leave permanent damage tracks.10 
The nonuniform deposition of energy in the interior of the tar-
get can create density perturbations that seed the RTI.

Shinethrough-seeded RTI has been identified as the likely 
cause of anomalous results in “burnthrough” mass-ablation-rate 
experiments.12,13 In these experiments, a high-Z tracer layer 
was embedded within a target as a diagnostic, and the onset 
time of characteristic x-ray radiation from that layer during 
an implosion was used to infer the burnthrough ablation rates. 
The measured ablation rates were far greater than predicted 
by 1-D modeling. The spatial distribution of the characteristic 
x rays was found to be emitted from many localized spots.13 
The addition of an opaque barrier layer on the target surface 
was shown to bring the characteristic x-ray onset time in line 
with the 1-D predictions.12

A thin barrier layer of UV opaque material on the outer sur-
face of the target forces breakdown to occur at the outer surface, 
effectively eliminating the deleterious effects of shinethrough. 
The conventional material used for shinethrough barriers is 
aluminum (Al). Barrier layers of Al have been shown to block 
shinethrough light and improve implosion performance. A thin 
barrier layer of 200 Å of Al eliminated all signs of filamenta-
tion damage tracks in laser-illuminated targets.10 Deuterium-
filled glass targets with a 500-Å Al barrier imploded using the 
original 24-beam OMEGA Laser System14 showed a clear yield 
improvement over uncoated targets.11

For direct-drive cryogenic targets on OMEGA, a suitable 
shinethrough barrier material must be opaque to the 351-nm 
UV laser light and be compatible with the standard cryogenic 
target fabrication techniques of permeation filling, infrared 
(IR) layering, and optical characterization. The common Al 
barrier material is unsuitable in this context in all respects. In 
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the past, silicon (Si) has been identified as a potential barrier 
material for cryogenic direct-drive targets.15 Its transmission 
characteristics are sufficient for optical characterization at 
627 nm (Fig. 115.35) and laser-assisted cryogenic layering at 
3.16 nm, and it is suitable for permeation filling.

At the laser wavelength (351 nm) the Si barrier is almost 
opaque and its opacity increases with laser intensity due to the 
easy formation of free electrons in Si. Silicon thus appears to be 
an excellent candidate for a shinethrough barrier material.
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In this article we experimentally verify the suitability of 
Si as a shinethrough barrier material for 351-nm direct-drive 
laser-fusion experiments. The following sections (1) report the 
successful permeation filling, IR layering, and optical charac-
terization of Si barrier–coated cryogenic targets; (2) experimen-
tally verify the performance of Si as a shinethrough barrier; 
(3) determine a minimum acceptable barrier thickness; and 
(4) discuss our conclusions.

Cryogenic Target Fabrication with Si Barriers
Cryogenic targets for OMEGA are permeation filled with 

either D2 or DT at room temperature at approximately 1000 atm 
in the Fill/Transfer Station (FTS).16 The targets are deuterated 
polystyrene shells of 3- to 10-nm wall thickness suspended in 
a beryllium “C-mount” using four submicron threads of spider 
silk. Once filled, the targets are cooled slowly (+0.1 K/min) to 
below their fuel triple point, forming rough ice layers inside 
the targets.16

The rough ice layers are subsequently smoothed using 
volumetric heating just below the triple point, which leads to a 
sublimation/condensation redistribution of the ice mass toward 
an inner surface that is smoother, more uniform, and closer to 
an isotherm. Volumetric heating naturally occurs in DT and T2 
fuels that self-heat due to tritium beta decay.17,18 For D2 fuel, 
the infrared heating technique19 deposits energy volumetrically 
in the ice by pumping an IR collisionally induced vibration–
rotation band of deuterium. The wavelength of the IR heating 
laser employed at LLE is 3.16 nm.

LLE uses optical backlit shadowgraphy to characterize 
OMEGA cryogenic target ice layers.20,21 A 627-nm, red-light–
emitting diode (LED) provides the backlighting. A shadowgram 
records the image of the light rays passing through a backlit 
target. The rays are reflected and refracted at the shell wall and 
ice-layer surfaces, forming characteristic rings in the shadow-
gram. The most-prominent ring or “bright ring” results from a 
single internal reflection off the inner solid/vapor interface of 
the ice layer. The position of the bright ring in the shadowgram 
is directly correlated with the position of the inner surface of the 
ice layer and makes it possible to characterize the nonunifor-
mity of the inner surface. A 3-D reconstruction of the inner ice 
surface can be built from multiple shadowgrams from different 
views. Details can be found in Refs. 20 and 21.

To test the suitability of Si as a shinethrough barrier mate-
rial, standard cryogenic target shells were coated with Si, 
then permeation filled, layered, and characterized using the 
standard procedures. Several typical OMEGA cryogenic shells 
were coated with Si using a room-temperature radio-frequency 
sputter coater. The Si thickness was estimated by a quartz 
crystal monitor, and the coating thickness was verified offline 
using reflected-light interferometry. The shells were affixed to 
a substrate with a weak adhesive and coated from above. The 
targets were flipped over at midpoint in the coating process to 
expose the other side. This single “roll-over” method produced 
some low-mode nonuniformity in the coating thickness, but the 
coverage was sufficiently uniform to test permeation filling, IR 
layering, or optical characterization of the Si-coated cryogenic 
targets. If Si barriers become common for spherical direct-drive 
targets, they will require a more-uniform coating technique 
than the roll-over method used here.

The optical shadowgrams of two Si barrier–coated cryo-
genic targets shown in Fig. 115.36 are proof that permeation 
filling and optical characterization through a Si barrier are 
possible. The shells, one coated with 500 Å of Si and the other 
with 1000 Å, were cooled to below the triple point for D2 
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Backlit shadowgrams of permeation-filled cryogenic deuterium targets with 
Si shinethrough barrier coatings of (a) 500-Å and (b) 1000-Å thickness. 
The layering sphere temperatures are below the D2 triple point, yet the fuel 
is still liquid. The off-center circular rings inside the target are the result 
of light internally reflecting off the vapor/liquid interface of the “bubble” 
inside the target.

(18.73 K). Sufficient IR heating laser power kept the liquid layer 
in Fig. 115.36 from freezing. The shadowgrams in Fig. 115.36 
show that both targets could be optically characterized.

A shadowgram and intensity lineout showing the ice layer of 
a DT permeation-filled target coated with 750 Å of Si are dis-
played in Fig. 115.37. The bright ring is very strong and two of 
the fainter inner rings are also clearly visible. A Fourier-mode 
power spectrum for the bright ring is shown in Fig. 115.38. The 
Si barrier did not significantly affect optical characterization 
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Figure 115.39
Post-shot close-up image of a glass-cube target (4 # 4 # 4 mm3) showing 
filamentation tracks along the laser beam path through the target behind an 
uncoated region.

nor did the Si barrier inhibit beta layering of DT cryogenic 
targets. The surface-averaged rms (root mean square) of the ice-
layer thickness for the target shown in Fig. 115.37 was 0.91 nm, 
one of the best layers produced to date for OMEGA. 

The IR-layered, Si-coated D2 cryogenic targets do not 
meet ignition specifications. Both targets shown in Fig. 115.36 
showed large asymmetries when frozen with surface-averaged 
ice-layer-thickness nonuniformities of 6.2 nm (rms) for a 500-Å 
coating of Si and 11.6 nm (rms) for a 1000-Å coating of Si. 
While IR-layered D2 targets typically have larger ice-layer 
asymmetries than DT targets, these values are among the worst 
in recent years and the target with the thickest Si barrier was 
more asymmetric. Determining whether these poor D2 layers 
were statistical aberrations or were directly related to the Si 
coating will require further investigation.

Effectiveness of Si as a Shinethrough Barrier
Planar-target experiments were performed to verify the 

efficacy of Si and to determine the minimum effective thick-
ness of Si as a shinethrough barrier material. Previous studies11 
have shown that the amount of shinethrough energy transmitted 
by an uncoated glass surface before a critical plasma forms is 
very low and is very insensitive to the incident laser intensity. 
The experiments were performed using a single beam at low 
energy (<1.5 J). The targets survived the experiments and 
clearly exhibited permanent shinethrough damage where there 
was no shinethrough barrier. Figure 115.39 shows filamentation 
damage streaks along the laser beam path behind an uncoated 

region of a glass target after exposure to a low-energy pulse 
(200 ps, 1.5 J). 

The target in this experiment was a 6-mm # 6-mm # 1-mm 
glass slide constructed as detailed in Fig. 115.40(a). The target 
front was illuminated by a laser pulse of 200-ps duration and 
0.7 J of energy. An examination of the target shows a distinctive 
“hourglass” hole burnt into the Al coating on the back of the 
target corresponding to the uncoated regions on the front of the 
target exposed to the beam. The Al backing is intact behind 
both the Al and Si shinethrough barrier squares on the front of 
the target. This is qualitative evidence that Si was as effective 
at blocking shinethrough as the conventional Al barriers.

A series of experiments using VISAR (velocity interferom-
etry system for any reflector)22,23 tested the efficacy of Si as a 
shinethrough barrier during a pulse. VISAR detects a Doppler 
shift of a probe beam reflected off a moving surface. The inter-
ference between two paths of the probe laser, one reflected off a 
surface and one direct to the detector, produces fringes whose 
displacements are proportional to the velocity of the surface. 
The effect of shinethrough light on an opaque surface can be 
detected using VISAR. Any shinethrough energy will heat the 
opaque layer, causing it to expand and resulting in movement of 
the VISAR fringes. If the heating is sufficient to vaporize the 
layer, the expanding material will disrupt the VISAR fringes 
and blank out this fringe pattern.

For these studies, the rear surfaces of several planar glass 
targets were covered with 1000 Å of Al to provide a reflective 
surface suitable for observation by VISAR. Half of the front 
(laser-facing) side was coated with a Si barrier. The low-power 
laser beam was centered on the interface between the Si-coated 
and uncoated portions of the target. The VISAR probe beam 
was pointed at the rear of the target to sample a line across 
the coated/uncoated interface. The results are summarized in 
Fig. 115.41. The VISAR fringes behind unprotected regions are 
blanked out promptly at the start of the illumination pulse, indi-
cating an ablation of the rear surface by shinethrough energy. 
Note that in Fig. 115.41(b) this blanking is not seen because 
VISAR is observed behind only the Si barrier–protected 
region due to error in VISAR pointing, target alignment, or 
target metrology. The correct timing of the VISAR image 
with the laser pulse has been verified using the laser timing 
fiducial pulses (the dots visible along the top and bottom of 
each VISAR image). The VISAR fringes behind portions of 
the targets protected by 750-Å, 300-Å, and 200-Å Si barriers 
[Figs. 115.41(a)–115.41(c)] are unaffected by shinethrough, 
indicating no detectable motion or heating of the rear surfaces 
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Glass-slide planar target of dimensions roughly 6 # 6 # 1 mm3. (a) Design specifications: The back side of the target was coated with 1000 Å of Al. The front 
(laser-facing) side of the target was 1/4 coated with 1000 Å of Al, 1/4 coated with 1100 Å of Si, and 1/2 uncoated. (b) Pre-shot photograph of target front. 
(c) Post-shot photograph of back of target.

E16885JR

400

Uncoated

Laser pulse

750 Å Si

200

n
m

–200

0

500

n
m

–500

0

500

n
m

–500

–1.426 –0.657 0.112
ns

0.881 1.650–1.5 –1.0 –0.5
ns

0.0 0.5

–1.0 –0.5 0.0

(a) VISAR-1 Shot 46144

(b) VISAR-1 Shot 47369 (d) VISAR-2 Shot 47370

ns

0.5 1.0 1.5

0

500

n
m

–500

0

–1.36 –0.59 0.18
ns

0.95 1.72

(c) VISAR-2 Shot 47371

Uncoated

200 Å Si

Uncoated

100 Å Si

300 Å Si

Figure 115.41
VISAR fringes for four targets half coated with different thicknesses of Si: (a) 750 Å of Si, (b) 300 Å of Si, (c) 200 Å of Si, and (d) 100 Å of Si. The back surface 
behind the uncoated front is clearly ablated off by shinethrough at the start of the laser pulse [shown, for example, in (a) by the black line], blanking the VISAR 
signal wherever these unprotected sections are observed. The sections of the target protected by Si are unaffected except for the thinnest barrier layer in (d), 
where there is evidence of fringe motion behind the Si barrier–protected region, indicating motion/heating of the rear surface. 



LLE Review, Volume 115 149

Effectiveness of Silicon (Si) as a Laser Shinethrough Barrier for 351-nm Light

behind these barriers. Because the damage-threshold fluence 
for CH plastic is twice that for Al (Ref. 24), we conclude that 
these barrier thicknesses would have prevented shinethrough 
damage to an ICF plastic-shell target. In Fig. 115.41(d), how-
ever, the VISAR fringes show a slight motion of the surface 
behind a 100-Å Si barrier at the start of the pulse, clearly 
proving that some shinethrough energy has penetrated the Si 
barrier. From this VISAR data we conclude that a 100-Å Si 
coating is inadequate as a shinethrough barrier. A barrier layer 
of 200 Å of Si should be sufficient to block shinethrough light 
for 351-nm-laser–driven, direct-drive ICF plastic-shell targets. 
As previous studies11 have shown that the total shinethrough 
energy transmitted before a critical surface forms in the coronal 
plasma is insensitive to the incident energy or intensity, this 
thickness should not need to be scaled for other experimental 
conditions. A 200-Å Si barrier should be sufficient to block 
shinethrough energy during the earliest part of the laser pulse 
before the coronal plasma reaches critical density in ICF and 
ignition experiments.

Discussion
These experiments have shown that direct-drive ICF cryo-

genic targets coated with up to 1000 Å of Si as a shinethrough 
barrier can be successfully permeation filled, beta-layered, 
and characterized. However, to minimize the effects of the 
barrier on these processes (such as the attenuation of light 
used to characterize the ice layer), we recommend using the 
minimum effective shinethrough barrier thickness of 200 Å 
of Si. This minimum thickness may also alleviate the possible 
difficulties with IR layering D2 targets found in this study’s 
limited sample set.
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Introduction
High-power, high-beam-quality, stable continuous-wave (cw) 
fiber lasers are desired in sensing, ranging, telecommunications, 
and spectroscopy.1,2 Although high-output powers have been 
achieved in many high-power fiber laser systems,3 self-pulsing 
often occurs in cw fiber lasers under specific pumping and cavity 
conditions.4 Generally, self-pulsing in fiber lasers can be classified 
as sustained self-pulsing (SSP) and self-mode-locking (SML). SSP 
is the periodic emission of optical pulses at a repetition rate cor-
responding to the relaxation oscillation frequency of the inversion 
and photon populations. SML is the periodic emission of optical 
pulses with a rate corresponding to the cavity-round-trip time.5 
Both of the regimes can be described by the interaction of the 
photon population and the population inversion.6 

Although the self-pulsations typically occur at the lower 
end of the pump power range, the pulses caused by these 
instabilities carry sufficient optical energy to cause catastrophic 
damage to the fiber laser, particularly when they are allowed 
to occur for extended periods of time. For this reason, there 
have been intensive investigations on self-pulsation suppression 
in cw fiber lasers. Electronic feedback has been used on the 
pump laser to shift the gain and phase to minimize relaxation 
oscillations.7 Auxiliary pumping near the lasing wavelength 
sustains the population inversion in the gain medium, thereby 
preventing rapid gain depletion and minimizing the relaxation 
oscillations.8 The fast saturable gain of a semiconductor optical 
amplifier included within the fiber-laser cavity prevents large 
signal buildup in the fiber laser and suppresses the self-pulsing 
behavior.9 The narrow passband of a m/4-shifted fiber Bragg 
grating (FBG) structure in a ring cavity limits the number of 
longitudinal cavity modes and suppresses self-pulsations.10 
In this article, increasing the round-trip time in the cavity by 
inserting a long section of passive fiber is shown to change 
the relaxation oscillation dynamics and make it possible to 
completely eliminate self-pulsations at all pumping levels. This 
technique is much simpler to implement than the alternative 
methods described above.

Elimination of Self-Pulsations in Dual-Clad,
Ytterbium-Doped Fiber Lasers 

Experimental Results
The experimental setup is shown in Fig. 115.42. The 25-W 

pump light at a wavelength of 915 nm is delivered by the pump 
coupling fiber, which has a 200-nm core diameter and 0.22 
numerical aperture (N.A.) with aspheric lenses of focal lengths 
27 mm and 13.5 mm. The overall pump coupling efficiency is 
75%. The laser gain medium is a 20-m, dual-clad, ytterbium-
doped, single-mode fiber with an absorption rate of 0.5 dB/m 
at 915 nm. This ytterbium-doped fiber has a 130-nm cladding 
diameter with an N.A. of 0.46. The fiber has a core diameter 
of 5 nm with an N.A. of 0.12. One end of the fiber is spliced 
into an FBG having a 3-dB bandwidth of 0.36 nm and >99% 
reflectivity at a center wavelength of 1080 nm. The other end 
of the active fiber is cleaved perpendicularly, providing a 4% 
reflection at the fiber–air interface. A dichroic mirror is inserted 
between the aspheric lenses to couple the laser output signal 
into a 2-GHz-bandwidth optical detector and a 600-MHz-
bandwidth oscilloscope to measure laser dynamics. Three 
additional configurations are characterized in this experiment. 
In these alternate configurations, three long sections of passive 
fiber (329 m, 1329 m, and 2329 m) are spliced into the laser 
cavity between the active fiber and the FBG. The four lasers 
are designated as laser 1 (20-m cavity), laser 2 (349-m cavity), 
laser 3 (1349-m cavity), and laser 4 (2349-m cavity). 

E16343aJR

Diode

Detector
(1.5 GHz) Passive �ber

Oscilloscope
(600 MHz)

FBGYb-doped �ber

Figure 115.42
Schematic diagram of the ytterbium-doped fiber laser. FBG is the fiber 
Bragg grating.
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The lasing properties of the four configurations have been 
characterized. The four lasers have about the same pump 
threshold of 0.75 W. At maximum pump power, the difference 
in output power between the four lasers is less than 9% due to 
the scattering loss of the passive fiber sections. Both SSP and 
SML have been observed in laser 1. A cw optical output is 
observed with low pump powers. As the injected pump power is 
increased beyond 2.0 W, quasi-periodic optical pulses, induced 
by undamped relaxation oscillations, are observed in the SSP 
regime. Figure 115.43 shows an example of such pulsations when 
the pump power is 3.2 W. The pulse period is around 20 ns, 
which agrees with the calculated relaxation oscillation fre-
quency of the laser. As the pump power is tuned higher to 6.6 W, 
SML pulsing at a rate corresponding to a cavity-round-trip time 
is observed. This regime occurs because the gain medium is 
pumped hard enough to recover the population inversion in a 
single-cavity-round-trip time. Figure 115.44 shows an example 

of such pulsations when the pump power is 7.2 W. The measured 
pulse period of 290 ns corresponds to the round-trip time of the 
laser cavity. As the pump power is further increased beyond 
7.5 W, the laser once again operates in the cw regime because 
the gain is replenished more rapidly than the time it takes for 
the pulse to complete a round-trip through the laser cavity.

Analysis
The physics underscored here implies that when the pump-

ing rate is sufficiently fast compared to the relaxation oscillation 
dynamics, the gain will always be replenished before a pulse 
can build up in the cavity. The dynamics in the SSP regime are 
dependent on the cavity length such that the relaxation oscilla-
tion frequency becomes smaller with increasing cavity length, 
as governed by conventional laser theory. The dynamics in the 
SML regime are directly dependent on the cavity length since 
the laser mode locks to the cavity-round-trip time. Therefore, 
by sufficiently increasing the cavity length, all self-pulsation 
dynamics can be slowed down compared to the pumping rate 
and all self-pulsations will be eliminated.

The modulation depth of the pulsations, defined as the ratio 
of the peak-to-valley value of the modulation to the peak value, 
indicates the competition between self-pulsing and cw working 
regimes. Figure 115.45 shows the modulation depth as a func-
tion of pump power for the four laser cavities. As predicted by 
fiber-laser rate equations,11 the modulation depth decreases as 
the fiber-laser cavity length is increased, indicating a stronger 
tendency toward cw operation. In addition, the pump range 
where self-pulsations occur also decreases drastically with 
increasing cavity length. Laser 2 has an instability range that 
is less than 19% of that of laser 1, while laser 3 has an instabil-
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The self-pulsing dynamics of laser 1 when the pump power is 3.2 W. 
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The self-pulsing dynamics of laser 1 when the pump power is 7.2 W.
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ity range that is less than 7% of that of laser 1. For laser 4, the 
instability range reduces to zero and no self-pulsations occur 
over the entire pump range.

For fiber lasers having long cavity lengths such as in laser 4, 
stimulated Raman scattering (SRS) can occur at high-power 
levels. In the experiments described above, no SRS spectra 
above the noise floor were observed, but SRS can be induced 
at higher pump levels. For example, a laser with a 1-km cavity 
length has an SRS threshold of about 5 W. SRS can be mitigated 
with appropriate filters, such as wavelength-division multiplex-
ers, in-line short-pass filters, or hole-assisted single-polarization 
fibers.12 Large-mode-area fiber can also be used to suppress 
SRS in long fiber lasers. For example, higher-order-mode 
(HOM) fiber with a mode-field diameter of 86 nm (Ref. 13) can 
increase the nonlinear threshold by a factor of 200 compared 
to normal single-mode fiber. By inserting a 1-km passive HOM 
delay fiber into the laser cavity, the effective fiber length that 
contributes to the nonlinearity is about 5 m, mitigating the SRS 
impairment of such a long-cavity fiber laser. 

Using long lengths of passive fiber to suppress self-pulsing 
has many advantages over other methods. No active compo-
nents or electronics are required, resulting in reduced system 
complexity. This method does not require free-space alignment 
and can be easily integrated into existing laser systems. Even 
though our demonstration was in an ytterbium-doped fiber 
laser, the technique can be applied to any rare-earth-doped 
fiber laser (e.g., erbium). Additionally, the laser output power 
degrades only a few percent due to the scattering loss so that 
high-efficiency performance can be maintained. 

Conclusion
In conclusion, suppression and elimination of self-pulsing 

in a watt-level, dual-clad, ytterbium-doped fiber laser have 
been demonstrated. Self-pulsations are caused by the dynamic 
interaction between the photon population and the population 
inversion. The addition of a long section of passive fiber in 
the laser cavity makes the gain recovery faster than the self-
pulsation dynamics, allowing only stable continuous-wave 
lasing. This scheme provides a simple and practical method 
requiring no active devices for eliminating self-pulsations in 
fiber lasers at all pumping levels. 
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Introduction
Fast and reliable single-photon detectors (SPD’s) have become 
a highly sought after technology in recent years.1 Some of 
the most interesting applications for SPD’s, which include 
quantum communications and quantum key distribution,2 as 
well as satellite communications, require devices that can suc-
cessfully operate at telecommunication wavelengths, namely 
1310 nm and 1550 nm. Another desirable feature for an ideal 
SPD is its photon-number resolution (PNR) capability.3,4 
InGaAs avalanche photodiodes work at telecommunication 
wavelength and are commercially available; they do, however, 
suffer from severe after-pulsing and require time gating, which 
limits their maximum count rate. Presently, they also lack the 
PNR capability.5,6

It has already been established that nanostructured, NbN 
superconducting single-photon detectors (SSPD’s) operate 
based on hotspot formation and bias current redistribution in 
ultrathin (4 nm), narrow (100- to 120-nm), and long (+0.5-mm) 
meandering NbN superconductive stripes.1 NbN SSPD’s have 
been shown to have counting rates exceeding 250 MHz, with 
reported quantum efficiencies (QE’s) up to 57% (Ref. 7) at 
1550-nm wavelength and very low dark-count rates, +10 Hz to 
10 kHz, depending on the operation bias point.8

Typically, the SSPD’s are kept at temperatures between 4.2 
and 1.7 K (far below the NbN critical temperature Tc), and 
biased at currents Ibias close to the meandering stripe critical 
current Ic. Once a photon is absorbed by the NbN nanostripe, 
it breaks a Cooper pair, and, subsequently, a large number of 
quasiparticles are generated through the electron–electron and 
electron–phonon interactions, creating a local hotspot where 
superconductivity is suppressed or even destroyed. The hotspot 
expels the supercurrent from its volume and forces it to flow 
near the stripe edges, where it can exceed the Ic value, leading 
to the generation of phase-slip centers and the eventual forma-
tion of a resistive region across the width of the stripe.

When the device is directly connected to a transmission 
line with the characteristic impedance Z0 equal to, e.g., 50 X, 

Resolving Dark Pulses from Photon Pulses in NbN 
Superconducting Single-Photon Detectors

the above-mentioned resistive region, which is >50 X, forces 
the bias current to redistribute from the SSPD into the load, 
which means that the amplitude of the SSPD voltage response 
is always simply the Z0Ibias product. The above conclusion is 
true even if the SSPD were illuminated by several photons and, 
consequently, several hotspots were simultaneously generated 
at various points along the meander. Thus, in the above typical 
experimental arrangement, the SSPD photoresponse is insensi-
tive to the number and energy of incoming photons.

We need to stress that a biased SSPD can generate output 
electrical pulses even when the input light is completely blocked 
and there are no photons incident upon the device. The dark-
count pulses are transient voltage signals, spontaneously gener-
ated in a current-biased, long, superconducting nanostripe, and 
their amplitude, when the device is connected to a 50-X line, is 
also close to Z0Ibias, despite the fact that their physical origin is 
different from the photon counts. In the case of dark counts, the 
transient resistive state across the SSPD stripe is, actually, due 
to the current-induced vortex–antivortex generation.9,10

The goal of this work is to show that, with our proposed 
new readout scheme, which implements a low-noise cryogenic 
amplifier and a high-load resistor next to the detector, we are 
able to resolve the difference between dark counts and photon 
counts in our devices. The same readout approach also leads to 
the photon-number–resolving and energy-resolving capabilities 
in our standard SSPD’s,11 making the SSPD a PNR-type and/
or an energy-sensitive photon sensor.

Device Description and Experimental Setup
SSPD’s are patterned from epitaxial-quality NbN films, 

deposited by dc reactive magnetron sputtering onto sap-
phire substrates.12 The films are characterized by a sheet 
resistance between 400 and 500 X/sq at room temperature, 
with Tc between 10 and 11 K, and the critical current density 
Jc . 106 A/cm2. The meander patterning is done by e-beam 
lithography and reactive ion etching. The films were deposited 
at the Moscow State Pedagogical University and patterned at 
Delft University of Technology. Perhaps because of the slight 
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differences in geometry, or slight patterning technique differ-
ences, the SSPD’s in this work had three to four times lower Ic’s 
(+5 to 10 nA) than the typical Moscow fabricated and patterned 
devices.12 The QE’s, however, were on par with the standard 
10 # 10-nm2 SSPD’s, with the devices measured in this work 
having QE . 4% at m = 800 nm.

The standard SSPD operation setup is shown in Fig. 115.46(a). 
The device is wire bonded to a 50-X microstrip transmission 
line, coupled to a multimode optical fiber, and immersed into 
liquid helium.13 The microstrip is then connected to a semirigid 
coaxial cable and at room temperature connected to a wideband 
bias-tee (0.08- to 26-GHz bandwidth). The bias-tee makes it 
possible to simultaneously amplify the transient photoresponse 
signal using a tandem of two broadband amplifiers (0.08- to 
8.5-GHz bandwidth, 22-dB gain) and bias the SSPD by a stable 
low-noise dc voltage source. The amplified output signals, cor-
responding to photon counts and/or dark counts, are recorded 
by using either a Tektronix TDS 6604 digital single-shot 
(6-Ghz-bandwidth) oscilloscope or a pulse counter. As a single-
photon source, we use a tunable Ti:sapphire mode-locked laser, 
heavily attenuated. For dark-count measurements, the detector 
was blocked from all incoming radiation, i.e., shielded inside 
the dewar by a metallic enclosure. 

An equivalent electrical model of the SSPD photoresponse 
is shown in Fig. 115.46(b). Kinetic inductance Lk is in series 
with a parallel arrangement of a hotspot resistance Rhs and 
a switch S represents the photodetection (switching) event in 
the SSPD. The detector is then connected to a dc bias source 
and a readout circuit, which consists in this case of a trans-

Figure 115.46
(a) Experimental setup and (b) standard electrical photoresponse model of 
an SSPD.

Figure 115.47 
Circuit schematics implementing an HEMT amplifier and a 500-X load 
resistor RL. The 10-nF capacitor sets the maximum ac gain and the 200-X 
resistor sets the dc current for the HEMT; Rbias and RD are the biasing and 
pull-up resistors, respectively.

mission line and amplifier with input impedance Z0 = 50 X. 
In the simulations, which will be presented later, a bandpass 
filter representing the amplifier bandwidth is added. Finally, 
Vout is the experimentally observed transient voltage pulse 
during photodetection.

Initially, the switch is closed, and there is no voltage drop. 
Once a photon is absorbed by our nanostripe, the switch opens, 
and as Rhs grows to a value much larger than Z0, most of the 
current redistributes into Z0, and the resultant voltage pulse 
amplitude is simply Vout . GIbiasZ0, where G is the ampli-
fier gain. Thus, independent of the number or energy of the 
absorbed incident photons, Vout always has the same value for 
a given Ibias for the circuit shown in Fig. 115.46.

The new readout scheme presented here implements a 
high-electron-mobility transistor (HEMT) amplifier, operated 
cryogenically and mounted next to (on the same board) the 
SSPD. Because the HEMT input impedance is very high, a 
500-X load (or shunt) resistor RL is utilized in parallel with 
the detector and the HEMT, as shown in Fig. 115.47, which 
presents the circuit schematics. By applying the detector tran-
sient response to the gate of the HEMT, one can read out the 
amplified drain voltage, which should, ideally (for RL & Rhs), 
be proportional to the hotspot resistance and equal to Vout . 
GIbiasRhs. If the number of photons simultaneously absorbed 
in the SSPD meander happens to be larger than 1, the photons 
are very likely to form separate hotspots and their resistances 
will add up in series. The HEMT output voltage in this case 
should be Vout . GIbiasnRhs, where n is the number of absorbed 
photons per pulse (actually, the number of created hotspots). 
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Thus, for relatively small n’s, and nRhs < RL, the output pulse 
height of our setup is proportional to n, effectively leading 
to PNR.11

The HEMT setup should also enable one to distinguish 
pulses generated in response to either a single-photon absorp-
tion event (photon count) or a spontaneous voltage transient 
(dark count). In the case of dark counts, one can expect only 
a single localized resistive region, created due to the vortex–
antivortex motion across the stripe, but its effective resistance 
should be different than Rhs, resulting in a somewhat different 
value of Vout.

Figure 115.48 compares photon-count time traces for the 
SSPD connected according to the standard scheme (Fig. 115.46) 
and the one with HEMT (Fig. 115.47). Even from this very 
short time trace, one can clearly see that with the standard-
technique pulse amplitudes do not vary as much as those where 
the HEMT is utilized.

Results and Discussion
In the experiments reported here, 700-nm-wavelength 

photons were used to compare time traces of photon events 
with dark-count events. Figure 115.49 shows histograms that 
compare pulse-amplitude distributions of the dark-count 
[Fig. 115.49(a)] and photon-count events [Figs. 115.49(b) and 
115.49(c)] at two different laser intensities. All data were taken 
at the same bias current Ibias = 0.9 Ic.

Figure 115.48
Comparison of real-time oscilloscope time-domain traces for (a) a traditional 
scheme (50-X load line) and (b) an HEMT readout scheme, taken at similar 
laser intensities, such that n # 1 (HEMT is an inverting amplifier; therefore, 
the pulses are negative). The repetition rate of the laser was 82 MHz.

Figure 115.49
(a) Pulse-amplitude histograms of dark counts, (b) photon counts in the single-
photon regime, n % 1, (c) and multiphoton regime, n $ 1. All measurements 
performed at 4.2 K and at Ibias = 0.9 Ic. The SSPD output voltage amplitudes 
(x axis) are divided by the amplifier gain.
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All histograms can be fit with a simple Gaussian function, 
and it is quite obvious from Fig. 115.49(a) that the dark counts 
have the narrowest distribution. It was shown previously10 that, 
when the detector is blocked from all incoming radiation and 
placed in liquid helium shielded by a metallic enclosure, the 
spontaneous transient voltage pulses, or dark counts, are most 
likely due to topological excitations. The NbN film thickness of 
our devices is 4 nm, which puts the SSPD nanowire in a two-
dimensional (2-D) superconductor regime because its thickness 
is smaller than the NbN Ginzburg–Landau coherence length. In 
2-D systems in general, true long-range superconducting order 
is not possible, and in an ultrathin film, topological excitations 
come in the form of vortex–antivortex pairs (VAP’s).14 VAP’s 
are superconducting analogous to electron-hole excitations in 
semiconductors.15 At the typical SSPD operating temperature, 
and in the absence of Ibias, all VAP’s are bound and there is no 
dissipation in the NbN film. Once Ibias is applied, it exerts a 
Lorentz force on the VAP’s, and at Ibias close to Ic, this force 
is strong enough to exceed the VAP binding energy and break 
them. The latter effect creates free vortices (analog to excited 
carriers in semiconductors) and allows vortices and antivortices 
to move in opposite directions toward the edges of the NbN 
stripe, causing dissipation, and, in turn, the resistive state and 
Joule heating. The dark-counting rate in SSPD’s falls off quasi-
exponentially with the biasing current.10

The photon-count amplitude distributions shown in 
Figs. 115.49(b) and 115.49(c), collected when the detector 
was irradiated by 700-nm photons, are clearly wider than 
that corresponding to the dark counts, even in the single-
photon regime [Fig. 115.49(b)], when the average number 
of photons per pulse in the optical beam incident upon the 

Figure 115.50
Amplitude distribution width (FWHM of Gauss-
ian fits) for dark counts (open squares), n % 1 
(closed circles), n # 1 (open triangles), and n $ 1 
(closed triangles). The inset shows the counting 
rate as a function of bias current for dark counts 
(open squares) and n % 1 (closed circles).

SSPD is n % 1 (e.g., 0.01 photons per pulse). When the laser 
intensity was increased such that n $ 1, we can see that the 
full width at half maximum (FWHM) of the distribution 
shown in Fig. 115.49(c) became over two times wider than 
that in Fig. 115.49(a).

The correlation between the beam intensity (average number 
of photons per pulse) incident upon the detector and the distri-
bution FWHM of the response signals was very reproducible, 
and, as presented in Fig. 115.50, it depended on the SSPD bias 
current. One can clearly see that the dark-count signals (open 
squares) exhibit overall the narrowest distribution, which, in 
addition, is independent of the bias current. 

For photon counts, the general trend is that the distribution 
width increases somewhat with increasing Ibias, and there is a 
wide jump between FWHM’s corresponding to the multiphoton 
(n $ 1, closed triangles) and single-photon (n < 1, closed circles 
and open triangles) illumination. However, for n % 1 (closed 
circles), as Ibias approaches Ic, the dark counts start to dominate 
over the photon counts and the amplitude distribution width 
starts to drop around Ibias = 0.83 Ic, eventually overlapping 
with open squares at Ibias > 0.9 Ic. The latter behavior agrees 
very well with our earlier observation that the rate of photon 
and dark counts depends on the I Ibias c ratio, as shown in the 
inset of Fig. 115.50.

When the laser intensity is set so that n $ 1 (closed triangles 
in Fig. 115.50), one can observe the widest distribution width 
of the SSPD response pulse. We believe that this behavior is 
related to the non-perfect fabrication of SSPD’s, resulting in 
some variations in the width or even the thickness of an NbN 
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meander stripe. Since the device Ic is determined by the narrow-
est and thinnest section(s) of the stripe, fluctuations in the stripe 
width must lead to variations of the final hotspot resistance, 
which in turn correspond to the broadened amplitude distribu-
tions of the photon-count responses. When light intensity is 
increased (n $ 1), more sections of the SSPD meander with, and 
apparently, different widths are activated, leading to enhanced 
fluctuations in the response pulse amplitudes and, finally, to 
the largest value of the distribution FWHM.

Electrical Model and PSpice Simulations
If the electrical model only is considered, the difference in 

amplitude, for different hotspot resistances, stems from the time 
it takes for the current that initially biases the device to redis-
tribute into the readout circuit. In other words, for a given RL, 
current redistribution time decreases with increasing Rhs. For 
the hotspot to stop growing, and the cooling mechanism to take 
over, the current through the device must drop to a value below 
+0.23 Ic (Ref. 16). When the SSPD photoresponse is modeled 
such that Rhs is a simple resistor, then the fall and rise time 
constants of the transient Vout are simply L R Rk Lfall hsx = +_ i 
and L Rk Lrisex =  (Ref. 17), respectively. Unfortunately, this 
latter behavior is undesired if we want to observe PNR since, 
for a given RL, the current redistribution time for two hotspots, 
which follows L R R2k Lfall hsx = +_ i occurs faster than that for 
a single hotspot.

For PSpice modeling, the value of RL was chosen to be 
500 X, even though it was suspected that this value might be 
lower than the hotspot resistance. The reason is that higher RL 
values can lead to an underdamped circuit because, as can be 
seen in Fig. 115.47, there is a large inductor (+400-nH kinetic 
inductance of the SSPD) in parallel with RL. In addition, in 
our readout circuit there is always a small parasitic capacitance 
estimated to be around 2 to 3 pF (coming from a circuit board, 
as well as other components). Figure 115.51(a) shows the PSpice 
simulated pulses for different values of RL, and as can be seen, 
even for RL = 500 X (gray solid curve), the circuit is already 
slightly underdamped, as there is a small oscillation following 
the main pulse. Figure 115.51(b) shows the experimental (solid 
curve), as well as simulated (dashed curve), voltage pulses for 
our HEMT readout approach. The broader, more-damped 
oscillation behind the measured main pulse is likely due to 
some second-order effects from the amplifier and/or stainless 
steel coaxial line. Critical damping yielded RL = 270 X [dashed 
curve in Fig. 115.51(a)], which is actually a smaller value than 
the estimated hotspot resistance.

Finally, it must be mentioned that in order to fully model 
the behavior of an SSPD integrated with an HEMT readout, 
it is not enough to simply use the above electrical model, as 
there are many processes at play simultaneously. The Joule 
heating occurs in parallel with the cooling process and current 
redistribution,18 so, ultimately, a more-complex physical model 
must be used, which is outside the scope of this work.

Toward Photon-Number Resolution
As mentioned before and presented in Ref. 11, the integrated, 

cryogenic HEMT readout not only allows one to distinguish 
dark counts from photon counts, but it should also allow one 
to achieve PNR in SSPD’s. For large RL’s, the SSPD tran-
sient output pulse resulting from photodetection should be 
proportional in amplitude to the number of photons absorbed 
or, equivalently, the number of hotspots created in the SSPD. 
Unfortunately, it was shown by Ref. 18, in typical SSPD biased 
close to Ic, the Rhs can be as large as 5.5 kX, mainly due to Joule 

Figure 115.51
(a) PSpice simulations of voltage transients at different values of RL: 50 X 
(black solid curve), 270 X (dashed curve), 500 X (gray solid curve), and 2 kX 
(short-dashed curve); (b) measured photoresponse (solid curve) and simulated 
photoresponse (dashed curve), for RL = 500 X.
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heating. Even if it were possible to find a cryogenic amplifier 
with such large input RL, the readout scheme would not work 
because the current would not be able to redistribute into the 
load fast enough before a runaway heating effect, and the device 
would simply latch.

Our devices, as mentioned before, have much lower than 
typical Ic’s, although they still operate quite well. With our 
Ibias . 5 nA, we estimate Rhs to be between 600 and 1000 X, 
so our selected RL = 500 X is reasonable and should make it 
possible, in principle, to distinguish between the single- and 
multiphoton events.

Indeed, when the laser intensity and Ibias were increased so 
that the detector started to register nearly every incident light 
pulse, while the dark counts were still low, we observed that, 
in time-domain traces, some response pulses exhibited vis-
ibly higher amplitudes than the rest. Figure 115.52 shows an 
example of such a time trace, which is quite convincing, but, 
of course, it is impossible to conclude that these large pulses 
were indeed due to double-photon events, instead of, e.g., a 
single-photon event arriving close in time to a dark-count event, 
or even resulting from inhomogeneities of our meander stripe 
and resulting longer current redistribution time. It was there-
fore very useful to look at the statistics of the pulse-amplitude 
distributions once again. This time, most of our measurements 
were done by varying the intensity of our laser pulses (mode-
locked and twice up-converted light to get m = 267 nm) and 
Ibias, and collecting amplitudes of several thousand pulses at 
each value of the laser intensity and Ibias.

The results are presented in Fig. 115.53. When Ibias . 0.7 Ic, 
the amplitude distribution could be easily fit with a simple 
Gaussian function, as shown in Figs. 115.53(a) and 115.53(b). 
However, once Ibias reached 0.9 Ic, as shown in Figs. 115.53(c) 
and 115.53(d), we started to see a clear second peak at lower 
amplitudes, and the distribution now had to be fit with two 
Gaussians. The latter can be easily explained by the varying 
width (nonuniformity) of the NbN stripe: at higher Ibias, more 
(wider) sections of the SSPD meander were activated for pho-
todetection, giving rise to the second Gaussian peak. This peak 
is expected to be centered at lower amplitudes, because Joule 
heating in the wider sections should give rise to lower Rhs, as 
in those sections we should expect a better heat dissipation into 
the substrate than that in the narrower sections. 

When the data shown in Figs. 115.53(c) and 115.53(d) were 
plotted on a semi-log scale, as presented in Figs. 115.53(e) and 
115.53(f), respectively, it became quite clear that in the n # 1 
regime [Fig. 115.53(f)] there was, actually, a third small peak 
centered around 0.8 mV. This peak was completely absent in the 
n % 1 regime [Fig. 115.53(e)] and when Ibias was below 0.78 Ic. 
At present, we have no clear interpretation for the existence of 
this third peak. It cannot be related to the dark counts since 
they fall off exponentially with Ibias and are nearly zero below 
0.85 Ic. Thus, the most-reasonable, tentative explanation is that 
it is indeed due to the SSPD detection of multiphoton events. 
Further analysis and calculations are needed to either support 
or disprove this conclusion. 

Conclusion
We were able to resolve the difference between dark counts 

and photon counts in our NbN SSPD by utilizing an HEMT 
amplifier readout technique and examining pulse-amplitude 
distribution widths. The dark-count distribution width is very 
narrow for a given bias current, while that for photon counts 
is up to 2.5 times wider and is clearly related to the incident 
photon flux upon the SSPD (the average number of photons 
per pulse). The latter demonstrates that the HEMT readout is 
a promising approach in the future for PNR measurements.
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Figure 115.52
Real-time oscilloscope trace-domain trace, showing higher pulse amplitudes 
of some pulses.
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Figure 115.53
Pulse-amplitude histograms for (a) n % 1, Ibias = 0.7 Ic, (b) n # 1, Ibias = 0.7 Ic, (c) n % 1, Ibias = 0.9 Ic, (d) n # 1, Ibias = 0.9 Ic, (e) semi-log plot of (c), (f) semi-log 
plot of (d) (dark gray histograms indicate the same incident photon flux for the n % 1 regime; light gray histograms indicate the same incident photon flux for 
the n # 1 regime).
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