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I. INTRODUCTION

GRABGAM Analysis of Ultra-Low-Level
HPGe Gamma Spectra

W.G. Winn

The GRABGAM code has been used successfully for ultra-low
level HPGe gamma spectrometry analysis since its development in
1985 at Savannah River Technology Center (SRTC). Although numerous
gamma analysis codes existed at that time, reviews of
institutional’ and commercial codes2 indicated that none addressed
all features that were desired by SRTC. Furthermore, it was
recognized that development of an in-house code would better
facilitate future evolution of the code to address SRTC needs based
on experience with low–level spectra. GRABGAM derives its name from
~amma Bay Analysis EASIC Generated At BJCA/PC.

Initially the code was developed for the five HPGe3-~etectors
of the SRTC Ultra-Low-Level Counting Facility (ULLCF) . Typical
samples were counted overnight, but their spectra included very
few peaks; thus, the initial version of the code addressed singlet
peaks only. A major concern during initial development was to
incorporate earlier HPGe efficiency calibration data that included
three vial sizes as a function of heights, an air filter geometry,
and a well geometry. No commercial code was found to address a
suitable interpolation for generating efficiencies as a function
of vial height. Such a feature allows counting of all of a limited
size sampl’e rather than reducing or diluting it to match a fixed
geometry, so that the sample counting efficiency is optimized for
low-level counting.

The above initial version of the code was adequate until the
ULLCF needed to analyze local fallout from the Chernobyl accident
in the spring of 1986.6-7 Unlike the earlier samples, those from
Chernobyl yielded numerous spectral peaks so that multiplet
analyses were required. GRABGAM was upgraded to include a multiplet
analysis, whereby three different size filters were introduced. The
smallest filter finds peaks within a multiplet, while largest
retains the ability to distinguish low-level singlets. from the
background. This version of the code was also applied to the HPGe
detectors of the SRTC Undergr~u9nd Counting Facility, which began
sample analysis at this time. - More recent improvements in the
multiplet analysis have refined the background model for the
multiplet region and improved the method for partitioning the peak
areas.

1
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Further refinements also provided the user with different
options for analyzing the minimum detectable activity (MDA) ,
including a determination le~Oe19-’oand the traditional 95% detection
level recommended by Currie. The former is a precision level below
which peak detection is assumed’ questionable. The latter
corresponds to an activity level that would be detected with 95%
probability, as based on a threshold level that permits only 5%
probability of false positives from background.

Throughout the evolution of GRABGAM, attention has been given
to ease of use and helpful diagnostics. The code is operable from
an IBM PC, and it provides a logical sequence of input frames for
the user. The peak analysis printout provides typical peak data as
well as isotope activity, measured and expected peak full width at
half maximum (FWHM), and any non-sample peak backgrounds. A
supplementary program allows the user to select weighted averages
of isotope activities based on those of the individual peaks. Other
support programs were also developed, and these address detector
efficiency calibrations, backgrounds, isotope libraries, and
diagnostics.

~~en GRABGAM was developed, other existing gamma analysis
codes relied on Gaussian or modified Gaussian peak fitting
algorithms. A recent review of the literature revealed that many
subsequent developments’’-2’ also use this approach. Because such
fittings require adequate counting statistics for deducing peak
parameters, their ability to address low-level peak analyses is
limited. By contrast, GRABGAM deduces the integral peak probability
function to analyze properties of the peak. Others have also
develo ed non-Gaussian approaches for analyzing low-level spectral

E-24peaks.

II. OVERVIEW OF PROGRAMS AND FILES

This section provides an overview of the programs and files
used to set up, execute, and append the GRABGAM analysis. Table ‘1
correlates these programs and files, which are summarized below.
More detailed information is given in Section IV, which discusses
the user operation of GRABGAM.

Setup operations are typically performed before analyzing
samples on a routine basis. A group of auxiliary programs may be
used to create the necessary files for a GRABGAM spectral analysis,
as noted below:

ISOLIBAS – creates isotope library file ISOLIBRY.LIB
which includes user–assigned isotopes, their gamma
energies with decay intensities, half-lives, and a MDA
analysis flag.

2
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DETLIBAS - creates vial efficiency parameters library
DETLIBRY.LIB for up to three vial sizes and five
detectors, providing efficiency as a function of vial
fill height.

j

MERGBACK - creates a backcmd.BKG file that includes the

* peak count rates of gammas detected in the background of
a detector, where backcrnd is a user-assigned file label.

MERGCALB - creates a detreff.DCF efficiency file for a
specific detector geometry, based on user input data. The
program also inputs the DETLIBRY.LIB efficiency
parameters to allow reference comparisons as appropriate.

Routine execution of the GRABGAM spectral analysis uses the
files of the setup programs as given in Table 1, where it is noted
that chained programs GRABDKR1 and GRABDKR2 are run. Specifically,
these programs operate as follows:

GRABDKR1 - accepts keyboard inputs for spectral analysis
and receives file data from DETLIBRY.LIB, backqnd.BKG,
detreff.DCF, and counted gamma spectrum.CHN. It also
conducts the peak search.

GRABDKR2 - continues with peak and multiplet analyses,
including peak background corrections from backqnd.BKG,
isotope correlations with ISOLIBRY.LIB, and flagged MDA
analyses. It produces the peak printout table and also
generates files DATACALB.DAT, DATASPEC.DAT, DATAISOS.DAT,
DATAPEAK.DAT , and DATAMISC.DAT to allow operations with
the supplementary analyses programs.

Appendage calculations for the GRABGAM spectral analysis may
be performed with the supplementary programs. Each of these
programs input the data.DAT files created by GRABDKR2. (The names
of the data.DAT files are representative of the type of data
contained) . These programs are described as follows:

GRABISOS – groups and orders all peaks with regard to
isotopic identification, allowing the user to select a
weighted average of each isotopic activity for a more
comprehensive analysis.

GRABBACK - produces peak background file backcmd.BKG
based on the preceding GRABGAM spectral analysis for a
detector background, as appropriate. It also has option
to average with results from earlier peak background file
results.
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GRABCALB - produces detector efficiency file detreff.DCF
based on preceding GRABGAM spectral analysis of
calibration standard, as appropriate. It also provides
for summing corrections using the spectrum peaks and
continuum.

GRABDIAG - produces a diagnostic table to study presence
of artifact peaks including Compton
and escape peaks.

GRABPLOT - provides interactive peak
screen for user selected peaks.

edges, backscatter,

analysis on monitor

PEAKPART – refines
address overlapping

III. GRABGAM ALGORITHMS

the multiplet analysis to better
peak areas.

The primary data reduction algorithms are (1) the peak search,
(2) singlet analysis, (3) multiplet analysis, (4) MDA analysis, and
(5) library matching method. The algorithm. discussion refers to two
different FWHMS, denoted as FWHM and FWH~ . A FWHM is deduced from
the spectral peak analysis, while a FWHM is a user-input energy-
dependent value.

111.A. Peak Search

The constructions for the peak search algorithms are
summarized in Figure 1. Shown are three peak filters that are
mathematically similar to second derivatives used in other search
algorithmsl-2 and initially developed by Mariscotti25 for Gaussian
peaks. Here the figure denotes that each filter ‘ftrapsttor llropesll
an area A~ for peak spectral counts, viz.

A~ = g - bl - b2 k (g + bl + b2)1’2 (1)

where g is the number of counts in the 2n middle channels spanned
by the filter, and bl and b2 are the counts in adjacent n channels
sampled by the filter. The error is recognized as the l-o counting
error. Each channel grouping is customarily denoted as a region of
interest (ROI). In effect, as each filter moves across the
spectrum, it calculates successive test peak areas A~ based on its
ROIS . For each filter the adjacent background n-channel ROIS (with
bl and b2 counts) are each displaced n channels from the middle
gross peak 2n-channel ROI (g counts) to help accentuate the
peak/noise ratio.

4
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In GRABGAM a peak is found when the test A~ exceeds its
corresponding l–o counting error by a factor of 3. A peak location
channel then approximates the centroid as the local maximum A~ from
subsequent tests during passage of ;he filter over the peak. If two
peaks are separated by < 0.47 FWHM they are combined as a single
peak that is broadened by < 21%. The peak location channels are
stored monotonically in an array for later detailed peak analysis.

The three filters simultaneously trap their respective areas
A~ relative to the same spectral region as shown in Figure 1. The
smallest filter (2-pt rope) is first tested for the A~ 2 30
criteria for peak presence; if satisfied, this smallest filter
subsequently finds the peak location to allow better resolution
definition should the peak be within a multiplet. Should the
smallest filter not indicate a peak, the middle (4-pt rope) is
tested, and should it fail, the largest (8-pt rope) is tested.
These progressively larger filters are more sensitive for trapping
a detectable A~ but provide less resolution for discriminating
peaks within multiples. As the candidate peaks are found during
execution, they are displayed in a table on the monitor screen, as
illustrated in Figure 2.

111.B. Singlet Analysis

The singlet analysis is *activated when adjacent peaks are
separated by at least 3.5 FWHM , so that adequate background ROIS
exist on both sides of such peaks. The singlet analysis primarily
seeks to use an integral peak analysis to accommodate low-level
peaks more readily than the customary differential approach with
peak fitting. In cases where the integral approach fails, other
analysis options are applied as appropriate.

The peak-adjacent background ROIS are found first. Both
background ~OIs have an identical width of m channels corresponding
to the FWHM associated with the peak location channel determined
by the peak search algorithm; however, the code limits the minimum
background ROI to three channels. The ROI backgrounds B1 and B2 are
initially placed adjacent to the peak location channel as shown in
Figure 3. Then first the B1 ROI and then the B2 ROI move down their
respective sides of the peak while being tested for leveling out
in appropriate background regions. As these ROIS move toward their
destinations, their adequacy is tested against the criteria:

Blp - B1/m < 2 (Blp +

B2p - B2/m < 2 (B2p +

where Blp or B2p denotes the counts
to the B1 ROI or B2 ROI, on the peak

B1/m2)1’2

B2/m2)1’2
(2)

in the channel just adjacent
side.

5
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The peak gross region is determined from its adjacent
background regions. ‘As indicated by Equation 2, the extreme end
channels HI and H2 “of the peak gross region must have counts that
are less than 2-rJ above the adjacent background r~gions. If by
chance the resulting gross region is less than 2 FWHM , the average
3–point maximum channel Hmax of the gross peak is determined, and
the gross region is defined by

HI = Hmax - FWHM* - 1
(3)

H2 = Hmax + FWHM*

Should the gross region be an uneven number of channels, it is
forced to be even by adding a channel to the low side of the gross
region, effectively lowering H1 by 1. Then the B1 and B2 region are
made adjacent to the final gross peak region. In every singlet peak
analysis, the size of each background region is modified on its
peak-remote side so that it has half the number of channels as the
gross region. Using the ROI counts for gross counts G and adjacent
backgrounds B1 and B2, the peak acceptance must satisfy

G-B1 -B2 2 3 (G+B1+B2)1’2 (4)

Having accepted a peak and its ROIS, the code proceeds with
the integral calculations. The area calculation is trivial and
given by

A=G-Bl- B2 t (G + B1 + B2)1’2 (5)

The centroid, FWHM, and tail are determined by performing the peak
integral, subject to the following assumption. Typically HPGe
spectral peaks exhibit a flat background (Bl) on the lower-energy
side of the peak that is noticeably higher than a similar one (B2)
on the high-energy side of the peak. The additional background on
the lower-energy side of the peak is due to the escape of gamma-
induced electrons from the sensitive detector volumel and forward
Compton scattering within the sample, which are assumed to have
distributions as shown in Figure 4. The theoretical distribution
(perfect resolution) shows the peak as a spike and the escape
electrons plus forward Cornpton as a step function. The detected
distribution illustrates the resolution effect. The figure denotes
the parallels of the two distributions. In effect, if we view the
peak with centroid Eg as a differential probability function
f(E-Eg) , the step background will be related to its integral

6
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probability F(E-Eg), and we may write the differential gross gamma

response g(E) in the peak region as

g(E) = A f(E-Eg) + b (1 - F(E-Eg) ) + C + v(E) (6)

where A is the peak area, b is the step background per keV, and
c+v(E)=z(E) is the background per keV upon which the peak
distribution is superposed. For later convenience, z(E) is divided
into its
uppercase

(g, f, b,
the above

9j =

constant c and energy-dependent v(E) components. The
(A,F). correspond to integral values, and the lowercase
c, and v) correspond to differential values. Integrating
expression over a single channel j yields

A (Fj+l/2-Fj-1/2) + bc - bc (Fj+l/2+Fj-1/2)/2 + cc + Vj (7)

where gj denotes the counts in channel j, F-+1,2is the integral of
f(E-Eg) up to channel j upper limit of j+i/2, bC and cc are the
constant background components per channel, and Vj is v(E) in
channel units. The expression (Fj+1,2+F-
F(E-Eg) over channel j.

,-1,2~/21s taken as the average
The above equation may be rearranged as a

recursion relation to solve Fj+1,2as

Fj+1,2= [ gj - vj + (A+bC/2)Fj.1/2- (bC+cc) 1 / [ A - be/2] (8)

which has an initial value Fi-1,2= O associated with the lowest
channel i of the gross peak region. Actually GRABGAM uses a
different but equivalent formalism for Fj+1,2, as developed by
summing Equation 7 from j=i to k, viz

j~i (9j-vj) = A (Fk+l/2-Fi-l/2) + (k-i+l) (bC+cC)- bC j$i(Fj+1,2+Fj-1,2)/2

(9)

We note that the sum in the last term may be written as

k-l
$ (Fj+l/2+Fj-1/2)/z = (Fk+l/2+Fi-l/2)/2 + j~i ‘j+l/2

j=i

where it is noted that Fj-1,2for j=p+l equals Fj+l,2for j=p.

7
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Recalling that Fi.l,z= O and substituting Equation
9 and rearranging yields

WSRC-TR-99-00187

10 into Equation

[ j~i(9j-vj) +
k-1

‘k+T/2 = b Z Fj+l,z - (k-i+l) (bC+cC) ] / [ A - bC/2]
c j=i

With F(E-Eg)
the inverse

Effectively,

(11)

solved per Fk+llz/the following definitions result from
function E(F) for energy:

Cent - E(O.50)

SigA = E(O.16)

SigB = E(O.84)

FWHM = (2.355/2)(SigA - SigB)

Tail = (Cent-SigA)/(SigB-Cent)

this analysis provides operational definitions of the

(12)

centroid, FWHM, and tail with analogy to a Gaussian peak. The FWHM
definition is consistent with other methods for calc~lating
Gaussian peak FWHMS, which show better than 10% agreement.

The current GRABGAM singlet analysis assumes vj=O for Equation
11, and thus singlet peaks on non-constant z(E) backgrounds are not
directly addressed. However, for a singlet such backgrounds have
essentially no impact on the peak area calculation and only a minor
impact on the peak centroid. On the other hand, multiplet peaks can
be significantly impacted, and a more realistic Vj is modeled for
this case, as discussed in the next section along with a detailed
development in Appendix A.

There are cases where the F-integral analysis is not used,
and these are flagged by negative values of the tail, as denoted
in Figure 4. For these cases the centroid is set as the middle
channel of the gross region (Hl+H2)/2 and the FWHM is the gross
width (H2-H1+l) , where again H1 and H2 are the end channels of the
gross region. The negative tail and the abnormally large FWHM alert
the user that the analysis may require further scrutiny.

8
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111.C. Multiplet Analysis

A multiplet analysis is used for consecutive &eaks that pave
their locations separated by less than 3.5 FWHM . The FWHM is
assumed constant over the multiplet region and calculated based on
the middle channel between the first and last peak of the
multiplet.

Initially background regions B1 and B2 above and below the
multiplet are found similarly to that of a singlet peak, except
that the B1 region ‘fropes’ldown to a region on the low-energy side
of the first multiplet peak and the B2 region ltropest’ down to a
region on the high-energy side of the last multiplet peak. ~he B1
and B2 regions are required to be displaced at least a FWHM from
their adjacent multiplet peaks. To give better representation
against fluctuations, any points in the final “constant;f B1 or B2
regions that exceed their respective averages by 30 are removed
from the average background per channel calculations.

The minima between adjacent peaks of the multiplet are found
next, as illustrated in Figure 5. Three options are examined for
calculating these minima. First, the gross minimum is sought,
whereby it is assumed that effects from the underlying continuum
background are negligible. If the resulting minimum is not
displaced at least one channel from both adjacent peak locations,
a relative minimum is sought as the maximum difference between
channel counts and the line connecting the adjacent peak maxima.
Again, if this minimum is not displaced from both adjacent peak
locations by at least one channel, then the minimum is taken as
the inverse center of gravity of the adjacent peak maxima. This
minimum is forced to be displaced at least one channel from its
adjacent peaks. The latter two minima analyses provide better
capability for defining a boundary between closely spaced multiplet
peaks that display shoulders as opposed to true minima, as
illustrated in Figure 6.

The total area ~ of the multiplet is then calculated using
the gross counts G between the adjacent background regions, in
analogy to the method used for singlet peaks, or

A~=G- (N~/2Nl)B1 - (NN\2N2)B2 f ~(A~)
(13)

u (AM) = [ G + (NM/2Nl)2BI + (N~/2Nz)2B2 11/2

where NH, N,, and N2 are the number of channels in the multiplet
and background regions.

The integral F-function is generated in the same manner as
that for the singlet analysis, as the sum of individual peak
integrals within the multiplet yields the F–function for the

9
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multiplet. This is seen by noting how the individual peaks in the
multiplet contribute as individual components of Equation 6. In
particular,

g(E) = Z A~f(E-E~) + Z b~(l - F(E–E~)) + C + v(E) (14)

where the summation is over the multiplet peaks, each denoted by
subscript m. Because the ratio of the step background b. and peak
area Am should be essentially the same for each peak in the
multiplet, we may substitute b~ = ~ A. in Equation 14 yielding

g(E) = .XA~f(E-E~) + @ Z

which may also be expressed

Z Amf(E-E,,,)

A.(1 - F(E-E~)) + C + v(E)

as

X A.(1 - F(E-E~))
g(E) = X Am ““ ‘“” +~ Z A.

Z A. X Am

where it is recognized that f.(E) - Z A.f(E-E.) /

(15)

+ c + v(E)

(16)

Z A. is a
differential

,.,,.
prob-ability

,,,- ,,,-
function composed of peak-weiqhted

probability fufictions of-the multiplet, c-orrespondin~ to int~gral
probability FN(E) = X A~F(E-Em) / Z A.. Noting that ~ = Z A. is the
total of peak areas of the multiplet and also noting that b~=~
X A. = X b. is the total of the step background components of the
peaks, we may write

g(E) = ~f~(E) + b~( 1 - FM(E) ) + C + v(E) (17)

which is identical in form to Equation 6 for a singlet peak. Thus,
the peak multiplet integral FM(E) may be determined using the same
algorithms developed for the singlet peak analysis of F(E–Eg)
developed in Section 111.B.

For the most recent multiplet analysis, z(E)=c+v(E) is modeled
as a cubic polynomial in E, so that the background under the
multiplet is smoothly matched to its adjacent background regions.
The model also incorporates the step background, improves the peak
centroid estimates, and refines the total multiplet area ~ to be
consistent with its modeled background. The details for the
modeling are discussed in Appendix A. Unlike the singlet analysis,
the individual peak areas A. can be strongly impacted by the
underlying background. At the same time, prior GRABGAM analyses did

10
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not reveal frequent impacts from such variable backgrounds as the
statistical counting errors tended to dominate.

As the F-function is generated, the fraction F~,~ for each
multiplet peak is determined by denoting the portion of F between
successive minima, whereby the end channels HI and H2 of the gross
multiplet region are also treated as minima. The area A. of an
individual multiplet peak is then given by

The counting error for Am is approximated assuming that the F~,~
fraction exactly represents the peak area. Although useful as a
guide to the counting statistics, the true error will be larger
due to the analysis error. In particular, the analysis assumes that
multiplet minima bound representative areas for individual peaks,
and this is obviously an approximation due to peak overlap errors.
These errors may be reduced by executing PEAKPART for the peaks of
a multiplet, as described in Appendix A. For multiples with very
low statistics, the method encounters difficulties, and warning
flags are issued to alert the user, as indicated the Figure 5.

111.D. MDA Analyses

MDA analysis is performed for two typeS of peaks. In one case
a statistically significant peak has been detected in the spectrum,
but it has a background file peak that cancels the spectral peak.
In the other case, the MDA flag of a gamma energy in the isotope
library causes an analysis although no corresponding spectral peak
was found. Specifically, the peak channel for the gamma energy is
determined, and gross peak and background channels are assigned
based on the input FWHM , whereby the results output are a centroid
at channel (Hl+H2)/2, a ‘ffalsel’ FWHM equal to the gross width of
(H2-H1+l), and a ‘lfalse’l tail assigned as -1 to flag the MDA
analysis.

Both cases are calculated similarly. Each calculates a peak
area A and an error o(A) , which essentially derives from an
expression,

A f o(A) = [(A+B) -B] f (A+2B)1’2 (19)

where B is the effective background above which true signal A must
be detected. Accordingly, from A and o(A) the value of the
background can be determined as

B = (a(A)z - A)/2.

11

(20)



Two types of MDAs are
determination level,10 which
are presented as9

A f o(A)

< 3 o(A),

The MDA format of the peak
where the bold entries are

utilized in
GRABGAM has

for A23

for A<3

printout is

WSRC-TR-99-O0187

GRABGAM . One MDA is a
modified so that results

o (A)
(21)

o (A)

“< 3 o(A) = 3cT/ A/a(A)”
the calculated numbers; this format

preserves the information for converting to A t o(A) if desired.
The other MDA result uses the Currie definition of detection
limitlO, which is given as

< 2.71 + 4.65 B’” (22)

which by itself is insufficient for conversion to A t o(A) . In this
case the peak printout is “< 2.71 + 4.65 B1’2 MDA = c+b”. Overall,
the calculation of both MDAs provides the user more options for
interpretation.

111.E. Library Matching Method

The peak data are merged with matching library data as the
code executes. Each peak that is found is analyzed in monotonically
increasing order with energy. After each peak centroid and energy
is determined, the monotonically ordered energies of the isotope
library are stepped up to the region of the centroid energy to seek
a match. If a match is found, the isotope data associated with the
energy is transferred as part of the peak data for later
calculations. If no match is found, the peak is labeled as “no-lib”
and a set of default parameters (100% branching, zero decay time,
etc) is assigned. This essentially one-dimensional matching
approach speeds the search relative to a two-dimensional lookup
technique.

For library-flagged MDAs that do not correspond to the found
peaks, the code calculates these cases and simultaneously merges
them within the above sequence in order of gamma energy. In this
process the energies/MDA flags of the entire isotope library are
stepped monotonically between the peak enerqies found earlier so
tha~-the new MDA
within the peak

anal-yses can be pla-ced in th~ correct energy order
list.
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IV. USER OPERATION OF GRABGAM

This section describes the user operations for GRABGAM, while
Appendix B provides code listings. Discussed below are inputs, code
execution, basic output, supplementary analyses, and auxiliary
programs. The GRABGAM sequence diagram of Figure 7 assists the
discussion, as well as the earlier Table 1 overview.

IV.A. GRABGAM Inputs

The inputs are both manual via keyboard and automatic from
files. For the present we will assume that the input files are
available; their creation will be discussed along with the
supplementary analyses of Section IV.D and auxiliary programs of
Section IV.E.

Upon execution of a batch code, an isotope library file
ISOLIBRY.LIB and a detector library file DETLIBRY.LIB will be
automatically input. ISOLIBRY.LIB provides a monotonic user-
selected list of gamma-ray energies, along with their isotope
symbols, halflives, intensities, and flags for MDA analyses.
DETLIBRY.LIB provides sets of detector calibration curve parameters
for three vial sizes as function of fill height. However, the user
is not limited to these choices and can for example select a
calibration file detreff.DCF developed for a specific geometry. For
each detector a corresponding peak background file backcmd.BKG will
also normally have been prepared prior to running the code although
one may select a “no background subtraction” option if desired.

Following the above preliminaries, two informational frames
(#l and #2) are presented. Then the user is prompted to begin the
input from the keyboard. The first analysis input frame (#3)
queries whether background subtraction is to be used and the type
of countrate units (e.g. cph for low-level samples, cps for
calibration standards) . At the bottom of each frame an option is
given to edit the input per recentering. Subsequent frames (#4 and
#5) query information in the following order:

o

0

0
0

The energy

Two points for energy vs channel calibration
Two points for FWHM vs energy calibration
Detector for analysis
Detector efficiency for sample geometry

~E) vs channel (C) calibration is linear (E = a~+ b),
but the FWHM” vs energy calibration a~sumes the Fano effect,<’ which
is related to the square root (FWHM = [cE + d]l’2). The detector
may be selected from the list or designated as “other” if not
listed.

13
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Listed detectors have queries for some or all of the following
calibration geometry options - vials (up to three sizes) vs sample
height, well, air filter. Selection for efficiency = 1 or parameter
inputs for log–polynomial and/or log-hyperbola efficiencies are
manual options for both listed and other detectors. Normally the
“other” detector choice will use a calibration file detreff.DCF
prepared for a specific geometry. A corresponding backcmd.BKG file
is also queried for input, if the background subtract option has
been selected. The user has the option of displaying an energy vs
efficiency table on the screen before proceeding.

The final input frame (#6) queries the user for the spectral
file to be analyzed and other aspects of the analysis. The spectral
file is assumed to have the format of an EG&G ORTEC ADCAM file
denoted as spectrum.CHN. Other analysis queries are the title,
sample age, activity units (e.g. Bq/kg) , numerator factor (e.g.
conversion to Bq), denominator factor (e.g. number of kg) ,
start/end channels for analysis, and the f keV range for isotope
identification. For this final screen, individual inputs may be
changed by menu operations at the bottom of the frame. Following
completion of any such changes, the code begins to execute.

IV.B. GRABGAM Execution

GRABGAM execution initially prints out a summary of the input
parameters. Then the screen displays a listing of the peaks as they
are found by the filters. These peaks are further analyzed and then
printed out in the basic ,analysis table. Finally, the user is
queried if supplementary analyses are desired; if so, appropriate
files are created before the program terminates.

First, the input parameters are printed out as in the example
given in Figure 8. This printout has proved useful as a QA check
for the analyses. At the top of the printout is the user-input
title for the analysis, which” is followed by three main sections.
These sections are Sample Counting Information, Sample Analysis
Information, and Detector Status Information. A detailed discussion
of this printout is given in Section IV.C.

Next, the screen displays the peaks as they are found by the
filters, as shown in Figure 2. A screenprint hardcopy of this may
also be obtained if desired. The table gives the channel number,
energy, peak area trapped by filter, l-a percent error of this
area, and the filter size or “rope” . The rope filter sizes are
designated “2-ptt’, “4-pt’f, and “8-pt” as defined in Figure 1. The
number of forced MDA cases is also displayed immediately after this
table.

After this a hardcopy summary of the multiplet parameters is
printed to allow later refinement with PEAKPART as appropriate.
For each multiplet peak, the table includes its maximum, bounding

14
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minima, area, energy, and isotope identification. The minima codes
(1,2,3) denote whether a minimum was determined as (1) a gross
minimum, (2) relative minimum, or (3) inverse center of gravity
between adjacent peaks. Further details are given in Appendix A.

Then, the basic peak analysis table is printed after the peaks
have undergone further analysis and have been appended with
background corrections and MDA cases. An example of the peak
analysis table is shown in Figure 9, where the peak channel,
energy, FWHM , tail, counts, peak rate, peak background rate,
isotope identification, activity, and l-o errors are given. A more
detailed description of the table is given in Section IV.C. Note
that the basic peak analysis table is actually entitled “Detailed
Sample Analysis” because final sample isotopic activities are also
included.

Finally, the user is queried whether supplementary analyses
are desired. These analyses can use the spectral data for
developing background files, calibration files, or simply for
examining the analysis in more detail. Operation of the
supplementary analysis programs is discussed in Section IV.D. After
the supplementary analysis query is answered, the GRABGAM execution
is completed.

IV.C. GRABGAM User Output

After execution of GRABGAM, the user will have hardcopy tables
of the input parameters and the peak analysis, as already
introduced. The present section discusses these tables in more
detail as a guide to their utilization.

The printout of the input parameters is examined in reference
to the example in Figure 8. The Sample Counting Information at the
top of the printout gives the sample spectral file and its
associated ADCAM information, including MCA components
(MCB/segment) , start count (time/date) , and count times
(live/real) . The Sample Analysis Information at the middle of the
printout provides the channels analyzed (start/end), a peak search
parameter (now defaulted), the t keV limits for isotope
identification, and the activity units along with associated
numerator and denominator factors. The Detector Status Information
at the bottom of the printout denotes the detector along with its
background and efficiency calibration files, as well as the
analysis configuration* geometry and the calibration equations used
for energy (EN), F’WHM , and efficiency (EFF). A quick review of
this printout assures that the input data are appropriate for the
intended analysis.

The Detailed Sample Analysis printout table is illustrated in
Figure 9. (Just before this, a multiplet parameter table is
printed, as discussed in Section IV.B and Appendix A). It has both
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a heading and a footing for each column, which correlate with the
top and bottom column entry of each peak data set. For example, the
‘~top” peak energy corresponds to the centroid calculated by the
code, while the “bottom” energy corresponds to the library value
of the associated isotope. Similarly, for peak widths, the top

valu~ is the spectral analysis FWHM and the bottom is the guide
FWHM input by the user. Such information provides the user with a
QA check on the adequacy of the calibrations used, as well as
providing guidelines for recalculation with other calibration
choices when necessary. For multiplet peaks, the top FWHM becomes
the number of peaks in the multiplet and the tail denotes the
number of the peak within the multiplet. Other infrequent peak
flags have been summarized in Figures 4 and 5.

The Detailed Sample Analysis often indicates “less-than”
values in the Activity column. For this situation, the top number
corresponds to the GRABGAM determination limit9 and the bottom
number corresponds to the customary 95%-l~onfidence minimal
detection limit (MDA) developed by Currie. Adjacent to the
determination limit is the entry “30/xo”, which denotes that the
code requires that a positive peak area had to exceed its
determination limit of 30 but the actual peak only had a smaller
area of xa. This allows the user to transform the determination
limit to a measured activity with an error. Such a transformation
is not possible with the single number provided by the conventional
MDA, which is denoted in the table by the notation “MDA = c+b”.
Overall, the 30 determination limit is comparable to the
conventional MDA.

IV.D. Supplementary Analysis Programs

Six supplementary analyses programs may be run following
GRABGAM execution, provided that the query for such analyses
(except for the PEAKPART ,analysis) was affirmed to create
appropriate data files. The supplementary programs are listed in
Table 1.

GRABISOS is generally executed on a routine basis following
GRABGAM sample analysis. Upon execution, GRABISOS bubble sorts all
the peaks of the Detailed Sample Analysis table in the following
ascending alphanumeric order: isotope mass number (A) , isotope
symbol (Z-A) , and peak energy (Eg) . This being done, the screen
displays the first isotope (lowest A,Z) and its list of peak energy
activities. From the list of peak activities, the user may flag
those useful for a weighted average of the isotope activity. Then
the analysis and result are recorded by the printer, as illustrated
in Figure 10. The sequence is then repeated for the second isotope
(lowest remaining A,Z) and subsequent isotopes until all have been
addressed. The final peak grouping is for an artificial isotope
that includes all peaks that were not identified with an isotope,
such as x-rays, annihilation peak, escape peaks, and peaks that had
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no counterpart in the isotope library. These peaks, ordered
monotonically in energy, are assigned activities assuming 100%
branching intensity and zero decay time, as this helps facilitate
manual identifications of the residual peaks.

GRABBACK produces a peak background file from the background
spectrum of a detector. GRABBACK can use a single spectral file
for developing a background file backcmd.BKG or merge it with data
of an earlier background file to improve statistics. Upon execution
GRABBACK leads the user to these options. The merged file is an
even weighted average of the new peak backgrounds with the peaks
of the existing background file, so that the values are more
representative of recent peak backgrounds. Two other options for
making background files also exist. One option uses a text editor
file creation, whereby line inputs for energy, countrate, and error
are entered in monotonic order with energy using peak data from an
appropriate background spectrum analysis. The other option uses the
MERGBACK code, which is discussed in Section IV.E.

GRABCALB produces an efficiency calibration file for a
specific detector and geometry. (Calibrations with vial height
interpolations are performed externally and parameters are input
to the DETLIBRY.LIB file using the DETLIBAS code described in
section IV.E) . Upon execution, GRABCALB retrieves data saved by
the GRABGAM analysis of the calibration standard, and then queries
information for the decay time from the standard calibration date,
which is entered from the keyboard. The code then sequentially
displays the peaks in the spectrum, giving their isotope
identification, energy, and countrate, whereby the user can select
those to be used in the calibration along with their gamma rates
at the certified standard date. After completing these”selections,
a screen table is presented for acceptance or editing. Then, a log-
log efficiency vs energy plot of the raw data appears on the screen
with a query for correcting coincidence summing. For summing
corrections, a repre”sentative detector thickness is entered along
with summing gammas and their coincident fractions. The log-log
efficiency plot of the refined data points is then redrawn for
acceptance.

GRABCALB curve fitting proceeds following the corresponding
data entry and refinement. With the data points displayed on the
screen, the user moves three cursors that are sufficient for
“artistically” constructing a log-log hyperbola to fit the data
points. A comparison of the fit is given for each point, and then
the comparison is improved by auto-renormalization that makes the
average of the deviations zero. One may then opt to improve the
fit further by applying a least-squares fitting to the hyperbola.
A final option is to improve the fit by analyzing the perturbations
from the hyperbola with a cubic least-squares fit. After the
fitting options have been exhausted, the calibration parameter file
detreff.DCF is created. Another option for making the detreff.DCF
file is to use the MERGCALB code discussed in section IV.E.
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GRABDIAG is a diagnostic program that explores whether a
detected peak may be an artifice such as a Compton scatter or an
escape peak. Upon running the code, each gamma peak of energy
E (keV) from the preceding GRABGAM execution has the following
calculations tabulated:

o
0
0
0

Compton Edge = E / (1 + 511/2E)
Compton Backscatter = E / (1 + 2E/511)
Single Escape Peak Parent = E + 511
Double Escape Peak Parent = E + 1022

Usage of GRABDIAG has revealed no Compton artifices, affirming that
the GRABGAM filters are favorable for finding peaks alone. Escape
peaks of concern for SRTC low-level gamma spectrometry have been
identified and placed in the isotope library to assist the user.
Thus , GRABDIAG is not generally needed for routine analysis. Yet
it remains a tool for helping diagnose the spectra of unusual
samples.

GRABPLOT is used to plot peak regions to allow appraisal and
possible reanalysis. This tool was primarily used in the early
development of GRABGAM, but still remains available for peak
studies. The peak to be plotted is selected by number from the
preceding GRABGAM spectral analysis. The plot is displayed on the
screen with colored regions to identify the ROIS used in the
analysis. The ROIS may be varied by the user for an alternative
analysis as appropriate.

PEAKPART refines the multiplet peak areas to better account
for peak overlap. For a given multiplet the user inputs the GRABGAM
peak centroids, areas, and their bounding minima. Then, the code
calculates the Gaussian peak fractions that contribute to these
minima-bounded areas. In turn these peak fractions act as
coefficients of the refined areas, which are solved within a set
of M linear equations, where M is the number of peaks in the
multiplet. Further details are given in Appendix A.

IV.E. Auxiliary Programs

Four auxiliary programs also create files for GRABGAM. These
stand-alone programs do not require prior execution of GRABGAM.
The programs are given in Table 1, and each program is explained
in the following discussion.

ISOLIBAS contains the isotope library information that the
user selects as appropriate. This BASICA program is configured so
that lines from 20,000 to 23tiO00 contain a DATA line for each
isotopic gamma ray. The gamma energies are monotonically sequenced
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by usinq DATA lines corresponding to the energies. For example the
data fo~ the 834.8 keV gamma of

20835 DATA “Mn-54”, 312.7,

where 312.7 is the half-life in
keV, and 99.98 is its intensity

Mn-54 is entered in line 20~35 as:

834.8, 99.98, 0

days, 834.8 is the gamma energy in
per decay in percent. Finally, the

O indicates that an MDA analys{s-is not f-orced. By contrast, if the
O were replaced by a 1, an MDA would be forced when the peak is not
detected. Upon execution of ISOLIBAS, the information of all such
DATA lines is written to the file ISOLIBRY.LIB.

DETLIBAS contains the detector library information for up to
five detectors for three different vial sizes as a function of fill
height. The fitted efficiency function is the product of a
hyperbola and a third order polynomial in h and 1P(E), where h is
the vial fill height and E is the gamma energy. The parameters
for these efficiency functions are determined by a special least-
squares program and then entered into DATA lines within the
DETLIBAS program. Upon execution of DETLIBAS, the information of
these data lines is written to the file DETLIBRY.LIB.

MERGBACK is a stand-alone analog of GRABBACK, which was
discussed earlier in Section IV.D. MERGBACK requires the user to
have tabulated the peak background rates for keyboard entry.
Overall, GRABBACK effectively streamlines the text editor approach
for making the backqnd.BKG file by providing better ease for input
and editing.

MERGCALB is the stand-alone analog of GRABCALB, which was
discussed earlier is Section IV.D. Unlike GRABCALB, MERGCALB
requires the user to have tabulated the appropriate energy-
efficiency pairs for manual entry. Also any summing corrections
will need to have been already applied since the spectral
information for this is not provided by MERGCALB. With the data
entered and ready for analysis, the subsequent execution of
MERGCALB is identical to GRABCALB, yielding the file detreff.DCF,
which includes parameters of the fitted efficiency curve.
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V. DISCUSSION/CONCLUSIONS

V.A. Philosophy of Low-Level HPGe Spectral Analysis

Spectral analyses of low-level gamma peaks are always subject
to statistical limitations with regard to peak fitting. Accordingly
GRABGAM pursues an integral approach to peak analysis as opposed
to a differential fitting. Theoretically, the GRABGAM integral
function F is automatically corrected for its background,
regardless of the actual peak shape. This is also true for the F-
function of a multiplet. Overall, the F-function defines a
consistent centroid (as media,n) , FWHM (integral limits) , and tail
(integral asymmetry) for each singlet peak, with no requirement on
the detector performance for producing ideal peaks. Of course, even
the integral approach has its statistical limitations, but even if
the F-analysis fails to give acceptable results, a basic ROI
analysis is flagged to yield an estimate so that
considered.

Singlets are anticipated to be predominant in
spectrometry. Due to concerns for statistical
limitations, the GRABGAM peak search routine doss
peaks that are separated by less than 0.47 FWHM ;

the peak can be

low-level gamma
and resolution
not distinguish
however, the F-

analysis for the FWHM and tail measured for the resulting singlet
peak alerts the user that the observed peak may be a composite of
peaks. Concern for the statistics similarly restricts the multiplet
analysis, as a given peak within a multiplet may also be a
composite. Overall, GRABGAM experience in counting low-level
samples has not been hampered by such hidden composite peaks, as
the probability of such occurrences is generally low. Furthermore,
typical unresolved composite peaks often may be identified from
other gammas within the ~~ ectra,

!?
as is the case for a com osite of

the 185.7 keV gamma of U and the 186.2 keV gamma of
2~Ra since

235U frequently exhibits other gammas in the spectrum.

GRABGAM calculates both a determination limit and a detection
limit. The GRABGAM determination limit9 of A 2 30 is comparable to
that of the Currie detection limit10 (95% probability detection),
but both are always higher than the Currie critical level10 (5%
false positive) for being detected above background. These three
values can be derived as a function of background counts B and are
plotted in Figure 11. GRABGAM assures that its minimum detection
has a l–a statistical error no worse than 33%, while recorded
detection at the Currie critical level has errors in excess of 60%.
Instead of directly accepting peaks with such high errors, the
GRABGAM philosophy is to flag MDA analyses for potentially useful
peaks, and utilize the “3a/xa” formalism to extract the xo t o
activity as appropriate. Consequently GRABGAM has a low false
positive acceptance in general, while providing an inspection
option for reconsidering the acceptance of flagged MDA peaks.
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Although the GRABGAM determination level and the Currie
detection limit are comparable in magnitude, their associated MDAs
have different interpretations. The Currie MDA is the level for
which 95% of the time an actual peak at this level would exceed the
Currie critical level for 5% false positives. As such, the Currie
MDA is based on a priori reasoning. The GRABGAM MDA indicates that
the detected peak was less than this amount, and thus uses a
posteriori reasoning. Overall, the Currie MDA may be stated as the
‘~minimum detectable amount” and the GRABGAM MDA be stated as the
ITminimum detected amount” . An attractive feature of the GRABGAM MDA
is that the de~ected values always exceed the MDA, whereas the
Currie MDA can contradict this situation. One may prefer to use a
determination limit na with n < 3 to provide more sensitivity at
the expense of more false positives, and GRABGAM effectively
provides this option within its “30/xa” formalism for flagged MDA
peaks. Other approaches to detection limits have also been offered,
such as the use of direct Poisson s;1atisticsz8 and individual peak
channel evaluations for peak areas.

V.B. Algorithm Features and Limitations

The peak search algorithm uses filters that trap the area
above displaced adjacent background regions, as illustrated earlier
in Figure 1. As GRABGAM was originally developed for 2000 keV
spectra spanning 4000 channels, a filter with a 4.0 keV (8 channel)
gross region was selected to contain essentially all of the area
of a 1332 keV gamma peak with FWHM of 2.0 keV, which is fairly
representative of HPGe performance. Adjacent background regions of
2.0 keV (4 channels) displaced from the peak region by 2.0 keV (4
channels) then assured a good signal-to-background selection, even
for a significantly larger FWHM. Upon developing the multiplet
analysis, similar smaller filters with gross regions of 1.0 keV (2
channels) and 2.0 keV (4 channels) were added to help resolve
peaks. These filters also have the potential to accentuate the
signal to background. However, the 1.0 keV filter could miss
evidence of a peak (or shoulder) indicated by two high count
channels relative to the two directly (as opposed to displaced)
adjacent channels. On the other hand, two high channels provides
little peak definition to assure its existence as opposed to a
fluctuation, and thus their missed detection by GRABGAM is not
considered a serious loss . Filter fluctuations occasionally
identify two peaks that are displaced by less than 0.47 FWHM ,
which would not render two peaks for even identical gaussian peaks
separated by this amount. In these cases the two peaks are combined
as a single peak. Overall, the GRABGAM filters find peaks*that can
be comparable or broader than those of the user input FmM for the
analysis. The subsequent detailed peak analysis provides
information concerning whether the peak is a true singlet or a
broader composite of peaks.
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The singlet peak algorithms do not depend on fitting
parameters for a particlu}ar model, which is customary for
differential peak fitting. Instead, the adjacent background ROIS
are selected by searching for the flat regions on either side of
the peak, as illustrated in Figure 3. Thus, even if the peak is a
pure Gaussian, smeared by amplifier drift, or degraded by a tail,
the calculated peak area corresponds to the full-energy gamma

response within the gross peak region. Additionally, the integral
F-analysis provides adequate values for median, FWHM, and tail. A
peak found by the search algorithm will be rejected if the peak
analysis indicates A < 3a. This possibility exists since the
signal-to-noise enhancement of the filters may cause peak
identification for statistical fluctuations. However, experience
has shown that the combination of search and singlet algorithms
effectively eliminate these false positi”ve cases. Also, GRABGAM
does not detect other spectral artifices such as Compton edges or
backscatter.

In the F-analysis for both singlets and multiples, it had
been assumed until recently that constant adjacent background
regions existed. This is generally true in low-level gamma
spectrometry, as such background regions are normally determined
within statistical requirements. On the contrary, a significantly
variable background does have an impact on an F-analysis which
assumes v(E)=O, as illustrated in Figure 12. In this example, the
F-analysis is in error because the average background on the lower-
energy side of the peak is higher than nearby points of the peak
region and the average background on the higher-energy side is
lower. Thus, for the singlet F developed in Section 111.B, the F
values will be negative on the low-energy side of the peak and also
modified on the high-energy side. Yet, the singlet peak area is
essentially unaffected and the centroid, FWHM, and tail experience
only minor inconsequential impacts. For multiples the effects can
be.more detrimental, and Appendix A describes the recently upgraded
F algorithm that addresses such variable backgrounds; however, even
the earlier analysis flagged the user when the F algorithm was not
appropriate. Overall, numerous GRABGAM analyses over 14 years have
encountered minimal impact from variable backgrounds.

The multiplet algorithms produce an analysis like the example
in Figure 5. The F–function approach uses an individual background
subtraction for each gross channel count within the multiplet. The
total area ~ of all peaks in the multiplet is generally determined
with accuracy comparable to that of a singlet peak. However, a
calculational error exists for partitioning ~ among the individual
peaks of the multiplet, as the area Am of an individual peak is the
area between its adjacent minima. The analysis assumes that the
peak areas that extend beyond the minimum between the two peaks are
equal; however, the accuracy of this approximation deteriorates for
smaller peak spacing and larger differences in peak magnitude. As
described in Appendix A, the supplementary program PEAKPART may be
applied to correct such errors.
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Further improvement on the current multiplet analysis will
require more detailed information on the peak shapes. Ideally, peak
shapes could be extracted using the larger peaks of the sample
spectrum, so that the intrinsic generality of the GRABGAM analysis
for a spectrum is preserved; however, the prospect of a sufficient
set of peaks is not likely for low-level samples. Thus, spectral
shapes from calibration standards and/or modelling will be required
for each detector as well as geometry in some cases, so that the
intrinsic generality of the analysis would be compromised. A
standard addition method in which identical spiked and unspiked
samples are counted would essentially retain intrinsic generality
and provide the peak shapes; however, quality spiking of samples
with gamma standards can be expensive and labor intensive.

Multiples with low-level counting statistics can cause
additional concerns, and if F is not well-behaved, warning flags
are printed with the output. This approach follows the overall
GRABGAM philosophy of presenting the user with the option of
reevaluating marginal cases rather than automatically removing them
from consideration. In practice, with these guidelines and those
mentioned above, the GRABGAM multiplet analysis has generally
provided a useful tool for appraising closely spaced peaks.

V.c. Performance History

The GRABGAM code has successfully supported low-level HPGe
gamma spectrometry at SRS for over 14 years, involving analyses of
over 10,000 samples. Various projects supported during this period
include studies of Chernobyl fallout,6-7 appraisal of LDEF satellite
samples for NASA,29 monitoring radioactive levels in the Savannah
River,30-31 evaluation of sediment levels in SRS cooling ponds,31-34
environmental analyses of high36volume air samples near SRS,35 and
studies of the Arctic Ocean. In addition to these, numerous
customer service samples have been conducted for SRS and offsite
patrons.

GRABGAM analyses have been applied to both laboratory and in–
the-field detectors. Laboratory applications include 13 HPGe
detectors with efficiency range of 10-160%, which have been used
in the Ultra-Low-I&el Counting Facility3-4 and the Underground
Counting Facility. The two HPGe detectors on the SRS TRAC mobile
laboratory37 also used GRABGAM for a number of years. One early TRAC
applications was the collection and analysis of air samples
following the Chernobyl accident, where the TRAC vehicle analyzed
regional samples during transits within Georgia and South
Carolina.7 Although microphonics associated with the vehicle motion
degraded the quality of the spectral peaks, the general nature of
the peak analysis with the F-function properly analyzed these
peaks, giving good agreement for similar samples analyzed at the
ULLCF laboratory.6 Similar performance is exhibited in the quality
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chart of Figure 13, which illustrates how the peak areas remained
constant for a detector that gradually degraded in resolut~80n over
the years. In-the-field s ectra obtained with a HPGe sonde

3$?-34
and an

HPGe underwater detector have also been successfully analyzed
with GRABGAM.

The output hardcopies of GRABGAM have provided useful guidance
and documentation of the sample analyses. The initial input summary
sheet lists information on all user inputs as a quality check. The
peak listing prints both the peak energy determined by the analysis
and the energy matched by the isotope library, guiding the user on
any need for reanalysis with a refined energy calibr~tion. Also the
analysis-determined FWHM and the user-input FWHM are printed,
allowing a quality check on dete$tor performance and advising the
user on whether the input FWHM is adequate in selecting ROI-
dependent analyses such as flagged MDAs. Examination of FWHM and
tail provide either singlet quality information or flags concerning
MDAs , ROI analyses, and multiplet features.

The GRABGAM printouts have also provided consistency checks
for the adequacy of detector backgrounds and efficiencies. The
spectral peak counts and statistical errors are printed adjacent
to those from background spectra, for direct consistency checks.
Subsequent GRABISOS calculations frequently provide the user with
consistency checks on the stability of the detector efficiency
curve by comparing the different peak activities deduced for an
individual isotope. For example, soil samples often contain radium
daughters B–214 and Pb-214 that are in equilibrium, whereby several
nicely spaced gammas are detected over a range of 200-1800 keV.
Agreement for the isotope activities for these peaks shows that the
efficiency curve is consistent in a relative sense. This
information, coupled with monthly check source tests, affirms the
absolute efficiency calibration as well. In summary, the above
routine information from GRABGAM analyses provides the user with
excellent guidelines for affirming the quality of the results.

V.D. Conclusions

GRABGAM has performed well in its role for analyzing low-level
environmental samples by HPGe analysis. Overall, the analysis has
attempted to provide user options for evaluating the presence of
marginal but potentially real peaks, while automatically processing
peaks with l-o detection statistics that are better than 33%.
Evaluation of marginal peaks is possible by conversion of the
GRABGAM-formatted MDA data and/or by direct inspection of the
spectrum. However, the best option is to continue counting for a
time based on the statistics of the marginal peak. None of these
options would be available if GRABGAM discarded the marginal peaks.
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The general nature of the GRABGAM
does not depend on specific peak shape

peak search and analysis
parameters. Accordingly,

other types of spectroscopy are expected to be amenable to the
GRABGAM algorithms. Indeed, a NaI version GRABNAI was developed
for an underwater NaI detector in the Savannah River to monito3~
effluent activities from SRS and the Plant Vogtle power reactors.
While not an advanced NaI peak stripping code, GRABNAI has provided
useful gamma peak analyses for time profiles of the effluent
discharges, which have correlated well with recorded discharges at
the source. Another spinoff is GRABTRIT, which was developed to
analyze SRS low-level tritium samples counted within gas
proportional counters.3-4 In this case a spectrum results for the
detector signals following their pulse-shape discrimination, which
separates cosmic-ray background components from a narrow tritium
peak. A code GRABALFA for surface barrier alpha spectrometry has
also been written, as features of alpha tailing due to sample
thickness should be handled well by the singlet algorithm. However,
an algorithm for handling alpha multiples still needs to be
developed. Finally, the peak search algorithm was utilized in a gas
chromatography spectral analysis code at SRS.

Improvements in GRABGAM have continued to be sought. Although
the multiplet algorithm has provided adequate information for SRS
applications in the past, an improved algorithm could provide a
more complete deconvolution of the peaks. Due to recent
improvements for addressing variable backgrounds, the F-function
now provides a better estimate for the background profile beneath
the multiplet peaks. The resulting peak areas are refined
additionally with the partitioning code PEAKPART. For further
refinements, peak shape information will be required, but this can
only be marginally applied due to statistical limitations for low-
level spectra.
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Table 1. Overview of Programs and Files x

OPERATIONS

Setup

Isotope library

Vial efficiencies

Peak backgrounds

Other efficiency

Execution

Analysis setup
Peak search

Peak analysis
Multiplet analysis
Background correct
MDA analysis
Peak results table

Appendage

Wtd Isotopics

Peak backgrounds

Other efficiency

Artifact peaks

Peak plot analysis

Yultiplet peaks

PROGRAMS

Auxiliary

ISOLIBAS

DETLIBAS

MERGBACK

MERGCALB

GRABGAM

GRABDKR1

GRABDKR2

supplementary

GRABISOS

GRA13BACK

GRABCALB

GRABDIAG

GRABP~T

PEAKPART

FILES

Creation Usage

ISOLIBRY.LIB

DETLIBRY.LIB

backqnd.BKG

detreff.DCF DETLIBRY.LI1

Creation Usage

DETLIBRY.LI1
backqnd.BK(
detreff.DC1

spectrum.CHl

DATACALB.DAT ISOLIBRY.LI1
DATASPEC.DAT backcmd.BKG
DATAISOS.DAT
DATAPEAK.DAT
DATAMISC.DAT

Creation Usage

All GRABname
Programs

back~nd.BKG I

DATAC~LB.DA~
detreff.DCF DATASPEC.DAT

DATAISOS.DAT
DATAPEAK.DA’I
DATAMISC.DA’I

1
1

<printout> <printout>
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Spectrum

Ill 111111 I I I

2-pt rope

n

---- >
filter

. . . . . . . . . . .

U-:o u

. 0 . . . . . . . . . . .

bl b2

9
4-pt rope

filter
,.0, m ,0., ‘---’. . . . . . . . . . . . . . . . . . . .

bl b2

bl b2

Fig. 1. Spectrum examined by three different size filters.
Each filter sums spectral counts g in the middle
channels and counts bl and b2 in adjacent channels,
as indicated. The counts A~ trapp;~z by filter is
g-bl-b2 with counting o=(g+bl+b2) . If A~ 2 30, a
candidate peak is retained for further analysis.
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peak channel Kev Arez %–error Kfipe

1 146 72.S9731 176 12.44824 E–pt
~ 151 75.37191 449 6.271772 2–pt
3 156 77.a4651 88 21.XJ101 2–pt
4 171 85.2703 235 9.842581 2–pt
5 176 87.74489 140 13.!55262 .2-pt
.5 187 93.i8901 91 17.13017 2–pt
7 264 131.2978 111 26.063?2 8–pt
8 370 183.7593 ‘$3 32.32577 8-Pt
9 376 186.7288 .50 27.98a09 2–pt
10 481 238.69!54 312 7.48?309 2–pt
11 488 242.1!598 94 19.08974 2–pt
12 576 295..5111 133 13.8843.5 a’-pt
13 625 309.$’438 53 32.29669 4-pt
14 683 338.6691 62 22.92366 2–pt
15 710 352.0319 287 7.s93901 2–pt
16 735 364.4049 71 19.86864 2–pt
17 825 408.9476 79 26.15693 8–pt
10 935 4&3.388a 30 32.655’86 2–pt
19 967 479.2262 62 30.8S666 8-pt
20 1031 31C).9011 i39 16.79513 2–pt
21 1078 534.1=623 34 32.21$397 4–pt
22 1177 S83.1!593 76 16.00727 2–Pt
23 123CJ 609.39 i9CJ 9.930507 2–pt
24 124? 618.7935 21 32.64597 2–Qt
25 1336 661.8515 71 17.87124 2–pt
26 1363 675.2144 21 31.2259 2–pt
27 1469 727.6758 33 24.B041 2–pt
2a 1551 768.2391 23 31.04969 2-pt
29 1721 8S2.3955 21 31.2259 2–pt
3C) 1811 896.93s2 18 31.42697 2-pt
31 1840 911.2909 59 17.36771 2–pt
32 1897 939.3013 15 29.05933 2–pt
33 1957 ?69.1966 33 27.6073a 2-pt
34 2149 1064.221 2!2 32.77774 4–pt
35 22&2 1120.147 38 23.82996 2-pt
36 2340 11S8.751 19 32.86841 4-pt
37 2497 1236.433 31 32.4189S 8-Pt
36 2!501 123B.433 3a 21.70056 4-pt
39 258? 1281.986 36 24.40426 a–pt
40 2635 1304.752 24 32.27486 8-Pt
41 2783 1378 32 21.65064 4-pt
42 2950 1460.652 180 :1.41258 2-pt
43 2972 1471.54 12 31.18648 2-pt
44 3493 ‘ 1729.393 34 21.20913 a-pt
.4s 3!562 1763.!542 5s 16.16036 4-pt
4b 3771 1866.%3 13 27.73501 4-clt

Fig. 2. Example of candidate peaks table displayed on monitor.

.
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,

*

G

ROIS at start B1 B2

of analysis v

I I I I 1,,1,1,111111,1,,1,1,,1,1,1,,1

G

Stepped down to
constant background
regions

B1 B2

III I Idwlll r MMI I I I I1,,1

G

Adjusted for even
number of gross
channels

B1 B2

IIII!l, dddlll E muu I I 1,1,1,,1
I I

Hi i12

Fig. 3. Singlet analysis for ROIS of gross (G) and background
(B1,B2) counts. The two background ROIS are found such
their corresponding adjacent gross channels have counts
that do not exceed their respective background channel

!

averages by more than 20.
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(a) perfect resolution
A 6(E-Eg)
full energy

peak

b [1-H(E–Eg)]
step background -––---–-NOTE --------

6(E-Eg) = dH(E-Eg)/dE

b
> E

I

kg

(b) actual resolution II A f(E-Eg)

I
full energy

I
peak

b [1-F(E-Eg)]
step background --------NOTE --------

f(E-Eg) = dF(E-Eg)/dE

b
> E

I

kg

(c) flagged analyses (flag = negative tail)

Flag Meaning Response
.

-1 MDA forced/no peak None - MDA analysis
-2 F<O FWHM big, Cent est
-3 F <> 0.16, 0.50, 0.84 FWHM big, Cent est
-4 SigB-SigA = O Overridden by -2,3
-5 SigB-Cent = O Overridden by -2,3

Fig. 4. Detected gamma response function for (a) perfect
solution and (b) actual solution, along with (c) flags
indicating nature of analysis. It can be shown that
convoluting 6(E~–Eg) and H(EJ-Eg) with f(E-E1) yields
the f(E-Eg) and F(E-Eg) above.



(a) Multiplet area

m=z
m.J- 1

h, I LM,,,,
G

B2

min

~ = G - (N~/2N1)B1 - (N~/2N2)B2

(b) Peak areas

1

FM

o

—— ___ __ -— —.

K !41
min

Am/M = Fmffl%

——

F2/2

F1/2

(c) Flagged analyses

Problem

(FWKM=M+
(Tail = m +

Ek3a

F <0 1
By< ‘O 1
A~M<o 2
~<30 0,1,2

FlagA/10 + FlagB/100)
FlagA/10 + FlagB/100)

m Response

o Use linear background BL
1 %M with warning

.-

1 Backgrounds adjacent minima
2 Use lower B1,B2 or fix A<O ,

Fig. 5. Multiplet analysis: (a) calculation of total multiDlet
area ~, similar to that for singlet; (b) individu~l
peak areas ~~ calculated from ~ and FWM; (c) flagged
multiplet analyses for reconsideration.
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m=z

1 ..

/ ,< “,
/’ ‘, ‘

‘

m=l, / .4’”
,.. ”

.. - ,
- .“ .

.“ ‘*. >+...”
,.’ ‘...

B1 ,. ,. B2

l[” 11*1 u !HE[ I

minimum

Minimum at maximum difference between
line and spectrum between peaks

Fig. 6. Multiplet minimum for “shoulder doublet”.
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PROGRAM

<START>

1

I DETLIBRY.LIB
I

> 1.Initialization I

Frames #1-#3
I

1

I

PR: Inputs
I

Peak Search
(three. filters ) -’~

I
ISOLIBRY.LIB

I

[
Peak Analysis

II

J MDA Analysis ~

I Backgrounds
I

I
;~-

Calculation

yes
Supplementary

- ‘m

DATACALB.DAT
Analysis DATASPEC.DAT

DATAISOS.DAT
DATAPEAK.DAT
DATAMISCtDAT

<END>

Fig. 7. GRABGAM operational sequence per input/outs as
keyboard (KB), printer (PR), video monitor (CRT)
and disk files (XXXXX.XXX).
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4******************* Veaetzt.ic,nQ1O (.5/3/%3)ccwnted 6128/98
********************

.—— —-—.—-—— —__ Sample Countitqq ljlfc,rmatlc.il –––––––-–––-––––––

Sample disk file 6431VeqS.ChI-I

PICEllLl(Ttbei-2
seqmeir,t 2

Stal-ttime 1413
D<te IU3LILC12

Live time 635?9 .8 Slzc
Real time 63931.9 Sec

-–––––––––—–—- Sample Gnal.vsis Ilifcirrfa.tic,i-l

Start channel 5(:)
End ch~;lii~l 35?5CI

~e~k searct~cha.nrtels$3

Isc.tcqeID ( +/– ke\~ ) 2

Decay cc~rrected tc, 25 days -arliet-

Activity’u,nits (pCi r,odifiedper factclrsbelc,w} pCi/q
Numer=tc,rfactar = 3.83
Dermminator f~ctc.r= 43.?

–––––––––-–-–– Detectc,lrStatus Infc<rmatictln––-–––––––-–-–––––

Det4 with p4back.13KG and pdet4cal.dcf

Cc,nfiqurdtic,n= 1 ....(1) SF’ECIAL (2) DIAPER (3) WELL (4) VIfIL

Enerqy(ke4J)calibratic.n: EN = .637C1686 + .494919!5*CH(2t.1

FtJHtl(channel)calibl-atic,n:Ft-JHM= SQR( 8.019283 ~ 5.77294!5E-C)3+CH(lN)

Efficiency c=libr=tic,n:EFF = G*EXF(HYFEKEOLG * FOLYt~OMIGL)*(i~FERTURH9TION)

G = glc.balcalib!-atic,nfactc.r= .20397 D = LN(G) = –1.389783

HYPEREOL4 = f%*scR(H-2 + (LN(EN)--c)-.2) with values belt’w:
( A = –.!3424688 B = -.1952242 c= 5.166513 )

F’OLYNOMIRL= C(I+ CIULN(EN) + C2+LN(EPd)’2+ C3*LN(Ef4)”-”3with values belc,w:
(co= 2.791449 Cl = –.670216 C2 = 8.C]851S4E–C]2C3 = –3.105141E-O3 )
3(:100 ke{~= Crc.ssc,verbetwee,-glC.WEtJ (abc,ve)and hiqh EN (belc,w)cases
( co = CJ cl = c1 C2 = c) C3 = c1 )

FERTtJRJ3GTION= FC~+ PI*LN(EN) + P2*LN(EN)’””2<-F3*LtJ(EN)--3with .,alues below:

( W] = c1 Pi = c1 1=2= o ~3=w)

FicJ. 8. Printout’ of input parameters (8.5 in. x 11.0 in. sheet)



WSRC-TR-99-O0187

*****.*************** Vegetation A1O (6/3/?8) counted 6128/98
********************

–––––––––––-–– Detailed

Peak Channel Energy FWttM
# # I(ev ka’v

SafipleAnalysis —————————.—__——_.———

Tail Counts Rate Efkgnd IsGtope Activity Error
# # Cpt, cph ~–~ pCi/g N–stats

1 92.7 46.5 2.97 –1.00 34 1.9 0.0 Fb–210 <0.83E+(](;I3c/1.4c
46.5 1.45 ?25 *1.4 *0.O -{0.91E+O0MDfi=c+b

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

Key:

1335..5 661.6 1.59 1.22
661.6 1.96

1468.5 727.4 4.95 –3.00
727.2 2.01

1606.7 795.8 4.9!3-1.00
795.8 2.06

1636.9 810.8 4.95 -1.00
810.8 2.07

1840.1 911.4 1.61 1.08
911.1 2.14

1%6.5 968.9 4.95 –3.00
965’.12.1%

2262.4 1120.3 1.82 1.17
1120.3 2.27

2262.4 1120.3 1.82 1.17
1120.!52.27

,,

2369.2 1173.2 4.95 –1.00
1173.2 2.31

2497.5 1236.7 2.C12 1.02
1238.1 2.34

2501.5 1238.7 2.02 2.02
1238.1 2.35

2691.2 1332.6 4.95 -1.00
1332.6 2.40

2950.3 1460.8 2.14 1.06
1460.8 2.40

3474.4 1730.1 2..55 1.24
1729.6 2.63

3%2.9 1764.0 2.62 1.04
1764.5 2.65

Spect spect spect spect
— lib Calc -

156
520

61
*15

5
t13

-3
*I1

126
217

46
?15

116
?16

116
?16

–4
tic)

23
?9

5
*4

14
?9

701
*26

29
*8

98
*12

8.8
*1.1

3.5
20.8

0.3
20.7

–0.2
?0.6

7.1
?0.?

2.6
?0-8

6.6
to.9

6.6
?0.9

-cl.2

to .6

1.3
?0.5

0.3
to.2

0.8
?0.5

39.7
kl.6

1.6
*0.5

~.~

*O-7

spect spect
+-/- +/-

3.4
fo.3

0.()
to.<]

0,0
?0.0

0.0
+0.c)

O.CJ
to.0

0.0
?0.0

O.CJ
20.0

<).0
?0.0

0.0
too

0.0
to.o

().0
~o.(j

0.0
+0.o

1.1
?0.2

0.0
*0.O

0.0
?0.0

file
+/-

CS–137 4.30E–02 21.8 %
?0.93

Hi–2i2 3.37E–C1l 24.5 %
?0.82

CS–134 <0.20E–01 3u/O.4C
<0.23E–01 MDA=c+.b

CCI-58 <o.18E-01 3a/O.Otr
<0.22E–01 MDA=c+b

AC -228 2.13E–01 13.3 z
~0.28

Ac–228 1.3ZE–01 32.1 X
to .43

Hi-214 3.68E–01 14.0 %
fO.52

SC–46 7.llE-02 14.0 %
?1.00

CCI-60 <().16E-013C/0.OU
<0.19E-01 MDA=c+b

Hi–214 <ct.23E+O03cf2.7ci
<0.23E+O0 MDA=c+b

Bi–214 <o.lf,)E+@O3u/1.2r
<0.12E+O0 MDA=c+b

CCI–60 <0.15E-01 3.T/i.5@
<0.17E-01 MDA=c+b

K–40 3.67E+CI0 4.1 z
?0.15

13i-214 6.18E–01 29.1 %
?1.80

!3i-214 3.69E-01 12.!3%
YO.46

lib to-left to-left
+/-

Fig. 9. Peak analysis printout table (8.5 in. x 11.0 in. sheets)

.
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..-

******** AVERAGED RESULTS PER ISOTOPE *********

------------------------------------------------------------

Source Gamma Enerqy activity Averaqe
# keV pCi/g y/n

Be–7 1 477.6 <CI.2EiE+CICI=3T/O.OCI.28E+VO=MDAn

source Gamma Enerqy Activity Aversqe
# keV pCi/g y/11

K–4C1 1 1460.E3 C3.67 +/– CJ.151X E O n

_————-____-——_—_————__—___-_____-———— -—————————————————————— /

____________________________________________________________

Sc.urce Gamma Energy Activity Gvei-aqe
# keV pCi/g y/m

C5–137 1 661.6 [4.3C1+/– 0.$’31x E–2 n

------------------------------------------------------------

------------------------------------------------------------

Source Gamma
.#

Bi-2i~ 1
13i-21+ 2
Bi–214 3
%i-214 4
)3i-214 5
Bi-214 6

Energy Activity flv”er~ge
keV pCi/g y/rl

60? .3 [3.81 +/- 0.213 X E-1 Y
1120.3 E3.68 +/- 0.523-x E-1
1238.1 <0.23E+OO=3u/2.7 $3.23E+OO=MDA~
123E.1 <0.iOE+OO=3c/l.2 0.12E+OO=MDQ n
1729.6 [6.18 +/- 1.803 X E–i n
1764.!5 [3.69 +/- ().463x E-1 Y

#veraqe = C3.78 +/– 0.183 X E-i

------------------------------------------------------------

____________________________________________________________

Source Gamma Energy Rctivity Averaqe
# keV pCi/g y/n

FbBit<X 1 74.9 <@.40E-C11=3u/l.6 0.44E–CJ1=MDAn
PbJ3iKX 2 74.9 (8.6S +/- 2.101 X E-2 n
No–Lib 3 78.1 [4.42 +/- 0.671 X E-2 n
PbBikX 4 86.0 <0.16E+OO=3cf0.13 0.18E+OCI=MDAn
Annihl 5 511 .0 <0.19E—01=3c/2.9 CI.2CIE—O1=MDAn

Fig. 10. GRABISOS isotope printout (8.5 in. x 11.0 in. sheets)
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----
lUUU _ I 1 I I 1 1 I II [ I I I I I 1 i I t 1 T I I 1 I

DLG GRABGAM 3-0 determination limit

DLC Currie detection limit
CLC Currie critical level

100

DLG = [9 + (81+72B)l’2]/2

CLC CLC = 2.33B~’2

1 i i f I I fIII 1 t I f I IIII I
1

f I I f IIf
10 100 100I3

Background (Counts)

Fig. 11. Comparison of detection level scenarios.
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.
fl

.

F-Analysis
Cent = 0.00

‘FwHM = 2.99
Tail = 1.00

Effect of sloping
per comparison of

Relative Channel

background on F-analysis for v(E) - 0,
Gaussian peak (centroid G 0.00, FWHM -

3.00, tail - 1.00) on flat and sloping backgrounds.
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APPENDIX A

RECENT MULTIPLET REFINEMENTS

Two recent refinements for the multiplet analysis have been
developed. The first addresses variable backgrounds in the GRABGAM
code. The second is a new auxiliary program PEAKPART, which
provides the user the option of refining the area partitioning for
the multiplet peaks. Details of both are discussed below, and code
listings are given in Appendix B.

VARIABLE BACKGROUNDS

A GRABGAM algorithm was developed to address variable
backgrounds so that a more precise integral probability F is
utilized. As pointed out in the main text, the math for deducing
the F distribution over the gross region of a singlet or multiplet
is equivalent; thus, the somewhat simpler notation for the singlet
will be used in this discussion.

General Nature of Alqorithm

The algorithm defines z(E) = c + v(E) of Equation 6 as a third
order polynomial in gamma energy, viz

z(E) = C + v(E) = CO + C1(E-E~) + c2(E-E~)2 + c3(E-E~)3 (A-1)

where EL is conveniently chosen to correspond to the background
adjacent to the peak on its lower energy side, as shown in Figure
A-1. With this substitution Equation 6 becomes

g(E) = A f(E-Eg) + b (1-F(E-Eg))
(A-2)

+ CO + cl(E-E~) + c2(E-E~)2 + c3(E-E~)3

Integrating this equation over one channel yields

gj = A (Fj+l/2-Fj-1/2) + bc - b= (Fj+l/2+Fj-1/2)/2
(A-3 )

+ Cco + cC1(j-j~) + cC2(j-j~)2 + cC3(j-j~)3

where CCO, CC,, CC2, CC3, j and j~ are the equivalent coefficients and

A-1
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energies for z(E) in channel units. Thus, the resulting F-function
expression of Equation 11 becomes

Fk+j/.?=
(A-4)

j$i{gj-c~l (j–j~)-c~2(j-jL)2-c~3(j-jL)3}+ bc~Fj+l/2- (k-i+l) (bC+cCO)

A- bC/2

Selection of Alqorithm Parameters

The background regions adjacent to the multiplet are fitted
with straight lines given by

‘L = aLO + a~l (j-jL) and ‘R = aRO + aRl (j-jL) (A-5)

where the subscripts L and R refer to the background regions to
the left and right of the gross peak region. The code normally uses
8 points in each background region for the fits, but if a nearby
peak exists it will use fewer points but at least 3. Also, if the
magnitude of the slope (~a~ll or laR1l) is less than its uncertainty
(1.50), then the slope is set to zero and the constant term (a~o or

aRIJ) is the average of the points; this helps eliminate non-
representative erratic slopes that are based on poor counting
statistics.

It is desired to fit the background under the multiplet as
the third order polynomial of Equation A-1 in a consistent manner
with the above linear adjacent background regions. In channel
units, Equation A-1 becomes

z = CCO + c~f(j-j~) + c~z(j-j~) 2 + cc3(j-jL)3 (A-6)

The notations j~ and j~, which denote the background channels
adjacent to the gross peak region on its left and right sides, are
useful in the development. Initially Equation A-6 is selected for
a quadratic dependence with CC3 = O, subject the following
conditions:

Z=ZR j = jR

dz/dj = dzR/dj j=jR (A-7)

dz/dj = dzL/dj j=jL

A-2
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These conditions result in defining the coefficients in Equation
A-6 as

(A-8)

Cco = a~o + (a~l‘a~~)(jR-j~)/2

cc1 = a~l

CC2 = (aR,-a~l)/2 (jR-j~)

CC3 =0

which may be verified by substituting them into Equation A-6 and
performing the calculations prompted by Equations A-7.

Selection of the step background bC must also be made. The
algorithm calculates

bC=z~-z for j = j~ (A-9)

which is tested for the condition

O 5 bC S bCMX

where the range defines realistic values for bC. (An estimate for
b will be discussed later in this appendix) . If bC lies between
th~ these limits, then the quadratic z is used to model the
variable background. For other cases the cubic representation of
z is deduced subject to the following conditions:

z =
‘R

dz/dj = dzR/dj

z =
‘L - b~

dz/dj = dzL/dj

where b~ replaces bC as

bC --–> b~ = O

b~ = bc~,X

j=jR

j=jR
j=jL

j=jL

for bC<O

for b. > bcnlax

(A-1O)

(A-n)

A-3

‘.

.



The conditions of Equation A-10 result in defining
in Equation A-6 as

CCO = aLO - b~

ccl = aLl

CC2 = 3(a~o-a~o+b~)/(j~-j~)2 + 2(a~1‘aLl)/(j~–jL)

CC3 = -2(aRo-aLo+bk)/(_jR-_jL)3 - (a~l-a~l)/(j~-jL)2

WSRC-TR-99-O0187

the coefficients

(A-12)

which may be verified by substituting them into Equation A-6 and
performing the calculations prompted by Equation A-10. In these
limiting cases for bC, the true nature of the step background may
be obscured by a larger magnitude of the variable background
component, whereby unrealistic values of bC could result. By
requiring O S bC ~ bCMX, such values are eliminated.

Optimization of F-Function and Net Area A

The final F-function is made self-consistent as an integral
probability function by requiring that F=l when calculated for the
total gross region. The net peak-region area calculated using the
Bl, G, and B2 ROIS described in the main text is not strictly
accurate for a multiplet, although singlets are estimated well with
this approach. Thus, for a multiplet this area estimate is refined
by iteratively finding the area A that causes Equation A-4 to yield
F=l for the total gross peak region. Typically, the resulting A is
within a few percent of the B1/G/B2 initial estimate. However, it
has been noted that it is possible (although rare) that the ‘
iteration can cause unrealistic negative A; these cases default to
the originally calculated A and use the Fla~B=2
rerunning GRABGAM with a better choice of FWHM may
negative A possibility altogether.

Figure A-2 illustrates how the step background
a multiplet can cause the B1/G\B2 estimate to be
addition the shape of the background function z(E)
A-1 also impacts the peak areas of the multiplet.
function approach for determining the rnultiplet

analysis, but
eliminate the

components of
in error. In
of Equation
Thus , the F-

background is
preferred.

Selection of bC~~X

The step background b= beneath a peak is due to incomplete
energy conversion within the active volume of the HPGe detector
and forward Compton scattering. Thus , bC depends both on the
detector size and the sample geometry. When the code determines b=

A-4
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adequate as it issuch that O S b= S bCmX, the bC is assumed to be
physically reasonable. For cases where b. is only a small comDonent
~f-the ba-ckground, the code may initiaily esti-mate an arti~icial
bC that lies outside the physically reasonable range; subsequently
b= is fixed at either O or bC~,X as discussed earlier while the
larger component of the background is fitted to the cubic
polynomial of Equation A-6. It is clear that b= cannot be less than
zero, which is an easily defined limit. It ls also clear that b=
must not exceed some bC~~X;however, experimental measurements are
needed to define bc~~X.

Ideally, bC~,X should be defined for each detector and sample
geometry; however, such an effort is not practical. For GRABGAM,
a study of bc~~X for various detectors and geometries yielded the
empirical relation

bcmax = 0.04 (100/E) (A/W) (A-13)

where E is the gamma energy in keV, A is the area of the peak,
W is the effective channel width of the peak that reproduces
peak height as A/W. A reasonable app~oximation is W = FWHM,
GRABGAM uses the calculated value FWHM , which is discussed in
main text. Measurements of bC for singlet peaks are given in Figure
A-3, relative to the bCmaxdefined in Equation A-13. For multiples,
the same equation is used, as bCm~xincludes contributions from all
peaks in the multiplet, where A 1s their summed areas yielding A/W
as their summed composite height.

and
the
and
the

Multiplet Printout Table

prints a detailed
A-4 . This table
as described in

With these recent improvements GRABGAM now
multiplet table, as illustrated in Figure
immediately precedes the peak analysis table,
Figure 9. The table gives the maximum, bounding minima, area,

energy, and isotope identification for each peak of the all

multiples detected in the spectrum. The bounding minima, mini and
min2, have different formats, XXXX.X and xxxx.xy, whereby the
XXXX.X denotes the channel number and y is a flag indicating how
the minimum is determined, as denoted in Figure A-4.

The multiplet information provides the user with guidelines
for any further evaluation of the multiplet, including application
of the area partitioning program PEAKPART, which is discussed next.

A-5
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REFINEMENT FOR PEAK AREA PARTITIONING

The auxiliary program PEAKPART was developed to provide the
option of refining the peak partitioning of GRABGAM for multiples.
As discussed in Section 111.C, GRABGAM calculates a peak area
within a multiplet as the area Am bounded by its adjacent minima.
This is not the actual area X. of peak, because Am does not contain
all of X~ and includes contributions from other ‘peaks in the
multiplet. Thus, the A. estimate for peak area X. is in error due
to “cross talk” with other peaks of the multiplet.

The peak area X~ is distributed within the M peak regions of
the multiplet, whereby a fraction F~~ is included in the region k
for an area F~~X~. We note that the peak fractions sum to 1, viz

~lF~~ = 1 (A-14)

From Figure A–5, it is recognized that the GRABGAM peak areas A~
may be expressed as a set of linear equations,

which for M=3 are given by

% = F1lX1 + F1ZX2 + F13X3

AZ = FZIXI + F2ZX2 + F23X3

(A-15)

(A-16)

A3 = F31X1 + F32XZ + F33X3

Thus , if the F~m are known then the actual areas Xm may be
determined from the A~ values.

The F~, can be defined by assuming that each multiplet peak m
is Gaussian with known centroid u. and width parameter a. For the
X~ peak, its area fraction within” ‘the minima-b-ounded peak region k
1s given by

Jh~Fkm = l/(2r)1’2 exp[ - (X-/4m)2/202 ] dx
lk

where the lower and upper integral limits 1~ and h~
the minima that bound region k. For mathematical

(A-17)

correspond to
purposes, the

A-6
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values of 11 and h~ are effectively treated as -~ and +m to assure
that all peak fractions add to 1 as provided in Equation (A-14).
The pfl are determined using the four contiguous channels that
contain the highest net counts per the F-function background
subtraction within region m; however, if this estimate is not
within t 0.5 channel of the location determined by the peak find
algorithm, the peak find average location is used. The o is
estimated from the measured FWHM of nearby singlet peaks within
the spectrum or from prior calibrations.

It should be noted that the X. solved from the linear
equations, such as Equation A–16, satisfy the following condition

(A-18)

so that the total multiplet area is not chanqed by the analysis.
The preceding equation ‘is proved
Equation A-15, viz

by summing- the-Ak as giv;n in

Xm = : Xm (A-19 )m=1

where Equation A-14 is substituted for the Fkm summation. Thus,
transformation from Am to X. does not alter the total area of the
multiplet; it simply redistributes this area among the peaks.

The accuracy of the resulting X. depends primarily on the
accuracy of the pm and CJ. By contrast, the minima channels lk and
hk that bound the Ak are inconsequential because the corresponding
Fkm will correctly address whatever values are used for lk and hk,
provided that the NM and a are accurate. At the same time, when lk
and hk correspond to accurate minima, the peak “cross talk” between
the Am regions tends to be minimized, so that the initial estimate
for Am = Xm is better. This was the original GRABGAM basis for
partitioning the peak areas of a multiplet. Now PEAKPART may be
used to refine these estimates as appropriate.

PEAKPART analysis examples are given in Figure A-6, as based
on data from Figure A-4. Here the [Fij] matricies are displayed to
illustrate the peak overlap, which is greater when the off-diagonal
elememts are larger. Each case illustrates that the total multiplet
area is not altered by the repartitioning, as predicted by Equation
A-18 . Also it is noted that the individual Xm x Am within the
statistical error for these low-level multiples, and the
corresponding X~Am must be significantly different than 1 to
display a significant difference in the integer values of Xm and A.,
which are presented in the figure.

A-7
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(a)

Peak #1

—Bl— Peak #2

—— .— —
—— .— . B2—

(b)

Peak #1

Peak #2

—B l—
—. ——.

—— —.— B2—

.

Fig. A-2. Actual Multiplet Background vs B1/B2 Estimate

Perfect resolution is used for clarity in the above
examples. Note that the B1 and B2 backgrounds are the
same in both cases, but the B1/B2 estimate is greater
than the actual background for case (a) and smaller for
case (b).
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Fig. A-3. Empirical Relation for bCmX

The plotted values of bC/(A/W) are for detectors with
resolution of - 2 keV for the 1332 keV gamma. (Note
that in the present work W = FWHM in channels). The
range of values for the 662, 1173, and 1332 keV gammas
correspond to detectors with standard HPGe efficiencies
‘of 20-160%. The general trend over the entire energy
range is dominated by large Marinelli water standards
counted by a 160% HPGe.
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‘--–---––––––– Multiplet F’eak Details ————_—— _______________

Peak –-––– Channel ——___

# mini max m i112

1 1+7.5 152.5 1s4.!31
2 1s4.5 1!37.4 161.50

1 468.5 473.4 476.51
2 476.3 479.5 483.50

1 1112.!5 ills.a 1119.!33
2 1117.5 1122.5 1127.30

fires +/- Ei-rcIt-
Cc,unts +/’— cc,L(nt5

6= +/– 26
37 +/– 15

109 +/– 32

SC) +/- 21

3 +/— 4
37 +/– 13

Energy
keV

239.0
242.13

568.4
570.3

Iscltctpe
2–A

Pb-212
F’b-214

C5–134
C5-134

1 1422.!5 1428.7 1429.!53 1(1 i-/– 5 726.7 Eli-2i2
2 1429.!5 143C).3 143s.!50 I& +/– 6 727.5 13i-21E!

1 1370.’5 1576.9 1~78.33 10 -i–/– 6 802.4 C5–134
2 1578.5 1579.5 15~clm53 & +/– ~ 8C13.7 C5-134
3 1580.!3 i581.5 15Ej&=~0 7 +/– !3 804.7 13i-214

1 2695.S 27CJ2.7 27(33.53 7 +/– 3 1377.2 13i-214
2 2703.= 27C16.6 2712.50 17 +/- s 1379.2 Hi-214

Fig. A-4. GRABGAM Multiplet Printout

Note that MIN2 format xxxx.xy provides channel number
as XXXX.X, while y equals O for end minimum, 1 for
absolute minimum, 2 for relative minimum, and 3 for
inverse weighted minimum.
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GRABGAM
Multiplet

AZ AZ

Peak 1 _A!bk_-
Peak 2

F12X2

Peak 3

F13X3 FZX3 F33X3

Fig. A-5. GRABGAM Multiplet Areas A. and Actual Areas X.

Note that summing the F~jXj area components for each Am
yields the linear relatlons in Equation A-16.
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.

Channel/ FWHM
Max min chns

[ ‘ij 1

1570.5/m
1576.9/M
1578.5/m
1579.5/M 3.3
1580.5\m
1581.5/M
1586.5/m

—

10.8731 0.2378 0.0162 10 10 f6 0.9641

0.1217 0.5244 0.2216 6 6 -E5 1.0271

--l0.0051 0.2378 0.7622 7 7 -+5 1.0280
—

Fig. A-6. Examples of PEAKPART results

Results are for multiples given in Fig. A-4. Note that the
Xm = Am within the statistical error for these low-level cases.
Also note that X X~ = X A. for each multiplet.
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APPENDIX B

GRABGAM CODE LISTINGS

INTRODUCTION

Listings of source codes associated with GRABGAM are provided
in this appendix. The BASIC codes are operable as BASICA or GWBASIC
versions. Modification to later BASIC versions or FORTRAN has not

been necessary, although future efforts in these directions would
be useful for further evolution of the code. The present BASIC
codes have been compiled for faster execution. Typically a GRABGAM
analysis may be completed within 30 seconds using a pentium
computer. As some of the code operations refer to disk drive B, the

user may wish to develop DOS batch files with ASSIGN or SUBST
commands to conveniently address this drive.

The code listings provided are given in the order categorized
below:

Cateqory

Auxiliary/Setup

Execution/GRABGAM

Appendage/Supplement

Development/Analysis

BACKGROUND INFORMATION

Code

ISOLIBAS
DETLIBAS
MERGBACK
MERGCALB

GRABDKR1

GRABDKR2

GRABISOS
GRABBACK
GRABCALB
GRABDIAG
GRABPLOT
PEAKPART

BDATRANS
GEFFCX1
TEFFPERF

Paae

B-4
B-6
B-9
B-13

B-2 7
B-39

B-54
B-60
B-67
B-81
B-85
B-92

B-96
B-99
B-102

The codes of the first three categories are discussed in the

main text and in Appendix A, while the three codes of the last

category are discussed in this section.

B-1
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BDATRANS is a skeleton code that was used to develop the first
five Appendage/Supplement codes listed above. Primarily this code
reads in the files generated by GRABGAM for supplementary analysis.
Thus , BDATRANS is the basis on which the other supplementary codes
were developed, and it can be used for development of any new
supplementary codes in the future.

GEFFCX1 and TEFFPERF are codes used in fitting efficiency data
to a function dependent on both gamma energy and vial height. Such
efficiency options are discussed and referenced in the main text.3
Given a set of experimentally measured efficiencies as a function
of energy (E) and vial height (h), it is desired to fit these data
to some efficiency function E(E,h). In actuality, it is more
convenient to use x = in(E) and fit a function ~(x,h) .

For a given geometry, it has been noted that the energy- or
x-dependent efficiency may be fitted to a hyperbola in a in(c) vs
ln(E)=x plot, viz

ln(~) = A [Bz + (X-C)2]1’2 + D (B-1)

Thus , such a relation should be reasonable for the efficiency of
each vial height, as well as the average efficiency for the vial
height cases. If we measure the efficiency of a particular energy
as a function of vial height, it is similarly noted that the
efficiency may be approximated as

(B-2)e = CO / (h + hO)2

Averaging Equation B-2 over the different energy cases also yields
a similar approximation.

GEFFCX1 is a least-squares program for fitting the h-averaged
efficiencies to Equation B-1. The E-averaged efficiencies can be
fitted to Equation B-2 b plotting C-1’2vs h and extracting hO as
the h-intercept and (CO)-1% as the slope; or a least-squares fit for
a straight line may be used. Then, we may combine Equations B-1
and B-2 to yield an approximate efficiency of

EA(x,h) = G exp{ A [B2 + (X–C)2]1’2 } \ (h 1- hO)2 (B-3)

where G represents constants D and ~0 of Equations B-1 and B–2.

B-2
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TEFFPERF refines the approximate efficiency 6A(x,h). First,
all constants A, B, C, and hO are accepted from the preceding
analysis, and then Equation B-3 is force fitted to all the
experimental measurements ~~(x,h) to obtain the best fitted value
of G. Next, the relative perturbations p(x,h) between cm(x,h) and
c~(x,h) are calculated as

p(x,h) = ~m(x,h)/eA(x,h) - 1 (B-4)

Then, TEFFPERF performs a least-squares polynomial fit to p(x,h)

as p~(x,h) or explicitly

pF(x,h) = aoo + alox + aolh + a20x2 + allxh + ao2h2

+ a30x3 + a21x2h + a12xh2 + ao3h3

(B-5)

The final fitted efficiency ~(x,h) is then calculated as the
product of Equations B-3 and B-5, viz

.s(x,h) = ~A(x,h) [ 1 + p~(x,h) 1 (B-6)

LISTING INFORMATION

Each code listing is presented with lines grouped according
to function. A sequential outline of the code precedes each
listing, describing main program functions and subroutines with
regard to line numbers. Some of the codes could be edited for bogus
lines and nonessential printout; such lines are identified in the
sequential outlines when appropriate. Also, some of the dimensioned
variables (defined in DIM statements) may need to have their array
sizes increased in the future.

B-3
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ISOLIBAS: Program Structure Reference

Main <--- Subroutines and [filesl

2–100/DIM Init

8005–8050/READ data <--– 20000-23000 DATA on gammas/isotopes
<--– Create B:ISOLIBRY.LIB

B-4
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50 CLS
70 PRINT’’Isotopelibraries being stored i.nb: (~ disk)”
100 DIM 1SO$(250),1SOTH(250),1SoEN(250) ,ISOGAM(250),MDA(250)

8005 OPEN “B:ISOLIBRY.LIB” FOR OUTPUT AS #3
8010 FOR 1S0=1 TO 250
8015 READ ISO$(ISO),ISOTH(ISO),ISOEN(ISO) ,ISOGAM(ISO),MDA(ISO)
8020 WRITE #3,1SO$(ISO),1soTH(ISo),ISoEN(ISo)tISoGAM(ISo)IMDA(IsO)
8030 IF rso$(rso) = “limit ‘“THEN 1s0=250
8040 NEXT 1S0
8050 CLOSE #3

20000 REkl- library of isotope data by gamma enegry order – lines 20000–23000
2ooo1 ‘isotope,half-life(d),energy,igamma,mda

20046 DATA “Pb-210’’,8l45.l,46.52Ol,4.050,1
20059 DATA “Am-241’’,l5786l,59.357l, 35.91,0
20063 DATA “Th-234’’,24.lOl,63.29Ol,4.471,0
20075 DATA “PbBiKX’’,1.00e6,74.9OOl,74.03,0
20086 DATA “PbBikXq’,1.00e6,86.0001,21.49,0
20087 DATA ~~EU-155Sf,1741.1,86.5431,30-81~o

200’88DATA “Cd-109’’,464.Ol,88.O3Ol,3.611,0
20093 DATA “Th-234”,1632e9,92.5901,5.161,0
20105 DATA “Eu-155’’,1741.1,105.3O8,2O.51,0
20121 DATA “Eu-152’’,4868.6,121.782,28.32,0
20122 DATA KCo_57 11,270.91,122.063,85.59,0

20123 DATA “Eu-154’’,3127.1,123.141,40.51,0
20129 DATA “Ac-228’’,5llelO,l29.2Ol,2.929,0
20134 DATA “Ce-144’’,284.31,133.544, 10.81,0
20136 DATA “Co-57 “,270.91,136.476,10.61,0
20144 DATA 1t~_235 lt,2571e8,143.761, 1o.93,0

20145 DATA “Ce-141’’,32.501,145.441,48.44,O
20163 DATA “U-235 “,2571e8,163.401,5.001, O
20166 DATA “Ce-139’’,137.71,165.851r79 .95,0
20185 DATA “U-235 “,2571e8,185.715,57.51r0
20186 DATA *’Ra-226’’,5.84e5,l86.211,3.281,0
20205 DATA nu_235 ll,2571e8,205.3ol,5.031,0

I Ill
21120 DATA “Bi-214’’,5.84e5,ll2O.29,15.71,0
21121 DATA “SC-46 “,83.851,1120.52,99.99, O
21155 DATA 8’Bi-214’’,5.84e5,1155.19,1.701,0
21173 DATA ‘CO-60 “,1924.1,1173.21,99.91, 1
21238 DATA “Bi-214’’,5.84e5,l238.ll,5.941,0
21274 DATA “Eu-154’’,3l27.l,l274.45,35.50,0
21275 DATA “Na-22 “,950.41,1274.51,99.95,0
21280 DATA “Bi-214’’,5.84e5,l28O.96,1.481,0
21292 DATA “Fe-59 “,44.496,1291.60,43.21, O
21333 DATA “CO-60 “,1924.1,1332.56,99.98, 1
21365 DATA “CS-134’’,753.11,1365.O1,3.401,0
21377 DATA ?Bi-214’’,5.84e5,l377.82,5.061,0
21384 DATA ‘AgllOm’’,249.76,l384.31,24.28,0
21385 DATA ‘Bi-214’’,5.84e5,l385.2l,0.776,0
21402 DATA ‘Bi-214’’,5.84e5,l4Ol.5l,1.386,0
21408 DATA “Eu-152’’,4868.6,14O8.01,20.85,0
21409 DATA “Bi-214’’,5.84e5,l4O8.11,2.477,0
21461 DATA “K-40 8~t46~e~2,~460.75,Io.7~,o
21496 DATA “Ac-228’’,5llelO,l495.8l,0.900,0
21509 DATA “Bi-214’’,5.84e5,l5O9.21,2.192,0
21583 DATA “Bi-214’’,5.84e5,l583.21,0.717,0
21588 DATA “Ac-228’’,511e10,1588.2l, 3.201,0
21593 DATA “DX2614’’,5llelO,l593.2l,100.1,0
21596 DATA “La-140’’,l.6758,l596.49,95.49,0
21620 DATA “Bi-212’c,511e10,1620.51,2.751,0
21630 DATA “Ac-228’’,511e10,163O. 51,1.949,0
21661 DATA “Bi-214’’,5.84e5,l66l.28,1.150,0
21691 DATA “Sb-124’’,60.201,1690.98t47.31,0
21729 DATA “Bi-214’’,5.84e5,l729.61,2.971,0
21765 DATA “Bi-214’’,5.84e5,l764.49,17.01,0
21836 DATA “Y-88 “,106.66,I836.O1,99.35, O
21838 DATA “Bi-214’g,5.84e5,1838. 36,0.385,0
21847 DATA ‘Bi-214’’,5.84e5,l847.42,2.091,0
21873 DATA “Bi-214’’,5.84e5t1873.16,0.227,0
23000 DATA “limit “,1.0000,5000.01,1.000, O
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DETLIBAS: Program Structure Reference

Main <-–– Subroutines and [filesl

2-24/DIM Initz

9000–9100/READ data <--- 50000-50538 DATA on det vial effs
<--- Create B:DETLIBRY.LIB
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2 REM DETLIBAS.BAS
5 PRINT
6 PRINT “Detector calibrations for vials being stored in b: (RAM disk)”
7 PRINT
22 DIM GOEFF(5,3),HOEFF(5,3),A0EFF(5,3),BOEFF(5,3),K0EFF(5, 3)
23 DIM CEoHO(5,3),CElHO(5,3),CEOHl (5,3),CE2HO(5,3),CE1H1(5,3),CEOH2(5,3)
24 DIM CE3HO(5,3),CE2H1(5,3),CE1H2 (5,3),CEOH3(5,3)

9000 OPEN “B:DETLIBRY.LIB” FoR OuTPuT = #3
9010 FOR 1=1 TO 5
9020 FOR J=l TO 3
9030 READ GOEFF(I,J) ,AOEFF(I,J),BOEFF(I,J),KOEFF(I,J),HOEFF(I,J)
9035 WRITE #3,GoEFF(I,J),AoEFF(I,J) ,BOEFF(l,J),KOEFF(l,J),HOEFF(l,J)
9040 READ CEOHO(I,J)
9045 wRITE #3,cE0Ho(I,J)
9050 READ CEIHO(I,J),CEOH1(I,J)
9055 WRITE #3,CElH0(I,J),CEOH3.(I,J)
9060 READ CE2HO(I,J) ,CEIH1(I,J),CEOH2(I,J)
9065 WRITE #3,CE2HO(I,J),CElHl(I,J) ,CEOH2(I,J)
9070 READ CE3HO(I,J) ,CE2H1(I,J),CE1H2(I,J),CEOH3 (I,J)
9075 WRITE #3,cE3Ho(I,J),cE2H3.(I,J),CEIH2(I,J),CEOH3 (I,J)
9080 NEXT J
9090 NEXT I
9100 CLOSE #3

50000 REM - library for vial efficiency parameters

50110 REM -.old bottom - large vials
50111 REM G A B .C HO
50112 DATA 4.4014,-1.0759,.23537,4.7811,7.521
50113 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50114 DATA -1.0715,.66925,-.11622 ,-.l3l65,3.8465e-2,-8.1974e-3
50115 REM E3H0 E2H1 E1H2 EOH3
50116 DATA 8.1961e-3,-2 .9106e-3,9.0012e-4,4 .l102e-4
50118 REM
50120 REM - old bottom - medium vials
50121 REM G A B c HO
50122 DATA 4.2723,-1.1133, .20449,4.6917,5.39
50123 REM .EOHO EIHO EOH1 E2H0 EIH1 EOH2
50124 DATA -1.5687,.90226,-.28041,-.16506t6.3938e-2,5.5751e-2
50125 REM E3H0 E2H1 E1H2 EOH3
50126 DATA 9.6486e-3,-4.4284e-3,2.4211e-3,-1.6689e-2
50128 REM
50130 REM - old bottom - small vials
50131 REM G A B c Ho
50132 DATA 5.7074,-1.1126,.21211,4.6839,6.003
50133 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
501.34DATA -1.8370,1.1014,-.30294,-.20342r5.7149e-2,3.6757e-2
50135 REM E3H0 E2H1 E1H2 EOH3
50136 DATA 1.2026e-2,-3.6859e-3,-4.7735e-4,-3.1522e-3
50138 REM

50210 REM - bottom - large vials
50211 REM G A B c HO
50212 DATA ”5.7118,-.95483,.24005,4.6652,7.397
50213 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50214 DATA -.84914,.53672,-.16315,-.10173,3.5614e-2,3.8510e-3
50215 REM E3H0 E2H1 E1H2 EOH3
50216 DATA 5.9538e-3,-1.8056e-3,9.0641e-5,-8 .4979e-5
50218 REM
50220 REM - bottom - medium vials
50221 REM G A B c HO
50222 DATA 5.5596,-.99324,.11750,4.6283,5.654
50223 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50224 DATA -1.0950,.61684,-.18324,-.10899,2.9329e-2 ,.039674
50225 REM E3H0 E2H1 E1H2 EOH3
50226 DATA 6.0818e-3,-1.1207e-3,1.4525e-3,-1.0103e-2
50228 REM
50230 REM - bottom - small vials
50231 REM G A B c Ho
50232 DATA 6.9078,-1.0034, .14180,4.6445,6.062
50233 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50234 DATA -1.3356,.84971,-.35531,-.16112,7.3339e-2,3.2921e-2
50235 REM E3H0 E2H1 E1H2 EOH3
50236 DATA 9.5563e-3,-3.9038e-3 ,-2.5714e-3,-l.0877e-3
50238 REM
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50310 REM - PGT - large vials
50311 REM G A B c HO
50312 DATA 5.6178,-1.1037, .22675,4.7750,7.24
50313 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50314 DATA ‘.94519,.602!93,-.16770,-.ll4ll,2.3l46e-2,2.3744e–2
50315 REM E3H0 E2H1 E1H2 EOH3
50316 DATA 6.8136e-3,-8.6104e–4,-l.1750e-3,-l.1721e-3
50318 REM
50320 REM - PGT - medium vials
50321 REM G A B c HO
50322 DATA 6-8314,-1.1308,.19434,4.7262,6-069
50323 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50324 DATA -1.2944,.77826,--27900,-.14790,5.8072e-2,8.7308e-2
50325 REM E3H0 E2H1 E1H2 EOH3
50326 DATA 9.1381e-3,-5.5818e-3,2.8548e–3,-2.1603e-2
50328 REM
50330 REM - PGT - small vials
50331 REM G A B c HO
50332 DATA 7.2229,-1.1263,.20277,4.7064,5.782
50333 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50334 DATA -1.6299,.94264,-.12584,-.l723l,l.8464e-2,2.3372e-2
50335 REM E3H0 E2H1 E1H2 EOH3
50336 DATA 1.0238e-2,-l.8209e-3,1.6860e-3,-3.6783e-3
50338 REM

50410 REM - N det - large vials
50411 REM G A B c HO
50412 DATA 12.569,-.1.0943,.50073,4.4488,7.476
50413 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50414 DATA -1.5842,.91457,-.10516,-.l642l,7.487le-3,1.2681e-2
50415 REM E3H0 E2H1 E1H2 EOH3
50416 DATA 9.4591e-3,-7.1558e-5,7.4850e-4,-l.0872e-3
50418 REM
50420 REM - N det - medium vials
50421 REM G A B c HO
50422 DATA 13.447,-1.1174,.53260,4.3456,5.938
50423 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50424 DATA -1.8125,1.0118,-.l6445,-.18367,.0539024 ,-5.9739e-3
50425 REM E3H0 E2H1 E1H2 EOH3
50426 DATA 1.0773e-2,-3.6237e-3,-5.8539e-4,1.3226e-3
50428 REM
50430 REM - N det - small vials
50431 REM G A B c “HO

.—.—.-.— .—

50432 DATA 17:890,-1.1168,.59468,4.2855,6.428
50433 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50434 DATA -2.5550,1.3753,-l.3984e-2,-.24109,3.7961e-3r-l.0639e-2
50435 REM E3H0 E2H1 E1H2 EOH3
50436 DATA 1.3739e-2,1.2988e-4,3.8284e-4,1.3968e-3
50438 REM

50510 REM - well - large vials
50511 REM G A B c HO
50512 DATA 10.591,-.99167,.26381,4.7396,7.629
50513 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50514 DATA -.63778,.35642,-3.6448e-2,-5.8856e-2,-l.0121e-2t8.2828e-3
50515 REM E3H0 E2H1 E1H2 EOH3
50516 DATA 2.9691e-3,1.7735e-3,-7 .9877e-5,-3.2997e-4
50518 REM
50520 REM - well - medium vials
50521 REM G A B c HO
50522 DATA 10.945,-1.0388,.31110,4.7111,6.33
50523 REM EOHO EIHO EOHI E2H0 EIH1 EOH2
50524 DATA -1.0642,.62530,-.13400,-.11857,5.2083e-2,-3.7060e-2
50525 REM E3H0 E2H1 E1H2 EOH3
50526 DATA 7.1595e-3,-3.9512e-3,3.8403e-3,2.6001e-3
50528 REM
50530 REM - well - small vials
50531 REM G A B c HO
50532 DATA 13.615,-1.0274, .25885,4.7210,7.164
50533 REM EOHO EIHO EOH1 E2H0 EIH1 EOH2
50534 DATA -1.0828,.60697,-3.1321e-2,-.lO53l,-l.9860e-2,2.4438e-2
50535 REM E3H0 E2H1 E1H2 EOH3
50536 DATA 5.8314e-3,2.6979e-3,-8 .3090e-4,-l.9521e-3
50538 REM
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MERGBACK: Program Structure Reference

Main <-–- Subroutines and rfilesl

5-50/Print instr

100–230/Print bkg <––- 6000–6100/Select and print file
<--- backqnd.BKG

900-1020/DIM new bkg

1025-1400/Manual in <-–- 20000-23000/DATA for isotope matches
<--- 2000-2500/Case for No–Lib situ
<--- 3000-3500/Case beyond library range

1490-1550/Display

1560–1570/Correct <-–- 7000–7090/Correct and GOTO 1490-1550

1600-1650/Output <--– 4000-4100/WRITE file
<--- backcmd.BKG

<--- 8000-8200/Hardcopy table

1700–1730/Compare <--– 6000-6100/Select and print file
<--- backcmd.BKG

1900/STOP
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5 REM - mergback
25 CLS
50 INPUT”’’Use(’)- or (Ctrl)-(PrtSc) as needed in this program - press enter to p
roceed’’;ZZ

100 CLS:PRINT
200 PRINT:INPUT’’Desireto print any background
210 PRINT
22o IF YES=”Y” THEN GOSUB 6000
230 IF YE$=”y” THEN GOTO 200

900 CLS

files before begin (y/n)’i;YE$

1000
1005
1006
1010
1020

1025
1030
1040
1070
1075
1077

INPUT’’Livecount time (see)’’;LTIME:PRINT
INPUT’CEnergyidentification search (e.g +/- 2.0 keV)’’;EFIND
PRINT
BADDER =0
DIM BNERGY(1OO),BRATE(1OO),BERR(1OO) ,BISO$(1OO)

INPUT’’Energy (keV) of background peak (5000 to end)’’;EB:BADDER=BADDER+l
READ ISO$,ISOTH,ISOEN,ISOGAN,MDA
IF KSO$=’’limitS*THEN BADDER =BADDER-l:GOTO 1400
IF EB-I.SOEN> EFIND THEN 1030
IF lSOEN-EB > EFIND THEN GOSUB 2000
IF ISOEN-EB > EFIND THEN INPUT’’Energy(keV) of background peak (5000 to end

)“;EB:BADDER=BADDER+l:GOTO 1070
io80
1090
1100
1125
1200
1202
1210
1300
1400
ak

1490
1500
1501
1505
1506
1507
1510
1515
1520
1);
1530

INPUT’’counts“;COUNTS:B~TE (BADDER)=COUNTS/LTIME
INPUT”% error'':PERROR:BERR(BADDER)=PERROR*BRATE(BADDER)/lOO
BISO$(BADDER)=ISO$:BNERGY (BADDER)=ISOEN
PRINT
READ ISO$,ISOTH,ISOEN,ISOGAN,MDA
IF ABS(EB-ISOEN) <= EFIND THEN BADDER=BADDER+l:GOTO 1080
INPUT’’Energy(keV) of background peak (5000 to end)’’;EB:BADDER=BADDER+l
GOTO 1040
IF EB<5000 THEN GOSUB 3000:RXM - include backgrounds beyond last library pe

CLS
PRINT:PRINT1’Summaryof inputsq’
PRINT
PRINT1sPeak Isotope Energy Rate Errorll
PRINT’4# Z-A keV cph N-stats”
PRINT
FOR 1=1 TO BADDER
IF BNERGY(I)=O THEN 1550:REN - this takes care of last faked high energy
PRINT USING “###’’;I;:pRINT” l~;BISo$(l);:pRINT USINGq[########.#[’:BNERGy(

PRINT USING “######.#’’;BRATE(I)*36OO;:PRINT USING’’####.#’’;100*BERR(IBRATETE
(1)::PRINTtf%1{
i5io
1550

1560

1570

1600
1650

1700
1710
1720
1730

1900

2000
2030
2040
2050
2060
2080
2500

IF CSRLIN > 23 THEN INPUT’(pressenter to continue’{;PAGE$:CLS
NEXT I

PRINT:INPUT’’Correctionsto above data (y/n)’’;YE$:IFYE$<>’’n’’THENGOSUB 7000

IF YE$<>’’nq”THEN 1490

GOSUB 4000:REM put data out to file
GOSUB 8000 : REM hardcopy of results

PRINT:INPUT’’Desireto print any background files before finish (y/n)’t;YE$
PRINT
IF YE$=’*yfgTHEN GOSUB 6000
IF YE$=’$y”THEN GOTO 1700

STOP

REM - sub for nonlibrary backgrounds
BNERGY(BADDER)=EB
INPUT’tcounts“;COUNTS:BRATE (BADDER)=COUNTS/LTIME
INPUT”% error’’;PERROR:BERR(BADDER)=PERROR*BRATE(BADDER)/100
BISO$(BADDER)=ttNo-Lib”
PRINT
RETURN
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3000
3020
3030
3040
0
3050
3060
3070
3080
3090
3100
3500

4000
4010
4020
4025
4027
4030
4040
4050
4060
4070
4100

6000
6005
6010
6015
6016
6020
6030
6040
6050
6055

WSRC-TR-99-O0187
REM - sub for background peaks beyond library
GOTO 3050
PRINT
INPUT’’Energy (keV) of background peak (5000 to end)’’;EB:IFEB=5000 THEN 35o

BADDER=BADDER+l
BNERGY(BADDER)=EB
INPUTt’counts‘t;COUNTS:BRATE(BADDER)=couNTs/LTIME
INPUT”% error’4;PERROR:BERR(BADDER)=PERROR*BRATE(BADDER)/100
BISO$(BADDER)=“No-Libfg
GOTO 3030
RETURN

REM - sub to put data on file
PRINT:INPUT’’Nameof disk file (------–-.BKG)’’;BKFILE$
CLS:PRINT’’Filename is :“;BKFILE$
PRINT:INPUT’’Filename acceptable (y=proceed/n=rename)’’;YE$
IF YE$<>’’y’’THEN4010
OPEN BKFILE$ FOR OUTPUT AS #2
FOR 1=1 TO BADDER
WRITE #2,BNERGY(I),BRATE(I),BERR(I)
NEXT I
CLOSE #2
RETURN

CLS:PRINT:INPUT’’Nameof background file (-------.BKG)’’;FILEBK$
PRINT:PRINT
PRINT “ Peak Energy Rate Error “
PRINT “ # keV cph %“
PRINT
OPEN FILEBK$ FOR INPUT AS #2
CBACK=I
IF EOF(2) THEN GOTO 6070
INPUT #2,BNERGY ,33RATE ,BERR
PRINT USING’’####’’;CBACK;:PRINT USING’’#######.#’’;BNERGY ;:PRINT USING’t####

##~>#;’;3600*BRATE ;:PRINT USING’’######.#’’;100*BE~ .[.B.~TE
6060 CBACK=CBACK+l
6065
6070
6100

7000
7005
7010
7015
7020
7030
7040
7050
7060
7065
7070
7080
7090

8000
8010
8020
8030
8100
8101
8105
8106
8107
8110
8115
8120

GOTO 6040
CLOSE #2
RETURN

REM - subroutine to correct inputs
ENERGY=O:COUNTS=O:PERROR=O
PRINT:INPUT’’Selectpeak number to correct’(;PEAK:PRINT
BRATE=BRATE(PEAK)
pRINT8~pressenter for parameters that need no Correction”,
INPUTqSEnergy (keV)ff;ENERGY:IFENERGY=O THEN 7050
BNERGY(PEAK)=ENERGY
INPUTq’c.ounts”;COUNTS:IF COUNTS=O THEN 7070
BRATE(PEAK)=COUNTS/LTIME
IF BRATE>O THEN BERR(PEAK)=BERR(PEAK)*BRATE(PEAK)/BRATE
INPUT’’Error%“;PERROR:IF PERROR =0 THEN 7090
BERR(PEAK)=PERROR*BRATE(PEAK)/100
RETuRN

REM - hardcopy of results
PRINT:INPUT’’Hardcopytitle’l;TITLE$
LPRINT TITLE$ :LPRINT
LPRINT BKFILE$ :LPRINT
LPRINT:LPRINT’’Summaryof inputs”
LPRINT
LPRINT’tPeak Isotope Energy Rate Error”
LPRINT” # Z-A keV cph N-statstg
LPRINT
FOR 1=1 TO BADDER
IF BNERGY(I)=O THEN 8150:REM-this takes care of last faked high energy
LPRINT USING ~’###’”;I;:LPRINT” W;BISO$(I);:LPRINT USING’’########.#”;BNER

GY(I):
8130 LpRINT USING “######.#’”;BRATE(I)*3600;: LPRINT USING’’####.#f’;lOO*BERR(I)/BRA
TE(I);:LPRINT” %“
8150 NEXT I
8200 RETURN
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20000 REM - libraw of isotope data by gama enegry order - lines 20000-23000

.

.

20001 ‘isotope,hal~-life(d),;nergy,igamma,rnda
20046 DATA ‘tPb-210’’,8145.1,46.5201,4.050,1
20063 DATA
20075 DATA
20086 DATA
20087 DATA
20088 DATA
20093 DATA
20105 DATA
20122 DATA
20123 DATA
20129 DATA
20134 DATA
20136 DATA
20144 DATA
20145 DATA
20166 DATA
20185 DATA
20186 DATA
20210 DATA
20238 DATA
20271 DATA
20279 DATA
20295 DATA
20320 DATA
20328 D.ATA
20338 DATA
20352 DATA
20364 DATA
20392 DATA
20409 DATA
20427 DATA
20462 DATA
20477 DATA
20487 DATA
20497 DATA
20510 DATA
20511 DATA
20514 DATA
20537 DATA
20583 DATA
20601 DATA
20603 DATA
20605 DATA
20609 DATA
20622 DATA
20662 DATA
207’24DATA
20727 DATA
20757 DATA
20765 DATA
20768 DATA
20795 DATA
20796 DATA
20835 DATA
20860 DATA
20889 DATA
20898 DATA
20911 DATA
20969 DATA
21001 DATA
21116 DATA
21120 DATA
21121 DATA
21173 DATA
21238 DATA
21274 DATA
21333 DATA
21461 DATA
21593 DATA
21596 DATA
21620 DATA
21630 DATA
21691 DATA
21765 DATA
21836 DATA
23000 DATA

WT&.23411;24.lcll;fj3 .zgo~;d.dylro
~#pbBi~lf,l.00.e6,74.9001t74.03to
UtpbBi~tC,l.00e6,86.0001,21.49,0 WSRC-TR-99-O0187
{IEU-155J1,1741.1,86.5431,30-81#o
1Ccd_lQ91*,464 .(Jl,88 .0301,3.611,0
ltTh-234$#,1632e9,92.5901,5-161to
IIEu_1551c,1741.1,105.308,20.51to
~*co-57“,270.91,122.063,85.59,O
l~Eu-154*~,3127.1,123.141,40-51~0
ltA~_228W,511elo,129.201,2.929/o
llCe-14411,284.31,133.544,10.81,O
t~co–57‘S,270.91,136.476,10.61,O
fcu–235(I,2571e8,143.761,10.93,0
“Ce-1411C,32.501,145.441,48.44,O
!(Ce-139~1,137.71,165.851,79.95,0
l*u_235lI,2571e8,185.715,57.51,0
e,Ra_226,,,5.84e5,186.211,3.281/o
tlA~-228W,511elo,209.501,4-553t0
#lpb-212tf,511~lo,238.625,44.61,0
81~-219W,7952.6,271 .231,9.901,0

**Hg-203$s,47.(jOl;279.191,81.55,0 ““
wpb-214uS,5.84e5,295.201,20.01,0
‘CR-51 “,27.701,320.081,9.831,0
llA~-2281t,511elor328.801,3.346ro
WA~-2281#,511elo,338.401,11.10rQ
‘Pb-214qS,5.84e5,351.921,38.91,0
‘I-131 “,8.0401,364.481,81.24,0
lfSn-113w,115.01,391.691,64.16.0
ttA~-228~J,511e10,409.501$2.233~o
WSb-12511,996.45,427.891,29.44,0
WA~-228Sq,511e10,462.801,4.641,0
llBe-7 1*,53-3ol,477-591,1(3.31,1
lC~-140t*,l.6758,487.c)29,45.5~,o
**Ru-1133*q,39.351,497.080,89.51,0
llT1-2081~,511elOt510.801,21.61,0
~~Annihlt~tl.00e6t511.006,200.1,0
HSX-85 q1,64.851t513.996r98.O~to
l*B=-1408*,12.789,537.321,24.39,0
llTl_208*tt511elO,583.139t74.71,0
*1Sb_1251~,996.45,600.557,17.78,0
llSb-1241(t60.201,602.73~,97.8~,o
lS&-1341~,753.ll,604.699,97.56,Q
s~Bi-214*St5.84e5,609.312,43.31,0
1*RU-106VI,368.21,621.841,9.812,0
WCS-137t~,11021.,661.638,84.13,1
‘Zr-95 8s,64.021,724.199,44.11,0
#~Bi-2121tt511elo,727.171,7.161,0
l~zr-9511,64.021,756.729,54-51,0
V~Nb-951*,34.971,765.791,99.79,0
q~Bi-214t8t5.84e5,768.356,5.041,0
~~Ac-228-q,511e10,795.001,4.843,0
81&-134Wt753.11,795.845,85.44to
WXn-54 ~~t3~2.7~,834.827,99.98to
ql~-20888t~.4elo,860.564,~2.0~to
,usc-46w,83.851,889.258~99 .9810

~*Y-88 ‘q,106.66,898.021,95.01tO
u*Ac-2288C,511e10t9~l.070,26.35,0
‘Ac-228qS,511e10,969.111,15.66,0
t~pa-234~~,1632e9t1001.03,.5901,0
l~zn-658~t244.11,1115.52,50.74,0
8~Bi-2~4tc,5.84e5r1120.29,15.71,0
USC-46 8~t83.851,1120.52,99.9910
~~cO-60~~,1924.1,1173.21,99.91,1
~cBi-2~4~1,5.84e5,1238.11,5.941,0
v*Eu-154~~,3127.1,1274.45.35.50,0
~~cO-60~~,1924.1,1332.56,99.98,1
l#K_40 ~*,467e12,1460.75,1o.7110
UDE2614a<,511elO,1593.21,100.1,o
W~_~401~,l.6758,1596.49,95.49,0
@#Bi-212~~,511elQ,1620.51,2.751,0
lfA~-2281t,511elo,1630.51,1.949,0
llSb_12411,60.2ol,1690.98r47<31,’o
l~Bi-214tt,5.84e5,1764.49,17.Olto
lty_g8 “,106.66,1836.01,99.35,0
Wtl.imit‘ia,l.QOOOt5000.01,1.000tO
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MERGCALB: Program Structure Reference
●

.

.

Main <––- Subrouti.nes and ffilesl

5–28/Setup DIM

31–32/File effs <-–– 9000–9200/Vial efficiency functions

<-–- B:DETLIBRY. LIB

40–63/Ref eff <--- 46000-46090/Detector selection
<-–– 46100-46200\Geometry selection

<--- 46500-46690/Special samples
<--- 46700-46760/Air “diapers”
<--– 46800-46850/Well samples
<--- 46900-46990/Vials
<-–- 47000-47200/File geom

<--- detreff.DCF
<--- 60000-60140/Eff cal table

64-170/Anal menu (options 1-5 below)

180/1-eff <--- 40-63/GOTO for new ref det

190/2-plot <--- 56000-56900/LogEff vs logE screen graph
<--- 58000-58900/Plot ref eff

200/3-eff dat <-–– 20000-20500/Input measured efficiencies
<--- 21000-21100/Order by energy

210/4-eff fit <--- 600-etc/GOTO for analyzing new data

220/5-exit <-–- 990/GOTO for STOP execution
230/N-menu <--- 100/GOTO for menu 64-170 on non-option N

600-645/Plot dat <--- 51000-51900/LogEff vs LogE screen graph
<--- 50000-50900/Plot measured efficiencies
<--- 58000-58900/Plot ref eff

650–677/Plot drawing instructions

680-798/Draw eff <--- 51000-51900/LogEff vs LogE screen graph
<--– 50000-50900/Plot measured efficiencies
<--- 58000-58900/Plot ref eff
<-–- 52000-52030/Plot 3 hyperbola fit points
<-–- 52200-52290/Move red point to curve max

<--- 52100-52130/Erase point
<--- 52000-52030/Draw point
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MERGCALB: Program Structure Reference
(continued)

Main <--– Subroutines and [filesl

680–798/Draw eff
(cent’d)

800-865/Norm eff

870-890/Refine A

890–915/Refine B

920–939/OK menu

940–970/output

<––- 52300-52330/Move yellow point to sym pt
<-–- 52100-52130/Erase point
<--- 52000-52030/Draw point

<-–– 52400-52390/Move green point to asympt
<--- 52100–52130/Erase point
<--- 52000–52030/Draw point

<--- 52500-52590/Draw hyperbola guidelines
<-–- 52600-25690\Erase hyperbola guidelines
<--- 15000-15090/LnEff-LnE units for 3 points
<--- 53000-53900/Plot resulting hyperbola eff

<--- 51000-51900/LogEff-LogE graph
<--- 50000-50900/Plot measured effs

< --- 42000-42900/Exam hyperbola vs mess effs
<--- 53000-53900/Replot per dev=O normalize

<--- 51000-51900/LogEff-LogE graph
<--- 50000-50900/Plot measured effs

< --- 10000-10500/Least-squares hyperbola fit
<--- 11000-1110/Chi-sq fit results

<--- 53000-53900/Plot resulting final eff
<--- 51000-51900/LogEff-LogE graph
<--- 50000-50900/Plot measured effs

<--- 42000-42900/Exam hyperbola vs mess effs

<-–- 16000-16300/L-S cubic fit to residuals
<--- 17000-17170/Trianglize matrix
<--- 18000-18100/Solve cubic coeffs
<--- 19000-19100/Chi-sq fit results

<--- 53000-53900/Plot resulting final eff
<--- 51000-51900/LogEff-LogE graph
<--- 50000-50900/Plot measured effs

<--- 42000-42900/Exam final fit vs mess effs

< --- 650-etc/GOTO back at draw hyperbola
<--- 870–etc/GOTO back at L–S hyperbola fit
<-–- 900–etc/GOTO back at L–S cubic fit
<--- 910-etc/GOTO back to redraw final plot
<--- 938-etc/GOTO continue - fit OK

< --- 34000-34100/Parameters set for output
<--- 35000-35500/Create efficiency file

<--- detreff.DCF
<-–- 36000-36900/Print efficiency summary

990/STOP
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MERGCALB: Program Structure Reference
a

(continued)

*

,!

- .-.

.

Lines not used in execution

61000–61020/Calendar data

62000-62020/Attenuation data
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5 REN - MERGCALB.BAS
10 CLS:PRINTW HERGcALB.BAs – settingup records’”
18 DIM A(3),TC(3,3),TD(3),TN(S,3)
19 DIM ENATT(21),MUATT(21)
20 DIM HONTH(12),G-TE(25),EFFCAL(25) ,ERRCAL(25),J(25),ECAL(25) ,SUMCOR(25)
21 DIM H1(100),H2 (1OO),RATERR(1OO)
22 DIM GOEFF(5,3)/H0EFF(5,3),AOEFF(5,3),BOEFF(5,3),KOEFF(5,3)
23 DIM CEOH0(5,3),CElH0(5,3),CE0Hl(5,3),CE2HO(5,3),CE1H1(5,3),CEOH2(5,3)
24 DIM CE3HO(5,3),CE2H1{5,3),CE1H2 (5,3),CEOH3(5,3)
25 DIM YL0C(20),DETNAM$ (10),BNERGY(100) ,BRATE(1OO),BEP.R(1OO), DETLAB$(1O)
26 DIM ISOTH(loO),MDA(lOo),ACTRAT(100) ,LIBEN(1OO),SBRATE(1OO) ,SBERR(1OO)
27 DIM RATE(IoO),ENERGY(1OO),ISOEN(1OO) ,ISOID$ (1OO),ISO$(1OO) ,ISOGAM(1OO)
28 DIM NPC(4096),AREA(1OO),EAREA(1OO) ,Lz3CH(1OO),FWHM(1OO),TAIL(1OO) ,CENT(1OO)

31 GOSUB 9000:REM read in detector efficiency parameters for vials
32 DETNAM$(l)=’’Old Bottom Detector’’ :DETNAN${2)=’’New Bottom Detector’’:DETNAM$(3)=
UpGT ~ete~t~~**:DETN~$(Q)=lrN-~id~D~t~Ct~~**:DETNAM$(5) =,~well DetectOr~*

40
46
47
Y“’
50
51
Y“
58

CIS
GOSUB 46000:REM – 9et efficiency parameters - part 1
PRINT:INPUT’’Repeat this frame due to input errors (y/n) “;FRAMER$:lF FRAMER$=’<
THEN CLS:GOTO 40
GOSUB 461OO:REM - get efficiency parameters - part 2
PRINT:INPUT’’Repeat this frame due to input errors (y/n)’’;FRAMER$:IF FRAMER$=”
THEN CIS:GOTO 50
DEF FNEFFA(EN)=GOEFF*EXP(AOEFF*SQR(BOEFFA2+UOEFF*(=(EN) -KOEFF) ”2)*(COEFF+C1

EFF*LOG(EN) +C2EFF*LOG(EN) “2+C3EFF*LJ3G(EN) “3)+- 5*(1+SGN(EN–ENX) )*(DOEFF+blEFF*LOG
(EN)+D2EFF*I.OG(EN) “2+D3EFF*LOG(EN) ‘3))
59 DEF FNEFFB(EN)=1+POEFF+P1EFF*IOG(EN)+P2EFF*LOG(EN) “2+P3EFF*LOG(EN)A3
60 DEF FNEFF(EN)=FNEFFA(EN) *FNEFFB(EN)
61 INPUT”DO you wish to see EFF vs EN data for standard energies (y/n)’’;EFFVEN$:
CLS:lF EFFVEN$ <3 “y” THEN GOTO 64
62 GOSUB 60000:REM check on efficiency data EFF vs EN
63 IF NEWEFF$=”y” THEN CLS:GOTO 46:REM replace efficiency data case

64 CLS
100 CLS:REM - main menu option for plot
105 PRINT”’Currently selected detector : @t;DETNAM$(DETN) :PRINT:PRINT
110 PRINT” Kenu for plot of detector efficiencies’[ :PRINT
120 PRINT” (1) Select different detector”
130 PRINT’* (2) Plot selected detector alonet’
140 PRINT” (3) Input data for new calibration’
150 PRINT” (4) Analyze data for new calibration file”
160 PRINT” (5) Exit program - finished’’:PRINT
170 INPUT’’Option’l;OP

180 IF OP=l THEN 40

190 IF 0P=2 THEN GOSUB 56000:GOSUB 58000:LOCATE 24,4:INPUT’<OK(press enter)’’;ZZ:S
CREEN “2:SCREEN O:GOTO 100

200

210

220
230

600
605
610
615
620
630
645

650
651

IF 0P=3 THEN GOSUB 20000:GOT0 100

IF 0P=4 THEN GOTO 600:REM - if op=4 then continue on

IF 0P=5 THEN 990
GOTO 100:REM - catch all for incorrect option

REM - plot initial results and continue analysis
GOSUB 51OOO:REM - set up graph paper
GOSUB 50000:REM - plot data points
GOSUB 58000:REM plot selected existing case
LOCATE 24,4
INPUT’’OK(press enter) ’’;YE$:PRINT
SCREEN 2:SCREEN O

CLS:PRINT’’Calibration curve fitting”:PRINT
S=o

655 PRINT*’ First order fit with hyperbola”
660 PRINT” (Will apply second order cubic later) ’’:PRINT:PRINT
665 PRINT” Instructions: W:PRINT
666 PRINT” {1]
667 PRINT” (2)
668 PRINT”
669 PRINT”
670 PRINT”
671 PRINT”
672 PRINT’*
673 PRINT”
674 PRINT” {3)
675 PRINT” (4)
676 PRINT” (5)
677 PRINTU (6)

Turn on NUITILack to use arrows”
Select options below while looking at grapht’

(r)ed point - adjust to curve max estimateaa
(Y)ellow POint - adjust to origin point of hyperbola’”
(g)reen Point - adjust to asymptote point of hyperbola”
(d)raw lines - examine above settingsW
(e)rase lines - as needed for new (d) casesw
(f)infshed - clean replot with calib curve”

Move a point in (2) with number pad arrows (5 = finished)t’
Draw hyperbola characteristic lines (2-d and 2-e)W
Plot resulting calibration curve (2-f)”
Repeat this process until satisfactory curve fitW:PRINT
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*

680 INPUTWTO begin, press enterm;zz
685 RE=2:YELLOW=3 :GREEN=1
690 XR=120:YR=40:XY=120:YY=20:XG=250:YG=160
700 GOSUB 51OOO:GOSUB 50000:GOSUB 58000
710 XP=XR:YP=YR:COLXNJR=RED:GOSUB 52000:REM - point plot with no error
712 XP=XY:YP=YY:COLOUR=YELLOW:GOSUB 52000
7’14 XP=XG:YP=YG:COLOUR=GREEN:GOSU13 52000
720 RYGDCF$=INKEY$:IF RYGDEF$=’”l THEN 720
725 IF RYGDEF$=”r” THEN GOSUB 52200
730 IF RYGDEF$=’<Y” THEN GOSUB 52300
735 IF RYGDEF$=’*g” THEN GOSUB 52400
740 IF RYGDEF$=’’d’4 THEN GOSUB 52500
745 IF RYGDEF$=’<e” THEN GOSUB 52600
750 IF RYGDEF$<>!’f’’THEN .720
755 REM – now ready to plot calib curve (hyperbola)
760 XEN=XR:YEFF=YR:GOSUB 15000: LNENR=LNEN:LNEFFR=LNEFF
765 XEN=XY:YEFF=YY:GOSUB 15000:LNENY=LNEN:LNEFFY=LNEFF
770 XEN=XG:YEFF=YG:GOSUB 15000:LNENG=LNEN:LNEFFG=LNEFF
775
776
780
797
798

800
855
IF YE$<>”Y” THEN 870

.. .

860 D=RtTOTDEV/NCAL:GOSUB 53000:LOCATE 24,4
865 INPUT*’OK(press enter)’’;ZZ:GOSUB 42000

D=LNEFFY:A= (LNEFFG-LNEFFy)/ (LNENG-~ENy) :B=(WEFFy-mEFFR)/A:C=LNENR
A(0)=1:A(1)=O:A(2)=O:A(3)=O:SP=0
GOSUB 53000:REM – plot hyperbola
LOCATE 24,4
INPUT*tSatisfaCtory (y/n)’’;YE$:IF YE$=’’n’< THEN CLS:GOTO 700

GOSUB 42000:REM - compare data analysis results for hyperbola
PRINT:INPUT1’Desire to renormalize to make averaqe deviation zero (v/n)’’:YES:

870 PRINT:INPUT<%Desire LSQ-fit to hyperbola (y/n)*<;YE$:IF YE$<>’*y$’ THEN 900
875 GOSUB 1000O:REM LSQ-fit to hyperbola
880 GOSUB 53000:LOCATE 24,4
890 INPUTC’OK(press enter) “;ZZ:GOSUB 42000

900 PRINT:INPUT’<Apply LSQ cubic fit to perturbations from hyperbola (y/n)’’;YE$:I
F YE$<>nYM .THEN 92”0
905
910
915

920
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939

940
941
942
943
944
945
946

“: 947
948
970

990

900C
9005
901C
902C
903C
904C
905C
906C
907C
908C
909C
9095
91OC
9200

1

I

)
I

GOSUB 16000:REM LSQ cubic fit to hyperbola perturbations
GOSUB 53000:LJ2CATE 24,4
INPUT”OK(press enter)’’;ZZ:GOSUB 42000

PRINT:INPUT’’Press enter to continue’’;ZZ:CLS
PRINT “ MENU FOR REFIT OPTIONS’’:PRINT
PRINT” Note: Refit options (l-3) remove existing cubic f.SQ”
PRINT’C perturbation fit, which can be raplaced within”
PRINT ‘t these options if de6ired”:PRINT:PRINT
PRINT” Refit beginning previous fit seqwence at:w:PRI~T
PRINT’* (1) Hyperbola drawing on screen”
PRINT’* (2) Hyperbola LSQ selection”
PRINT” (3) Cubic LSQ perturbation selection”
PRINT” (4) No refit yet - view current fit and plot first”
PRINT” (5) None of the above – current fit acceptable’’: PRINT
INPUT’*Option”:OP:IF 0P>3 THEN 938
A(0)=ltA(l)=O:A(2)=OlA(3) =0
ON OP GOTO 650,870,900
IF 0P=4 THEN 910
EFFCAL$=**NO efficiency file made’l:REM - will change if and when file

CLS:PRINT4’ FINAL DATA OUTPUT MENU’’:PRINT
PRINT “ (1) Disk file and printout”
PRINT” (2) Printout only”
PRINT” (3) Disk file only”
PRINT’* (4) No more output - exit programm:PRINZ’
INPUT~sOption nU&er*CIOPIGOSUB 3413001REM - parameter nOtatiOnS
IF oP=l THEN GOSUB 35000:GosuB 36000:GoTo 940
IF 0P=2 THEN GOSUB 36000:GOT0 940
IF 0P=3 THEN GOSUB 35000:GOT0 940
SCREEN 2:SCREEN O

STOP

REX sub from line 31 - read in detector data
OPEN “’B:DETLIBRY.LIB” FOR INPUT AS 43
FOR 1-1 TO 5
FoR .7=1 TO 3
INPUT #3,GOEFF(I,J),AOEFF(I,J) ,BoEFF(I,J),KOEFF(I,J) ,HOEFF(I,J)
INPUT if3,CE0H0(1,J)
INPuT #3tCElH0(I,J) .CEOHl(I,J)
INpuT #3,cE2H0(I,J),cElHl(I,J) ,cEoH2(1,J)
INPUT #3,cE3H0(I,J),cE2Hl(I,J) ,cEln2(x,J),cEoH3(I,J)
NEXT J
NEXT I
CIJ3SE #3
I=O:J=O
RETURN

made
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..:
. . .

*

10000 REM-sub for least squares fit to hyperbola
10010 REM - calculate initial sO
10020 GOSU~ 11000: REM talc s=chi–2
10030 So=s
10040 INPUT’’Increment divisor (usually 2)’’;INCR
10100 REM - calculate 1st and 2nd derivatives for minimum cases
10110 DSDD=O:D2SDD2=O: DSDA=O:D2SDA2=0
10120 DSDB=O:D2SDB2=O:DSDC=O: D2SDC2=0
10130 FOR K=l TO NCAL
10140 XK=D3G(ECAL(K)): YK=LOG(EFFCAL(K) )
10150 EYK=ERRCAL(K)/EFFCAL(K) :WTK=EYK”-2
10160 DYK=D+A*SQR(BA2+(C-XK) “2)–YK
10170 YKROOT=SQR(B”2+(C-XK) “2)
10180 DSDD=DSDD+WTK*DYK
10190 D2SDD2=D2SDD2+WTK
10200 DSDA=DSDA+WTK*YKJIOOT*DYK
10210 D2SDA2=D2SDA2+WTK*YKROOT”2
10220 DSDB=DSDB+WTK*B*((D-YK)/YKROOT + A)
10230 D2SDB2=D2SDB2+WTK*( (D-YK) *(C-XK)A2/YKR00TA3 + A)
10240 DSDC=DSDC+WTK*(C-XK)*((D-YK)/YKROOT + A)
10250 D2SDC2=D2SDC2+WTK*( (D-YK) *B”2/YKROOT”3 + A)
10260 NEXT K
10270 D=D-DSDD/D2SDD2/INCR
10280 A=A-DsDA/D2sDA2/INcR
10290 B=B-DSDB/D2SDB2/INCR
10300 c=c–DsDC/D2sDc2/INcR
10310 GOSUB 11OOO:REM- talc new s with above parameters
10320 IF S>SO”THENPRINT:PRINT’Wseincrementfactor> “:INCR:GOTO10040
10330 IF ABS(S-SO)>.001*SOTHEN SO=S:GOTO10110
10400REM print results
10410CLS
10420 PRINT*’Fit to hyperbola LNEFF = D + A*SQR(BA2+ (C–LNEN)A2 )
10430 PRINT
10440 PRINT’*D= ‘*;D
10445 PRINT’*A= “:A
10450 PRINT$<B= ‘*;B
10455 PRINT*W= ‘q;c:t~or ~’;EXP(C);“ keV’<:PRINT
10460 PRINTwChi-2= ll:S
10465 PRINT”lPointsfitted= ‘*;NCAL:PRINT
10470INPUTt’Pressenter to continue’<;ZZ
10500 RETURN

11000 REM sub to calculate s = chi–2
11020 S=o
11030 FOR K=l TO NCAL
11040 XK=LOG(ECAL(K )):YK=LOG(EFFCAL(K) )
11050 EYK=ERRCAL(K)/EFFCAL(K) :WTK=EYKA-2
11060 DYK=D+A*SQR(B”2+(C-XK)’2) -YK
11070 S=S+WTK*DYK”2
11080 NEXT K
11100 RETuRN

15000 REM - sub to convert pc-grid to lneff vs lnen
15010 LNEN=((100-19+XEN)/100) *LQG(10)
15020 LNEFF=((100-YEFF)/100 + LGEFMD)*Lx3G(10)
15090 RETURN

16000 REM LSQ cubic fit to deviations from hyperbola
16001 M=3
16002 FOR 1=1 TO M
16003 TD(I)=O
16004 FOR J=l TO M
16005 TC(I,J)=O *
16006 NEXT J
16007 NEXT I
16010 FOR K=l TO NCAL
16020 XK=LL)G(ECAL(K) ):YHYPK=D+A*SQR(BA2+(C-XK) “2)
16025 YK=(LOG(EFFCAL(K))-D)/(YHYPK-D)
16030 EYK=(ERRCAL(K)/EFFCAL(K) )/(YHYPK-D):WTK=EYK”-2
16040 FOR 1=0 TO M
16050 TD(I)=TD(I) +WTK*YK*XK-I
16060 FOR J=O TO M
16065 TC(I,J)=TC(I,J)+WTK*XK” (I+J)
16070 NEXT J
16080 NEXT I
16085 NEXT K
16090 GOSUB 17000
16100 GOSUB 18000
16110 GOSUB 19000
16200 PRINT:INPUTWPress enter to proceed”;ZZ
16300 RETURN
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17000 REM -triangulation of equations
17005 M=3
17010 FOR J=O TO M
17015 REM - set first non zero coeff =1
17020 FOR K=J TO M
17025 TN(K,J)=TC(K,J)”:IF TN(K,J)=O THEN GOTO 17070
17030 FOR L=J TO M
17040 TC(K,L)=TC(K,L)\TN(K,J)
17’050NEXT L
17060 TD(K)=TD(K)/TN(K,J)
17070 NEXT K
17080 REM - subtract out first non zero coefficients
L7085 IF J+l > N THEN GOTO 17150
17090 FOR K=J+l TO M
17095 IF TC(K,J)=O THEN GOTO 17140
17100 FOR L=J TO M
17110 TC(K,L)=TC(J,L)-TC(K,L)
17120 NEXT L
17130 TD(K)=TD(.J)-TD(K)
17140 NEXT K
17150 NEXT J
17170 RETURN

18000 REM final results for cubic lsq fit
18001 M=3
18002 PRINT:PRINT
18005 PRINT “values of a(i) listed below’’:PRINT
18010 FOR L=14TO O STEP -1
18020 A(L)-9D(L):IF P–M THEN GOTO 18060
18030 FOR J=L+l TO M
18040 A(L)=A(L)-TC(L,J)*A(J)
18050 NEXT J
18060 NEXT L
18080 FOR L=O TO M:PRINT’{A(’’;L;l’)= ‘f;A(L):NEXTL
18090 PRINT
18100 RETUR14

19000 REM LSQ cubic fit to deviations from hyperbola - Chi-2 talc
19005 SP=O
19010 FOR K=l TO NCAL
19020 XK=LOG(ECAL(K) ):YHYPK=D+A*SQR(BA2+ (C-XK)”2)
19025 YK=(LOG(EFFCAL(K))-D)/(YHYPK-D)
19030 EYK=(ERRCAL(K)/EFFCAL(K) )/(YHYPK-D):WTK=EYKA-2
19035 YFITK=A(0)+A(l)*XK+A(2) *XKA2+A(3)*XKA3
19040 SP=SP+WTK* (YK-YFITK)”2
19050 NEXT K
19060 PRINT’CChi-2= ‘(;SP
19070 PRINT’’Points fitted = ‘{;NCAL:PRINT
19100 RETURN
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20000 REN- sub to input data for new calib
20010 CLS
20020 PRINT’’Selectin~ut form of calibration data’*:PRINT:PRINT

.

.

20030
20040
20041
20045
INT
20050
20055
20060
20070
20080
20090
20100
20110
20120
20130
20140
20150
20155
20156
20160
20170
20180
20190
20200
2021”0
20220
20230
20240
20250
20260
20270
20280
20285
20290
20300
20310
20320
20330
20340
20350
20360
20370
20380
20390
20400
20410
20420
20430
20440
20450
20460
)
20470
20500

21000
21010
21020
21030
21040
21050
21060
21070
21080
21100

34000
34040
34050
34060
34070
34100

PRINT’* (1) ?d&lute efficiencies”:PRINT
PRINT” (2) Efficiency ratios to currently selected detector”
PRINT’q (“;DETNAM$(DETN);“)’C:PRINT
PRINT’C (3) None of above - need select different detector fixsttf:PRINT:pR

INPUT’’Option<’;OP:IF OP=3 THEN RETURN
NCAL=O
CLS
INPUT’<Energyin keV (O if done)’’;EN:IFEN=O THEN 20140
NCAL=NCAL+l :ECAL(NCAL)=EN:PRINT
IF OP=l THEN INPUT’(Efficiency~r;EFFCAL(NCAL)
IF OP=l THEN INPUT’(Error’’;ERRCAL(NCAL)
IF OP=2 THEN INPUT’tRatio’’;RATO:EFFCAL(NCAL)=RATO*FNEFF(EN)
IF 0P=2 THEN INPUT’’Error’a;ERATO:ERRCAL(NCAL)=ERATO*FNEFF(EN)
GOTO 20060
CLS:GOSUB 21OOO:REM - bubble sort of entries
PRINT*’ Summary of inputs’’:PRINT
PRINT[’Number Energy Efficiency Ratio’+
PRINTS* # keV # #“:PRINT
FOR K=l TO NCAL
PRINT USING’’###’’;K;
PRINT USING’’######/####.#’’;ECAL(K):
PRINT USING’’###.#####’’;EFFCAL(K);:PRINT’’’+/-“;
PRINT USING’’#.#####l’;ERRCAL(K);
PRINT USING’’###.#####’’;EFFCAL(KFNEFF(ECAL(K)K));:PRINT1’+/- ~~;
PRINT USING’’#.#####’’;ERRCAL(KFNEFF(ECAL(K)K))
NEXT K
PRINT:INPUT’’Needcorrection (y\n)’’;YE$
INPUT’’Printscreen as needed - before pressing enter to proceed’’;zz
IF YE$=l{n{(THEN 20500
CLS
PRINT” Corrections Menu’*:PRINT
PRINT11 (1) Delete entry”
PRINT” (2) Add entry”
PRINT‘t (3) Edit entry’’:PRINT
INPUT’40ptiont’;OPE
IF OPE<>l THEN 20380
PRINT:INPUT’{Peaknumber to delete’’;NDEL:NCA~NCAL-l
FOR K=NDEL TO NCAL
ECAL(K)=ECAL (K+l):EFFCAL(K)=EFFCAL(K+l):ERRCAL(K)=ERRCAL(K+l)
NEXT K
GOTO 20140
IF 0PE=2 THEN 20060
IF 0PE<>3 THEN 20270
PRINT:INPUT’’Peakto edit~a;NED:PRINT
PRINT’’NoteO entries mean no change’a:PRINT
INPUT’8Energy (keV)’’;EN:IFEN>O THEN ECAL(NED)=EN
IF OP=l THEN INPUT’{Efficiency’’;EFF:IFEFF>O THEN EFFCAL(NED)=EFF
IF OP=l THEN INPUT’’Errort’;EROR:IF ERR>O THEN ERRCAL(NED)=EROR
IF 0P=2 THEN INPUT’’Ratio(’;RATO:IF RATO>O THEN EFFCAL(NED)=RATO*FNEFF(EN)
IF 0P=2 THEN INPUTf’Error’’;ERATO:lF ERATO>O THEN ERRCAL(NED)=ERATO*FNEFF(EN

GOTO 20140
RETURN

I?El-l- bubble sort to order en with eff and err
FOR K=l TO NCAL-1
FOR J=l TO NCAL-K
IF ECAL(J+l)>ECAL(J) THEN 21070
ECA@ECAL(J+l) :ECAL(J+l)=ECAL(J):ECAL(J)=ECAL
EFFCAL=EFFCAL(J+l ):EFFCAL(J+l)=EFFCAL(J):EFFCAL(J)=EFFCAL
ERRCAL=ERRCAL(J+l) :ERRCAL(J+l)=ERRCAL(J):ERRCAL (J)=ERRCAL
NEXT J
NEXT K
RETURN

REM - transform detector parameters to usual notation
GOEFF=EXP(D):AOEFF=A:BOEFF=B:UOEFF=l:KOEFF=C
COEFF=A(0):CIEFF=A (1):C2EFF=A(2):C3EFF=A(3)
ENX=5000:DOEFF=0 :D1EFF=O:D2EFF=0:D3EFF=0
POEFF=O:PIEFF=O :P2EFF=O:P3EFF=0
RETURN
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35000
35010
35o2o
35030
GOTO
35080
35090
35100
35110
35120
35130
35200
35210
35220
35230
35500

36000
36010
36020
36030

. 36040
36050
36330
36335
36355
36370

REN - make detector calibration file
PRINT:PRINT
INPUT*<Entire detector calibration file label (--------.DCF) ”;EFFCAL$
PRINT:PRINT”File label is “:EFFCAL$;:INPUT” OK(y/n)”;YE$:IF YE$<>”yss THEN

35010
PRINT:INPUT’*Examine transformed data before making file (y/n)”;YE$
IF YE$<>”y” THEN 35200
CLS
GOSUB 60000:REM eff check list
PRINT:INPUT’<Still wish to make file (y/n)’’;YE$
IF YES=Un” THEN EFFCAL$=l’NO efficiency file made”:GOTO 35500
OPEN EFFCAL$ FOR OUTPUT AS #3
WRITE #3,G0EFF,A0EFF,B0EFF,uoEFF, KOEFF,COEFF,C1EFF,C2EFF, C3EFF
WRITE #3,ENx,DoEFF,DlEFF,D2EFF, D3Ei=F,poEFF,plEFF, p2EFF, P3EFF
CLOSE #3
RETURN

REM - sub to printout results
CLS:INPUT14Line feed printer as needed, and press enter to printl’;Zz
LPRINT” *************** DETECTOR EFFICIENCY CALIBRATION *************,,
LPRINT:LPRINT
LPRINT’’Title: “;NACAL$:LPRINT
LPRINT’’Calibration file generated: ll;EFFCAL$:LPRINT
REM - this segnent on file DETPRINT.BAS in A-format
LPRINT
LPRINT’’--–---------EFFIcIENcY CALIBRATION FORMULA--–-–-------------,*
LPRINT

36380 LPRINT’’Efficiency calibration: EFF = G*EXP{HYPERBOLA * POLYNOMIAL) *[l+PERT
URBATION)”
36385 LPRINT
36390 LPRINT”
F)
36395 LPRINT
36400 LPRINT’(
36410 LPRINT*’
36415 LPRINT
36420 LPRINT”
ues below: M
36430 LPRINT”

36432 LPRINT*’
w) casestt

36434

36435
36440
alues
36450

36460
36470
36480
36505
36506
36507
36508
36509
36510
36512
36515
36520
36525
36530
36531
.36532‘r
36533
36534
36540
36545

LPRINT?

LPRIN+
LPRINT’*
below:”
LPRINTa’

LPRINT

G = global calibration factor = *;GOEFF;}$ D = LN(G) = *t;LOG(GOEF

HYPERBOLA = A*SQR( B-2 + (IM(EN)-C)A2 ) with values below:
( A = “;AOEFF;’< B = “;BOEFF;U C = l’;KOEFF;W )s<

POLYNOMIAL = CO + c1*LN(EN) + C2*LN(EN)”2 + C3*LN(EN)A3 with val

( CO = “;COEFF;” Cl = “;CIEFF;’f

.;ENX;*, kev = crossover between

( CO = ~f;TOEFF;” Cl = “;TIEFF;’C

PERTURBATION = PO + P1*LN(EN) +

( PO = “;POEFF;~~ P1 = ‘;PIEFF;*q

~RINT**--------–---–._-_--~1TINFo-1.IoN

C2 = M;C2EFF; *’C3 = “;C3EFF;1! )“

low EN (above) and high EN (belo

C2 = “;T2EFFi” C3 = ~;T3EFF;~* )“

p2*~(EN)A2 + p3*LN(EN).3 with v

P2 = “;P2EFF;’* P3 = *;P3EFF;” )“

-----—-—------—-—--------— w

LPRINT
LPRINT’:Comparison of measured (Eff) and calculated (Hypeff) results”
LPRINT:LPRINT
LPRINT”Peak Energy Eff Hype ff Diff’c
LPRINT” # keV f # % *’:LPRINT
TQTDEV=O:RMS DEV=O
FOR X=l ‘TO NCAL
LNEN = LOG(ECAL(K))
LNEFF=D + A*SQR(Ba2+(LNEN-C)A2) *(A(0)+A(l) *LNEN+A(2) *LNENa2+A(3) *LNENA3)
DEVEFF=LOG(EFFCAL (K))–LNEFF
TOTDEV=TOTDEV+DEVEFF :P.MSDEV=RMSDEV+DEVEFF” 2
LPRINT USING’’###”;K;
LPRINT USINGn##4###. #t<;ECAL(K) ;
LPRINT USING”###. #####lS;EFFCAL(K) ;
LPRINT USINGft### .#####ti;EXP(LNEFF) :
LPRINT UsING’$###. ##”;IOO*DEVEFF
NEXT K
LPRINT:LPRINT’’RMS deviation = “;:LPRINT USINGt4###~##t{;100*SQR(RMSDEV/NCAL)

;:LPRINTU %“
36550 LPRINT:LPRINT’’Average deviation = “;:LPRINT USING1t###.##!<;lOO*ToTOEV/NCAL;
:LPRINT” %8’
36560 LPRINT:LPRINT11Chi-2 for hyperbola = ‘;S:”IF S=0 THEN 36580
36570 LPRINT’CSQR(chi-2/n-r) = ‘;sQR(s/(NcAL-4))
36580 LPRINT:LPRINT+<Chi–2 for cubic perturbation = 4’;SP:IF SP=O THEN 36600
36590 LPRINT’*SQR(chi-2/n-r] = **;SQR(SPI(NCAL-4]]
36600 LPRINT

—.. .

36610 LPRINT’l----------–------FQ+W DATA REFERENCE-------------------------l,
36620 LPRINT:LPRINT
36655 LPRINT’*Number Enerqy Efficiency Ratio”
36656 LPRINT” #’ keV # (’~:LPRINT
36660 FOR K=3. TO NCAL
36670 LPRINT USING”###v’;K;
36680 LPRINT USINGg’###f###### .#W ;EcAL(K):
36690 LPRINT USING”##f. ###f#”;EFF~L(K) ;:LPRINTU +/- “;
36700 LPRINT USING’’#.####fW;EPRCAL(K) :
36710 LPRINT USING”###.f#f#fw;EFFCAL(K)/FNEFF(ECAL(K) );:LPRINTm +/- *;
36720 LPRINT USING”#.fff#fw;EP.RCAL(K)/FNEFF(ECAL(K) )
36730 NEXT K
36900 RETURN
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42000 REM- SU_a~ of hyperbola fit - tabular
42801 CLS:SCRSEN2:SCRSENO
42805 PRINT<qCOIIIpariSOtIof measured (Eff) and calculated (Hypeff) results”
42e06 PRINT:pRINT
42807 PRINT*<Peak Energy Eff Hype ff Diff”
42808 PRINT” # kev # # % “:PRINT
42809 TOTDEV=O:RMSDEV=O
42810 FOR K=l TO NCAL
42812 LWEN = LOG(ECAL(K) )
42815 LNEFF=D + A*SQR(B”2+(LNEN-C)”2) *(A(0)+A(l) *LNEN+A(2) *LNEN”2+A(3) *INEN”3)
42820 DEVEFF=LOG(EFFCAL(K)) -LNEFF
42825 TOTDEV=TOTDEV+DEVEFF:RNSDEV=RMSDEV+DEVEFF”2
42830 PRINT USING’’##$’’;K;
42831 PRINT USING’i###### .#$<;ECAL(K);
42832 PRINT USING’’### .#####’<;EFFCAL(K) :
42833 PRINT USING’’### .#####’’;EXP(I2JEFF);
42834 PRINT USING’’###.#i!’’;100*DEVEFF
42840 NEXT K
42845 PRINT:PRINT’’RMS deviation = l*::PRINT USING$l#$#.##,*;100*SQR(PJ4SDEV/NCAL) ;:P
RINT’( %14
42850 PRINT:PRINT’<Average deviation = ll;:PRINT USING1<###.##l’;lOO*TOTDEV/NCAL; :PR
INT’* %“
42900 RETURN

46000 REN - subroutine from line 46 - detector efficiencies - part 1
46005 DETtAB$(6]=’’<normal>” :OTHERDET$=’’<normal>. DCFW
46010 PRINT “’Efficiency calibration - select detector below”
46030 PRINT
46040
46045
46050
46055
46060
46062
46065
46070
46090

46100
46105
46110
46115
46117
46118
46119
46120
46130
46140
46145
46150
46160
46165
46170
46180
46190
46200

46500
46505

PRINT “ (1) Bottom–old”
PRINT ‘c (2) Bottom–new”
PRINT 1’ (3) PGT-top”
PRINT “ (4) N-side”
PRINT “ (5) WellW
PRINT ‘q (6) Other”
PRINT
INPUT’’Detector number’4;DETN
RETURN

REM - subroutine from line 47 - detector efficiencies - part 2
CIS:OPTDT6=0
GOEFF=l:AOEFF=l :BOEFF=l:UOEFF=O: CO~FF=l:CIEFF=O :C2EFF=O:C3EFF=0
POEFF=O:PIEFF=O :P2EFF=O:P3EFF=0 :DOEFF=O:DIEFF=O :D2EFF=O:D3EFF=0 :ENX=5000
IF DETN=6 THEN GOSUB 47oOO
PRINT:IF 0PTDT6=1 THEN GOSUB 46500
IF 0PTDT6>0 THEN 46200
PRINT’<Efficiency calibration data for *<;DETNAM$(DETN)
PRINT
PRINT “ (1) Special samples (manual input)”
PRINT4’ (2) Diaper samples (auto input)”
PRINTZ’ (3) Well samples
PRINT”

(auto input)”
(4) Vial samples (auto input)”

PRINT
INPUT”Calibration case numberw;OPNUM:PRINT
ON OPNUM GOSUB 46500,46700,46800,46900
REM eff sub-parts 2a 2b 2C 2d
RETURN

REM - IKMN.Idl input efficiencies - part 2a of efficiency talcs/line46180
INPUT”Type of fit - (o) None<eff=l> (1) Polynomial, {2) Hyperbola, (3) Bot

46520 PRINT’*LN(EFF)
c3*~(E) .%3),,
46525 IF PW3=3 THEN
46530 PRINT’’LJ?(EFF)
46535 UOEFF=l
46540 INPUT”
46550 INPUT4’
46560 INPUTC’
46570 INPUT”
46590 IF PHB=3 THEN
46595 IF PHB=2 THEN
46600 PRINT’’LN(EFF)

h “:PHB:PRINT
46510 ON E’HB GOTO 46600,46530,46520
46515 IF PHB=O THEN AOEFF=O:GOTQ 46690

= D + A*SQR(B”2+(LN(E) -C)”2) * (CO + Cl*LN(E) + C2*LN(E)A2 +

GO.TO 46535
= D + A*SQR(BA2+(LN(E) -C)”2) “:PRINT

D’C;DAEFF:GOEFF=EXP (DAEFF)
A“;AOEFF
5“;BOEFF
C’S;KOEFF

GOTO 46620
GOTO 46690
= CO + Cl* LW(E) + C2*LN(E)”2 + C3*LN(E)A3’’:PRINT

46610 UOEFF=O
46612 INPUT” Crossover energy (keV) ....-if none enter O ‘;ENX:IF ENX=O THEN ENX
=5000
46614 PRINT” Coefficients below crossover point-
4662o INPUT<* CO’’;COEFF
46630 INPUT” C1”;CIEFF
4664o INPUT” C2N;C2EFF
46650 INPUT” C3W:C3EFF:IF PHB=3 THEN GOTO 46690
46651 IF ENX = 5000 THEN GOTO 46690
46652 PRINT” Coefficients above crossover point!(
46655 I.NPUT” CO’’:TOEFF:DOEFF=TOEFF-COEFF
46660 INPUT’* C1”;TIEFF: DIEFF=’PIEFF-CIEFF
46665 INPUT1’ C2”;T2EFF:D2EFF=-T2EFF-C2EFF
46670 INPUT”
46690 RE’17JRN

C3*:T3EFF: D3EFF=T3EFF-C3 EFF
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46700
46710
46720
46730
46740
46750
46760

46800
46810
46820
46830
46850

46900
46910
46911
46912
46913
46920
46930
46940
IAIN)
46950

REM - diaper coefficients effs - part 2b of efficiency calib/line46180
IF DETN=l THEN COEFF=–32.9019:C1EFF=15. 5286:C2EFF=–2 .63121:C3EFF=.137454
IF DETN=2 THEN COEFF=-33.7619:C1EFF=15. 949:C2EFF=–2 .69313:C3EFF=.141663
IF DETN=3 THEN COEFF=-44.2381:C1EFF=21.0238:C2EFF=-3 .50398:C3EFF=.183542
IF DETN=4 THEN PRINT’’notavailable - make another choice”
IF DETN=5 THEN COEFF=–30. 373:C1EFF=14.4228:C2EFF=-2.4183:C3EFF=-125452
RETURN

REM - well coefficients effs - part 2C of efficiency calib/line46180
IF DETN<>5 THEN PRINT ‘{NOTAPPLICABLE - MAKE ANOTHER CHOICE”
UOEFF=l:AOEFF=-. 921*SQR(1 .6952):BOEFF=SQR(l.21/l.6952) :KOEFF=LQG(60)
GOEFF=EXP( .921*.9)
RETURN

REM - vial coefficients effs – part 2d of efficiency calib/line46180
PRINT’’Vialsizes’’:PRINT
PRINT14 (1) Large”
PRINT” (2) l+edium”
PRINT’* (3) Small” :PRINT
INPUT’{Vialsize number’’:VIALN:PRINT
INPUT’<Vialsample height (mm) “;HMM:H=HMM/10
UOEFF=l:AOEFF=AOEFF (DETN,VIALN):BOEFF=BOEFF(DETN,VIALN

POEFF=CEOHO (DETN,VIALN)+CEOH1(DETN ,VIALN)*H+CEOH2(DETN
TN,VIALN)*HA3 - ‘ “
46955
46960
46965
46970
46975
46990

47000
47001
47002
47003
47015
47020
47030
47040
47050
47060
47070
47080
47090
47100
47110
47120

plEFF=cEIHo (DETN,VIALN)+cEIH1(DETN ,v1AiLN)*H+cE1H2(DETN
P2EFF=CE2H0 (DETN,VIALN)+CE2H1(DETN,VIALN)*H
P3EFF=CE3HO(DETN ,VIALN)
GOEFF=GOEFF(DETN,VIALN) /(H+HOEFF(DETN,VIAW) )’2
DAEFF=LOG(GOEFF)
RETuRN

REM- sub for detector #6 (other detector)
ON ERROR GOTO 47120
CLS

:KOEFF=KOEFF(DETN,V

VIALN)*HA2+CEOH3(DE

VIALN)*H”2

INPUT’’Descriptivename of detector’a;DETNAM$(6):PRINT:PRINT
PRINT’’Detector efficiency options$’:PRINT
PRINTt’ (1) Manual input (includes eff=l case )
PRINT” (2) File input’’:PRINT
INPUTt’Option”;OPTDT6
IF OPTDT6<>2 THEN 47200
PRINT:PRINT
INPUT’{Detectorcalibration file (--------.DCF)4’;OTHERDET$
OPEN OTHERDET$ FOR INPUT AS #3
INpuT #3,GOEFF,A0EFF,BOEFF,U0EFF,K0EFF,COEFF,ClEFF,C2EFF,C3EFF
lNpuT #3,ENX,DOEFF,DlEFF,D2EFF,D3EFF,P0EFF,plEFF,p2EFF, P3EFF
CLOSE #3
IF ERR=53 THEN PRINT: INPUT’’Above file not found. Press return for retry’*;Z

Z:CLS:RESUME 47000
47200

50000
50010
50020
50030
50040
50050
50060
50070
!50080
50900

RETURN

REM - sub to plot data points
FOR K=l TO NCAL
XEN=19 + 100*LOG(ECAL(K))/LOG(lO) -100
YEFF=1OO-1OO*( LOG(EFFCAL(K))/LOG(lO) - LGEFMD )
YEFFA=1OO-1OO*( LOG(EFFCAL(K)+ERRCAL(K) )/LOG(lO) - LGEFMD )
YEFFB=1OO-1OO*( LOG(EFFCAL(K)-ERRCAL(K))/LOG(lO) - IGEFMD )
LINE(XEN-l,YEFF-l) -(XEN+l,YEFF+1),3,B:REM point plotted
LINE(XEN,YEFFA) -(XEN,YEFFB) ,3:REM error plotted
NEXT K
RETURN
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51000 ~ - subroutine for graph paPer
51600 REM - plot initial results and cOntinue analysis
51610 SCREEN l:CLS
51620 COLOR 8,0
51625 KINEFF=l:MAXEFF=O
51630 FOR K=l TO NCAL:REM find graph limits
51632 IF EFFCAL<K>>MAXEFF THEN MAXEFF = EFFCAL(KI
S1634 IF EFFCAL<Ki<HINEFF THEN liINEFF = EFFCAL~Ki
53.636 NEXT K
51640 LGEFN@(wG(MAXEFF)+IJ3G(MINEFF) )/(2*_(10)):REM mid y-axis
51650 LINE(19,0) -(319,199) ,l,B:REM draw axis frame
51651 LINE(119,0) -(119,199), 1
51652 LINE(219,0) -(219,199), 1
51654 IF LGEFMD = INT(LGEFMD) TNEN YGR1=1OO:YGR2=1OO:LINE( 19,100)-
TO 660
51655
51656
51657
51658
51660
51662
51664
51666
51667
51666
51669
51670
51671
51672
51673
51674
51675
51676
51677
51678
51900

52000
52010
52030

52100
52110
52130

52200
52210
52220
52225
52230
52235
52240
52245
52250
52255
52260
52265
52270
52290

52300
52310
52320
52325
52330

52335

52340
52345
52350
52355
52360
52365
52370
52390

S2400
52410
52420
52425
52430
52435
52445
52450
52460
52470
52490

1

1
1

1

1

(319, 1OO),1:GO

YGR1=INT(lOO + 1OO*(LGEFMD-INT(LGEFMD) ) + .5)
IF GR1<199 THEN LINE(19,YGR1)–(319,YGR1) ,1
YGR2=YGR1-1OO
IF YGR2>0 THEN LINE(19,YGR2) -(319,YGR2) ,1
FOR XXGRID=19 TO 219 STEP 100
FOR XGRID=l TO 10
XTIC=INT(100*LOG(XGRID)/LQG(lO) + .5) + XXGRID
LINE(XTIC,O) -(XTIC,5) ,1
LINE(XTICJ199) –(XTIC,194), 1
NEXT XGRID
NEXT XXGRID
FOR YYGRID=YGR1+1OO TO YGR2 STEP -100
FOR YGRID=l TO 10
yTIc=YYGRrD - INT(100*LOG(YGRID)/I.OG(lO) + .5)
IF YTIC > 199 THEN 51677
IF YTIC < 0 THEN 51677
L1NE(19,yT1c) -(24,yTIc),I
LINE(319,YT1C) -(314,yTIc),l
NEXT YGRID
NEXT YYGRID

REM - sub to draw point
LINE(XP-I,YP–1)-(XP+l,YP+l) ,COI.A3UR,BF
RETuRN

REM - sub to erase point
LINE(XP-l,YP-1) -(XP+l,YP+l) ,O,BF
RETURN

REM – sub to move red point for max of hyperbola
VECT$=lNKEY$:IF VECT$=’<’(THEN 52210
IF INT(VAL(VECT$)/2)<>VAL(VECT$)/2 THEN 52270
XP=XR:Y*YR:GOSUB 52100
IF VECT$=’$8° THEN YR=YR-1:XP=XR:YP=YR:COLX3UR=RED:GOSUB 52000:GOT0 52210
IF VECT$=’*2° TREN YR=YR+l:XP=XR:YP=YR:COI@JR=lU3D:GOSUB 52000:GOT0 52210
XP=XY:YP-YY:GOSUB 521OO
IF VECT$=”6” THEN 52260
XR=XR-l:XP=XR:YP=YR:COLOUR=~D:GOSUB 52000
XY=XY-l:XP=XY:YP=YY:COLCNJR=YELLOW:GOSUB 52000:GOT0 52210
XR=XR+l:X-XR:YP=YR:COLOUR.RED:GOSUB 52000
XY=Xy+l:xPr~:YP=YY:COLOUR=YE~W:GOSUB 52000:GOTQ 52210
IF VSCT$<>”5’{ THEN 52210
RETURN

REM - sub to move yellow point for origin of hyperbola
VECT$=INKEY$:IF VECT$=l<U THEN 52310
IF INT(VAL(VECT$)/2)<>VAL(VECT$)/2 THEN 52370
XP=XY:YP=YY:GOSUB 52100
IF VECT$=’’8’< THEN YY=YY-l:XP=XY:YP=YY:COWUR=YELLOW:GOSUB 52000:GOT0 52310

IF vEcT$=”2° THEN YY=YY+I:XP=XY:YP=YY:COLOUR=YELWW:GOSUB 52000:GOT0 52310

KP=XR:YP=YR:GOSUB 52100
[F VECT$=’’6’< THEN 5236o
KR=XR–l:XP=XR:YP=YR:COLOUR=RED:GOSUB 52000
KY=XY–l:XP=XY:YP=YY:COLQUR=YELLOW:GOSUB 52000:GOT0 5231O
KR=XR+l:XP=XR:YP=YR:COLOUR=RED:GOSUB 52000
KY=XY+l:XP=XY:YP=YY: COLOUR=YELLOW:GOSUB 52000:GOT0 52310
[F VEC3X<>”5*’ THEN 52310
3ETURN

?EM - sub to move green point for asymptote of hyperbola
{ECT$=INKEY$:IF VECT$=-W THEN 52410
[F INT(vAL(vEcT$)/2)<>vAI,(VECT$)/2 THEN 52470
<P=XG:YP=YG:GOSUB 52100
[F VECT$=’*8”< THEN YG=YG-l:XP=XG:YP=YG:COILXJR=GREEN:GOSUB 52000:GoT0 52410
[F VECT$=’’2”’THEN YG=YG+l:XP=XG:YP=YG:COLOUR=GREEN:GOSUB 52000:GoT0 52410
[F VECT$=”6” THEN 52460
<G=XG-l:XP=XG:YF–YG:COLOUR=GREEN:GOSUB 52000:G0’H3 52410
(G=XG+l:XXXG:YP.YG:COLOUR.GFU2EN:GOSUB 52000:GOT0 52410
[F VECT$<>”5W THEN 52410
ZETURN
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52530
52590

52600
52610
52620
52690
53000
53780
53785
53787
53788
53789
53790
53791
53792
53795
53796
53900

56000
56600
56610
56620
56625
5663o
56632
5664o
56650
56651
56652

52500 REK - sub tO draw hyperbola characteristics
52510 LINE(XR, YR)-(XY, YY), GREEN
52520 LINE(xY,YY)-(xG,YG),GREEN

XRE=XR:YRE=YR: XYE=XY:YYE=YY :XGE=XG:YGE=YG
RETURN .

REK - sub to erase hyperbola characteristics
LINE(XRE,YRE) -(XYE,YYE) ,0
LINE(XYE,YYE) -(XGE,YGE),O
RETURN
REK - sub to plot hyperbola calib
CLS:GOSUB 51OOO:GOSUB 50000
FOR XEN=20 TO 318
LNEN=((100-19+XEN)/100) ●LOG(10)
LNEFF=D + A*SQR(B”2+(LNEN-C) A2) *(A(0)+A(l) *LNEN+A(2) *LNENA2+A(3) *LNENA3)
YEFF=100-100*(LNEFF/LOG(lO) - ILEFMD)
IF YEFF>198 THEN 53795
IF YEFF<l THEN 53795
PsET (XEN,YEFF),RED
NEXT XEN
GOSUB 50000
RETuRN

REK - subroutine for graph paper
REM - plot initial results and continue analysis

SCREEN l:CIS
COLOR 8,0
UINEFF=l:MAXEFF=O
KAXEFF=FNEFF (100)
MINEFF=MAxEFF/30
~EFN&-(LOG(MAXEFF)+LOG(MINEFF) )./(2*LOG(lO)) :REM mid y-axis
LINE(19,0) -(319,199), l,B:REM draw axis frame
LINE(119,0)-(119,199) ,1
LINE(219,0) -(219,199),1

56654 IF LGEFMD = INT(LGEFMD) THEN YGR3.=1OO:YGR2=1OO:LINE (19,100) -(319,1OO),1:GO
TO 5666o
56655 YGR1=INT(1OO + 100*(LGEFMD-INT(bzEFMD) ) + .5)

IF GR1<199 THEN LINE(19,YGR1) -(319,YGR1 ,1
YGR2=YGR1-1OO

56656
56657
56658
56660
56662
56664
56666
56667
56668
56669
56670
56671
56672
56673
56674
56675
56676
56677
56678
56900

58000
58780
58785
58787
58788
58789
58790
58791
58792
58795
58900

60000
60005
60006
60010
60011
60020
60030
60040
60050
60060
60070
60080
60090
60100
60110
60120
60130
60140

IF YGR2>0 THEN LINE(19,YGR2)-(319,YGR2)
FOR XXGRID=19TO 219 STEP 100
FoR XGRID=l TO 10
XTIC=INT(100*LQG(XGRID)/U3G(10) + .5)
LINE(XTIC,O)-(XTIC,5) ,1
LINE(XTIC,199) -(XTIC,194), 1
NEXT XGRID
NEXT XXGRID
FOR YYGRID=YGR1+1OO TO YGR2 STEP -100
FoR YGRID=l TO 10

1

XXGRID

YTIC=YYGRID - INT(100*m(yGRID)/LOG(lO) + .5)
IF YTIC > 199 THEN 56677
IF YTIC < 0 THEN 56677
L1NE(19,m1c) -(24,YTIc),1
2,1NE(319,YT1c) -(314,YTIc), 1
NEXT YGRID
NEXTYYGRID
RETuRN

REM - sub to plot FNEFF
REO=2
FOR XEN=20 TO 318
LNEN=((100-19+XEN)/100) *LoG(10)
WEFF=LOG(FNEFF(EXP(LNEN) ))
YEFF=100-100*{LNEFF/LoG{lo) – LGEFMD)
IF YEFF>198 TtiEN 58+95
IF YEFF<l THEN 58795
PSET (XEN,YEFF),RED
NEXT XEN
RETURN

RsM temp check on eff
PRINT”.Efficiency (EFF)
PRINT
PRINT “EN”,”EFF”
PRINT”keV’4,” # “

. .

per standard energy (EN) for “;EFFCAL$

PRINTUSIN&’’####.##’’;803O3;:PRINTUSING’’###.######’’;FNEFF(88.03)
PRINTUSING”####.##w;122.06;:PRINTUSING’’###.#4####q’:FNEFF(122.06)
PRINTUSING”####.##’’;l65.85;:PRINTUSING’’###.######’’;FNEFF(l65.85)
PRINTUSING*####.##<qi279.19::PRINTUSING’’###.#4####”;FNEFF(279.19)
PRINTUSING’’####.##”;391.69::PRINTUSINGw###.##f###-;FNEFF(391-69)
PRINTUSING”###f.##w;5141;:PRINTUSING”###.#{####”:FNEFF(514!)
PRINTUSING”fi#t.##-;661.64;:PRINTUSING”###.######”;FNEFF(661.64)
PRINTUSING”####.##*;898.02::PRINTUSING-#ff.#####$”;FNEFF(898.02)
PRINTUSING*i###.##m;1173.21;:PRINTUSINGwf##.######”;FNEFF(1173.21)
PRINTUSING”#i##.##w;1332-56;:PRINTUSING”f##.######”;FNEFF(1332.56)
PRINTUSING”#f#f-##w;1836.01;:PRINTUSING”###.#f###f”;FNEFF(1836.01)
PRINT:INPUT”Readyto proceed- pressenter?lZZ
RETuRN

.
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61000 REM month days data
61010 DATA 31,28,31,30,31,30
61020 DATA 31/31,30,31,30,31

62000 REM - data for mass atten coeffs in barns/atom - convert to cm-l by
62010 REM - multiplying by 0.008297 x 5.35 gm/cm3
62020 REM Energy(keV) b/atom , etc
62030 DATA 15,11000,20,5070,30, 1680,40,746,50,400,60,243,80,115
62040 DATA 100.66.4,150,29.6,200, 20.0,300,13.5,400,11.2,500,9.87
62050 DATA 600,8.96,800,7.73
62060 DATA 1000,6.89,1500,5.60,2000, 4.92,3000,4 .24{4000,3.95,5000,3.81

8
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GRABDKR1: Program Structure Reference

Main <--- Subroutines and (filesl

l–12/DIM and COMMON

16-18/CRT #1: printer

19-38/CRT #2: intro

29/Peak initl

31/Detrs : Efficy <--- 9000-9200/Vial Data
<--- [B:DETLIBRY.LIB]

32/Detrs : Names

39/CRT #3: Info <--- 5000-5190/User background and rates

40-47/CRT #4: Energy <--- 40000-40100/E vs chn
: FWHM <--- 43000-43100/E VS FWHM*
: Detrs <--- 46000-46090/Detector selection

50-51/CRT #5: Efficy <--- 46100-46200/Driver for choices
<--- 47000-47200/Other Detector

<--- [backcmd.BKG]
<--- [detreff.DCF]

<--- 46500-46690/Manual input
<--- 46700-46760/Air filters
<--- 46800-46850/Well samples
<--- 46900-46990/Vial samples

58-63/Effi”cy: Functs <--- 60000-60140/CRT effs vs Es

64-298/CRT #6: Spect <--- [sPectrum.CHN] leader
: Analys <--- 1000-1999/parameter selection

<--- 11000-11500/Print input data

300-390/Spect : Readin <--- [spectrum.CHN] spectrum counts/chn

: Peaks < --- 2000-2900/Find peak driver

< --- 12000-12120/3-rope/CRT peak init

< --- 12400-12430/2-ch rope filter

< --- 12500-12530/4-ch rope filter

< --– 12600-12630/8-ch rope filter

< --- 12200-12290/Peak resolver

400/Chain GRABDKR2

5oo\stop
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I jVERSION GR.ABDKR1
2 DIM H1(150) .H2{150),GoEFF(5,3) ,HOEFF(5,3),AOEFF(5,3) ,BoEFF(5,3),KoEFF(5,3),A(2
o),MINxM(20) ;iicE1’iT(2ilj
3 cOMMON H1O, H20,GOEFF(),H OEFF()” ,AOEFF(),BOEFF(),KOEFF() ,A(),MINXM()
4 DIM CEOHO(5,3),CElHO(5,3) .CEoHl(5,3),CE2HO(5,3),CE1H1 (5,3),CEOH2(5,3
3),CE2H1(5,3) ,cE1H2(5,,3),CEOH3(5,3) ,GEoM$(lO)
5 COMMON CEOHO(),CEIHO(),CEOH1() ,CE2HO(),CE1H1(),CEOH2() ,CE3HO(),CE2H1
,CEOH30,GEOM$ ()
6 DIM YI.0C(20),DETNAM$(1O),BNERGY(15O) ,BRATE(150),BERR(150),DETLAB$ (10
0),MDA(250) ,ISOACT(250) ,LIBEN(250),SBRATE(150) ,SBERR(150)

. ..—

MCENT ()
,CE3HO(5,

),cE1H20

,ISOTH(25

7-COMMON YiOC(),DETNAM$(),BNERGY(j ;BPJ.TE(j,BEii20,DETLAB$ (),ISOTH(),MDA(),ISOACT
(),LIBEN(),sB~TE(),sBERR()
8 DIM RATE(150),ENERGY(150) ,ISOEN(250),ISOID$(250) ,ISO$(250),ISOGAM(250),NPc(409
6),AREA(150) ,EAREA(150),LOCH(150) ,TAIL(150),FWHM(150) ,CENT(150)
9 COMMON RATE(),ENERGY(),ISOEN() ,ISOID$(),ISO$(),ISOGAM() ,NPC(),AIWA(),EAREA(),L
OCH(),TAIL() ,FWHM(),CENT( ),FACILITY$,DETLAB$,DETN, LIBRY$
10 COMMON LTI~,RTIME,SWIME,STDATE$,~a%,NPC,COENC,ClENC,TDAYS,RUNITS,SWBAC,S
TCH,ENCH,CRES ,HCRES,EFIND ,SBRATE,RATE ,RATERR,SBERR,CENT,FWHM,TAIL, AREA,RTCN,ACTR
AT,EAREA, IP,SENSIT,COFWHM,CIFWHM,ANAME$ ,RTCN$,AUNIT$
11 COMMON GOEFF,AOEFF, BOEFF,UOEFF,KOEFF,COEFF,COEFF,ClEFF,C2EFF,C3EFF,EN,ENX
12 COMMON DOEFF,D1EFF,D2EFF,D3EFF,POEFF,P1EFF,P2EFF,P3EFF, FETHICK

16 CLS
17 INPUT’’Printer used... (1) IBM (2) TOSHIBA’’;PRUSED:PRINT:PRINT
18 INPUT”DO you need a form feed on printer first (y/n)8’;FFYE$:IF FFYE$ <> ‘*n*’
THEN LPRINT CHR$(12):REM - far away from next lprint statement

19 CLS
20 PRINT:PRINT:PRINT
21 PRINT”
22 PRINT”

23 PRINT” Overview
24 PRINT”
25 PRINT”

1.
2.

26 PRINT” 3.
RINT
27 PRINT” 4.
28 PRINT” 5.
NT

************ GRM3GAM **********,**C:PRINT:PRINT

Gamma Ray BASIC Generated At MCA/PC’’:PRINT:PRINT:PRINT

of Operationst~:PRINT
Insert diskette with data files.W:PRINT
Enter all data on following Input Frames.l’:PRINT
Assure input data correct before leaving each Input Frame.’f:P

Analysis will take about 2 min per 4000 ch spectrum.’’:PRINT
Next prompt will appear below after data libraries read.8’:PRI

29 IP=O:PEAK=O:B1=O:G=O:B2=0

31 GOSUB 9000:REM read in detector efficiency parameters for vials

32 DETNAM$(l)=’’Old Bottom Detector”:DETNAM$ (2)=’’NewBottom Detector’’:DETNAM$(3)=
~{pGTDetectort(:DETNAM$(4)=wN-side Detectorw:DETNAM$ (5)=StWellDetector”

38

39

40
41
42
43
44
45
46
47
Y“

50
51
Y’q

58

INPUT’’Pressenter for Input Frame”;PAGE$:CLS

GOSUB”5000 REM-background/sample menu

GOSUB 40000:REM - get e-nergycalibration parameters
DEF FNENC(CHAN)= COENC + CIENC*CHAN
PRINT
GOSUB 43000:REM - get FNHM calibration parameters
DEF FNFWHM(CHAN)=SQR( COFWHM + CIFWHM*CHAN )
PRINT
GOSUB 46000:REM - get efficiency parameters - part 1
PRINT:INPUTKRepeat this frame due to input errors (y/n){~;FRAMER$:IF FRAMER$.?l
THEN CLS:GOTO 40

GOSUB 461OO:FU2M - get efficiency parameters - part 2
PRINT:INPUT’’Repeat this frame due to input errors (y/n)’’;FRAMER$:IF FRAMER$=l’
THEN CLS:GOTO 50

DEF FNEFFA(EN)=GOEFF*EXP(AOEFF*SQR(BOEFFA2+UOEFF* (LOG(EN)-KOEFF)”2)*(COEFF+C1
EFF*I.OG(EN)+C2EFF*LOG(EN) ‘2+C3EFF*LOG (EN)A3)+.5*(l+sGN(EN-ENx) )*(DOEFF+DIEFF*LOG
(EN)+D2EFF*LOG(EN) A2+D3EFF*LOG(EN) ‘3)j ‘ - ‘ ‘ ‘- ‘
59 DEF FNEFFB(EN) =1+POEFF+P1EFF*LOG(EN)+P2EFF*LOG(EN) ‘2+P3EFF*LOG(EN)A3
60 DEF FNEFF(EN)=FNEFFA(EN) *FNEFFB(EN)
61 INPUT”DO you wish to see EFF vs EN data for standard energies (y/n)’’;EFFVEN$:
CLS:lF EFFVEN$ <> “y” THEN GOTO 65
62 GOSUB 60000:REM “check on efficiency data EFF vs EN
63 IF NEWEFF$=”Y” THEN CLS:GOTO 46:REM replace efficiency data case
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64 CIS
65 INPUT” (1) SPECTRUM FILE (------CHN)W;SP$:YLOC(l) =CSRLIN-l:REM pick up from i

o nputs editing routine in 1000
68 ‘SINCE BAtiICCANNOT HANDLE 4 BYTE INTEGERS, INTEGER4 DATA IS READ
69 ‘AS l-BYTE STRINGS AND CONVERTED TO REAL BY THE FOLLOWING
70 OPEN SP$ AS #1 LEN = 32 :’PICKUP HEADER RECORD

. 80 FIELD #l, 2 AS FLAG$,2 AS MCBNUM$,2 AS SEG$;2 AS PCOUNT$,4 AS RTIHE$,
4 AS LTIME$,8 AS STDATE$,4 AS STTIME$,2 AS STCHAN$,2 AS NUMCHAN$

90 GET #l
100
102
110
120
130
140
150
160
170
175
178
180
190
200
210
220
230
235
236
240
241
250
260
270
280
285
290
298

300
310
320
330
340
341
345
350
355
357
358
360
370
380
390

400

500

PRINT” THE MCB IS NUMBER’’;CVI(MCBNUM$)
PRINTg* THE MCB SEGMENT ~~;CVI(SEG$)
PRINT “ THE ACQUISITION DATE WAS’’;STDATE$
PRINT “ THE ACQUISITION TIME WAS ‘;STTIME$
Bl% = ASC(MID$ (RTIME$,l,l)) :Bl#=Bl%
B2% = ASC(MID$ (RTIME$,2,1)) :B2#=B2%
B3% = ASC(MID$ (RTIME$,3, 1)):B3#=B3%
B4% = ASC(MID$ (RTIME$,4,1)) :B4#=B4%
‘REMEMBER THE TIMES ARE IN 20 MILLISECOND TICS
RTIME = (Bl#+256*B2#+65536!*B3#+16777216#*B4#) *.02
PRINT’g THE REAL TIME WAS : “;RTIME
REM PRINT1’ THE REAL TIME WAS : “;FNCV4#(Bl%,B2%,B3%,B4%) *.02
Bl% = ASC(MID$(LTIME$, l,l)):Bl#=Bl%
B2% = ASC(MID$(LTIME$,2,1) ):B2#=B2%
B3% = ASC(MID$ (LTIME$,3,1) ):B3#=B3%
B4% = ASC(MID$ (LTIME$,4,1) ):B4#=B4%
‘REMEMBER THE TIMES ARE IN 20 MILLISECOND TICS
LTIME = (Bl#+256*B2#+65536!*B3#+16777216#*B4#) *.02
PRINT” THE LIVE TIME WAS : “;LTIME
REM PRINT” THE LIVE TIME WAS : ‘t;FNCV4#(Bl%,B2%,B3%,B4%)*.02
LTIME = (Bl#+256*B2#+65536!*B3#+16777216#*B4#) *.02
STCHAN% = CVI(STCHAN$)
NUMCHAW = CVI(NUMCHAN$)
LASTCHAN% = STCHAN% + CVI(NUMCHAN$)-1
CLOSE #1
IF CORRIN>O THEN LOCATE YLOC(0),l:GOTO 1520:REM jump back to input section
‘NOW REOPEN WITH NEWLENGTH AND GET CHANNEL COUNTS
GOSUB 1000:REM - input parameters (last section) and print inputs (all)

OPEN SP$ AS #l LEN = 4
FIELD #1, 1 AS Fl$,l AS F2$,1 AS F3$,1 AS F4~
FOR I = STCH TO ENCH
GET $1, I i-8 ‘SKIP OVER HEADER
Bl% = ASC(F1$): B2% = ASC(F2$): B3% = ASC(F3$)
Bl#=Bl%:B2#=B2%: B3#=B3%
COUNT# = Bl#+256*B2#+65536! *B3#
REM COUNT# = FNCV3#(Bl%,B2%,B3%)
NPC(I)=COUNT#
GOSUB 2000:REM - identify peaks while read spectrum above
IF YNCH$ <> “y” THEN GOTO 380
PRINTtsCHANNEL = “;I-1;TAB(20) ;~’COUNT= ‘;
PRINT USING “##########”;cxKINT#
NEXT
CLOSE #1

2HAIN “grabdkr28t

STOP

..1
. .

B-29

L



WSRC-TR-99-O0187

1000 REM SUB for problem inpUk parameters
1002 PRINT
1004 INPUT” (2) SAMPLE NAME :“;ANAME$:YLOC(2)=CSRLIN-1: IF CORRIN>O THEN LOCATE y
LOC(0),l:GOTO 1520
1006 INPUT” (3) SANPLE AGE (days):“;TDAYS:YLOC(3)=CSRLIN-1: IF CORRIN>O THEN LOCA
TE YLOC(0),l:GOTO 1520
1015 PRINT
1020 INPUT N (4) ACTIVITY UNITS (eg nCi/cc)”:AUNIT$:YLOC(4)=cSRLIN-l:IF LEN(AUNI
TS\>=8 THEN GOTO 1028—.,
1022
1024
1025
1026
1027
1028
1030
1040
CORRIN>O THEN LOCATE YLOC(0),l:GOTO 1520
1050 INPUT” [6) DENOMINATOR FACTOR (eg sample volume) ”;UDEM:YLOC(6)=CSRLIN-l:IF
CORRIN>O THEN LOCATE YIOC(0),l:GOTO 1520
1060 RUNITS=UNUM/(UDEN*.037) :REN raw rate in cps – also in line 1525
1070 PRINT
1310 PRINT”--- Peak analysis parameters below”
1330 INPUT” (7) START CHANNEL (eg 50)’’;STCH:YLOC(7)=CSRLIN-1:IF CORRIN>O THEN LO
CATE YLOC(0),l:GOTO 1520
1340 INPUT” (8) END CHANNEL (eg 3950)”;ENCH:YLOC(8)=CSRLIN-l:IF CORRIN>O THEN LO
CATE YLOC(0),l:GOTO 1520
1350 INPUT” (9) sEARCH CHANNELS PER PEAX (eg 8)”;CRES:HCRES=CRES/2:YmC(9)=CSRLI

‘ N-l:IF CORRIN>O THEN LOCATE YIOC(0),l:GOTO 1520
1360 INPUT “(10) +/- KEV FOR PEAK ID (eg 2) ’’;EFIND:YLOC<lO) =CSRLIIN-1:IF CORRIN>O
THEN IXWATE YLOC(0),l:GOTO 1520

1500 REN check inputs scheme
1510 PRINT
1520 INPUTWCorrect above inputs by number (0 for no corrections) ”;CORRIN:YLOC(0)
=CSRLIN-1
1525
1530
1540
1550
1560
1700
1800
1999

SPARES=” “:SLH=(8-LEN(AUNIT$) )/2:IsLH=INT (SLH)
IF SLH=ISLH THEN SL1=ISLH:SL2=ISLH:GOT0 1026
SL1=ISLH+1:SL2=ISLH
FOR SX=l TO SL1:AUNIT$=SPARE$+AUNIT$:NEXT SX
FOR SX=l TO SL2:AUNIT$=AUNIT$+SPARE$:NEXT SX
IF CORRIN>O THEN LOCATE YLQC(0),l:GOTO 1520
PRINT’’--- Activity in pCi converted to above units with factors below”
INPUT” (5) NUNERATOR FACTOR (eg 1.OE-06 for UCi)”;UNUM:YLOC(5)=CSRLIN-l:IF

RUNITS=UNUN/(UDEN*.037) :REN raw rate in cps - also in line 1060
IF CORRIN = O THEN GOTO 1700
IF CORRIN > 10 THEN LOCATE YLOC(0),l:GOTO 1520
IJ3CATEYLOC(CORRIN) ,1
ON CORRIN GOTO 65,1004,1006,1020,1040,1050,1330, 1340,1350,1360
INPUTt’Include screen print of each channel (y/usually n)N;YNcH$
GOSUB 11OOO:REM printout of data id for sample
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2000
2010
2020
2030
2040
2050
2060
2070
2080
2090
2100
2110
2210
2220
2230
2240
2250
2260
2300
2400
2410

REM sub to identify peaks
IF I-STCH = 23 THEN GOSUB 12000
IF I-STCH <= 23 THEN 2900:REN return
B1R8 = -NPC(I-24)+B1R8+NPC(I-20)
GR8 = -NPC(I-16)+GR8+NPC(I-8)
B2R8 = -NPC(I-4)+B2R8+NPC{I)
B1R4 = -NPC(I-18)+B1R4+NPC(I-16)
GR4 = -NPC(I-14)+GR4+NPC(I-1O)
B2R4 = -NPC(I-8)+B2R4+NPC(I-6)
B1R2 = -NPC(I-15)+B1R2+NPC(I–14)
GR2 = -NPC(I-13)+GR2+NPC(I-11)
B2R2 = -NPC(I-lO) +B2R2+NPC(I-9)
SA8=3:IF GR8+B1R8+B2R8>0 THEN SA8=3*SQR(GR8+B1R8+B2R8)
SA4=3:IF GR4+BIR4+B2R4>0 THEN SA4=3*SQR(GR4+B1R4+B2R4)
SA2=3:IF GR2+B1R2+B2R2>0 THEN SA2=3*SQR(GR2+B1R2+B2R2)
A8=GR8-B1R8-B2R8
A4=GR4-B1R4-B2R4
A2=GR2-BIR2-B2R2
IF IP<l THEN I=l:A2MAX=O:A4MAX=O:A8MAX=O:PEAK2=O:PEAK4=O:PEAK8=O
IF A2>SA2 THEN GOSUB 12400:GOT0 2900
IF PEAK2=1 THEN PRINT 1P:” M;X2PK,FNENC(XZPK) ,A2MAX.PERA2, ’~2-Dt”:~CH(IPl=

X2PK:GOSUB 12200:IP=IP+l:PEAk2=O:A2NAX=O:PEAK2T=l:GOT0 2900 ‘ “
. —,

2420 IF PEAK2T=1 AND A4>SA4 THEN 2900
2430 IF PEAK2T=1 AND A8>SA8 THEN 2900
2440 PEAK2T=0
2500 IF A4>SA4 THEN GOSUB 12500:GOT0 2900
2510 IF PEAK4=1 THEN PRINT IP;W W;X4PK,FNENC(X4PK) ,A4MAX,PERA4, N4-Ptm:L.oCH(IP)=
X4PK:GOSUB 12200:IP=IP+1:PEAK4=O:A4MAX=O:PEAK4T=1:GOT0 2900
2520 IF PEAK4T=1 AND A8>SA8 THEN 2900
2530 PEAK4T=0
2600 IF A8>SA8 THEN GOSUB 12600:GOT0 2900
2610 IF PEAK8=1 THEN PRINT IP;tt “;X8PK,FNENC(X8PK) ,A8MAX,PERA8, “8-pt’{:LOCH(IP)=
X8PK:GOSUB 12200:IF–IP+1:PEAK8=O:A8NAX=0
2900 RETURN
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5000 REn - sub for sample/background/analysis menus
5010 PRINT.’’Selecttype of analysis belowU:PRINT
5020 PRINT” (1) Results with background subtraction (usual case)”
5030 PRINTN (2) Results without background subtraction (last resort)”
5080 PRINT:INPUT*’Analysis number”;SAMBAC
5085 DET13+B$(1)=’’0LDB0TTM’’:DETIJ+B$(2)‘“NEWBo~”:DET~B$ (3)“’pGTDETOR’’:DETLAB$(4
)=WNSIDEDET’*:DETLAB$ (5)=WELLDETRW
5090 PRINT:PRINT
5100
5110
5120
5130
5140
5150
5160
5170
5175
5180
5190

9000
9005
9010
9020
9030
9040
9050
9060
9070
9080
9090
9095
9100
9200

PRINT’’Select sample type per appropriate countrate units*’:PRINT
PRINT” (1) Normal low level activities - rates in cph”
PRINT“ (2) Calibration standards - rates in cps”
PRINT“ (3) Other cases - rates in cpm’’:PRINT
INPUT’’Sample type’’;SOP
RTCN=3600:RTCN$=’’cph”
IF SOP=2 THEN RTCN=l:RTCN$=~’CPS~’
IF SOP=3 THEN RTCN=60:RTCN$=~’CPIntf
PRINT:PRINT:INPUT”Repeat this frame due to input errors (y/n)”;YE$
cLS:IF YE$<>”n” THEN 5010
RETuRN

REM sub from line 31 - read in detector data
OPEN “B:DETLIBRY.LIB” FOR INPUT AS #3
FOR 1=1 ’205
FOR J=l TO 3
INPUT #3,GoEFF(I,J),A0EFF(I,J) ,BoEFF(I,J),KoEFF(I,J) ,HoEFF(I,J)
INpuT #3,cE0H0(I,J)
INPUT #3,cElH0(I,J),cEoHI(I,J)
INPUT #3,cE2H0(I,J),cElHI(I,J) ,CEOH2(I,J)
INPm #3,cE3H0(I,J),cE2Hl(I,J) ,cElH2(I,J),cEoH3 (I,q
W3XT J
NEXT I
CLOSE #3
1=0 :J=O
RETuRN
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11000
11002
11003
11010
11020
11030
11040
11050

REM - sub from sub 1000 - sample info printout
LPRINT” ******************** u;Qf~~$; *1 ********************M
LPRINT:LPRINT :LPRINT
LPRINT” ______________ Sample Counting Information --------_----—____ (I
LPRINT
LPRINT “ Sample disk file “;SP$
LPRINT
LPRINT” MCB number “;CVI(MCBNUM$)

11060
11070
11080
11090
11100
11110
11120
11130
11140
11150
11160
11170
11180
11185
11190
11195
11200
11205
11207
11208
11210
11220
11230
11240
11250
11260
11270
11280
11285
11290
AL”
11300
11310
11320
11330
11335
11350
11355
11360
)*8
11370
11380

1 LPRINT” Segment “;CVI(SEG$)
LPRINT
LPRINT1’ start time ~4;STTI~$

LPRINT” Date “;STDATE$:BGDATE$=STDATE$
LPRINT
LPRINT “ Live time 1!.LTI.lF;W ~e~!l,
LPRINT “ Real time C{;RTIME;!{ sect’
LPRINT:LPRINT :LPRINT
LPRINT” -----–-–----–- Sample Analysis Information -----------—----—-- 1!
LPRINT
LPRINT” Start channel ‘;STCH
LPRINT” End channel ~l;ENCH

LPRINT
LPRINT
LPRINT” Peak search channels “;CRES
LPRINT
LPRINT” Isotope ID ( +/- keV ) “;EFIND
LPRINT
LPRINT” Decay corrected to *6;TDAYs;S+days earlierae
LPRINT
LPRINT” Activity units (pCi modified per factors below) 8*;AUNIT$
LPRINT” Numerator factor = “;UNUM
LPRINT” Denominator factor = ~4;UDEM
LPRINT:LPRINT
LPRINT” -------------- Detector Status Information ------------------ I{
LPRINT
LPRIN’P l(;DETN~$(DETN) ;!{with f{;DETmB$(6) ;~l.BKGand “;OTHERDET$
LPRINT:LPRINT
LPRINT:IF OPTDT6>0 THEN OPNUM=l
LPRINT’’Configuration = “;OPNUM;’’.... (1) SPECIAL (2) DIAPER (3) WELL (4) VI

LPRINT
IF OPNUM <> 4 THEN GOTO 11350
LPRINT’’Vialsize = “;VIA~;’’........ (1) Large (2) Medium (3) Small”
LPRINT’’Sampleheight (mm) = “;HMM:LPRINT
LPRINT
LPRINT’’Energy(keV) calibration: EN = “;COENC;” + “;ClENC;’’*CHAN”
LPRINT
LPRINTg’FWKM(channel) calibration: m = SQR(’f;COFWHM;’f+ “;CIFWHM;’’*CHAN

LPRINT
LPRINT’’Efficiency calibration: EFF = G*EXP(HYPERBOIi4 * POLYNOMIAL) *(l+PERT

URBATION)”
11385 LPRINT
11390 LPRINT”
F)
11395 LPRINT
11400 LPRINT”
11410 LPRINT”
11415 LPRINT
11420 LPRINT”
ues below:~t

11430 LPRINT”

11432 LPRINT”
w) cases~
11434 LPRINT”

11435 LPRINT
11440 LPRINT”

-.: alues below:lt
11450 LPRINT”.,

G = global calibration factor = “;GOEFF;” D = LN(G) = “;LOG(GOEF

HYPERBOLA = A*SQR( BA2 + (~(EN)-c)A2 ) with values below:
( A = “;AOEFF;” B = “;BOEFF;” C = ‘;KOEFF;” )“

POLYNOMIAL = CO + C1*I.N(EN) + C2*Ilf(EN)”2 + C3*LN(EN)A3 with val

( CO = ‘;COEFF;” Cl = “;CIEFF;~’C2 = ‘;C2EFF;” C3 = “;C3EFF;” )“

‘“;ENX;’”keV = crossover between low EN (above) and high EN (belo

( CO = “;TOEFF;” Cl = “:TIEFF;~fC2 = ~f;T2EFF;~C3 = 14;T3EFF;41)t~

PERTURBATION = PO + P1*LN(EN) + P2*LN(EN)A2 + P3*LN(EN)A3 with v

( PO = ‘:POEFF;” P1 = ‘(;PIEFF;~(P2 = “;P2EFF;1’P3 = ‘{;P3EFF;’()!{

11460 LPRINT:LPRINT:LPRINT
11500 RETURN

*
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.

12000
12010
12020
12030
12040
12050
12060
12070
12080
12090
12100
12110
12115
PRINT
12120

12200
12210
12220
12230
12290

12400
12410
12420
12430

12500
12510
12520
12530

12600
12610
12620
12630 1

REM subroutine from 2000 subroutine
FOR KR=O TO 3
B1R8=B1R8+NPC(STCH + m)
B2R8=B2R8+NPC(STCH + 20 +X3?)
NEXT KR
FOR KR=O TO 7:GR8=GR8+NPC(STCH+8+KR) :NEXT KR
B1R4=NPC(STCH+6 )+NPC(STCH+7 )
B2R4=NPC(STCH+16 )+NPC(STCH+17 )
FOR KR=O TO 3:GR4=GR4+NPC(STCH+1O+KR) :NEXT KR
B1R2=NPC(STCH+9 )
B2R2=NPC(STCH+14 )
GR2=NPc(sTcH+11 )+NPc(STCH+12 )
PRINT:PRINT’’peak channel KeV Area %–error Rope ‘q:

RETURN

REM- sub to test if new resolved peak found
IF ABS(~CH(IP) -LOCH(IP-1) )>.47*FNFWHM(IDCH(IP) ) THEN GOTO 12290
IXXXI(IP-l)=INT((LOCH(IP-l}+LOCH(IP) )/2):IP=IP-l
PRINT IP,LOCH(IP), ‘Above nonresolved peaks combined as onen
RETURN

REM - sub from line 2400
PEAK2=1:A4MAX=0 :A8MAX=O:PEAK4=0 :PEAK8=0
IF A2>A2MAX THEN X2PK=I-12:A2MAX=A2:PERA2=100*SA2/(3*A2)
RETURN

REM- sub from line 2500
PEAK4=I:A8NAX=0 :PEAK8=0
IF A4>A4MAX THEN X4PK=I-12:.A4MAX=A4:PERA4=100*SA4/(3*A4)
RETURN

REM - sub from line 2600
PEAK8=1
IF A8>A8MAX THEN X8PK=I-12:A8MAX=A8:PERA8=100*SA8/ (3*A8)
RETUR1’
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40000
40005
40010
40020
40030
40040
40050
40060
400-?0
40100

43000
43010
43020
43030
43040
43050
43060
43070
43080
43090
43100

46000
46005
46010
46030
46040
46045
46050
46055
46060
46062
46065
46070
46090 1

WSRC–TR–99-O0187

REN- subroutine from line 40 - energy calibrations
PRINT
PRINTmEnergy calibration - enter two peaks as below”
INPU’P LOW ENERGY (eg 661.638 keV) “;E~W
INPUT” IA3WCHANNEL (eg 1321.20) “;Cmw
INPUT “ HIGH ENERGY (eg 1332.56 keV) “;EHIGH
INPUT1’ HIGH CHANNEL (eg 2665.12) “;CHIGH
CIENC=(EHIGH-EL9W) /(CHIGH-CLOW)
COENC=ELOW-CIENC*CLOW
RETURN

REM - sub from line 43 - FWHM data
PRINT”FWHM calibration - 2 input cases “
INPUT‘{ LOW ENERGY (eg 100 keV)’’;ELOW
INF’UTt{ Low m (eg 1.5 keV)’{;FWHMLQ
INPUT” HIGH ENERGY (eg 1500 keV)”;EHIGH
INPUT” HIGH FWHN (eg 2.5 keV)”:FWHMHI
cl- = (~IA2-~MA2)/(EHIGH-ELow)
COFWHM = FWHNLO”2 - CIFWHN*ELOW
CIFWHN = CIPWHM/CIENC
Com = coF’wHN/clENc”2
RETuRN

REN – subroutine from line 46 - detector efficiencies - part 1
DETLAB$(6) =~f<normal>w:OTHERDET$=l’<normal>.DCF1’
PRINT “Efficiency calibration - select detector below”
PRINT
PRINT 1’ (1) Bottom-old”
PRINT “ (2) Bottom-new”
PRINT “ (3) pGT-top”
PRINT “ (4) N-side”
PRINT “ (5) Well”
PRINT “ (6) Other”
PRINT
lNPUTt’Detector number’’;DETN
WYxURN
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46100 REM - subroutine from line 47 - detector efficiencies - part 2
46105
46110
46115
46117
46118
46119
46120
46130
46140
46145
46150
46160
46165
46170
46180
46190
46200

46500
46505

c~:OPTDT6=0
GOEFF=l:AOEFF=l :BOEFF=l:UOEFF=O :COEFF=l:CIEFF=O :C2EFF=O:C3EFF=0
POEFF=O:PIEFF=O :P2EFF=O:P3EFF=0 :DOEFF=O:DIEFF=O :D2EFF=O:D3EFF=0 :ENX=5000
IF DETN=6 THEN GOSUB 47000
PRINT:IF 0PTDT6=1 THEN GOSUB 46500
IF 0PTDT6>0 THEN 46200
PRINT’’Efficiency calibration data for 8’;DETNAM$(DETN)
PRINT
PRINT” (1) Special samples (manual input)”

PRINT “ (2) Diaper samples (auto input)”
PRINT ‘a (3) Well samples (auto input)”
PRINTt’ (4) Vial samples (auto input)”
PRINT
INPUT’fCalibration case number’’;OPNUM:PRINT
ON OPNUM GOSUB 46500,46700,46800,46900
REN eff sub-parts 2a 2b 2C 2d
mm

REM - manual input efficiencies - part 2a of efficiency talcs/line46180
INPUTt’Type of fit - (0) None<eff=l> (1) Polynomial, (2) Hyperbola, (3) Bot
IB:PRINTh l,;PH

46510 ON PHB GOTO 46600,4652.0,46520
46515 IF PHB=O THEN AOEFF=O:GOTO 46690
46520 PRINT’’LN(EFF) = D + A*SQR(B”2+(I.N(E)-C)’A2) * (CO + Cl*LN(E) + C2*LN(E)A2 -t
c3*~(E}A3\w

46525
46530
46535
46540
46550
46560
46570
46590
46595
46600
46610
46612
=5000
46614
46620
4663.0
46640
46650
46653.
46652
46655
46660
46665
46670
46690 RETURN

iF-PH>3 THEN GOTO 46535
PRINT”ZN(EFF) = D + A*SQR(B”2+(LN(E) -C)A2) ‘i:PRINT
UOEFF=l
INPUT” D“;D&EFF:GOEFF=EXP (DAEFF)
INPUT” A“;AOEFF
INPUW Bg’;BOEFF
INPUTg’ C“;KOEFF
IF PHB=3 THEN GOTO 46620
IF PHB=2 THEN GOTO 46690
PRINTnLN(EFF) = CO + Cl*LN(E) + C2*LN(E)”2 + C3*LN(E)”3’’:PRINT
UOEFF=O
INPUT” Crossover energy (keV).....if none enter O “;ENX:IF ENX=O THEN ENX

PRINT’{ Coefficient below crossover point”
INPUT “ CO1,;COEFF

INPUT ‘f CIW;CIEFF
INPUT” (-2W;c2EFF

INPUT “ C3”;C3EFF:IF PHB=3 THEN GOTO 46690
IF ENX = 5000 THEN GOTO 46690
PRINT “ Coefficients above crossover point$’
INPUT “ COct;TOEFF:DOEFF=TOEFF-COEFF
INPUTN C1”;TIEFF:DIEFF=TIEFF-CIEFF
INPUT” C2”;T2EFF:D2EFF=T2EFF-C2EFF
INPUT“ C3”;T3EFF:D3EFF=T3EFF-C3EFF

I ,,:
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46700 REM - diaper coefficients effs - part 2b of efficiency calib/line46180
46710 IF DETN=l THEN COEFF=-32.9Ol9:ClEFF=l5.5286:c2EFF=-2.63l2l:C3EFF=.l37454

.
46720
46730
46740
46750
46760

46800
46810
46820
46830
46850

46900
46910
46911
46912
46913
46920
46930
46940
IAIX)
46950

IF DETN=2 THEN COEFF=-33.7619:C1EFF=15.949:C2EFF=-2. 69313:C3EFF=.141663
IF DETN=3 THEN cOEFF=-44.2381:C1EFF=21.0238:C2EFF=-3. 50398:C3EFF=. 183542
IF DETN=4 THEN PRINT’’not available - make anokher choice”
IF DETN=5 THEN COEFF=-30.373:C1EFF=14 .4228:C2EFF=-2-4183 :C3EFF=.125452
RETuRN

REM - well coefficients effs - part 2C of efficiency calib/line46180
IF DETN<>5 THEN PRINT “NOT APPLICABLE - MAKE ANOTHER CHOICE”
UOEFF=l:AOEFF=-. 921*SQR(1. 6952) :BOEFF=SQR(l.21/l.6952) :KOEFF=LOG(60)
GOEFF=EXP(.921*.9)
RETuRN

REM - vial coefficients effs - part 2d of efficiency calib/line46180
PRINT’’Vial sizesU:PRINT
PRINT” (1) Large”
PRINT” (2) Medium”
PRINT “ (3) Small” :PRINT
lNPUT’’Vial size numberw;VIALN:PRINT
INPUT’’Vial sample height (mm) ‘;HMM:H=HMM/10
UOEFF=l:AOEFF=AOEFF (DETN,VIALN) :BOEFF=BOEFF (DETN,VIALN) :KOEFF=KOEFF (DETN,V

POEFF=CEOHO(DETN,VIALN) +CEOH1(DETN, VIALN)*H+CEOH2 (DETN,VIALN)*HA2+CEOH3(DE
TN,VIALN)*H”3
46955 PIEFF=CEIHO(DETN,VIALN)+CEIH1(DETN,VIALN) *H+CE1H2(DETN,VIALN) *HA2
46960 P2EFF=CE2H0 (DETN,VIALN)+CE2H1(DETN,VIALN) *H
46965 P3EFF=CE3HO(DETN,VIA~)
46970 GOEFF=GOEFF(DETN,VIALN)/(H+HOEFF(DETN,VIALN) )“2
46975 DAEFF=LOG(GOEFF)
46990 RETURN
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47OOO REM- sub for detector #6 (other detector)
47001
47002
47003
47004
47005
47006

ON ERROR GOTO 47120 “ -
CIS
INPUT’’Descriptive name of detector’’;DETNAM$(6):PRINT:PRINT
IF SAMBAC <> 1 THEN 47015
ISAVE=O:XNPUT’’Background file (-----–--.BKG) ”;DETLAB$ (6):PRINT:PRINT
FOR 1=1 TO LEN(DETLAB$(6))

47007
47008
47009
47010
47011
47015
47020
47030
47040
47050
47060
47070
47080
47090
47100
47110
47120

IF MID$(DETIAB$ (6),I,lj=N: “ THEN ISAVE=I-1
NEXT I
IF ISAVE>O THEN DETLAB$ (6)=LEFT$(DETLAB$ (6),ISAVE)
OPEN DETIM3$(6)+”.BKG” FOR INPUT AS #3
CD3SE #3
PRINT’gDetector efficiency options’’:PRINT
PRINT’( (1) Manual input (includes eff=l case )
PRINT” (2) File input’(:PRINT
INPUT’’Option” ;OPTDT6
IF 0PTDT6z>2 THEN 47200
PRINT:PRINT
INPUT’’Detector calibration file (--------.DCF) ”;OTHERDET$
OPEN OTHERDET$ FOR INPUT AS #3
INPuT #3,G0EFF,A0EFF,B0EFF,u0EFF,KOEFF,COEFF,ClEFF,C2EFF,c3EFF
INpuT #3,ENX,D0EFF,DlEFF,D2EFF,D3EFF,p0EFF,plEFF,P2EFF,p3EFF
CLOSE #3
IF ERR=53 THEN PRINT:INPUT’’Above file not found. Press return for retl_y”;Z

Z:CLS:RESUME 47000
47200 RETURN

60000 REM temp check on eff
60005 PRiNT’’Efficiency (EFF) per standard energy (EN) for ‘l;DETNAM$(DETN)
60006 PRINT
60010 PRINT ‘ENW,NEFF”
60011 PRINT’’keVt4,W # “
60020 PRINT USINGW####. ##M:88.03 ;:PRINT USING’’###.######’’;FNEFF(80313l
60030
60040
60050
60060
60070
60080
60090
60100
60110
60120
60130
60140

PRINT usING’’####.##”:l22.o6: :PRINT USINGi###~######i’;FNEFF(122.. 66)
PRINT USING”####.##’’ :l65.85 ::PRINT USINGW###. ######’’;FNEFF(165.85)
PRINT USING”####.##’’;279.l9; :PRINT USING”###.######’’;FNEFF(279.l9)
PRINT USING’’####. ##’’;3969:9: :PRINT USING’’###.######”;FNEFF(39l. 69)
PRINT USING’’####. ##’’:514!;:PRINT USING”###.######”;FNEFF(514! )
PRINT USING’’####. ##’’;6664;4; :PRINT USING”###.######”;FNEFF(661.64)
PRINT USING*’####.##n;898.02; :PRINT usING”###.######’’:FNEFF(898.o2)
PRINT USING’’####.##’’;ll721;:PRINTNT USING”###.######’’;FNEFF(ll73.2l)
PRINT USING’’####.##’’;l3356;6; :PRINT USING’’###. ######”;FNEFF(l332.56)
PRINT USING’’####.##”;l836.Ol; :PRINT USING”###. ######”:FNEFF(1836. ol)
INPUTt’Need to re-enter new efficieny case (y/n)”;NEWEFF$
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Reference

Main <-–- Subroutines and [filesl

l–12/DIM and COMMON

30/Gammas: ISOIDS <––– 8000-8100/File read driver
<--- [B:ISOLIBRY.LIB]

41–60/Functs: GRABDKR1

391-397/Header: Multiples

398-400/Peaks :Analys <--- 4000-4900/peak analyses
Isotopes <--- 14500–15900/Multiplet option

<--- 16000-16200/Variable bkgs
<--– 16500–16700/Bis LS fit

<--- 16800-16899\Find A so F=l
<-–- 14200-14250/1S0 ID/Calcs

<--– 14000-14130/Singlet cent & FWHM
<--- 14200–14250/Singlet ID/ISO Calcs

410-412/Debug : test

413/F-MDAs: print #

450/MDAs : Analys <--- 3000-3400/merge peaks & selected MDAs

< --- 13000–13100/E to CHAN talc

< --- 13300-13490/Selected MDAs talcs

460/Bkgnd : Option <--– 5200-5400/User file read driver
<--- [backqnd.BKG]

461-467/Peaks : Header

475-485/Peaks : Print <--– 3500-3690/Print peak table data
<--- 3900-3990/Notations for “+”

<--- 3800-3830/REM tests

490–495/Supplementary <--- 6000-6500/File write driver
analysis <--- [B:DATACALB.DAT]

<--- [B:DATASPEC.DAT]
<--- [B:DATAISOS.DAT]
<--- [B:DATAPEAK.DAT]
<--- [B:DATAMISC.DAT]

5oo/stop
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1 ‘VERSION GRABDKR2.BAB 3/12/99 fix
2 DIM H1(150],H2(150),GOEFF(5, 3),HOEFF(5,3),AoEFF(5, 3),B0EFF(5,3),KoEFF(5,3) ,A(2
0),MINxM(20) ,McENT(20)
3 COMMON H1O, H20,GOEFF(),H OEFF()” ,AOEFF(),BOEFF(),KOEFF() ,A(),MINX2f(),MCENT()
4 DIM CEOHO(5,3),C!E1HO(5,3),CEOH1(5,3),CE2HO(5,3) ,CE1H1(5,3),CEOH2(5,3) ,CE3HO(5,
3),CE2H1(5,3),CE1H2 (5,3),CEOH3(5,3),GEOM$(1O)
5 COMMON CEOHO(),CEIHO (),CEOH1() ,CE2HO(),CE1H1(),CEOH2 (),CE3HO(),CE2H1(),CEI.H2()
,CEOH30,GEOM$ ()
6 DIM YLCW(20),DETNAM$(1O) ,BNERGY(150), BP.ATE(150),BERR(150) .DETLAB$(lo)jISOTH(25
0),MDA(250),ISOACT(250) ,LIBEN{250),SBRATE(150) ,SBERR(150)
7 COMMON YLOC(),DETNAM$(),BNERGY() ,BRATE(),BERR(),DETLAB$ ().ISoTH(),MDA(), ISOACT
(),LIBEN(),SBRATE(),SBERR()
8 DIM RATE(150),ENERGY(150) ,IsoEN(250),ISOID$(250) ,ISo$(250), ISOGAM(250) ,NPC(409
6),AREA(150) ,EAREA(150),LOCH(150) ,TAIL(150),FWHM(150) ,CENT(150)
9 cOMNON RATE(),ENERGY(),ISOEN() ,ISOID$(),ISo$(),ISOGAM() ,Npco,AREA(),EAREA(),L
OCH(),TAIL() ,FWHM(),CENT (),FACILITY$ ,DETLAB$,DETN,LIBRY$
10 COMMON LTIME,RTI~,S~I~,STDATE$,~CH%,NPC,COENC,clENC,TDAYS,RmITS,SmBAC,S
TCH,ENCH,CRES ,HCRES,EFIND ,SBRATE,IiATE,RATERR,SBERR ,CENT,FWHM,TAIL,AREA,RTcN, ACTR
AT,EAREA,IP,SENSIT,COFWHM,ClFWHM,ANANE$,RTCN$,AUNIT$
11 COMMON GOEFF,AOEFF,BOEFF,UOEFF,KOEFF,COEFF,COEFF,ClEFF,C2EFF,C3EFF,EN,ENX
12 COMMON DOEFF,DIEFF, D2EFF,D3EFF,POEFF,P1EFF,P2EFF,P3EFF, FETHICK

30 GOSUB 8000:REM read in isotope data

41 DEF FNENC(CHAN)= COENC + CIENC*CHAN
44 DEF FNFNHM(CHAN)=SQR( COFWHM + CIFWHM*CHAN )
58 DEF FNEFFA(EN)=GoEFF*Exp(AoEFF*sQRfBoEFP”2+uoEFF*(LUG(EN)-KOEFF)A2)*(COEFF+C1
EFF*LOG(EN)+c2EFF*u3G(EN) “2+c3EFF*LoG (EN)A3)+.5*(l+sGN(EN-ENx) )*(DOEFF+DIEFF*LOG
(EN)+D2EFF*LOG (EN)A2+D3EFF*LOG(EN) ‘3))
59 DEF FNEFFB(EN)=l+POEFF+PIEFF*LOG(EN)-I-P2EFF*LOG(EN)‘2+P3EFF*LOG(EN)A3
60 DEF FNEFF(EN)=FNEFFA(EN) *FNEFFB(EN)

391 LPRINT:REM 2/4/99 earlier lines 391-397 now 461-467 to allow below
392 LPRINT” ******************** W;ANAME$;W **************** ****81
393 LPRINT:LPRINT”:LPRINTt’ -------------- Multiplet Peak Details —-———-——_______
-------n
394 LPRINT:LPRINT
395 LPRINT” Peak ----- Channel ----- Area +/- Error Energy Isotopel~
396 LPRINT” # mini max min2 counts +/- counts keV Z-A”
397 LPRINT

398 IP=IP-l:REM correct rope search number of peaks
400 GOSUB 4000:REN - peak areas and isotope talcs

410 FOR XP=NMDA+l TO KPiQ+X
411 REM IF ABS(ENERGY(XP) -250) < 50 THEN PRINT’’Line 411 Xp/energy/area’’;XPrENERG
Y(XP),AREA(XP):REM debug exploration 12/98
412

413

450

455

460

461
462
463
----

NEXT XP

PRINT:PRINT’fMDAs Flagged in Isotope Library = NMDA =“;NMDA

GOSUB 3000:REM - merge identified

REM PRINT’’line 455 peak 25 area =

IF SAMBAC=l THEN GOSUB 5200:REM -

LPRINT

peaks and MDA cases

W:ARF,A(25):REM debug exploration 12/98

input background data

LPRINT n ******************** ‘;ANAME$;U **************** ****S*
LPRINT:LPRINT :LPRINT” -------------- Detailed Sample Analysis --——----—---—
--- n

464 LPRINT:LPRINT
465 LPRINT “Peak Channel Energy FWHM Tail Counts Rate Bkgnd Isotope
vity Errort’

Acti

466 LPRINT “ # # keV keV # # ‘;RTCN$; n
Z-A

“;RTCN$;U
W;AUNIT$;W N-stats”:

467 LPRINT

475 GOSUB 3500:REM - output first results table

480 LPRINT “Key: spect spect spect spect spect spect file 1ib to–
left to-left”;
485
/-

490
495

500

LPRINT “ - 1ib talc - +/- +/- +/- +
-w

PRINT:INPUT”Desire Supplementary Analyses (y/n)H;YE$
IF YE$=”y” THEN GOSUB 6000:REM - make files for supplementary analyses

STQP
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3000 REM - sub to merge identified peaks and mda cases
3010 JOS=O:MP=O
3020 FOR XP=NMDA+l TO KPMAX
3030 MP=MP+l
3040 JOS=JOS+l:ENERGY=ISOEN(JOS) :GOSUB 13000:REM - talc channel from energy
3045 IF CHAN<STCH + 2*HCRES THEN GOTO 3040: REM - no isotopes below start than
3050 IF ENERGY(XP) -ISOEN(JOS)>EFIND AND MDA(JOS)=O THEN GOTO 3040
3060 IF ENERGY(XP) -ISOEN(JOS)>EFIND AND MDA(JOS)=l THEN GOSUB 13300
3065 IF ENERGY(XP) -ISOEN(JOS)>EFIND AND MDA(JOS)=l THEN GOTO 3030
3070 AREA(MP)=AREA(XP) :EAREA(MP)=EAREA(XP) :FWHM(MP)=FWHM(XP) :TAIL(MP)=TAIL(XP)
3080 CENT(MP)=CENT(XP) :RATE(MP)=RATE(XP) :ENERGY(MP)=ENERGY(XP) :LIBEN(MP)=LIBEN(X
P):H1(MP)=H1 (XP):H2(MP)=H2 (XP)
3085 ISOID$(MP)=ISOID$(XP) :ISOACT(MP)=ISOACT(XP)
3090 IF ABS(ENERGY(XP) -ISOEN(JOS) )<EFIND AND MDA(JOS) =1 THEN GOTO 3200
3100 JOS=JOS-1
3200 IF XP<KPMAX THEN GOTO 3300
3210 MP=MP+l
3220 JOS=JOS+l
3230 IF ISO$(JOS)=’tlimit N THEN MP=MP-l:GOTO 3300
3240 IF 14DA(JOS)=0 THEN GOTO 3220
3250 ENERGY=ISOEN(JOS) :GOSUB 13000:REM energy to channel conv
3260 IF CHAN=>ENCH-4*FNFWHM(CHAN) THEN M3?=MP-l:GOTO 3300
3270 GOSUB 13300:REM - sub to calculate undetected MDA peak parameters
3280 GOTO 3210
3300 NEXT XP
3350 MPMAX=MP
3400 RETuRN
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3500 REM - subroutine to print first table
3510 FOR K&=l TO MPMAX
3511 PEKMDA=l:IF AREA(KP)=O THEN AREA(KP)=l
3512 RATERR=EAREA(KP)/LTIME:ACTRAT=ISOACT(KP) *LTIME/AREA(KP)
3513 IRATE=RATE(KP) -SBRATE(Kp) :IRATER=sQR(RATERR”2 + sBERR(Kp)A2)
3514 IF IRATE < 3*IRATER THEN PEKW3A=2
3520 LPRINT USING “###’’;KP;:LPRINT USING “#######.#’’;CENT(KP);
353o LPRINT USING “#####.#”;ENERGY(KP) ;:LPRINT USING “##.##’’;FWHM(KP);:LPRINT us
rNG “###.##’’;TAIL(KP);
3540 LPRINT USING ‘l########’C;AREA(KP);:LPRINT USING “#####.#’’:RTCN*RATE(KP);:LPR
INT USING “#####.#’’;RTCN*SBRATE(KP);
3542 LPRINTli ~t;ISOID$(KP);“ “;
3543 ON PEKMDA GOTO 3550,3544
3544 LpRINT” <“;:LPRINT USING “#.##AAAA-~;3*IRATER*A~RAT;
3546 LPRINT’’3’’;:LPRINT CHR$(229) ;:VSIG=IRATE/IRATER:IF VSIG<O THEN VSIG=O
3547 LPRINT USING’’/#.;VSIG;:LPRINTINTCHR$(229);
3548 GOTO 3580
3550 LPRINTW “;:LPRINT USING “##.##AAAA’’;IRATE*ACTRAT;
3560 LPRINT USING’~####.#t~;lOO*IRATER/IRATE;:LPRINTM %~l;
3580 LPRINT TAB(12);:LPRINT USING’’#####.#’’;LIBEN(KP);:LPRINT USING’’##.##’’;FNFWHN
(CENT(KP))*CIENC;
3590 LPRINT ‘1 11.,
3592 PMX=EAREA(KP) :SPCS=8:DECI=1:GOSUB 3900
3594 PMX=RTCN*RATERR:SPCS=7:DECI=1O:GOSUB 3900
3596 PMX=RTCN*SBERR(KP) :SPCS=7:DECI=1O:GOSUB 3900
3600 LPRINT@ 11.
3610 ON PEKMDA GOTO 36;0,3620

.

3620 REM Less than calculation REMed out for MDA (line 3630)
3622 REM LPRINT~i <“;:LPRINT USING “#.##AAAA-cl;AcTRAT*(YRATE+l.65*IRATER);
3625 REM LPRINT’%i-l.65’g;:LPRINT CHR$(229);:GOT0 3670
3630 BKTOT = ((IRATER*LTIME)’2-IRATE*LTIME)/2:IF BKTOT<=O THEN BKTOT=l
3632 MDACX = ACTRAT*(2.71+4 .65*SQR(BIWOT) )/LTIME
3634 LPRINTct <!’;:LPRINT USING *~#. ##AAAA-8s;liDAcX;

3636 LPRINTmMDA=c+b”; :GOTO 3670
3640 VALEXP = INT(LOG(IRATE*ACTRAT)/LOG(lO) )
3645 LPRINT’~ ~’;
3650 PMX=IRATER*ACTRAT/lOAVALEXP:SPCS=5:DECI=lOO:GOSUB 3900
3660 I-PRINT
3670 LPRINT
3680 NEXT KP
3690 RETURN
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3800 REM INPUT’’pmx’s;PMX
3810 REM INPUT’;deci’”;DECI
3820 REM INPUT’’SPCS’’;SPCS
3830 REM INPUT’’prused’’ ;PRusED

.

.

39OO REM - subroutine to put in proper +/- notations
3901 PMY=INT(DECI*PMX + .5):PPMY$=STR$(PMY)
3902 DECPIFINT(LOG(DECI)/IOG(lO)+.5) :PMY=PMY/DECI:PMY$=t’lt
3903 IF LEN(PPMY$)<DECPL+l THEN PPMY$=W O“+RIGHT$(PPMY$,LEN(PPMY$) -l):GOTO 39o3
3904 FOR PPP=l TO LEN(PPMY$)
3905 PMY$=PMY$+MID$ (PPMY$,PPP,1)
3906 IF PP%LEN(PPMY$) -DECPL THEN IF PPP<LEN(PPMY$) THEN PMY$=PMY$+”.”
3907 NEXT PPP
3913 IF DECPL=O THEN GOTO 3920
3914 IF PMY < 1 THEN PMY$ = “ O“+RIGHT$(PMY$,LEN(PMY$) -1)
3916 REM IF PMY = INT(PMY) THEN PlfY$=PMY$+’”.‘:FOR DS=l TO DECPL:PNY$=PMY$+lVOC1:NE
XT DS:GOTO 3920
3917 REM IF LEFT$(RIGHT$ (PMY$,DECPL+l) ,1) = “.” THEN GOTO 3920
3918 REM PMY$=PMY$+WO’*:GOTO 3917
3920 IF SPCS-LEN(PMY$)<l THEN 3922
3921 LPRINT STRING$ (SPCS-LEN(PMY$) ,“ “);
3922 ON PRUSED GOTO 3925,3930
3925 LPRINT CHR$(241);:GOT0 3940
3930 LPRINT ‘_~~;:LPRINT CHR$(8) ;:LPRINT ~+t’;
3940 LPRINT RIGHT$(PMY$,LXN(PMY$) -1);
3990 mm
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4000 REM examine detected peaks in detail
4001 KP=NMDA:ISO=l
4002 FOR JP=l TO 1P
4003 IF ABS(LOCH(Jp+l) -LOeH(JP) )<3.5*FNFwHT4(Li3cH(JP) ) THEN GosuB 14500:GoT0 4500

4012 B1=O:B2=O:HCRES = INT(FNFWHM(LOCH(JP)) + .5):IF HCRES < 3 THEN HCRES=3
4014 MAX3=0
4015 FOR L=LOCH(JP)-2*HCRES TO LOCH(JP)+2*HCRES
4016 SUM3=NPC(L-l)+NPC(L)+NPC(L+l)
4017 IF SUM3>MAX3 THEN MAX3=SUN3:NAXkL
4018 NEXT L
4020 FOR L=l TO HCRES
4030 B1=B1+NPC(LOCH(JP) -L)
4040 B2=B2+NPC(LOCH(JP)+L)
4050 NEXT L
4060 L1=LOCH(JP) -HCRES:L2=LOCH(JP)+HCRES
4070 H1=IA3CH(JP)-1:H2=LOCH(JP)+1
4080 REM - find constant bl background region
4090 NL1=NPC(L1-l) :NH1=NPC(H1)
4100 Bl=NLl+B1-NHl:BIAVE=Bl/HCRES
4110 IF (NH1-BlAVE)>2*SQR(NHl+BlAVE/HCRES) THEN L1=L1-l:H1=H1-l:GOTO 4090
4120 REM - find constant b2 background region
4130 NL2=NPC(L2+1) :NH2=NPC(H2)
4140 B2=NL2+B2-NH2:B2AvE=B2/HcREs
4150 IF (NH2-B2AVE)>2*SQR(NH2+B2AVE/HCRES) THEN L2=L2+1:H2=H2+1:GoTo 4130
4155 IF H2-H1+l < 2*HCRES THEN H1=MAXL-HCRES-1:H2=MAXL+HCRES
4160 IF (H2-Hl+l)/2<>INT((H2-Hl+l)/2) THEN H1=H1-1
4170 Ll=H1-(H2-Hl+l)/2:L2=H2+(H2-Hl+l)/2
4175 BI=O:G=O:B2=0
4180 FOR L=L1 TO Hi-l
4190 B1=B1+NPC(L)
4200 NEXT L
4210 FOR L=H1 TO H2
4220 G=G+NPC(L)
4230 NEXT L
4240 FOR L=H2+1 TO L2
4250 B2=B2+NPC(L)
4260 NEXT L
4270 IF (G-B1-B2) < 3*SQR(G+B1+B2) THEN GOTO 4500
4275 IF MAXL=MAXLP THEN GOTO 4500
4280 KP=KP+l
4285 MAXLP=MAXL
4300 AREA(KP)=G-B1-B2 :EAREA(KP)=SQR(G+B1+B2)
4310 A=AREA(KP)
4320 GOSUB 14000:REFf centroid and fwhm
4330 FWHM(KP)=FWHM:TAIL(KP)-+?AIL:CENT(KP)=CENT:Hl(KP)=Hl:H2 (KP)=H2
434o FNHM(KP)=FWHM(KP) *CIENC :REM final fix for res in kev ***************
4350 RATE(KP) = AREA(KP)/LTIME
4360 ENERGY(KP)=FNENC(CENT(KP) )
4370 GOSUB 14200:REM isotope ident and talcs
4380 IF ABS(ENERGy(KP) -ISOEN(ISO+l) )<EFIND THEN ISO=ISO+l:GOTO 4280
4500 NEXT JP
4550 KPNAX=KP
4900 RETURN
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5200 REM - sub for background input
5210 DETFILE$=DETLAB$ (DETN)+“.BKG”
5220 OPEN DETFILE$ FOR INPUT AS #2
5230 CBACK=l
5240 IF EOF(2) THEN GOTO 5270
5250 INPUT #2,BNERGy(CBACK),BRATE(CBACK) ,BERR(cBAcK)
5260 CBACK=CBACK+l:GOTO 5240
5270 CLOSE #2
5300 REM - merge background and sample data
5310 BADDER=I
5320 FOR KP=l TO KPMAX
5325 SBRATE(KP)=O:SBERR(KP)=O
5330 IF BADDER = CBACK THEN KP=KPMAX:GOTO 5390:REM cback = 1 + act cases
5340 IF AREA(KP)<3*EAREA(KP) THEN GOTO 5390: REM MDA with no peak
5350 IF ENERGY(KP) -BNERGY(BADDER)>EFIND AND BADDER < CBACK-1 THEN BADDER=BADDER+
l:GOTO 5350:REM fixup 12/30/98 per mid spec run
5360 IF ABS(BNERGY(BADDER) -ENERGY(KP) )>EFIND THEN GOTO 5390
5370 SBRATE(KP)=BRATE(BADDER) :SBERR(KP)=BERR(BADDER)
5380 BADDER=BADDER+l \
5390 NEXT KP
5400 RETURN
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6000 REH- subroutine for supplementary analyses
6010 CLS

6020 PRINT’’Supplementary Analyses - as applicable tO CUrrent SpeCtrUm’’:PRINT
6030 PRINT” (1) Background file development {GRABBACK)”
6040 PRINT4t (2) Detector efficiency calibration (GRABCALB)”
6050 PRINT” (3) Peak/spectrum diagnostics (GRABDIAG)”
6060 PRINT” (4) Peak/multiplet plot analysis (GRABPLOT)”
6070 PRINT~t (5) Analyses per isotopes (GRABISOS)”:PRINT
6080 PRINT’’Data files are now being transferred to RAM disk (b:) for analyses”
6090 PRINT:PRINT’When data transfer is completed, type selected analysis (e.g. G
RABBACK) after’’:PRINT’’promptpt( C> ) and press enter?’
6100 OPEN “B:DATACALB.DATW FOR OUTPUT AS #3
6110 WRITE #3,COENC,ClENCfCO-rClm,GOEFF,AOEFF,BOEFF,UOEFF,KoEFF,COEFF,ClEF
F,C2EFF,C3EFF,ENX,DOEFF,DIEFF, D2EFF,D3EFF, POEFF,PIEFF, P2EFF,P3EFF
6160 CLOSE #3
6170 OPEN “B:L3ATASPEC.DAT” FOR OUTPUT AS #3
6180 FOR I=STCH TO ENCH
6190 WRITE #3, NPC(I)
6200 NEXT I
6210 CLOSE #3
6220 OPEN “B:DATAISOS.DAT” FOR OUTPUT AS #3
6230 L–O
6240 P–L+l
6250 WRITE #3, ISO$(L) ,ISOTH(L) ,ISOEN(L) ,ISOGAM
6260 IF ISO$(L)=’’limit H THEN 6280
6270 GOTO 6240
6280 CLOSE #3
6290 OPEN “B:DATAPEAK.DAT” FOR OUTPUT AS #3
6300 FOR KP=l TO MPMAX

L),MDA(L)

6310 RATERR=EAREA(KP)/LTIME:ACTRAT=ISOACT(KP) *LTIME/AREA(KP)
6330 WRITE #3,CENT(Kp),ENERGy(KP),-(KP) ,TAIL(KP),AREA(Kp),RATE(KP) ,SBRATE(KP)
,ISOID$(K2),ACTRAT, LIBEN(KP),RATERR, SBERR(KP),H1 (KP),H2(KP)
6350 NEXT KP
6360 CLOSE #3
6370 OPEN “B:DATAMISC.DAT” FOR OUTPUT AS #3
6380 wrmm #3,LTIm,sTCH,ENcH,AWIT$,m,uDEM,TDAy5,DETN,DETNM$(DETN) ,DETUB$(
DETN),BGDATE$
6390 CLOSE #3
6400 PRINT:PRINT’’Data transfer complete - Proceed”
6500 RETURN
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8000
8005
8007
8010
8020
8025
8027
8030
8040
8050
8100

13000
13010
13020
13030
13040
13050
13055
13060
13100

13300
13310
13320
13330
13340
13350
13360
13370
13380
13390
13400
13410
13420
13430
13440
13450
13460
13470
13480

REM – sub to read in isotope library data – lines 20000–23000
NliDA=O
OPEN “B:ISOLIBRY.LIB” FOR INPUT AS #3
FOR 1S0=1 TO 250
INPUT #3,1SO$ (ISO),ISOTH(ISO) ,ISOEN(ISO),ISOGAM(ISO) ,MDA(ISO)
LSOGAM(ISO)=ISOGAM(ISO)/100
[F MDA(ISO)=l THEN NMDA=NMDA+l
[F 1S0$(1S0) = “limit “ THEN 1S0=250
~EXT ISO
2LOSE #3
U3TURN

REM sub from sub 3000 - talc channel from energy
AOEN = FNENC(0)
AIEN = FNENC(l)-FNENC(0)
CHANO = (ENERGY-AOEN)/AIEN
CHAN = CHANO + (ENERGY-FNENC(CHANO))/AIEN
IF ABS(ENERGY-FNENC(CHAN) )>.1 THEN CHANO=CHAN:GOTO
RCHAN=CHAN
CHAN=INT(CHAN+ .5)
RETuRN

13040

REM-subroutine for MDA cases where no peaks found - from sub 3000
H1=CHAN-INT(FNFNHM (CHAN))-1
H2=CHAN+INT(FNFWHM (cHAN))
Ll=H1-(H2-Hl+l)/2 :L2=H2+(H2-H1+l)/2
B1=O:G=O:B2=0
FOR L=L1 TO HI-1
B1=B1+NPC(L)
NEXT L
FOR L=H1 TO H2
G=G+NPC(L)
NEXT L
FOR L=H2+1 TO L2
B2=B2+NPC(L)
NEXT L
AREA(MP)=G-B1-B2 :EAREA(MP)=SQR(G+B1+B2 ):H1(MP)=H1:H2 (MP)=H2
ENERGY(MP)=ENERGY :TAIL(MP)=-1 :ISOID$(MP)=ISO$ (JOS):LIBEN(MP)=ISOEN(JOS)
RATE(MP)=AR13A(MP)/LTIME:IF AREA(MP)=O THEN AREA(MP)=.1
CENT(MP)=RCHAN: FNHM(MP)=(H2-H1+l) *CIENC
ISOACT(MP)= (AREA(MP)/LTIME) *(2”(TDAYS/ISOTH (JOS)))*RUNITS/ (ISOGAM(JOS)*FNE

FF(ISOEN(JOS)))
13490 RETuRN
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14000 REM subroutine from subroutine 4000 - centroid and fwhm for peaks found
14010 Bcl=B1/(Hl-Ll):Bc2=B2/(L2-H2)
14020 FI=O:GL=O:G-O:DBCFI=O:FLAGA=O:FLAGB=O:FLAGC=O
14030 FOR LL=H1 TO H2
14035 L=L+l
14040 GL=GL+NPC(LL)
14050 FL=(GL-L*Bcl+DBcFI)/(A-(Bcl-Bc2)/2)
14060 IF FD=.16 AND FI<=.16 THEN SIGA=LL-(1/(FL-FI))*(FL-. 16):FLAGA=1
14070 IF FIi=-=.5AND FI<=.5 THEN CENT=LL-(1/(FL-FI))*(FL-.5) :FLAGC=l
14080 IF FL>=.84 AND FI<=.84 THEN SIGB=LL-(1/(FL-FI))*(FL-.84) :FLAGB=l
14090 FI=FL:DBCFI=DBCFI+(BC1-BC2) *FI
14100 NEXT LL
14110 FWHM=(2.355/2)*(SIGB-SIGA)
14115 IF SIGB-SIGA=O THEN TAIL =-4:GOT0 14125
14116 IF SIGB-CENT=O THEN TAIL =-5:GOT0 14125
14120 TAIL=(CENT-SIGA)/(SIGB-CENT)
14125 IF FIAO THEN FWHM= H2-Hl+l:TAIL=-2:CENT=(Hl+H2)/2
14127 IF FLAGA*FLAGB*FLAGC=O THEN FWHM=H2-Hl+l:TAII.y-3:CENT=(Hl+H2)/2
14130 mm

14200 REM subroutine from sub 4000 - isotope id and talcs
14210 IF(ENERGY(KP) -ISOEN(ISO) )>EFIND THEN ISO=ISO+l:GOTO 14210
14220 IF ABS(ENERGY(KP) -ISOEN(ISO) )>EFIND THEN ISOID$(KP)=’’No-Lib’’:ISOACT(KP) =
RATE(KP)*RUNITS/FNEFF(ENERGY(KP) ):GOTO 14250
14230 ISOID$(KP)=ISO$ (ISO):LIBEN(KP)=ISOEN(ISO) :MDA(ISO)=O
14235 REM** case for two or more acceptable ids of peak - fixup in line 4380
14240 ISOACT(KP)=RATE(KP)*(2A(TDAYS/ISOTH(ISO) ))*RUNITS/(ISOGAM(ISO) *FNEFF(ISOEN
(1s0)))
14250 RETURN
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14500 REM sub for multiples – from line 4003
14510 NMULT=2:KP=KP+1
14514 REM
14515 REM - find all peaks of multiplet
14520 IF ABS(LOCH(JP+NMULT) -LOCH(JP+NMULT-1) )<3*FNFWHM(LOCH(JP+NMULT-1) ) THEN NM
ULT=NMULT+l:GOTO 14520
14524
14525
14530
14540
14570
14574
14575
14576
14577
14580
14590
14600
14610
14620
14630
14640
14649
14650
14660
14670
14680
14685
14689
14690
14700
14710
14720
14725
8/99
14730
14740
14742
14744
14746
14750
14760
14770
14772
14774
14776
14780
14790
14795
14799
14800
14810
14820
14825
14830
14840
14841

REM
REM - find multiplet centroids
FOR XMULT=O TO NMULT-1
CENT(KP+XMULT)=LOCH(JP+XMULT)+. 5:REM prevalue/mod line 15485 2/9/99
NEXT XMULT
MENERGY=FNENC( (CENT(KP) + CENT(KP+NMULT-l))/2 ):REM keV 2/9/99 rev
MFWHM=FNFWHM( (CENT(KP) + CENT(KP+NMULT-l))/2 ):REM chn 2/9/99 rev
REM
REM - find bl and b2 for multiplet ends
B1=O:B2=O:HCRES=INT(MFWHM+.5) :IF HCRES<3 THEN HCRES=3
FOR L=l TO HCRES
B1=B1+NPC(LOCH (JP)-L)
B2=B2+Npc(LocH (Jp+NMuLT-I)+L)
NEXT L
L1=LOCH(JP)-HCRES :L2=LOCH(JP+NMULT-1 )+HCRES
H1=LOCH(JP)-1 :H2=LOCH(JP+NMULT-1) +1
REM
W - find constant bl background region
NL1=NPC(L1-1 ):NH1=NPC(H1 )
B1=NL1+B1-NH1 :BIAVE=B1/HCRES
IF (NH1-BlAVE)>2*SQR(NHl+BlAVE/HCRES) THEN L1=L1-l:H1=H1-l:GOTO 14660
IF CENT(KP)-H1<HCRES THEN H1=INT(CENT(KP)-HCRES-. 5):REM 3/8/99
REM
REM - find constant b2 background region
NL2=NPC(L2+1) :NH2=NPC(H2)
B2=NL2+B2-NH2 :B2AvE=B2/HcREs
IF (NH2-B2AVE)>2*SQR(NH2+B2Aw/HcRES) THEN L2=L2+1:H2=H2+1:GoTo 14700
IF H2-CENT(KP+NMULT-l)<HCRES THEN H2=INT(CENT(KP+NMULT-1)+HCRES+.5) :REM 3/

B1=O:B2=O:L1=H1-HCRES :L2=H2+HCFUZS
FOR L=H1-1 TO L1 STEP -1
IF L=H1-1 THEN CHB1=l:GOTO 14750
IF NPC(L)-Bl/CHBl > 3*SQR(NPC(L)+B1/(CHBl”2) ) THEN 14760
CHB1=CHB1+l
B1=B1+NPC(L)
NEXT L
FOR L=H2+1 TO L2
IF L=H2+1 THEN CHB2=1:GOT0 14780
IF NPC(L)-B2/CHB2 > 3*SQR(NPC(L)+B2/(CHB2A2) ) THEN 14790
CHB2=CHB2+1
B2=B2+NPC(L)
NEXT L
CHB12=CHB1+CHB2
REM
REM- find minima between peaks
MINXM(0)=H1-l:MINXM(NMULT) =H2:REM hi-l to correct to hl in line XXXXX
FOR XMULT=O TO NMULT-2
AM1N=10A6:z041N1=10”6:LOCPO=LQCH (JP+XMULT):LOCPl=LOCH (Jp+WLT+l)
FOR k–Ix3CP0 TO LOCP1
AM=NPC(L)+NPC (L+l)
AMl = (NPc(L)+NPc(L+l))/2 - (NPC(LOCPO) + (L+.5-LOCPO) *(NPC(LOCP1) -NPC(WC

Po))/(LocPl-LQcPo) )
14850 IF AMcAMIN THEN MINXM(XMULT+l)=Lt.51:AMIN=AM:REM 0.51 2/9/99
14851 IF AM1<AMIN1 THEN MINX1=IA-.52:AMIN1=AM1:REM 0.52 2/9/99

B-4 9 -.



WSRC-TR-99-O0187

14860 NEXT L
14861 IF MINXM(XMULT+l) -10CPO-. 5 > 1 AND LOCP1+.5-MINXM(XMULT+l) > 1 THEN 14870:
REM abs minimum found 2/9/99 rev
14862 IF MINX1-WCPO-.5 > 1 AND LACP1+.5-MINX1 > 1 THEN MINXM(XMULT+l) =MINX1:GOT
O 14870:FWM rel minimum found 2/9/99 rev
14863 MINXM(XMULT+l) = INT((LOCPO*NPC(IJ3CP1)+LOCP1*NPC(LOCPO) )/(NPC(LOCPO)+NPC(L
OCP1)) + .5)+.53:REM inverse averaue mininum/ 0.53 2/9/99
1486~’
14865
14870
14879
14880
14885
14890
14900
14910
14920
14925
14930
14931
14932
14933
14934
14935
14936
14940
14949
14950
14951
14955
14960
14965
14970

IF MINXM(XMULT+l) -LOCPO-.5<.5 THEN MINXM(XMOLT+l)=LOCPO+l. 53:REM 3/12/99
IF LOCP1+. 5-MINXM(XMULT+l) <.5 THEN MINDf(XMULT+l) =LOCP1-.47 :REM 3/12/99
NEXT XMULT
REM
REM - find total area of multiplet
G=O
FOR L=H1 TO H2
@G+NPC(L)
NEXT L
H12=H2-H1+l
FLAGA=O:FLAGB=O :FLAGC=O
A=G-.5*(Bl/CHBl+B2/CHB2) *H12:ERRA=SQR(G+. 25*(B1/CHBlA2+B2/CHB2A2 )*H12A2)
IF A > 3*ERRA THEN 14950
IF Bl/CHBl>B2/CHB2 THEN B1=B2:CHB1=CHB2:REM - min background
IF B2/CHB2>Bl/CHBl THEN B2=B1:CHB2=CHB1
CHB12=CHB1+CHB2
A=G-H12*(Bl+B2)/ (CHB12):ERRA=SQR(G+ (Bl+B2)*(H12/ (CHB12))A2)
FLAGB=2
REM if a<3*erra then goto end of subroutine
REM

- get fractional areas by integral technigue
~VE=A:REM 3/12/99
FOR LL=O TO 20:A(LL)=O:NEXT LL
BCl=B1/(CHBl) :BC2=B2/(CHB2 )
PWTCH=O:WTCH=O:REM INITILIZE FOR PEAK C.G. 2/9-10/99
IF FLAGB=2 THEN FI=O:GL=O:EO:DBCFI=O:GOTO 14975:REM slopinq bkqnd fix 149

71 12/21/98 except for FLAGB=2 of 12/30/98
---

14971 GOSUB 16000:REM sloping bkgnd fix 12/21/98
14972 FI=O:GL=O:kO:DBCFI=O:REM sloping bkgnd fix 12/21/98
14973 PFI=O:TGEO:PDBCFI=O:REM add dF/dB info 12/29/98
14975 XMULT=l:REM - will shift back to zero start later - lines
14980 FOR LL=H1 TO H2
14990 6–L+l:REM channel L relative to Hi-l origin as O
15000 IF FLAGS-2 THEN GL=GL+NPC(LL):GOTO 15005:REM sloping background fix 15001
12/21/98 except for FLAG=2 of 12/30/98
15001 GL=GL+NPC(LL) -SLB12*L-QUD12*LA2-CUB12*L”3:REM sloping bkgnd fix 1/29/99
15002 PG~PGL+NPC(LL) -SLB12*L-QUD12*LA2-CUB12*LA3:REM add dF\dA info 1/29/99
15005 IF FLAGB=2 AND (A-(BCl-BC2)/2)=0 THEN FL=GL-L*BC1+DBCFI:GOTO 15020 ELSE GO
TO 1501O:REM slope 12/21 except for FLAGB=2 of 12/30/98
15006 IF (A-BDELTA/2)=0 THEN FL=GL-L*CBC+DBCFI:REM slope bk 1/13/99
15007 IF (PA-BDELTA/2]=0 THEN PFL=PGL-L*CBC+PDBCFI:GOTO 15020:REM 1/13/99
15008 IF (A-BDELTA/2)=0 THEN GOTO 15020:REM 1/13/99
15010 IF FLAGB=2 THEN FL=(GL-L*BCl+DBCFI)/(A-(BCl-BC2)/2) :GOTO 15020:REM sloping
b 15011 12/21/98 except for FLAGl?=2 Of 12/30/98

15011 FL=(GL-L*CBC+DBCFI)/(A-BDELTA/2) :REM sloping b fix 12/21/98
15012 PFL=(PGL-L*CBC+PDBCFI)/(PA-BDELTA/2) :REM dF/dA 1/13/99
15020 IF LDMINXM(XMULT) THEN A(XMULT)=FI:REM XMUL-XMULT+l line 15024 2/10/99
15021 IF ABS(LL-CENT(KP+XMULT-1) ) < 2 THEN PWTCH=PWTCH+LL* (FL-FI):REM Cp 2/9-10
15022 IF ABS(LL-CENT(KP+XMULT-1) ) < 2 THEN WTCH=WTCH+FL-FI:REM peak Cp 2/9-10/9
15023 IF -MINXM(XMULT) AND WTCH>O THEN MCENT(XMULT-l)=PWTCH/WTCH:REM peak C.g.
2/9-10/99

15024 IF LDMINXM(XMULT) THEN PWTCH=O:WTCH=O:XMULT=XMULT+l:REM e.g. 2/9-10/99
15030 IF FLAG*2 THEN FI=FL:DBCFI=DBCFI+(BC1-BC2) *FI:GOTO 15040:REM sloping B 15

,..,
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031 12/21/98 except for FLAGB=2 of 12/30/98
15031
15032
15040
15041
15042
15043
15045
15049
15050
15060
15065
15070
15075
15080
15090
15480
15482
15485
15486
15487
15488
15490
15500
15510
15515
15520
15521
15522
15523
15524
15525
15526
15527

15528

FI=FL:DBCFI=DBCFI+ (BDELTA)*FI
PFI=PFL:PDBCFI=PDBCFI+(BDELTA) *PFI:REM 1/13/99
NEXT LL
IF FLAGB=2 THEN GOTO 15045: REM fixup 12/30/98
IF PFI-FI=O THEN GOTO 15045:REM 3/2/99 zero divide fix line 16820
IF AEx3(FI-1)>.001 THEN GOSUB 16800:GOT0 14972:REM find FI=l 12/29
A(NMULT)=FL:A(0)=O:REM - nail down these
REM
REM- rearrange above areas which are one-sided integrals
FOR XMULT=O TO NMULT-1
IF A(NMULT)=O THEN A(NMULT)=l -
A(XMULT)=(A(XMULT+l) -A(XMULT) )/A(NMULT):R13M ASSURED NORMALIZATION
IF A(XMULT)<=O THEN FLAGA=l
NEXT XMULT
REM above a( ) is Oth order multiplet analysis (TD( ) for A( ) later)
FOR XMULT=O TO NMULT-1
IF ABS(MCENT(XMULT) -CENT(KP+XMULT) )<.5 THEN WTO 15490:REM 2/9+3/12/99
CX13=CENT(KP+XMULT) :REM rev 2/9/99
MCENT(XMULT) = (cXM-.5)*NPC(CXM-. 5)+(CXM+.5) *NPC(CXM+.5) :REM add 2/9/99
IF NPC(CXM-.5)+NPC(CXM+.5)=O THEN MCENT(XMULT)=CXM:GOTO 15490:REM 3/2/99
MCENT(XMULT) = MCENT(XMULT)/(NPC(CXM-. 5)+NPC(CXM+. 5)):REM add 2/9/99
NEXT XMULT
REM setup to print results
FOR XMULT=O TO NMULT-1
CENT(KP)=MCENT (XMULT)
ENERGY(KP)=FNENC (CENT(KP))
IF FLAGA=O THEN 15530:REM - otherwise negative or zero ao
GXMULT=O:MINXMQ=INT (MINXM(XMULT) +l):MINXMP=INT (MINXM(XMULT+l ))
FOR LL=MINXMQ TO MINXMP:GXMULT=GXMULT+NPC(LL) :NEXT LL
B1XM=BC1+(BC2-BC1) *(MINXMQ-H1) /(H2-Hl)
B2XM=BC1+(BC2-BC1) *(MINXMP-H1) /(H2-Hl)
BXM=.5*(B1XM+B2XM) *(MINXMP-MINXMQ+l) :IF BXM<O THEN FLAGB-1
AREA(Kp)=GmLT-Bm:RATE (KP)=Ap.EA(KP)/LTIim: EAREA(Kp)=sQR(GmLT+ABs (BXM))

IF AREA(KP)<O AND FLAGA=l THEN BIXM=NPC(MINXMQ-l) :B2XM=NPC(MINXMP+1) :FLAGA
=2:GOT0 15526
15529 GOTO 15560
15530 AREA(KP)=A(XNULT) *A:RATE(KP) =AREA(KP)/LTIME
15535 REM IF ABS(ENERGY(KP)-250) c 50 THEN PRINT%aLine 15535 jp/kp/energy/area)”;
JP,KP,ENERGY(KP),AREA(KP) :REM 12/98 debugger
15536 REM IF JP=ll THEN INPUT’’continue(y/n) or ctl-bk’’;YE$:REM debugger 12/98
15540 EAREA(KP)=ERRA*SQR(A(XMULT) )
15560 -(m)=wLT+FmGA/lO+FmGB/lOO:TAIL(KP)=MLT+l+FmGA/lO+F~GB/lOO
15565 IF FLAGA>O THEN FLAGA=l
15569 IF AREA(KP)=O THEN AREA(KP)=l:RATE(KP)=AREA(KP)/LTIME
15570 GOSUB 14200:REM iso ident
15573 HIEND=O:IF MINXM(XMULT)=H1-1 THEN HIEND=.5:REM 3/8/99
15574 H2END=O:IF MINXM(XNULT+1)=H2 THEN H2END=.5:REM 3/8/99 and 15575
15575 LpRINTusING” ### ####.# ####.# ####.## ####### +/- #### ####.# “;
XMULT+l,MINXM(XMULT) -HIEND,MCENT(XMULT) ,MINXM(XMULT+l) +H2END,WA (KP),EAREA(KP) ,
ENERGY(KP) ;
15576
15580
15590
15600
15605
15610
15900

LPRINT ISOID$(KP):REM lines 15575-15576 added 2/4/99 for mult params
IF ABS(ENERGY(KP) -ISOEN(ISO+l) )<EFIND THEN ISO=ISO+l:KP=KP+l:GOTO 15515
KP=KP+l:JP==P+l
NEXT XMULT
LPRINT:REM 2/4/99 for multiplet parameters
KP=KP-l:JP===P-1
RETuRN
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16000
16005
16010
16020
16025
16030
16040
16050
16060
16070
16075
16080
16090
16100
16110
16120
16130
16135
16140
16150
16155
16156
16157
16158
16160

RXM - Subroutine for Sloping Background Calculations 12/21/98
MAXBDEL = .04*(100/MENERGY)*(A/MFWHM)
REM - set up B1 region straight-line fit
LCHB1=8:IF (H1-L43CH(JP-1)-HCRES)<8 THEN LCHB1=H1-LOCH(JP-l) -HCRES
IF LCHB1<3 THEN LCHB1=3
XISLOW=H1-LCHB1 :XISHI=H1-1
GOSUB 16500
ClB=ACONST: SLIB=BSLOPE
REM- set up B2 region straight-line fit
LCHB2=8:IF (IOCH(JP+NMULT) -H2-HCRES)<8 THEN LCHB2=LQCH(JP+NMULT) -H2-HCRES
IF LCHB2<3 THEN LCHB2=3
XISLOW=H2+1 :XISHI=H2+LCHB2
GOSUB 16500
C2%–ACONST: SL2B=BSLOPE
QUD12=.5*(SL2B-SLIB)/(H2-Hl+2) :REM 1/13/99
BIFITO=CIB:REM relative origin at Hi-l as O
B2FITO=C2B:REM relative origin at Hi-l as O
B2FITR=C2B+SL2B*(H2-H1+2) :REM at right of peak or h2+l
SLB12=SL1B:REM changed 1/14/99
BDELTA=CIB-C2B-QUD12* (H2-H1+2) ‘2:REM 1/13/99
REM BDSTEP=. l*BDELTA:IF BDSTEP=O THEN BDSTEP=l:rem 1/13/99
ADSTEP = .O1*A:REM 1/13/99
CBC=BIFITO
CUB12=O:REM add 1/29/99
IF BDELTA=>O AND BDELTA<=MAXBDEL THEN GOTO 16.171

16161 IF BDELTA<O THEN BDELTA=O:REM 1/29/99 QUD12=O:SLB12=(B2FITR-B1FITO+BDELTA)
/(H2-Hl+2):REM 1/19/99
16162 IF BDELTA>MAXBDEL THEN BDELTA=MAXBDEL:REM 1/29/99 QUD12=O:SLB12=(B2FITR-B1
FITo+BDELTA)/(H2-Hl+2):REM 1/19/99.
16163 QUD12=3*(C2B-CIB+BDELTA)/(H2-Hl+2) ‘2+2*(SL2B-SLIB)/(H2-Hl+l) :REM 1/29/99
16164 CUB12=-2*(C2B-CIB+BDELTA)/(H2-Hl+2) ‘3-(SL2B-SLIB)/(H2-Hl+l) ‘2:REM 1/29/99
16165 REM PBDELTA=BDELTA+BDSTEP:rem 1/13/99
16170 REM PSLB12=(B2FITR-BlFITO+PBDELTA)/(H2-Hl+2) :rem 1/13/99
16171 PA=A+ADSTEP:REM 1/13/99
16200 RETURN
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16500 REM - Linear least squares fits for B1 and 32 regions 12/21/98 -
16510 SUMX=O:SUMY=O:SUMXY=O:SUMX2=O:SUMNC=O:ERRY2=0
16520 FOR XIS=XISLOW TO XISHI
16530 XREL=XIS-(H1-l) :REM rel origin at Hi-l
16540 SUMX=SUMX+XREL
16550 SUMY=SUMY+NPC(XIS)
16555 ERRY2=ERRY2+NPC(XIS) :IF NPC(XIS)=O THEN ERRY2=ERRY2+1:REM 3/8/99and16510
16560 S~Y=SUMXY+XREL*NPC(XIS)
16570 SUMX2=SUMX2+XRELA2
16580 SUMNC=SUMNC+l
16590 NEXT XIS
16600 ACOILST= (SUMX2*SUMY-SUMX*SUMXY)/ (SUNNC*SUMX2-SDMXA2)
16610 BSLOPE = (SUMNC*SUMXY-SUMX*SUMY)/(SUMNC*SUMX2-SUMXA2)
16620 ERRBSL = SQR(ERRY2/(SUMNC*SUMX2-SlRRA2) ):REM 3/8/99
16630 IF 1.5*ERRBSL-ABS(BSLOPE) >0 THEN ACONST=SUMY/SUMNC:BSLOPE=O :REM 3/8/99
16700 RETURN

16800 REM - subroutine to iterate parameters for FI=l find 12/29/98
16810 SDFDA=(PFI-FI)/ADsTEP:IF SDFDA=O THEN GOTO 16899:REM 1/13 and 3/2/99
16820 A=A+(l-FI)/SDFDA:RXM 1/13/99
16821 IF A<=O THEN A=ASAVE:FLhGB=2 :GOlY316899:R33M3/12/99
16825 PA=A+ADSTEP:REM 1/13/99
16830 REM SLB12=(B2FITR-BIFITO+BDELTA)/(H2-Hl+2) :rem 1/13/99
16835 REM PSLB12=(B2FITR-BIFITO+PBDELTA)/(H2-Hl+2) :rem 1/13/99
16899 RETURN

..
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Structure Reference

Main <––- Subroutines and (files]

5–28/DIM setup

30-35/Input data

41-65/Eff Formula

70-95/Input data

97-98/Print header

loO-250/Sort peak A

300-360/Sort peak Z

400-470/Sort peak E

500-705/Examine peaks

710-790/Average peaks

800-900/Print summary

980-990/Continue/STOP

<––– 1000-1100/Miscellaneous data

< --- B:DATAMISC.DAT

< --- 2000-2200/Efficiency data

< --– B:DATACALB.DAT

< --- 3000-3100/Gamma peaks
<--- B:DATAPEAK.DAT

< --- 20000-21000\Bubble sort exchanger

<--– 20000-21000/Bubble sort exchanger

<--- 20000-21000/Bubble sort exchanger

<-–- 30000-30100/Peak formater

<--- 9000-9100/Supplementary analysis menu

Lines not used in execution

4000-4100/Spectrum input of B:DATASPEC.DAT

5000-5080/Isotope data input of B:DATAISOS.DAT

6000-6100/Background input of backqnd.BKG

7000-7200/Efficiency parameters of DETLIBRY.LIB

8000-8100/Isotope library of B:DETLIBRY.LIB

13000-13100/Energy to channel transformer

60000–60140/Efficiency vs energy table for
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5 REM file GRABISOS.BAS
6 PRINT.’’Readina in data files’’:PRINT
20 DIM
21 DIM
22 DIM
23 DIN
24 DIN
25 DIM
26 DIN
27 DIM
28 DIM

ANUM(156),AVE$(150) ,ACT(150),ERRACT(150)
H1(150),H2(150) ,RATERR(150)
GOEFF(5,3),HOEFF(5,3),AOEFF(5,3),BOEFF(5,3) ,KOEFF(5,3)
CEOHO(5,3),CE1H0 (5,3),CEOH1(5,3),CE2H0 (5,3),CE1H1(5,3),CEOH2(5,3)
CE3HO(5,3),CE2H1(5,3),CE1H2(5,3),CEOH3(5,3)
YLOC(20),DETNAM$ (1O),BNERGY(150),BRATE(150),BERR(150) ,DETLAB$(1O)
ISOTH(250),MDA(250) ,ACTRAT(150),LIBEN(250),SBRATE(150) ,SBERR(150)
RATE(150),ENERGY(150) ,ISOEN(250),ISOID$(250),ISO$(250),ISOGAM(250)
NPC(4096),AREA(150) ,EAREA(150),LOCH(150) ,FWHM(150),TAIL(150),CENT(150)

30 GOSUB 1000:REM read file B:DATAMISC.DAT
35 GOSUB 2000:REM read file B:DATACALB.DAT

41 DEF FNENC(CHAN)=COENC+CIENC*CHAN
44 DEF FNFWHM(CHAN)=SQR(COFWHM + CIFWHM*CHAN)
58 DEF FNEFFA(EN)=GOEFF*EXP(AOEFF*SQR(BOEFFA2+UOEFF* (LOG(EN)-KOEFF)A2)*(COEFF+C1
EFF*LOG(EN)+C2EFF*LOG(EN)‘2+C3EFF*LOG (EN)A3)+.5*(I+SGN(EN–ENX))*(DOEFF+DIEFF*LOG
(EN)+D2EFF*LOG(EN)“2+D3EFF*LOG(EN)‘3))
59 DEF FNEFFB(EN)=l+POEFF+PIEFF*I.OG(EN)+P2EFF*LOG(EN)”2+P3EFF*LOG(EN)‘3
60 DEF FNEFF(EN)=FNEFFA(EN)*FNEFFB(EN)
61 REM INPUT”DO you wish to see EFF vs EN data for standard energies (y/n)’’;EFFV
EN$:CLS:IF EFFVEN$ <> “y” THEN GOTO 65
62
65

70
75
80
85
90
95

97
98

100
105
110
120
130
135
140
150
160
170
200
210
220
230
240
250

300

REM GOSUB 60000:REM ‘check on efficiency data EFF vs EN
REM - tempory continue

20SUB 3000:REM read file B:DATAPEAK.DAT
REM GOSUB 4000:REM read file B:DATASPEC.DAT
REM GOSUB 5000:REM read file B:DATAISOS.DAT
REM GOSUB 6000:REM read file DETFILE$.BKG
REM GOSUB 7000:REM read file B:DETLIBRY.LIB
REM gosub 8000:rem read file B:ISOLIBRY.LIB (when needed for B:DATAISOS.DAT)

INPUTC’Hitform feed before proceedingl’;ZZ:PRINT
LPRINT” ******** AVERAGED RESULTS PER ISOTOPE *********f~

REM-get A numbers
ISOTOT=O
FOR KP=l TO MPMAX
FOR J=5 TO 1 STEP -1
ANUM=VAL(RIGHT$ (ISOID$(KP),J) )
IF ANUM>300 THEN ANUM(KP) =1OOO:J=1:GOTO 160
IF ANuFbo THEN ANUM(KP)=AN0M:J=l:IS0T0T=Is0TY3T+l:G0T0 160
IF J=l THEN ANUM(KP)=1OOO
NEXT J
NEXT KP
PRINTa*Bubble sorting on A“:REM - bubble sort on anum
FOR J=NPMAX TO 2 STEP -1
FOR K=MPMAX TO MPMAX-J+2 STEP -1
IF ANUM(K)<ANUM(K-1) THEN GOSUB 20000
NEXT K“
NEXT J

PRINT’’Bubblesorting on isotope name’’:REM- followup bubble sort on isotope
name (in case two isos have same A)
310
320
330
340
350
360

400

FOR J= ISOTOT TO 2 STEP -1 “
FOR K=ISOTOT TO ISOTOT-J+2 STEP -1
rF ANUM(K)<>ANUM(K-1) THEN 350
IF ISOID$(K)<ISOID$(K-1) THEN GOSUB 20000
NEXT K
NEXT J

PRINT’’Bubblesorting on isotope energy”:REM - followup bubble sort to assure
energies monotonic

410 FOR J= ISOTOT TO 2 STEP -1
420 FOR K=ISOTOT TO ISOTOT-J+2 STEP -1
430 IF ANUM(K)<>ANUN(K-1) THEN 460
440 IF ISOID$(K)<>ISOID$(K-1) THEN 460
450 IF LIBEN(K)<LIBEN(K-1) THEN GOSUB 20000
460 NEXT K
470 NEXT J
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500
505
510
515
518
520
525
530
540
545
550
560
570
580
590
600
610
620
622
625
630
640
650
660
670
680
90
681
682
683
684
685
686
687
690
.700
705

710
715
718
720
730
740
760
770
780
790
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REM – commence examining tables for averages
NEWISOS=l
FOR J=l TO MPMAX
IF NEWISOS=O THEN 550
NUMGAM=l
CLS
IF J>ISOTOT THEN PRINT*’Summaryof left over peaks’’:PRINT:GOTO 540
PRINT’’Summaryresults for “;ISOID$(J):PRINT
PRINT’lGamma Energy FWHN Tail Rate Bkgnd Activity”
PRINT” # keV keV # cph cph ‘g;AUNIT$:PRINT
AcT(J)=AcTRAT(J)*(RATE(J)-sBRATE(J))
ERRACT(J)=ACTRAT (J)*SQR(RATERR(J)“2+SBERR(J)“2)
PRINT USING’’###’’;NUMGAM;:PRINT USING’’##########.#”;ENERGy(J);
PRINT USING’’####.##’’;FWHM(J);:pRINT uSING’’#ii.##’’zTA1L(J)J
PRINT USING’’#######.#’’;36OO*RATE(J);:PRINT USING’’######.#’’;36OO*SBRATE(J);
IF ACT(J)<3*ERRACT(J) THEN 620
PRINT1’ “;:PRINT USING’’##.##’’Afi4;ACT(J)J):GOTO 630
PRINTS* < “;:PRINT USING’’#.##AAAA-3“;3*ERRACT(J);:PRINT CHR$(229);
VSIG = ACT(J)/ERRACT(J):IF VSIG < 0 THEN VSIG = O
PRINT USING’!/#.#’’;VSIG;:PRINTCHR$(229)
PRINT ISOID$(J);:PRINT USING(’#######. #’’:LIBEN(J) :
PRINT USING’’#### .##’’;ClENC*FNFWHM(CENT(J) );:PRINT” **.

PRINT CHR$(241);:PRINT USING{’###. #’’;3600*RATERR(J) ;:PRINT” ‘;CHR$(241) ;
PRINT USING’’###. #’’;36OO*SBERR(J) ;
IF ACT(J) <3*ERRACT(J) THEN 681
PRINT” w;cHR$(241) ;:PRINT” “;:PRINT USING’{#. ##AAAA’f;ERRA~(J) :PRINT:GoTo 6 .,

REM LESSTH=ACT(J)+l.65*ERRACT(J):IF ACT(J)<O THEN LESSTH = 1.65*ERRAcT(J)
REM PRINT” < l{;:PRINTUSING’’#.##AA-A-v+l.65ct;LESSTH;:PRINT CHR$(229):PRINT
REM lines 681-682 less than calculation removed
IRATE=ACT(J)/ACTRAT (J):IRATER=ERRACT(J)/ACTRAT(J)
BKTOT = ((IRATER*LTIME)A2 - IRATE*LTIME)/2:IF BKTOT<=O THEN BKTOT=l
MDACX = ACTRAT(J)*(2.71 + 4.65*SQR(BKTOT))/LTIME
PRINT” < lt;:PRINTUSING#l#.##AAAA-MDA=c+b*’;14DACX:PRINT
IF J=MPMAX THEN 710
IF ISOID$(J)=ISOID$(J+l) THEN NUMGAM=NUNGAM+l:NEWISOS=O:GOTO 900
IF J>ISOTOT THEN NUMGAM=NUMGAM+l:NEWISOS=O:GOTO 900

INPUT’’Averageabove results (y/n)’4;YE$:IFNUMGAM=l THEN YE$=l’n”
IF YE$=’’n’lTHEN 800
AVEACT=O:WTACT=O
FOR L=J+l-NUMGAM TO J
PRINT” Include gamma entry #t’;L+NUMGAM-J;:INPUT” (y/n)’’;AVE$(L)
IF AVE$(L)<>’’y{’THEN 780
AVEACT=AVEACT + ACT(L)*(l/ERRACT(L))”2
WTACT=WTACT + (1/ERRACT(L))A2
NEXT L
AVEACT=AVEACT/WTACT :ACTERR=SQR(l/WTACT)
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800 LPRINT:LpRINT'f------------------------------------------------------------'':
LPRINT

. .

810 LPRINT’lSource Gamma EnerqY ActivitY Averaqe:l
820
825
830
835
836
837
838
839
840
841
842
843
844
845
846
847

LPRIN’1’” # ke~- ~~.AUNIT~;ff, yjn’q
LPRINT
FOR L=J+l-NUMGAM TO J
LPRINT ISOID$(L);” “;
IF LIBEN(L)>O THEN 840
LPRINT USING’’###’’;L+NUMGAJ-J;:LPRINT uSING’’#########.#’’;ENERGY(L);
IF ACT(L)=>3*ERRACT(L) THEN LPRINT” “:
GOTO 842
LPRINT USING’’###’’;L+~MGJ–J ;:LPRINT USING’{#########.#’’;LIBEN(L);
IF ACT(L)=>3*ERRACT(L) THEN LPRINT” “:
IF ACT(L) => 3*ERRACT(L) THEN 850
LPRINT USING” z#.##AAAA=3’’;3*ERRACT(L);:LPRINT CHR$(229);
VSIG = ACT(L)/ERRACT(L):IF VSIG<O THEN VSIG=O
LPRINT USING’’/#.:VSIG;IG;
IRATE=ACT(L)/ACTRAT (L):IRATER=ERRACT(L)/ACTRAT(L)
BKTOT = ((IRATER*LTIME)A2-IRATE*LTIME)/2:MDACX=ACTRAT(L)*{2. 71+4.65*SOR(BKT0

T))/LTIME “
., . . .

848 LPRINT USING” #.##AAAA=MDA’’ ;MDACX;
849 GOTO 855
850 PV=ACT(L) :EPV=ERRACT(L) :GOSUB 30000
855 AVE$=AVE${L) :IF YE$=”n” THEN AVE$=g’n”
858 IF ACT(L)<3*ERRACT(L) THEN LPRINT” “;AVE$:GOTO 870
860 LPRINT” “;AVE$
870 NEXT L
880 PRINT

-f 882 NEWISOS=l
885 IF YE$=”n” THEN 900
890 LPRINT:LPRINT’r Average = “;:IF AVEACT > 3*ACTERR THEN 895
891 VSIG=AVEACT:IF VSIG <O THEN VSIG=O
892 LPRINT USING” <#.##AAAA=3’’;3*ACTERR;:LPRINT CHR$(229);:LPRINT USING’’/##”;V;V
SIG;:LPRINT CHR$(229);
893
894
895

.896
900

980
990

LPRINT” MDA=rnin/iist”
GOTO 900
PV=AVEACT:EPV=ACTERR:GOSUB 30000
LPRINT
NEXT J

GOSUB 9000:REM - continuation menu
STOP

3.000REM - subroutine to read miscellaneous parameters file B:MISCDAT.DAT
1010 OPEN ‘lB:DATAMISC.DAT”FOR INPUT AS #3
1020 INpuT #3,LTIME,STCH,ENCH,AUNIT$,UNUM,UDEM,TDAYSrDETN, DETNAM$ (DETN),DETLAB$(
DETN),STDATE$
1030 CLOSE #3
1100 RETuRN

2000 REH - subroutine to read data calib file B:DATACALB.llAT
2100 OPEN l’B:DATACALB.DAT”FOR INPUT AS #3
2110 INpuT #3,c0ENC,clENC,C0F~,CIm,GOEFF,A0EFF,B0EFF,U0EFF,K0EFF,COEFF,CIEF
F,C2EFF,C3EFF,ENX,DOEFF,DIEFF,D2EFF,D3EFF,POEFF,PIEFF,P2EFF,P3EFF
2160 CLOSE #3
2200 RETURN

3000 REM - subroutine to read data peak file B:DATAPEAK.DAT
3010 OPEN “B:DATAPEAK.DAT” FOR INPUT AS #3
3015 KP=l
3020 IF EOF(3) THEN MPMAX=KP-l:GOTO 3060

3050
3060
3100

4000
4010
4020
4030
4040
4050
4100

3040 INpuT #3,CENT(Kp),ENERGy(KP),FWHM(KP) ,TAIL(KP),AREA(KP),RiITE(Kp),sBRATE(Kp)
,ISOID$(KP),ACTRAT(KP),LIBEN(KP),RATERR(KP),SBERR(KP),H1(KP),H2(KP)

KP=KP+l:GOTO 3020
CLOSE #3
RETURN

REM -subroutine to read in spectrum file B:DATASPEC.DAT
OPEN “B:DATASPEC.DAT” FOR INPUT AS #3
FOR I=STCH TO ENCH
INPUT #3, NPC(I)
NEXT I
CLOSE #3
RETURN
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a

●

.

5000
5010
5020
5030
5040
5050
5060
5070
5080

6000
6010
6020
6030
6040
6050
6060
6070
6100

7000
7005
7010
7020
7030
7040
7050
7060
7070
7080
7090
7095
7100
7200

8000
8001
8005
8007
8010
8020
8025
8027
8030
8040
8050
8100

9000
9005
9010
9020
9030
9040
9050
9060
9070
9080
9090
c> )
9095
9100

13000
13010
13020
13030
13040
13050
13055
13060
13100

1
(
1

REM - subroutine to read in isotope library file B:DATAISOS.DAT
OPEN “B:DATAISOS.DAT” FOR INPUT AS #3
L=o
L=L+l
INPUT #3, ISO$(L),ISOTH(L),ISOEN (Lj,ISOGAM(L),MDA(L)
IF ISO$(L)=’’limit “ THEN 5070
GOTO 5030
CLOSE #3
RETURN

REM - subroutine to read in background library
DETFILE$=DETLAB$ (DETN)+’’.BKG”
OPEN DETFILE$ FOR INPUT AS #2
CBACK= 1
IF EOF(2) THEN BAMAX=CBACK-l:GOTO 6070
INpuT #2,13NERGY(CBACK),BwTE(CBACK) ,BERR(CBACK)
CBACK=CBACK+l:GOTO 6040
CLOSE #2
RETURN

REM - subroutine to read in detector library B:DETLIBRY.LIB
OPEN “B:DETLIBRY.LIB” FOR INPUT AS #3
FOR 1=1 TO 5
FOR J=l TO 3
INPUT #3,GOEFF(I,J),AOEFF(I,J) ,BOEFF(I,J),KOEFF(I,J),HOEFF(I,J)
INPUT #3,cEoHo(I,J)
INPUT #3,CElHO(IjJj,CEOHl(I,J)
INPUT #3,cE2Ho (I,J),cEIHI(I,J) ,CEOH2(I,J)
INPUT #3,CE3HO(I,J),CE2Hl(I,J) ,CE1H2(I,J),CEOH3 (I,J)
NEXT J
NEXT I
CKOSE #3
1=0:J=O
RETURN

REM - subroutine to read in isotope library data B:ISOLIBRY.LIB
REM - note that B:DATAISOS.DAT is used instead usually
NMDA=O
OPEN “B:ISOLIBRY.LIB” FOR.INPUT AS #3
FOR 1S0=1 TO 100
INpuT #3,1S0$ (ISO),ISOTH(ISO),ISOEN(ISO),ISOGAM(ISO),MDA(ISO)
ISOGAM(ISO)=ISOGAM(ISO)/100
IF MDA(ISO)=l THEN NMDA=NMDA+l
IF 1S0$(1S0) = “limit ‘{THEN 1S0=100
NEXT 1S0
CLOSE #3
RETURN

REM- subroutine for supplementary analyses
3PEN “B:DETLIBRY.LIB” FOR INPUT AS #3
n-s
PRINT’’SupplementaryAnalyses - as applicable to current spectrum’’:PRINT
PRINTt’ (1) Background file development (GRABBACK)”
PRINT” (2) Detector efficiency calibration (GRABCALB)”
PRINT{l (3) Peak/spectrum diagnostics (GRABDIAG)’l
?RINT’C (4) Peak/multiplet plot analysis (GRABPLOT)”
?RINT‘1 (5) Analyses per”isotopes (GRABISOS)’’:PRINT
?RINT81Datafiles are now being transferred to RAN disk (b:) for analysesct
?RINT:PRINTtfTypeselected analysis (e.g. GRABBACK) after’q:PRINT’’C-prompt(
tnd press enterlS
;LOSE #3
lETURN

REM sub from sub 3000 - talc channel from energy
AOEN = FNENC(0)
AlEN = FNENC(l)-FNENC(0)
CHANO = (ENERGY-AOEN)/AIEN
cHAN = cHANo + (ENERGy-FNENC(C3iAN0))/AIEN
IF ABS(ENERGY-FNENC(CHAN) )>.1 THEN CHANO=CHAN:GOTO 13040
RCHAN=CHAN
CHAN=INT(CHAN+ .5)
RETURN

.
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REM-bubble sort flip-flopper
ANUN=ANUN(K) :ANUM(K)=ANUM(K-1):ANUN(K-l)=ANUM
ENERGY=ENERGY (K):ENERGY(X)=ENERGY(K-1) :ENERGY(K-1)=ENERGY
LIBEN=LIBEN(K) :LIBEN(K)=LIBEN(K-l):LIBEN(K-1)=LIBEN
RATE=RATE(K) :RATE(K)=RATE(K-l):RATE(K-1)=RATE
RATERR=RATERR (K):RATERR(K)=RATERR(K-1) :RATERR(K-1)=RATERR
SBRATE=SBFLKTE(K):SBRATE(K)=SBRATE (K-l):SBRATE(K-l)=SBRATE
SBERR=SBERR(K) :SBERR(K)=SBERR(K-1):SBERR(K-l)=SBERR
ACTRAT=ACTRAT (K):ACTRAT(K)=ACTRAT(K-1):ACTRAT(K-1)=ACTRAT
ISOID$=ISOID$ (K):ISOID$(K)=ISOID$ (K-l):ISOID$(K–l)=ISOID$
FWHN=FWHM(K) :FWH.M(K)=FWHN(K-l):FWHM(K-1)=FWHM
TAIL=TAIL(K) :TAIL(K)=TAIL(K-1):TAIL(K-l)=TAIL
CENT=CENT(K) :CENT(K)=CENT(K-l):CENT(K-1)=CENT
RETURN

REM - subroutine for printout - works for positive value pv +/- epv
PVEX=INT(LOG(PV)/LOG(lO) ):PVARG = PV/lOAPVEX
EPVARG=PVARG*EPV/PV
LPRINTI’I’’;:LPRINT USING’’#.##’’;PVARG;:LPRINTi’+/- ‘c;
LPRINT USING’’#.##’’;EPVARG;:LPRINT”] X E“;:LPRINT PVEX;
RETURN

REN temp check on eff
PRINT’’Efficiency (EFF) per standard energy (EN) for “;DETNAN$(DETN)
PRINT
PRINT ~iEN1!,~’EFFt(
PRINT’’keV’(,” # 1’
PRINT USING’’####.##’’;803;:; :PRINT USING’1###.######’’;FNEFF(88 .03)
PRINT USING’’####.##’’:l206:6: :PRINT USING’’###. ######’’:FNEFF(l22 .06)
PRINT USING’’####.##’’;l68585 ::PRINT USING’’###. ######’’;FNEFF(l65. 85)
PRINT USING’’####.##’’;2719l9 ;:PRINT USING’’###. ######’’;FNEFF(279 .19)
PRINT USING’’####.##’’;396969 ;:PRINT USING’(###.######’’;FNEFF(391. 69)
PRINT USING’’####. ##’’;5l4!;:PRINT USING’C###. ######’’;FNEFF(514 !)
PRINT USING’’####.##’’;666464 ;:PRINT USING’t###.######’’;FNEFF(661. 64)
PRINT USING’’####. ##’’;8902O2 ;:PRINT USING’’###.######’’;FNEFF(898 .02)
PRINT USING’’####.##’’;ll721;l; :PRINT USING’’###.######’’;FNEFF(ll721)l)
PRINT USING’’####. ##’’;l335656 ;:PRINT USING’t###.######’’;FNEFF(1332. 56)
PRINT USING’’####. ##’C;1836.01 ;:PRINT USING’’###.######’’ ;FNEFF(l836 .01)
INPUT’’Press return to proceed’q;ZZ
RETURN

00187
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GRABBACK: Program Structure Reference

Main <––- Subroutines and rfilesl

5–28/DIM setup

30-35/Input data < --– 1000-1100/Miscellaneous data

<–-– B:DATAMISC.DAT

<--- 2000-2200\Efficiency data
<–-– El:13ATACALB.DAT

>
.’

,

41-65/Eff Formula

70-95\Input data

100–140/Spectrum bkg

145-210/Create file

212-213/Print header

215-247/Dev-merge bkg

250-490/Setup

495-496/Match

500-610/Merge

620-670/Print

merge

keV

bkgs

merge

700-708”/OK merge menu

710-715\Menu options

720-725/Peak edit

729-850/Print & save

980-990/Continue/STOP

< --- 3000-3100/Gamma peaks
<--- B:DATAPEAK.DAT

<--- 6000-6100/Existing background
<--- backqnd.BKG

<-–– 980/option GOTO to exit program

< --- new backqnd.BKG

<-–- 20000-21000/File copier
<--- new backqnd.BKG
<--- 980/option GOTO to exit program

< --- new backgnd.BKG

<-–- 980\option GOTO to exit program
<--- 30000-31000/Backup old bkg file

<--- backqnd.BUB
<--- 20000-21000/File copier

<-–- new backmd.BKG

< --- 40000-41000/Delete questionable peaks

<-–- new backand.BKG

< --– 9000–9100/Supplementary analysis menu
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GRABBACK : Program Structure Reference
(Continued)

Lines not used in execution

4000–4100/Spectrum input of B:DATASPEC.DAT

5000–5080/Isotope data input of B:DATAISOS.DAT

7000–7200/Efficiency parameters of DETLIBRY.LIB

8000-8100/Isotope library of B:DETLIBRY.LIB

13000-13100/Energy to channel transformer

60000–60140/Efficiency vs energy table for calib gammas

WSRC-TR-99-00187
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5 REM file GRABBACK.BAS
10
15
21
22
23
24
25
26
27
28

30
35

41
44
58

PRINT:PRINT’lReadingin data files”
PRINT:PRINT’’Checkprinter if need form feed”
DIM H1(100),H2 (1OO),RATERR(1OO)
DIM GOEFF(5,3),HOEFF(5,3),AOEFF(5, 3),BOEFF(5,3),KOEFF(5, 3)
DIM CEOHO(5,3),CE1HO(5,3),CEOH1 (5,3),CE2HO(5,3),CE1H1(5,3),CEOH2(5,3)
DIM CE3HO(5,3),CE2H1(5,3),CE1H2 (5,3),CEOH3(5,3)
DIM YLOC[20),DETNAM$(IO),13NERGY(IOO),BRATE(1OO),BERR(1OO),DETIAB$(1O)
DIM ISOTH(1OO),MDA(1OO),ACTRAT (1OO),LIBEN(1OO),SBRATE (1OO),SBERR(1OO)
DIM RATE(lOO),ENERGY(lOO),ISOEN(1OO),ISOID$(1OO),ISO$(1OO),ISOGAM(1OO)
DIM NPC(4096),AREA(1OO),EAREA(1OO) ,LOCH(1OO),FWHM(1OO),TAIL(1OO) ,CENT(1OO)

GOSUB 1000:REM read file B:DATAMISC.DAT
GOSUB 2000:REM read file B:DATACALB.DAT

DEF FNENC(CHAN)=COENC+CIENC*CHAN
DEF FNFWHM(CHAN)=SQR(COFWHM + CIFWEM*CHAN)
DEF FNEFFA(EN)=GOEFF*EXP(AOEFF*SQR(BOEFF”2+UOEFF* (LOG(EN)-KOEFF)’’2)*{COEFF+C1

EFF*LOG(EN)+C2EFi*mG(EN) “2~C3EFF*tiG (EN)A3)+.5*(l+StiN(EN-EtiX))*(DOEFF+DIEFF*LOG
(EN)+D2EFF*~G (EN)”2+D3EFF*LOG(EN)“3))
59 DEF FNEFFB(EN)=l+POEFF+PIEFF*I.OG(EN)+P2EFF*LOG(EN)A2+P3EFF*IA3G(EN)‘3
60 DEF FNEFF(EN)=FNEFFA(EN)*FNEFFB(EN)
61 REM INPUT”DO YOU wish to see EFF vs EN data for standard energies (y/n)’”;EFFV
EN$:CLS:IF EFFVEN$ <> “y” THEN GQTO 65
62 REM GOSUB 60000:REM check on efficiency data EFF vs EN
65 REM - tempory continue

70 GOSUB 3000:REM read file B:DATAPEAK.DAT
‘! 75 REM GOSUB 4000:REM read file B:DATASPEC.DAT

80 REM GOSUB 5000:REM read file B:DATAISOS.DAT
85 GOSUB 6000:REM read file DETFILE$.BKG
90 REM GOSUB 7000:REM read file B:DETLIBRY.LIB
95 REM gosub 8000:rem read file B:ISOLIBRY.LIB (when needed for B:DATAISOS.DAT)

100 REM - make background file for this sample
101 CLS
102 PRINT’’Examinenormal printout for sample vs current background’’:PRINT
105 BKG$=RIGHT$(STR$(DETN),1)+LEFT$(STDATE$,7)+m.BKG{{
110 PRINT’’Proposedbackground label “;BKG$:PRINT
115 INPUT’’Desire different background label (y/n)’’;YE$:IF YE$=”n” THEN 125
120 PRINT:INPUT’’Background file label (--------.BKG) ’’;BKG$
125 PRINT
130 INPUT’’Make above background file from sample rates (y/n)’’;YE$:PRINT
140 IF YE$c>”y” THEN PRINT”NO changes made in current file “;DETFILE$:PRINT:INPU
T“Press enter to proceed’’:ZZ:GOTO 980

145
150
155
160
170
180
190
200
210

212
213

215
220
222
224
225
226

NEWBKG=O
OPEN BKG$ FOR OUTPUT AS #2
FOR KP=l TO MPNAX
IF AREA(KP)<3*RATERR(KP) *LTIME THEN 200
ENERGY = LIBEN(KP)
IF ISOID$(KP)=’’No-Lib”THEN ENERGY=ENERGY(KP)
WRITE #2,ENERGy,=TE(Kp),RATERR(KP) :NEwBKG=NEWBKG+I
NEXT KP
C~SE #2

LPRINT “ *************** Background File Development ****************”
LPRINT:LPRINT

CLS
PRINT:PRINT’’Thefollowing options can be used with “;BKG$:PRINT
PRINT” (1) Initial background data case - setup user analysis file{’
PRINT” (2) Examine for merge/average with existing user analysis file”
PRINT
IF DETFILE$=l’missing”THEN PRINT’’Option (1) defaulted - no user analysis fil

e foundi{:GQTO235
227
228
229
230
235
240
245
247

PRINT’’Recommendoption (2) - user analysis file “;DETFILE$;” found{’
PRINT
INPUT’’Option’”;OPNO
IF 0PNO=2 THEN GOTO 250
PRINT:INPUT’’Assigna
GOSUB 20000:REM COPY

PRINT “New user file
GOTO 980

user analysis file (eg yourDETR.BKG)’{;DETFILE$
bkg$ to detfile$
“:DETFILE$;” created from ‘:BKG$
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250
260
300
310
320
330
340
350
360

. 370
380
390
400
410
420
430
440
450
490

495
496

500
505
510
515
520
521
522
523

“~ 530
531
532
533
540
541
542
543
550
555
560
570
580
590
595
600
610

620
630
631
632
633
634
635
636
640
645
650

PRINT:PRINTt’Backgroundfile iC:BKG$;Wcan be merged/averaged with “:DETFILE$
PRINT:PRINT”’Filemerging in progress’’:PRINT
REM - arrange arrays for merge - slide down from top(100)
FOR I=BAMAX TO 1 STEP -1
BNERGY(1OO-BAMAX+I )=BNERGY(I)
BRATE(1OO-BAMAX+I)=BRATE(I)
BERR(1OO-BAMAX+I)=BERR(I)
NEXT I
OPEN BKG$ FOR INPUT AS #2
FOR 1=1 TO NEWBKG
INPUT #2, ENERGy(I),RATE(I),RATERR(I)
NEXT I
CLOSE #2
FOR I=NEWBKG TO 1 STEP -1
ENERGY(lOO-NEwBKG+I )=ENERGY(I)
RATE(1OO-NEWBKG+I)=PATE(I)
RATERR(1OO-NEWBKG+I )=RATERR(I)
NEXT I
PRINT:INPUT’’Energyagreement (e.g. +/- 2 kEV)’’;EFIND

LPRINT:LPRINT’’Energyagreement for merged files = +/– “;EFIND:*’keV”
LPRINT

REM - perform table merge
NB=1OO-NEWBKG+1 :J=l
FOR I=1OO-BAMAX+1 TO 100
IF NB=101 THEN 540
IF BNERGY(I)-ENERGY(NB)<=EFIND THEN 530
ENERGY(J)=ENERGY (NB):RATE(J)=RATE(NB):RATERR (J)=RATERR(NB)
BNERGY(J)=ENERGY(NB) :BRATE(J)=O:BERR(J)=0
NB=NB+l:J=J+l:GOTO 515
IF BNERGY(I)-ENERGY(NB)<-EFIND THEN 540
ENERGY(J)=ENERGY (NB):RATE(J)=RATE(NB):RATERR (J)=RATERR(NB)
BNERGY(J)=BNERGY (I):BRATE(J)=BRATE(I):BERR(J)=BERR(I)
NB=NB+l:J=Y+l:GOTO 550
REM - line 530 condition met
ENERGY(J)=BNERGY(I):RATE(J)=O:RATERR(J)=O
BNERGY(J)=BNERGY (I):BRATE(J)=BRATE(I):BERR (J)=BERR(I)
J=J+1
NEXT I
REM - below assures pick up upper energy cases missed in above loop
IF NB=101 THEN 610
FOR MB=NB TO 100
ENERGY(J)=ENERGY (MB):mTE(J)=mTE (MB):RATERR(J)==TERR(MB)
BNERGY(J)=ENERGY (MB):BRATE(J)=O:BERR(J)=O
J=J+1
NEXT MB
JMAX-=-1

REM- print out merged data below
REM LpRINTIl************** Background Analysis *****************1(
LPRINT:LPRINT:LPRINT
LPRINT” Data after Merger “:LPRINT:LPRINT
IIPRINTTAB(15) BKG$ TAB(45) DETFILE$:LPRINT
LPRINT’gPeak Energy Rate Energy
LPRINT” keV

Rate ~’
cph keV

LPRINT
cphft

FOR J=l TO JNAX
LPRINT USING’’###’’;J;
LPRINT USING’’#########.#’’;ENERGY(J),3600*BATE(J);:LPRINT” +/-’’;:LPRINTUSING

“##.#’’:36oo*p.ATERR(J):
. ..

655 LPRINT USING’’#########.#’’;BNERGY(J),3600*BRATE(J);:LPRINT” +/-’’;:LPRINTUSIN
G“##.#’’;36OO*BERR(J)
670

700
701
702
703
704
705
706
707
708

NEXT J

REM – print out average merged data and dump to disk file
CLS
PRINT’’Examinemerged printout to decide appropriate option below’’:PRINT
PRINT” (1) Retain current “;DETFILE$;*{as background file”
PRINT” (2) Make new ll;DETF1~$;!lfrom ~a;BKG$;lafile alone~~
PRINT” (3) Make new “;DETFILE$;’tfrom average of merged files”
PRINT“ (i.e. l~;BKG$;tCand current ~4;DETFILE$;totf:PRINT
PRINT” Note: questionable peaks can be removed in cases (2) or (3)’’-:PRINT
INPUT’’Selectoption’”;OPB
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710 IF OPB=l THEN LPRINT:LPRINT’’Current background file kePt’’:LPRINT:GOTO 980
711
712
713
714
715

720
721
722
725

729
730
732
733
734
735
736
737
738
740
750
760
770
771
81

772

IF OPB=~ THEN GOSUB 30000:REM --back up ~urrent detfilk$ if present
IF 0PB=2 THEN GOSUB 20000:REM - new background data only
IF 0PB=2 THEN PRINT’’New ‘{;DETFILE$;” made from “;BKG$:” alone’’:GOTO 720
IF 0PBK>3 THEN CLS:PRINT’’Not a valid option - try again’’:PRINT:GOTo 700
GOSUB 30000:REM - make backup to current detfile$ if present

CLS:PRINT’’Exclusionof questionable peaks only removes “;BKG$;” values”
PRINT:PRINT’lCheckpeaks to delete (y/n) in table generated below”
PRINT” (Note: New Rates = Old Rates, if option #2 was selected)’’:PRINT
GOSUB 40000:REM - delete peaks subroutine

LPRINT:LPRINT :LPRINT
LPRINT” Data after averaging merged background files’*
LPRINT:LPRINT
LPRINT” –---–-–---------– Rates --–----–––---–––-–”
LPRINT
LPRINT” New Old Ave/New
LPRINT4’Peak Energy” TAB(18) BKG$ TAB(33) DETFILE$ TAB(48) DETFILE$
LPRINT” # keV cph cph
LPRINT

cph ‘~

OPEN DETFILE$ FOR OUTPUT AS +2
Px= 1
FOR J=l TO JMAX
IF J<>NPC(PX) THEN 780
IF 0PB=2 THEN LPRINT USING’’###’’;J;: LPRINT USING’’#######. #’’;ENERGY (J);:LPRINT

This peak deleted’’ :PX=.PX+l:GOTO 820
IF BRATE(J]=O THEN LPRINT USING’’###’’;J;: LPRINT USING’’####### .#’’;ENERGY(J) ;:L

PRINT” This peak deleted’’:PX=PX+l:GOTO 820
773 LPRINT USING’’###’’;J;:LPRINT USING’$#######.#’’;BNERGY(J);:LPRINT” Deleted_.._

a.,
774 LPRINT USING’’#####.#’’:36OO*BRATE(J);:LPRINT” +/-’’;:LPRINTUSING’’##.#’’;36OO*B
ERR(J);
775 LPRINT USING’’#####.#’’:36OO*BRATE(J);:LPRINT” +/-’’;:LPRINTUSING’~##.#’’;36OO*B
ERR(J)
777 BNERGY=BNERGY(J) :BRATE=BRATE(J):BERR=BERR(J):PX=PX+l:GOTO 810
780 BNERGY=.5*(ENERGY(J)+BNERGy(J) ):BRATE=.5*(RATE(J)+BRATE(J) ):BERR=.5*sQR(RATE
RR(J)”2 + BERR(J)A2)
782 IF 0PB=2 THEN BERR = BERR(J)
785 LPRINT USING’’###!’’;J;:LPRINT uSING’’#######.#’’;BNERGY;
79o LPRINT USING’’#####.#’’;36OO*RATE(J);:LPRINT” +/-l{;:LPRINTUSING!l##.#~t;3600*RA
TERR(J) ;
795 LPRINT USING’’#####.#’’;36OO*BRATE(J);:LPRINT’{+/-!{;:LPRINT USING’’##,#’’;36OO*B
ERR(J);
800 LPRINT USING’’#####.#’’;36OO*BRATE;:LPRINT” +/-”::LPRINT USING’’##.#’8:3600*BERR

810 WRITE #2, BNERGY,BRATE ,BERR
820 LPRINT
830 NEXT
850 CLOSE #2

980 GOSUB 9000:REM - continuation menu
990 STOP

1000 REM - subroutine to read miscellaneous parameters file B:MISCDAT.DAT
1010 OPEN “13:DATAMISC.DAT”FOR INPUT AS #3
1020 INPuT #3,LTIME,sTcH,ENcH,AuNIT$,uNuM,uDEM,TDAYs, DETN,DETNZd4$(DETN),DETLAB$ (
DETN),STDATE$
1030 ClX3SE #3
1100 RETURN

2000 REM - subroutine to read data calib file B:DATACALB.DAT
2100 OPEN “B:DATACALB.DAT” FOR INPUT AS #3
2110 INpuT f3,C0ENC,ClENC,C0Ft4HM,CWWHM,GOEFF,AOEFF, BOEFF,UOEFF,KOEFF,COEFF,CI.EF

CLOSE #3
RETURN

REM - subroutine to read data peak file B:DATAPEAK.DAT
OPEN “B:DATAPEAK.DAT” FOR INPUT AS #3
KP=l
IF EOF(3) THEN MPNAX=KP-l:GOTO 3060

F,C2EFF,C3EFF,ENX,DOEFF,DlEFF,D2EFF,D3EtiF,POEFF,PlEFF,P2EFF,P3EFF
2160
2200

3000
3010
3015
3020
3040 INPuT #3,CENT(KP),ENERGy(KP) ,FwHM(Kp),TAIL(Kp),AREA(Kp) ,RATE(Kp),sBRATE(KP)
,IsoID$(KP),AcTRAT(KP),LIBEN(Kp),RATERR (KP),SBERR(KP),H1(KP),H2(KP)
3050 KP=KP+l:GOTO 3020
3060 CLOSE #3
3100 RETuRN
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.

4000
4010
4020
4030
4040
4050
4100

5000
5010
5020
5030

5040
5050
5060
5070
5080

6000
6005
6010
6020
6030
6040
6050
6060
6070
6100

7000
7005
7010
7020
7030
7040
7050
7060
7070
7080
7090
7095
7100
7200

8000
8001
8005
8007
8010
8020
8025
8027
8030
8040
8050
8100

9000
9005
9010
9020
9030
9040
9050
9060
9070
9080
9090
c> ]
9095
9100

REM -subroutine to read in spectrum file B:DATASPEC.DAT
OPEN l’B:DATASPEC.DAT’lFOR INPUT AS #3
FOR I=STCH TO ENCH
INPUT #3, NPC(I)
NEXT I
cLoSE #3
RETURN

REM - subroutine to read in isotope library file B>DATAISOS.DAT
OPEN “B:DATAISOS.DAT” FOR INPUT AS #3
L=o
L=L+1— ...-—
INPUT #3, ISO$(L),ISOTH(L),ISOEN(L);ISOGAM(L),MDA(L)
IF ISO$(L)=’’limit“ THEN 5070
GOTO 5030
CLOSE #3
RETURN

REM - subroutine to read in background library
IF LEN(DETLAB$(DETN))=O THEN DETFILE$=’’missing’’:GOTO6100
DETFILE$=DETLAB$ (DETN)+’’.BKG”
OPEN DETFILE$ FOR INPUT AS #2
CBACK=l
IF EOF(2) THEN BAMAX=CBACK-l:GOTO 6070
INpuT #2,BNERGY(cBAcK),BRATE(CBACK) ,BERR(CBACK)
CBACK=CBACK+l:GOTO 6040
CLQSE #2
RETuRN

REM - subroutine to read in detector library B:DETLIBRY.LIB
OPEN “B:DETLIBRY.LIB” FOR INPUT AS #3
FOR 1=1 TO 5
FOR J=l TO 3
INPUT #3,GoEFF(I,J),AoEFF(I,J) ,BOEFF(I,J),KOEFF(I,J),HOEFF(I,J)
INpuT #3,CE0HO(I,J)
INpuT #3,cElH0(I,J),cE0Hl(I,J)
INpuT #3,CE2H0(I,J),CElHl(I,J) ,cEoH2(1,J)
INpuT #3,cE3H0(I,J),cE2HI(I,J) ,CEIH2(I,J),CEOH3 (I,J)
NEXT J
NEXT I
CLQSE #3
I=O:J=O
RETURN

REM - subroutine to read in isotope library data B:ISOLIBRY.LIB
REM - note that B:DATAISOS.DAT is used instead usually
NMDA=O
oPEN ~fB:ISOLIBRY.LIB1lFOR INPUT AS #3
FOR 1S0=1 TO 100
INWT #3,1s0$(Is0),IsoTH(Iso) ,IsOEN(IsO),IsOGAM(IsO) ,MDA(ISO)
ISOGAM(ISO)=ISOGAM(ISO)/100
IF MDA(ISO)=l THEN NMDA=NMDA+l
IF 1S0$(1S0) = “limit ‘tTHEN 1S0=100
NEXT 1S0
CLOSE #3
RETURN

REM- subroutine for supplementary analyses
OPEN “B:DETLIBRY.LIB’8FOR INPUT AS #3
CLS
PRINT’’SupplementaryAnalyses - as applicable to current spectrum’’:PRINT
PRINT’” (1) Background file development (GRABBACK)’”
PRINT” (2) Detector efficiency calibration (GRABcALB)’”
PRINT” (3) Peak/spectrum diagnostics (GRABDIAG)~’
PRINT” (4) Peak/multiplet plot analysis (GRABPLOT)”
PRINT” (5) Analyses per isotopes (GRABISOS)’’:PRINT
PRINT’’Datafiles are now being transferred to RAM disk (b:) for analyses”
PRINT:PRINT’’Typeselected analysis (e.g. GRABBACK) after’’:PRINT’’promptpt(
and press enter”
CLOSE #3
RETURN
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13000
13010
13020
13030
13040
13050
13055
13060
13100

,

20000
20010
20020
20030
20040
20050
20110
20120
20130
20140
20150
20160
20170
21000

30000
30010
30020
30030
30040
30050
30060
30100
30120
30130
30140
30150
30160
30170
30180
31000

40000
40010
40020
40030
40040

Ietett
40050
/n,*

40060
40070
40080
40090
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REM sub from sub 3000 - talc channel from energy
AOEN = FNENC(0)
AIEN = FNENC(l)-FNENC(0)
CHANO = (ENERGY-AOEN)/AIEN
CHAN = CHANO + (ENERGY-FNENC(CHANO))/AIEN
IF ABS(ENERGY-FNENC(CHAN) )>.1 THEN CHANO=CHAN:GOTO 13040
RCHAN=CHAN
CHAN=INT(CHAN+.5)
RETuRN

REM -subroutine for copying bkq$ file to detfileS/problem ends soon after
OPEN BKG$ FOR INPUT AS-#2 - -
FOR KP=l TO NEWBKG
INPUT #2.BNERGY(KP),BRATE(KP),BERR
NEXT KP
CLOSE #2
OPEN DETFILE$ FOR OUTPUT AS #2
FOR KP=l TO NEWBKG
WRITE #2,BNERGY(KP),BRATE(KP),BERR
NEXT KP
cLOSE *2

KP)

KP)

LPRINT;LPRINT’’Newuser analysis file “;DETFILE$
LPRINT’’madesolely from copy of file “;BKG$:LPRINT
RETuRN

REM - subroutine to backup current detfile$ if present
IF DETFILE$=’’missing”THE~ GOTO 31000
OPEN DETFILE$ FOR INPUT AS #2
FOR 1=1 TO BAMAX
INPUT #2, NPC(1000+I),NPC(2000+I) ,NPC
NEXT I
CLOSE #2
BACKUPBKG$=DETLAB$(DETN)+’’.BUB“
OPEN BACKUPBKG$ FOR OUTPUT AS #2
FOR 1=1 TO BAMAX
WRITE #2, NPC(1OOO+I),NPC(2OOO+I) ,NPC
NEXT I
CIXL5E#2

3000+1) :REM unused npc(n) locations

3000+1):REM unused npc(n) locations

LPRINT:LPRINT’’Abovebackground file “;DETFILE$
LPRINT’’maybe overwritten, as it is backed up as ““:BACKUPBKG$:LPRINT
RETURN

REM sub to delete questionable peaks
PRT.NT:PRINT
PRINT” Data
PRINT TAB(15) BKG$ TAB(45)
PRINT’:Peak Energy

PRINT~t keV

PRINT:PX=l
FOR J=l TO JMAX

Prior to Merger “:PRINT:PRINT
DETFILE$:PRINT

Rate Energy Rate

cph keV cph Y

PRINT USING’’###’’:J;
PRINT USING’C#########.#’’;ENERGY(J),3600*RATE(J);

##-tf’’:zGOO*~TxRR(J):
40100 PRINT USING’’#########.#’’;BNERGY3)3),3600*BRATE(J)
“##.#’’:36oo*BERRfJ~:

..

40110
40120
41000

60000
60005
60006
60010
60011
60020
60030
60040
60050
60060

..: 60070
60080

. . 60090
60100
60110

. 60120
60130
60140

De

lNPtiT” ~;Gi~:NPc(pX)==O:IF YE$<>tqnllTHENNPC(PX
NEXT J
RETURN

REM temp check on
PRINT’’Efficiency
PRINT
PRINT l{EN1l,(~EFFi~
PRINT’’keVW,”# 8’

PRINT” +/-’’;:PRINTUSING’f

:PRINT” +/-S’;:PRINTUSING

=J:PX=PX+l

eff
EFF) per standard energy (EN) for “;DETNAM$(DETN)

PRINT USIN6’’####.##’’;803;:;:PRINT USING’’###.######’’;FNEFF(88.03)
PRINT USING’’####.##”;l22.O6;:PRINT USING’-###.######’’;FNEFti(122.06)
PRINT USING’’####.##’’;l68585;:PRINT USING’’###.######’’;FNEFF(l65.85)
PRINT USING’’####.##*’:279.l9;:PRINT USING’’###.######’’;FNEFF(279.19)
PRINT USING’’####.##’’;396969;:PRINT USING’’###.######’’;FNEFF(39l.69)
PRINT USING’’####.##’’;5l4!;:PRINT USING’’###.######’’:FNEFF(514!)
PRINT USING’’####.##’’;666464;:PRINT USING’’###.######’’;FNEFF(66l.64)
PRINT USING’’####.##’’;8902::::PRINT USING’’###.######’’;FNEFF(898.02)
PRINT USING’’####.##’’;ll721;l;:PRINT USING’’###.######’’;FNEFF(ll73.21)
PRINT USING’’####.##’’;l3356;:PRINTNTUSING’’###.######’’;FNEFF(l332.56)
PRINT USING’’####.##’’:l83Ol;l;:PRINT USING’’###.######’’;FNEFF(l8301)l)
INPUT’’Pressreturn to proceed”:ZZ
RETuRN
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GRABCALB: Program Structure Reference

Main < --- Subroutines and [filesl

5-28/DIM setup

30-35/Input data

41-65/Eff Formula

70-95/Input data

100-130/Calendar

135-140/Attenuation

145-260/Source Age

300-490/Calib peaks

500-!510/Display peaks

520-530/Edit peaks

600-620/Plot calibs

630-645/Fixup summing

<--- 1000-1100/Miscellaneous data
<--- B:DATAMISC.DAT

<--- 2000-2200/Efficiency data
<––– B:DATACALB.DAT

< --- 3000-3100/Gamma peaks
<-–- B:DATAPEAK.DAT

<--- 5000-5080/Isotope data
<--- B:DATAISOS.DAT

< --- 61000-61020/Calendar data

< --- 62000-62060/Ge coefficients

< --- 20000-21000/Dates to age talc

< --- 30000-30100/Peak listing

< --- 31000-31100/Corrections menu
<--- 32000-32300/Add peak
<--- 33000-33100/Delete peak
<--- 34000-34100/Change peak
<--- 30000-31100/List peaks

< --- 51000-51900/LogEff-LogE graph
<--- 50000-50900/Plot measured effs

< --- 40000-4090/Make summing corrections
<--- 4000-4100/Get spectrum

< --- B:DATASPEC.DAT
<--- 41000-41100/Atten-eff talcs
<--- 51000-51900/LogEff-LogE graph
<--- 50000-50900/Plot measured effs

650–677/Plot drawing instructions

680-798/Draw eff <--- 51000-51900/LogEff vs LogE graph
<--- 50000-50900/Plot measured effs
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GRABCALB: Program Structure Reference
- (continued)

Main <--- Subroutines and (filesl

680-798/Draw eff <--- 52000-52030/Plot 3 hyperbola points
(cent’d) <-–– 52200-52290\Move red point to max

<--- 52100-52130/Erase point
<-–- 52000-52030/Draw point

<-–- 52300-52330/Yellow point to sym pt
<--- 52100-52130/Erase point
<--- 52000-52030/Draw point

<“--- 52400-52390/Green point to asympt
<--- 52100-52130/Erase point
<--- 52000-52030/Draw point

<--- 52500-52590/Draw hyperbola guidelines
<--– 52600–25690/Erase hyperbola guidelns
<--- 15000-15090/LnEff-LnE units for 3 pts
<--– 53000-53900/Plot result hyperbola eff

<--- 51000-51900/LogEff-LogE graph
<--- 50000-50900/Plot measured effs

800-865/Norm eff <--- 42000-42900/Hyperbola vs. mess effs
<--- 53000-53900/Replot per dev=O norm

<--- 51000-51900/LogEff-LogE graph
<--- 50000-50900/Plot measured effs

870-890/Refine A <--- 10000-10500/L-S hyperbola fit
<--- 11000-1110/Chi-sq fit results

<--- 53000-53900/Plot resulting final eff
<--- 51000-51900/LogEff-LogE graph
<--- 50000-50900/Plot measured effs

<--- 42000-42900/Hyperbola vs mess effs

890-915/Refine B <--- 16000-16300/L-S cubic residuals fit
<--- 17000-17170/Trianglize matrix
<--- 18000-18100/Solve cubic coeffs
<--- 19000-19100/Chi-sq fit results

<-–- 53000-53900/Plot resulting final eff
<--- 51000-51900/LogEff-LogE graph
<--- 50000-50900/Plot measured effs

<--- 42000–42900/Final fit vs mess effs

920–939/OK menu < --- 650-etc/GOTO
<--- 870-etc/GOTO
<--- 900-etc\GOTO
<--- 910-etc/GOTO
<--- 938-etc/GOTO

back at draw hyperbola
back at L-S hyperbola
back at L-S cubic fit
back to redraw final eff
continue - fit OK
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GRABCALB: Program Structure Reference
(continued)

Main < --- Subroutines and [files]

940-970/output <--- 44000-44100/Parameters set for output

<--- 45000-45500/Create efficiency file

< --- detreff.DCF
< --- 46000-46900/Print efficiency summary

980–990/Continue/STOP <--- 9000-9100/Supplementary analysis menu

Lines not used in execution

6000-6100/Background input of backqnd.BKG

7000-7200/Efficiency parameters of DETLIBRY.LIB

8000-8100/Isotope library of B:DETLIBRY.LIB

13000-13100/Energy to ‘channel transformer

60000-60140/Efficiency vs energy table for calib gammas

B-69



WSRC-TR-99-O0187

5 REM file GRABcM,B.BAs

...

18 DIM
3.9 DIH
20 DIM
21 DIH
22 DIM
23 DIM
24
25
26
27
28

30
35

41
44
58

DIM
DIM
DIM
DIM
DIM

A(3),TC(3,3),TD(3),TN(3,3)
ENATT(21) .MUATT(21)
M13NTH(12),G~TE(25) ,EFFC,AL(25),ERRCAL(25) ,J(25),ECAL(25) ,SUMcOR(25)
H1(1OO),H2(1OO) ,RATERR(1OO)
GOEFF(5, 3),HOEFF(5,3),AOEFF(5, 3), BOEFF(5, 3),KOEFF(5, 3)
CEOHO(5, 3),CE1HO(5,3) ,CEOH1(5, 3),CE2HO(5,3) ,CE1H1(5, 3),CEOH2(5,3)
cE3HO(5,3),CE2H1(5,3) ,CE1H2(5,3),CEOH3(5,3)
YIJ3C(20), DETNAM$(1O) ,BNERGY(1OO) ,BRATE(1OO),BERR(1OO) ,DETLAB$(1O)
ISOTH(1OO),MDA(1OO) ,ACTRAT(1OO) ,LIBEN(1OO) ,SBRATE(1OO) ,SBERR(1OO)
RATE(1OO),ENERGY(1OO) ,ISOEN(1OO),ISOID$ (100),1S0$(100) ,ISOGAN(1OO)
NPC(4096),AREA(1OO) ,EAREA(lOO), JJ2CH(1OO) ,F’WNM(1OO),TA1L(1OO) ,CENT(1OO)

GOSUB 1000:REM read file B:DATAMISC.DAT
GOSUB 2000:REM read file B:DATACALB.DAT

DEF FNENC(CHAN)=COENC+CIENC*CHAN
DEF FNFWHM(CHAN)=SQR(COFWHM + CIFWHM*CHAN)
DEF FNEFFA(EN) =GOEFF*EXP(AOEFF*SOR{BOEFF”2+UOEFF* [LOGIEN) -KOEFF) ”2)*[COEFF+C1

EFF*LOG(EN) +C2EFF*WG(EN) “2~C3EFF*tiG~EN) “3)+. 5*(1+SGN(EN–ENX) )*(D0EFF+DlEFF*tf3G
(EN)+D2EFF*LQG(EN) “2+D3EFF*Lx3G(EN) ‘3))
59 DEF FNEFFB(EN)=l+POEFF+PIEFF*LOG(EN) +P2EFF*LOG(EN) A2+P3EFF*LOG(EN) “3
60 DEF FNEFF(EN)=FNEFFA(EN) *FNEFFB(EN)
61 REM INPUT’*DO you wish to see EFF VS EN data for standard energies (y/n)’’;EFFV
EN$:CLS:IF EFFVEN$ <> “Y” THEN GOTO 65
62
65

70
75
80
85
90
95

100
105
110
120
130

135
140

145
150
160
170
’200
210
220
230
240
250
260

300
310
315
320
325
330
340
350
355
360

“;
365
370
380
390
395
400
410
420
430
440
450
460
470
480
485
486
490

REM gOSUB 60000:REFl ‘check on efficiency data EFF vs EN
REX - tempory continue

ZOSUB 3000:REM read file B:DATAPEAK-DAT
REM GOSUB 4000:REM read file B:DATASPEC.DAT
ZOSUB 5000:REM read file B:DATAISOS.DAT
REM GOSUB 6000:RZM read file DETFILE$.BKG
REM GOSUB 7000:REM read file B:DETLIBRY.LIB
REM gosub 8000:rem read file B:ISOLIBRY.LIB (when needed for B:DATAISOS.DAT)

REM-read in days of month data
MONTH(0)=O
FOR 1=1 TO 12
READ MONTH(I) :MONTH(I)=MONTH(I)+MONTH(I-1)
NEXT I

REM - below reads in atennuation data
FOR 1=1 TO 21:READ ENATT(I),BNATOM:MUATT(I)=.008297*5. 35*BNATOM:NEXT I

CLS
PRINT*C *********** DETE~oR cALIBRATION ***************l*:PRINT: PRINT

INPUT” Descriptive name for this calibration’’ ;NACAL$
PRXNT’*Calibration : “;NACAL$
REM-select peaks and do experimental calibrations
PRZNT’*Enter decay information for standard’’:PRINT
PRINT” (1) Certification date (Mo-Dy-Yr)”
PRINT” (2) Time since certification (Days)’l:PRINT
INPUT”OptionR :OPD:PRINT
IF OPD=l THEN GOSUB 20000:GOT0 300
INPUT’$Decay time since standard certification (Days)’<;TDAY

REM - read in peaks and flag calibration candidates
PRINT: INPUT*’Press enter to select calibration peaks “;ZZ
NCA>–O
FOR J=l TO FIPMAX
CLS
PRINT ,
PRINTs81sot0pe = “:ISOID$(J)
PRINTt’Energy = “;:PRINT USING’*#### .#ll;ENERGY(J) ;:PRINT” keV”
PRINT
PRXNT’’Count rate = ‘;:PRINT USING1l####. ###l$;RATE(J) ;:PRINTt* Cps’q

PRINT*’ “;CHR$(241) ;:PRINT USINGt’####.###’’;~TE~{J)
PRINT
INPUT1’Use this peak as calibration (y/n)’4;YE$:PRINT
IF YE$=”n” THEN 490
NCAL=NCALA-1: J(NCAL)=J
FOR L=l TO LMl+X
IF ISOID$(J)<>ISO$(L) THEN 44o
ISOTH=ISOTH(L)
L=IMAX. .
NEXT L
INPUT’’Gammas/sec at certification datew;GAMRATE(NCAL)
ECAL(NCAL)=LIBEN(J) :IF LIBEN(J)=O THEN ECAL(NCAL)=ENERGY(J)
EFFCAL(NCAL) ‘RATE(J)*2A(TDAY/ISOTH) /GAMRATE(NCAL)
ERRcAL(NcAL) =RATERR(J)*2 A(TDAy/IsoTH )/GAMP.ATE(NcAL)
PRINT~lEff = “;:PRINT USINGn## .#####w ;EFFCAL(NCAL)
PRINT” “;CHR$(241) ;:PRINT USINGN#. #####w ;ERRCAL(NCAL) :PRINT
NEXT J

B-7o



.

.

:,

500
510

520
530

600
605
610
620

630
635.
640
645

650
651
655
660
665
666
667
668
669
670
671
672
673
674
675
676
677

680
685
690
700
710
712
714
720
725
730
735
740
745
750
755
760
765
770
775
776
780
797
798

800
855

CLS:PRINT’’Calibrations - Raw Data’{
WSRC-TR-99-O0187

GOSUB 30000: REX - list calibration points

INPUT’’Desirecorrections to input data (y/n)”:YE$:PRINT
IF YE$=”y” THEN GOSUB 31OOO:GOTO 500

REM - plot initial results and continue analysis
GOSUB 51OOO:REIJ - set up graph paper
GOSUB 50000:REM - plot data points
LOCATE 24,4

INPUT’’Fixcoinc-sum (y/n)’’;YE$:PRINT
FOR K=l TO NCAL:SUMCOR(K)=l:NEXT K
IF YE$=”y” THEN SCREEN 2:SCREEN O:GOSUB 40000
SCREEH 2:SCREEN O

CLS:PRINT’’Calibration curve fittingl’:PRINT
S=o
PRINT” First order fit with hyperbola”
PRINT” (Will apply second order cubic later)’’:PRINT:PRINT
PRINT” Instructions:q’:PRINT
PRINT’f (1) Turn on Num Lock to use arrows”
PRINT” (2) Select options below while looking at graph”
PRINT” (r)ed point - adjust to curve max estimate!’
PRINT” (y)ellow point - adjust to origin point of hyperbola$t
PRINT” (g)reen point - adjust to asymptote point of hyperbola~t
PRINT” (d)raw lines - examine above settingsfr
PRINT” (e)rase lines - as needed for new (d) cases”
PRINT” (f)inished - clean replot with calib curve”
PRINT” (3) Move a point in (2) with number pad arrows (5 = finished)”
PRINT” (4) Draw hyperbola characteristic lines (2-d and 2-e)”
PRINT” (5) Plot resulting calibration curVe (2-f)”
PRINT” (6) Repeat this process until satisfactory curve fit’’:PRINT

INPUT”TO begin, press enter’’;ZZ
RED=2:YELLOW=3 :GREEN=l
XR=120:YR=40 :XY=120:YY=20 :XG=250:YG=160
GOSUB 51OOO:GOSUB 50000
XP=XR:YP=YR:COI.OUR=RED:GOSUB 52000:REM - point plot with no error
XP=XY:YP=YY:COLOUR=YELLOW:GOSUB 52000
XP=XG:YP=YG:COLOUR=GREEN:GOSUB 52000
RYGDEF$=INKEY$:IF RYGDEF$=’”* THEN 720
IF RYGDEF$=”r” THEN GosUB 52200
IF RYGDEF$=q’y”THEN GOSUB 52300
IF RYGDEF$=’’g’gTHEN GOSUB 52400
IF RYGDEF$=’{d”THEN GOSUB 52500
IF RYGDEF$=”e” THEN GOSUB 52600
IF RYGDEF$<>’’f’’THEN720
REM - now ready to plot calib curve (hyperbola)
XEN=XR:YEFF=YR:GOSUB 15000:LNENR=LNEN:LNEFFR=LNEFF
XEN=XY:YEFF=YY:GOSUB 15000:LNENY=LNEN:LNEFFY=LNEFF
XEN=XG:YEFF=YG:GOSUB 15000:LNENG=LNEN:LNEFFG=LNEFF
D=LNEFFY:A=(INEFFG-LNEFFY)/(LNENG-lNENY) :B=(INEFFY-LNEFFR)/A:C=LNENR
A(0)=1:A(1)=O:A(2)=O:A(3)=O:SP=0
GOSUB 53000:REM - plot hyperbola
LQCATE 24,4
INPUT’’Satisfactory (y/n)’’;YE$:IFYE$=’{n”THEN CLS:GOTO 700

GOSUB 42000:REM - compare data analysis results for hyperbola
PRINT:INPUT’’Desire to renormalize to make average deviation zero (y/n)’’;YE$:

IF YE$O’’yt’ THEN 870
860 D=D+TOTDEV/NCAL:GOSUB 53000:LOCATE 24,4
865 INPUT’’OK(press enter) ’’;ZZ:GOSUB 42000

“, 870 PRINT:INPUT’’Desire LSQ-fit to hyperbola (y/n)’’;YE$:IF YE$<>”y” THEN 900
875 GOSUB 1000O:REM LSQ-fit to hyperbola
880 GOSUB 53000:LX3CATE24,4
890 INPUT’’OK(pressenter)’’;ZZ:GOSUB42000

900 PRINT:INPUT’’ApplyLSQ cubic fit to perturbations from hyperbola (y/n)’’;YE$:I
F YE$<>”y” THEN 920
905 GOSUB 16000:REM LSQ cubic fit to hvDerbola Perturbations
910 GOSUB 53000:LOCATE 24,4

.-

915 INPUT’’OK(preSSenter)’’;ZZ:GOSUB 42000
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920 PRINT: INPUT’’Press enter to continue~*;ZZ:CIS

. 925 PRINT”
926 PRINT” Note:
927 PRINT”
928 PRINT”
929 PRINT” Refit
930 PRINT”
931
932
933
934
935
936
937
938
939

940
941
942
943
944
945
946
947
948
970

980
990

PRINT “
PRINT “
PRINT “
PRINT”

HENU FOR REFIT OPTIONS”:PRINT
Refit options (l-3)remove existingcubic LSQ”
perturbationfit, which can be replaced within”
these options if desired’’: PRINT:PRINT
beginning previous fit sequence at:”’:PRINT
(1) Hyperbola drawing on screen”
(2) Hyperbola LSQ selection”
(3) Cubic LSQ perturbation selection”
(4) No refit yet - view current fit and plot first’<
(5) None of the above - current fit acceptable’’: PRINT

INPUT’’Option’’;OP:IF 0P>3 THEN 938
A(0)=1:A(1)=O:A(2)=O:A(3)=0
ON OP GOTO 650,870,900
IF 0P=4 THEN 910
EFFCAL$=”NO efficiency file made’l:REM - will change if and when file made

CLS:PRINT4’ FINAL DATA OUTPUT HENU’’:PRINT
PRINT” (1) Disk file and printout”
PRINT” (2) Printout only”
PRINT” (3) Disk file only”
PRINT” (4) No more output - exit proqram*’iPRINT
INPUT’’Opti0n number’’ioP:GOSUB 44000:REM – parameter notations
IF OP=l THEN GOSUB 45000:GOSUB 46000:GOT0 940
IF 0P=2 THEN GOSUB 46000:GOT0 940
IF 0P=3 THEN GOSUB 45000:GOT0 940
SCREEN 2:SCREEN O

GOSUB 9000:REM - continuation menu
STOP

1000 REM – subroutine to read miscellaneous parameters file B:MISCDAT.DAT
1010 OPEN “B:DATmISc.DAT” FOR INPUT AS #3
1020 INPUT #3,LTIME,STcH,ENCH,AUNIT$,UmM,UDEH,TDAyS,DETN,DETNM$ (DETN),DETLAB$(
DETN),STDATE$
1030 CLOSE #3
1100 RETURN

2000 REM - subroutine to read data calib file B:DATACALB.DAT
2100 OPEN “B:DATACALB.DAT” FOR INPUT AS #3
2110 INpuT #3,C0ENc,ClENC, c0F~,cl=,G0EFF,A0EFF.B0EFF,U0EFF,K0EFF,c0EFF,CIEF
F,C2EFF,C3EFF, ENX,DOEFF,DIEFF ,D2EFF,D3EFF, POEFF,PIEFF, P2EFF,P3EFF
2160 CLOSE #3
2200 RETuRN

3000 REH - subroutine to read data peak file B:DATAPEAK.DAT
3010 OPEN “B:DATAPEAK.DAT” FOR INPUT AS #3
3015 KP=l
3020 IF EOF(3) THEN NPNAX=KP-l:GOTO 3060
3040 INPUT #3,CENT(KP),ENERGY(KP) ,FWHM(KP),TAIL(KP),AREA(KP) ,WiTE(KP),SBRATE(KP)
,ISOID$(KP),ACTRAT(KP) ,LIBEN(KP),RATERR(KP) ,SBERR(KP),H1(KP) ,H2(KP)
3050
3060
3100

4000
4005
4010
4020
4030
4035
4040
4050
4100

5000
5010“:
5020
5030
5040
5050
S060
5070
5075
5080

6000
6010

KP=KP+l:GOTO 3020
cLOSE #3
RETURN

REM -subroutine to read in spectrum file B:DATASPEC.DAT
TOTNPC=O
OPEN “B:DATASPEC.DAT” FOR INPUT AS #3
FOR I=STCH TO ENCH
INPUT #3, NPC(I)
TOTNPC=TOTNPC+NPC2 (I)
NEXT I
CLOSE #3
RETURN

REM - subroutine to read in isotope library file B:DATAISOS.DAT
OPEN ‘“B:DATAISOS-DAT’” FOR INPUT AS #3
L=o
L=L+l
INPUT #3, ISO$(L), ISOTH(L),ISOEN(L) ,ISOGAM(L),MDA(L)
IF ISO$(L)=’’limit “ THEN 5070
GOTO 5030
cLOSE 43
L?4AX=L
RETURN

REM - subroutine to read in background library
DETFILE$=DETI.AB$ (DETN)+’C.BKG”

6020 OPEN DETFILE$ FOR INPUT AS *2
6030 CBACK=l
6040 IF EOF(2) THEN BAMAX=CBACK-l:GOTO 6070
6050 INpUT i2jBNERGy(CBAcK),BRATE(CBACK) ,BERR(CBACK)
6060 CBACK=CBACK+l:GOTO 6040
6070 CLOSE #2
6100 RETURN
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7000
7005
7010
7020
7030
7040
7050
7060
7070
7080
7090
7095
7100
7200

8000
8001
8005
8007
8010
8020
8025
8027
8030
8040
8050
8100

9000
9005
9010
9020
9030
9040
9050
9060
9070
9080
9090
c> )
9095
9100

10000
10010
10020
10030
10040
10100
1013.0
10120
10130
10140
10150
10160
10170
10180
10190
10200
10210
10220
10230
10240
10250
10260
10270

‘f
10280
10290
10300
10310
10320
10330
10400
10410
10420

..: 10430
10440
10445
10450
10455
10460
10465
10470
10500

(

REM - subroutine to read in detector library B:DETLIBRY.LIB
OPEN l*B:DETLIBRY.LIB” FOR INPUT AS {3
FOR 1=1 TO 5
FOR J=l TO 3
INPUT #3,GOEFF(I,J),AOEFF(I,J) ,BOEFF(I,J),KOEFF(I,J) ,HOEFF(I,J)
INPUT #3,cEoHo(I,J)
INPUT #3,CElH0(1,J),CE0H1(1,J)
INPUT #3,CE2HO{I,J),CElHl(I,J) ,CEOH2(I,J)
INPUT #3,CE3HO(I,J),CE2Hl(I,J) ,CE1H2(I,J),CEON3 (1,J)
NEXT J
HEXT I
CD3SE #3
1=0 :J=O
RETURN

REll – subroutine to read in isotope library data B:ISOLIBRY.LIB
REM – note that B:DATAISOS.DAT is used instead usually
N!4DA=0
OPEN ‘*B:ISOLIBRY.LIB” FOR INPUT AS #3
FOR 1S0=1 TO 100
INPUT #3,1SO$ (ISO),ISOTH(ISO) ,ISOEN(ISO), ISOGAM(ISO) ,MDA(ISO)
ISOGAM(ISO)=ISOGAM(ISO)/lOO
IF MDA(ISO)=l THEN NMDA=NMDA+I
IF 1S0$(1S0) = “limit “ THEN 1S0=100
NEXT 1S0
CLOSE #3
RETURN

REM- subroutine for supplementary analyses
OPEN “B:DETLIBRY.LIB” FOR INPUT AS #3
CLS
PRINT’’Supplementary Analyses – as applicable to current spectrum*’:PRINT
PRINT” (1) Background file development (GRABBACK)”
PRINT” (2) Detector efficiency calibration (GRABCALB)”
PRINT’< (3) Peak/spectrum diagnostics (GRABDIAG)”
PRINT” (4) Peak/multiplet plot analysis (GRABPLOT)”
PRINT” (5) Analyses per isotopes (GRABISOS)l’:PRINT
PRINT’’Data files are now being transferred to RAM disk (b:) for analyses”
PRINT:PRINT’’Type selected analysis (e.g. GRABBACK) after’’ :PRINT’’promptpt (
and press enter”
CLOSE #3
RETURN

REM-sub for least squares fit to hyperbola
REM - calculate initial sO
GOSUB 11000: REM talc s=chi–2
So=s
INPUT’’Increment divisor (usually 2)’’;INCR
REM - calculate 1st and 2nd derivatives for minimum cases
DSDD=O:D2SDD2=0 :DSDA=O:D2SDA2=0
DSDB=O:D2SDB2=O: DSDC=O:D2SDC2=0
FOR K=l TO NCAL
xK=mG(EcAL(K) ):yK=m(EFFcAL(K) )
EYK=ERRCAL(K) /EFFCAL(K):WTK=EYK”-2
DYK=D+A*SQR (BA2+(C-XK)A2 )–YK
YKROOT=SQR(BA2+ (C-XK)A2)
DSDD=DSDNWTK* DYK
D2SDD2=D2SDD2+WTK
DSDA=DSDA+WTK*YKROOT* DYK
D2SDA2=D2SDA2+WTK*YKROOT’2
DSDB=DSDB+WTK*B*((D–YK)/YKROOT + A)
D2sDB2=02soB2+wTK*( (D-YK) *(c–XK)A2/’fKR00TA3 + A)
DSDC=DSDC+WTK*(C-XK)*( (D–YK)/YKROOT + A)
D2SDC2=D2SDC2+WTK* ((D-YK) *B’’2/Y~OOT”3 + A)
NEXT K
D=D-DsDD/D2sDD2/INcR
A=A-DSDA/D2SDA2/I NCR
B=B-DsDB/D2sDB2/INcR
c=c-DsDc/D2sDc2/INcR
GoSUB 11OOO:REM - talc new s with above parameters
IF S>S0 THEN PRINT:PRINT’’Use increment factor > “:INCR:GOTO 10040
IF ABS(S-SO)>.001*SO THEN SO=S:GOTO 10110
REM print results
CLS
PRINT’< Fit to hyperbola LNEFF = D + A*SQR(B”2 + (C-LNEN)”2 )
PRINT
PRINT’*D = ‘*:D
PRINT~’A = ‘*;A
PRINT*’B = *’;B
pRINT$Ic = e~;c;~~ or “;EXP(C) ;l’keV’’:PRINT
PRINT’’Chi-2 = “:S
PRINT’’P0intS fitted = “;NCAL:PRINT
INPUT”Press enter to continue’’;ZZ
mm

B-73



19000
19005
19010
19020
19025
19030
19035
19040
19050
19060
19070
19100

20000
20010
20020
20030
20040
20050
20060
20070
20080
20090
20100
21000

30000
30010
30015
30020
30030
30035
30040
30050
30060
30070
30080
30090
30100

31000
31010
31020
31030
31040
31050
31060
31070
31075
31080
31100

32000
32010

REM LSQ cubic fit to deviations from hyperbola - Chi-2 talc
sP=o
FOR K=l TO NCAL
XK=LOG(ECAL(K)):YHYPK=D+A*SQR (BA2+(C-XK)A2)
YK=(LOG(EFFCAL(K))-D)/(YHYPK-D)
EYK=(ERRCAL (K)/EFFCAL(K))/(YHYPK-D):WTK=EYKA-2
YFITK=A(O]+A (1)*XK+A(2)*XK’2+A(3)*XKA3
SP=SP+WTK*(YK-YF’ITK)A2
NEXT K
PRINT’’Chi–2= ‘*;SP
PRINT’’PointSfitted = “;NCAL:PRINT
RETURN

REM - subroutine for date to days
INPUT’’Dateof standard certification (eg 052484)’’;T1
INPUT’’Dateof calibration counting (eg 031585)’’;T2
MTl=INT(T1/10000) :MT2=INT(T2/10000)
DTl=INT((T1-MTl*10000)/100) :DT2=INT((T2-MT2*10000)/100)
YT1--1-MT1*1OOOO-DT1*1OO :YT2=T2-MT2*1OOOO-DT2*1OO
LDl=INT(YT1/4)
IF YT1/4=INT(YTl/4) THEN IF lfI’1<3THEN IF DT1<29 THEN LD1=LD1-1
LD2=INT(YT2/4j
IF YT2/4=INT(YT2/4) THEN IF MT2c3 THEN IF DT2c29 THEN LD2=LD2-1
TDAY=365*(YT2-YT1) -I-MONTH(MT2-1) -MONTH(MT1-1) + DT2-DT1 + LD2-LD1
RETURN

REM - subroutine to list calibs
PRINT’’Peak Isotope Energy Gammas Efficiency”
PRINT” # Z-A keV gps #“:PRINT
FOR K=l TO NCAL
PRINT USING’~###’’;K;:PRINT’C “;
PRINT ISOID$(J(K));
PRINT UsING’’######.#’’:ECAL(K);
PRINT USING’l#######.#’’;GAMRATE(K);
PRINT USING’’###.#####’’;EFFCAL(K);:PRINT” “:
PRINT CHR$(241) ;:PRINT” “;:PRINT USINGn#.#####’’;ERRCAL(K)
NEXT K
PRINT
RETURN

REM - sub to correct input data
PRINT’’Editingoptions’*:PRINT
PRINT” (1) Add calibration peak”
PRINT” (2) Delete calibration peak”
PRINTq’ (3) Change calibration peak”
PRINTt’ (4) List current calibration peaks”
PRINT” (5) Exit - editing completeql:PRINT
INPUT’’Selectoptionn;OPE
ON OPE GOSUB 32000,33000,34000,30000
IF 0PE<>5 THEN 31010
RETURN

REM - sub to add peak
PRINT’’Calibrationpeak number (O if first peak), after which new peak is t

o be addedt~
32015
32020
32030
32040
32050
32060
32070
32080
32090
32100
32110
32120
32130
32140
32150
32160
32170
32180
32190
32200
32210
32250
32300

INPUT PNUM
FOR K= NCAL TO PNUM+l STEP -1
GAMRATE(K+l) =GAMRATE(K)
EFFCAL(K+l)=EFFCAL (K)
ERRCAL(K+l)=ERRCAL(K)
ECAL(K+l)=ECAL (K)
J(K+l)=J(K)
NEXT K
INPUT’’New peak to be added (peak number on GRABGAM output)”;J
J(PNUM+l)=J
FOR L=l TO LMAX
IF ISOID$(J)<>ISO$(L) THEN 32150
ISOTH=ISOTH (L)
L=LMAX
NEXT L
INPUT’’Gauunas/secat certification datel’;GANRATE(PNUM+l)
ECAL(PNUM+l)=LIBEN(J) :IF LIBEN(J)=O THEN ECAL(PNUM+l)=ENERGY(J)
EFFCAL(PNUM+l)=RATE(J)*2A(TDAY/ISOTH)/GAMRATE(PNUM+l)
ERRCAL(PNUM+l)=mTERR(J)*26 (TDAY/ISOTH)/GAMRATE(PNUM+l)
PRINT’’Eff= “;:PRINT USING’C##.#####~~;EFFCAL(PNUM+l)
PRINT” U:CHR$(241); :PRINT USINGW# .#####’’:ERRCAL(pNUM+l):pRINT
NCAL=NCAL+l
RETuRN
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33000
33010
33020
33030
33040
33050
33060
33070
33080
33090
33100

34000
34010
34020
34022
0
34025
34030
34040
34050
34060
34070
34080
34090
34100

40000
40005
40010
40020
40030
40040
40050
40060
40070
40080
40090

WSRC-TR-99-O0187REM - sub to remove peak
INPUT4’Calibrationpeak number to delete’’;pNUN
FOR K=PNUM TO NCAL
GAMRATE(K)=G~TE (K+l)
EFFCAL(K)=EFFCAL(K+l)
ERRCAL(K)=ERRCAL(K+l)
ECAL(K)=ECAL(K+l)
J(K)=J(K+l)
NEXT K
NCAL=NCAL-1
RETURN

REM - sub to change peak inputs
PRINT’’Note- only input to change is certified gammas/see.”
PRINT’’(Ifwant to replace peak, use Delete and Add options)“
PRINT:INPUT”DO you still want this option (y/n)’’:YE$:IFYE$<>”Y” THEN 3410

PRINT
INPUT’’Calibrationpeak number to alter’’;PNLR4
INPUT’CGammas/seca certification date’’;GAMRATE
EFFCAL(PNUM)=EFFCAL(PNUM)*GAMRATE(PNUM)/GANRATE
ERRCAL(PNUM)=ERRCAL(PNUM)*GAMRATE(PNUM)/GAMRATE
GAMRATE(PNUM)=GAMRATE
PRINT’’Eff= “::PRINT USING’’##.#####’’;EFFCAL(NCAL)
PRINT” “;CHR$(241);:PRINT USING’’#.#####’’;ERRCAL(NCAL):PRINT
RETURN

REM - summing correction for close geometry
PRINT’’Readingin data for total detection information”
GOSUB 4000: REM - get npctot
TOTNPC=TOTNPC*ENCH/(ENCH-STCH) :REM approximation fixup
TOTRATE = TOTNPC/LTIME:REM - total spectral rate see-l
CLS
INPUT’’Averageactive thickness estimate for detector (cm)’’;TATT
SUMGAM = O
FOR K=l TO NCAL
FOR 1=1 TO 20
IF ECAL(K)>=ENATT(I) THEN IF ECAL(K)<=ENATT(I+l) THEN ENATT=ECAL(K):GOSUB

41OOO:I=2O:REM gets value-of muatt ‘ “
. . . .

40100 NEXT I
40110 SUMGAM = SUMGAM + GAMRATE(K)*2”(-TDAY/ISOTH(J(K)))*(1-EXP(-MUATT*TATT))
40120 NEXT K
40130 COINCON = TOTRATE/SUMGAM
40140 PRINT
40150 INPUT’’Pealcnumber to be corrected (O if none)!’;PNUM:IFPNUM=O THEN 40900
40155 PRINT:PRINTt’Peak#“:PNUM;” has energy = l~;:PRINTUSING1l####.#’’:ECAL(PNUM):
:PRINT” keV1’:PRINT
40160 INPUT’lEnergyof interferring coincident peak’’;ECOINC:PRINT
40170 INPUT’”Fractionof coincident cases (per decay scheme)’’;FCOINC
40180 FOR 1=1 TO 20
40190 IF ECOINC>=ENATT(I) THEN IF ECOINC<=ENATT(I+l) THEN ENATT=ECOINC:GOSUB 410
00:1=20 :REM acts value of muatt
40200
40210
40220
40230
40240
40245
40250
40260
40270
40280
40290
40300
40320

‘: 40330
40340
40350
40360
40365
40370
40900

41000
& 41010

NEXT I “
COINFIX=COINCON* (1-EXP(-MUATT*TATT))*FCOINC
EFFCABEFFCAL (PNUM):ERRCAL=ERRCAL(PNUM)
EFFCAL(PNUM)=EFFCAL(PNUM)/(1-COINFIX)
ERRCAL(PNUM)=ERRCAL(PNUM)/(1-COINFIX)
SUMCOR(PNUM)=1/(1-COINFIX)
GOSUB 51000
GOSUB 50000
LOCATE 24,4
INPUT’’Accept correction (y/n)’’;OK$:IFOK$=”y” THEN 40300
EFFCAL(PNUM)=EFFCAL:ERRCAL(PNUN)=ERRCAL:SUMCOR(PNUM)=l
CLS:SCREEN 2:SCREEN O
PRINT’iNextcase selection below’”:PRINT
PRINT” (1) Input active detector thickness and gamma peak”
PRINT1’ (2) Input gamma peak alone (use current detector thickness)”
PRINT” (3) Exit - summina corrections comPleted’’:PRINT
INPUT’’Option” ;OPSC
CLS
ON OPSC GOTO 40050,40150,40900
RETURN

REM - subroutine to interpolate muatt
LNNUATT = LOG(MUATT(I)) +’ (1.OG(NUATT1+1))-LOG(MUATT I)))*(LOG(ENATT)-LOG(

ENATT(I)))/(LOG(ENATT(I+l))-i.A3G(ENAti(I)))
41020 MUATT=EXP(HATT)

a 41100 RETURN
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42000 REM– summary of hyperbola fit - tabular
42801 CLS:SCREEN 2:SCREEN O
42805 PRINTfqComparisonof measured (Eff) and calculated (Hypeff) results”
42806 PRINT:PRINT
42807 PRINT’’PeakEnergy Eff Hypeff Diff”
42808 PRINT” # keV # # % “:PRINT
42809 TOTDEV=O:RMSDEV=O
42810 FOR K=l TO NCAL
42812 LNEN = LOG(ECAL(K))
42815 LNEFF=D + A*SQR(BA2+(LNEN-C) A2)*(A(0)+A(1)*LNEN+A(2)*LNEN”2+A(3)*LNEN’3)
42820 DEVEFF=LOG(EFFCAL(K) )-~EFF
42825 TOTDEV=TOTDEV+DEVEFF:RMSDEV=RMSDEV+DEVEFFA2
42830 PRINT USING’’###’’;K:
42831 PRINT USING’’######.#’’;ECAL(K);
42832 PRINT USING’[###.#####’’;EFFCAL(K);
42833 PRINT USING’’###.#####’’;EXP(LNEFF);
42834 PRINT USING’’###.##’’;100*DEVEFF
42840 NEXT K
42845 PRINT:PRINT’’RMSdeviation = l,;:pRINTUSING[~###.##l{;lOO*SQR(RMSDEV/NCAL);:P
RINT(t%!(
42850 PRINT:PRINT’’Averagedeviation = “;:PRINT USING’’###.##’’:100*TOTDENCAL;L;:PR
INT~’%11
42900 RETURN

44000 REM - transform detector parameters to usual notation
44040 GOEFF=EXP(D) :AOEFF=A:BOEFF=B:UOEFF=l:KOEFF=C
44050 COEFF=A(0):CIEFF=A(l):C2EFF=A(2) :C3EFF=A(3)
44060 ENX=5000:DOEFF=O:D1EFF=O: D2EFF=O:D3EFF=0
44070 POEFF=O:P1EFF=O:P2EFF=O:P3EFF=0
44100 RETURN

45OOO REM - make detector calibration file
45010 PRINT:PRINT
45020 INPUT’’Entiredetector calibration file label (--------.DCF)’’;EFFCAL$
45030 PRINT:PRINT’’Filelabel is “;EFFCAL$;:INPUT” OK(y/n)’’;YE$:IFYE$<>’qy’4‘THEN
GOTO 45010
45080 PRINT:INPUT’XExaminetransformed data before making file (y/n)’’;YE$
45090 IF YE$<>”y” THEN 45200
45100 CLS
45110 GOSUB 60000:IWM eff check list
45120 PRINT:INPUT’’Stillwish to make file (y/n)’’;YE$
45130 IF YE$=”n” THEN EFFCAL$=”NO efficiency file made’C:GOTO45500
45200 OPEN EFFCAL$ FOR OUTPUT AS #3
45210 WRITE #3,GOEFF,AOEFF,BOEFF,UOEFF,KOEFF,C0EFF,ClEFF,C2EFF,C3EFF
45220 NRITE #3,ENX,D0EFF,DIEFF,D2EFF,D3EFF,poEFF,plEFF,p2EFF,p3EFF
45230 CLOSE #3
45500 RETURN
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46000
46010
46020
46030
46040
46050
46330
46335

REM - sub to printout results
CLS:INPUT’4Line feed printer as needed, and press enter to print’’;ZZ
LPRINT” *****~****+**** DETECTOR EFFICIENCY CALIBRATION *****+*******~~
LPRINT:LPRINT
LPRINT”T’itle: “;NACAL~:LPRINT
LPRINT’’Calibration file generated: “;EFFCAL$:LPRINT
REFl - this segment on rile DETPRINT.BAS in A–format
LPRIliT

46355.LPRINT’’–-–––-–-–––-EFFICIENCY CALIBRATION FORMULA–-–--–––--–-––----”
46370 LPRINT
46380 LPRINT’’Efficiencv calibration: EFF = G*EXP{HYPERBOLA * Polynomial) *(l+PERT
URBATION)”
46385 LPRINT
46390 LPRINT”
F)
46395 LPRINT
46400 LPRINT”
46410 LPRINT”
46415 LPRINT
46420 LPRINT”
ues below:”
46430 LPRINT”

46432 LPRINT”
w) cases!’
46434 LPRT.NT”

46435 LPRINT
46440 LPRINT”
alues below:”
46450 LPRINT’a

46460 LPRINT

. .

G = global calibration factor = !’;GOEFF;’4 D = LN(G) = “:143G(GOEF

HYPERBOLA = A*SQR( B“2 + (LN(EN)-C)A2 ) with values below:
( A = “;AOEFF;” B = “;BOEFF;” C = ‘l;KOEFF;ll )11

POLYNOMIAL = CO + Cl*LIi(EN) + C2*LN(EN)A2 + C3*LN(EN)”3 with val

( co = :,;coEFF;t~ c1 = ‘:;CIEFF;,l C2 = *f;C2EFF;~t C3 = ‘1;c3EFF;t1 )11

“;ENX;’* keV = crossover between low EN (above) and high EN (belo

( CO = “;TOEFF;” Cl = “;TIEFF;:! C2 = “;T2EFF;” C3 = *’;T3EFF;” )!’

PERTURBATION = PO + P1*IN(EN) + P2*LN(EN)”2 + P3*LN(EN)”3 with v

( PO = ‘:;POEFF;” PI = “;PIEFF;” P2 = “;P2EFF;” P3 = 1’;P3EFF;*1 )11

46470 LPRINT’’––-––-––––––-––––––FIT INFORMATION------------––––––––––––--”
46480 LPRINT
46505 LPRINT’’Compari’sonof measured (Eff)and calculated (Hypeff)results$’
46S06 LPRINT:LPRINT
46507 LPRINT’’PeakEnergy Eff Hypeff Diff”
46508 LPRINT!’ # keU- # f % “:LPRINT
46509 TOTDEV=O:RMSDEV=O
46510 FOR K=l TO NCAL
46512 LNEN = LOG(ECAL(K))
46515 LNEFF=D + A*SQR(BA2+(LNEN-C) A2) ●(A(0)+A(l) *LNEN+A(2) *U?ENA2+A(3)* LNEN”3)
46520 DEVEFF=U3G(EFFCAL(K) )-LNEFF
46525 TOTDEV=TOTDEV+DEVEFF:RMSDEV=R.MSDEV+DEVEFFA2
46530 LPRINT USING’C###e*;K;
46531 LPRINT USING’’######. #’’;ECAL(K) ;
46532 LPRINT USINGW### .#####’’:EFFCAL(K) i

46533 LPRINT USING’’###. #####’’:EXP(LNEFF) :
46534 LPRINT USING’’###. ##’’:100*DEVEFF
46540 NEXT K
46545 LPRINT:LPRINT’*RMS deviation = “;:LPRINT USING$l###.##*t;100*SQR(PMSDEV/NCAL)
;:LPRINT1q %’*
46550 LPRINT:LPRINT’’Average deviation = *l;:LPRINT USING1t###.##$l;lOO*TOTDEV/NCAL;
:LPRINT8q %11
46560 LPRINT:LPRINT’’Chi-2 for hyperbola = *’;S:IF S=0 THEN 46580
46570 LPRINT’’SQR(chi-2/n-r) = ‘l;SQR(S/(NCAL-4))
46580 LPRINT:LPRINT’tChi-2 for cubic perturbation = lt;SP:IF SP=O THEN 46600
46590 LPRINT’lSQR(chi-2/n–r) = “;SQR(SP/(NCAL-4))
46600 LPRINT
46610 LPRINT’’––-–––-––-----––-R+W DATA REFERENCE––––------––––––-––––--–-”
46620 LPRINT:LPRINT
46630 LPRINT’’Num Isotope Energy Gammas Counts Efficiency
um Corr’f
46640 LPRINT” # Z-A keV gps Cp s #

#‘q

s

46650 LPRINT
46660 FOR K=l TO NCAL
46670 LPRINT USING’’##’’;K;:LPRINT” ‘e;
46680 LPRINT ISOID$(J(K));
46690 LPRINT USING’’#####. #lq;ECAL(K) ;
46700 LPRINT USING’’#####. ##’’;GAMRATE(K) ;
46710 LPRINT USING’’#####.##” ;RATE(J(K)) ;:LPRINTqa +/–v’;
46720 LPRINT USING’’## .##’’;RATEPdZ(J(K) );
46730 LPRINT U51NG’’### .#####’’;EFFCAL(K) ;:LPRINT*~ +/-”;
46740 LPRINT USING’’## .#####’’;ERRCAL(K) :
46750 LPRINT USING’t####. ###’’;SUMCOR(K)
46760 NEXT K
46770 LPRINT:LPRINT’’Average active detector thickness = 0t;TATT;8C Cmw
46780 LPRINT:LPRINTWDecay time since standard certification = ‘*;TDAY;W
46900 RETURN

days”
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*

-.:
a

a

50000
50010
50020
50030
50040
50050
50060
50070
50080
50900

51000
51600
51610
51620
51625

51630
51632
51634
51636
51640
51650
51651
51652
51654

REM - sub to plot data points
FOR K=l TO NCAL
XEN=19 + 100*LOG(ECAL(K))/I.OG(lO)-100
YEFF=1OO–1OO*( LOG(EFFCAL(K))/LQG(lO) -
YEFFA=1OO-1OO*( LOG(EFFCAL(K)+ERRCAL(K)
YEFFB=lOO-lOO*( LOG(EFFCAL(K)-ERRCAL(K)
LINE(XEN-l,YEFF-1)-(XEN+l,YEFF+l) ,3,B:R

LGEFMD )
/LOG(lO) - LGEFMD )
/LOG(lO) - LGEFMD )
M point plotted

LINE(XEN,YEFFA)–(XEN,YEFFB),3:REM error pl~tted -
NEXT K
RETURN

REN – subroutine for graph paper
REM - plot initial results and continue analysis
SCREEN l:CLS
COLQR 8,0
MINEFF=l:MAXEFF=O
FOR K=l TO NCAL:REM find graph limits
IF EFFCAL(K)>MAXEFF THEN MAXEFF = EFFCAL(K)
IF EFFCAL(K)ZMINEFF THEN MINEFF = EFFCAL(K)
NEXT K
LGEFMD=(LOG(MAXEFF)+LOG(MINEFF))/(2*10G(10) ):REM mid y-axis
LINE(19,0)-(319,199),l,B:REM draw axis frame
LINE(119,0)-(119,199),1
LINE(219,0)-(219,199),1
IF LGEFMD = INT(LGEFMD) THEN YGR1=1OO:YGR2=1OO:LINE (19,100)-(319,1OO),1:GO

TO 51660
iii655
51656
51657
51658
51660
51662
51664
51666
51667
51668
51669
51670
51671
51672
51673
51674
51675
51676
51677
51678
51900

52000
52010
52030

52100
52110
52130

52200
52210
52220
52225
52230
52235
52240
52245
52250“I
52255
52260
52265
52270
52290

YGR1=INT(1OO + 1OO*(LGEFMD-INT(LGEFMD)) + .5)
IF GR1<199 THEN LINE(19,YGR1)-(319,YGR1),1
YGR2=YGR1-loo
IF YGR2>0 THEN LINE(19,YGR2)-(319,YGR2),1
FOR XXGRID=19 TO 219 STEP 100
FOR XGRID=l TO 10
XTIC=INT(100*LOG(XGRID)/LQG(lO) + .5) + XXGRID
LINE(XTIC,O)-(XTIC,5),1
LINE(XTIC,199)-(XTIC,194) ,1
NEXT XGRID
NEXT XXGRID
FOR YYGRID=YGR1+1OO TO YGR2 STEP -100
FOR YGRID=l TO 10
YTIC=YYGRID - INT(100*LOG(YGRID)/LOG(lO) + .5)
IF YTIC > 199 THEN 51677
IF YTIC < 0 THEN 51677
LINE(19,YTIC)-(24,YTIC),1
LINE(319,YTIC)-(314,YTIC),1
NEXT YGRID
NEXT YYGRID
RETURN

REM - sub to draw point
LINE(XP-l,YP-1) -(XP+l,YP+l) ,COLOUR,BF
RETURN

REM - sub to erase point
LINE(XP-l,YP-l) -(XP+l,YP+l) ,O,BF
RETURN

REM - sub to move red point for max of hyperbola
VECT$=INKEY$:IF VECT$=”” THEN 52210
IF INT(VAL(VECT$)/2)<>VAL(VECT$)/2 THEN 52270
XP=XR:YP=YR:GOSUB 52100
IF VECT$=”8” THEN YR=YR-l:XP=XR:YP=YR:COLOUR=RED:GOSUB 52000:GOT0
IF VECT$=”2” THEN YR=YR+l:XP=XR:YP=YR:COLOUR=RED:GOSUB 52000:GOT0
XP=XY:YP=YY:GOSUB 52100
IF VECT$=”6” THEN 52260
XR=XR-l:XP=XR:YP=YR:COLQUR=RED:GOSUB 52000
XY=XY-l:XP=XY:YP=YY:COLOUR=YELLOW:GOSUB 52000:GOT0 52210
XR=XR+l:XP=XR:YP=YR:COLOUR=RED:GOSUB 52000
XY=XY+l:XP=XY:YP=YY:COLOUR=YELIJIW:GOSUB 52000:GOT0 52210
IF VECT$<>”5” THEN 52210
RETURN

52210
52210
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52300REM - sub to move yellow point for origin Of hyperbola
52310VECT$=INKEY$:IFVECT$=””THEN 52310
52320 IF INT(VAL(VECT$)/2)<>VAL(VEC_T$)/Z THEN 52370
52325 XP=XY:YP=YY:GOSUB 52100
52330 IF VECT$=”8” THEN yy=yy-l:XP=XY:YP=YY:Co~UR=YELLoW:GOSUB 52000:GOT0 52310
52335 IF VECT$=”2” THEN yy=Yy+l:XP=XY:YP=YY:COLoUR=YEL~W:GOSUB 52000:GOT0 52310

52340 XP=XR:YP=YR:GOSUB 52100
52345 IF VECT$=”6” THEN 52360
52350 XR=XR–l:XP=XR:YP=YR:COLOUR=RED:GOSUB 52000
52355 XY=XY–l:XP=XY:YP=YY:COLOUR=YELWW:GOSUB 52000:GoT0 52310
52360 XR=XR+l:X*XR: YP=YR:COLOUR=RED:GOSUB 52000
52365 XY=XY+l:XP=XY:YP=YY:COLOUR=YELLOW:GOSUB 52000:GOT0 52310
52370 IF VECT$<>”5” THEN 52310
52390 RETURN

52400 REM - sub to move green point for asymptote of hyperbola
52410 VECT$=INKEY$:IF VECT$=”:’ THEN 52410
52420 IF INT(VAL(VECT$)/2)<>VAL(VECT$)/2 THEN 52470
52425 XP=XG:Y+YG:GOSUB 52100
52430 IF vEcT$=”8” THEN YG=yG–l:xp=xG:Yp=YG:coLOUR=GREEN:GOSUB 52000:GoTo 52410
52435 IF VECT$=”2” THEN YG=YG+l:XP=XG:YP=YG:COLOUR=GREEN:GOSUB 52000:GOT0 52410
52445. IF VECT$=’’6’$ THEN 52460
52450 XG=XG-1:XP=XG:YP=YG:COU3UR=GREEN:GOSUB 52000:GOT0 52410
52460 XG=XG+l:XP=XG:YP=YG:COWUR=GREEN:GOSUB 52000:GOT0 52410
52470 IF VECT$<>”5” THEN 52410
52490 RETURN

52500 REH – sub to draw hyperbola characteristics
52510 LINE(XR,YR) -(XY,YY),GREEN
52520 LINE(XY,YY) -(XG,YG),GREEN
52530 XRE=XR:YRE=YR:XYE=XY:YYE=YY:XGE=XG:YGE=YG
52590 RETURN

52600 REN - sub to erase hyperbola characteristics
52610 LINE(XRE,YlU3) -(XYE,YYE) ,0
52620 LINE(XYE,YYE) -(XGE,YGE) ,0
52690 RETURN

53000 REM - sub to plot hyperbola calib
53780 CLS:GOSUB 51OOO:GOSUB 50000
53785 FOR XEN=20 TO 318
53787 ~EN=((100-19+XEN)/100)*LOG(10)
53788 LNEFF=D + A*SQR(B”2+(LNEN-C) A2) *(A(0)+A(l) *LNEN+A(2) *LNEN”2+A(3) *LNEN”3)
53789 YEFF=100-100*(Il?EFF/~G(lO) - LGEFMD)
53790 IF YEFF>198 THEN 53795
53791 IF yEFF<l THEN 53795
53792 PSET (XEN,yEFF),RED
53795 NEXT XEN
53796 GOSUB 50000
53900 RETURN

60000 REM temp check on eff
60005 PRINT’’Efficiency (EFF) per standard energy (EN) for “;EFFCAL$
60006 PRINT
60010 PRrNT *lEN1’,’*EFF”
60011 PRINT1’keV’’,’*.# u
60020 PRINT USING’’#### .##’’;8t03O3;:PRINT USINGt’###.######’’;FNEFF(88 .03)
60030 PRINT USING’’####.##’’:l206;6; :PRINT usING”###.######’’;FNEFF(l22-o6)
60040 PRINT USING’’####-##’*;l65.85 ;:PRINT USING’C###. ######”;FNEFF(165.85)
60050 PRINT USING:’i###. ##’’;279.19 ;:PRINT USING’’###.######’t;FNEFF(279. 19)
60060 PRINT USING’’####.##’’;3969;9; :PRINT USING’’###.######’’;FNEFF(3969)9)
60070 PRINT USING’’####.##’’;5l4! ;:PRINT USING’’###.######’’;FNEFF(5l4! )
60080 PRINT USING’4####.##’’;661.64 ;:PRINT USING’’###.######’’;FNEFF(66l. 64)
60090 PRINT USING’’####.##’’;8902;:PRINTNT USING’’###. ######’’;FNEFF(8902)2)
60100 PRINT USING’’####.##’’:ll7212l ;:PRINT USING{t###.######~r:FNEFF(1173. 21)
60110 PRINT USING’’####.##’’;l3356:6: :PRINT USING’’###.######’’;FNEFF(l332. 56)
60120 PRINT USING’’####.##’’;l8301Ol ;:PRINT USING’’###.######’’;FNEFF(l836. 01)
60140 RETURN

61000 REll month days data
61010 DATA 31,28,31,30,31,30
61020 DATA 31,31,30,31,30,31

62000 REM - data for mass atten coeffs in barns/atom - convert to cm–1 by
62010 REM - multiplying by 0.008297 x 5.35 gm/cm3
62020 REX Energy(keV) b/atom , etc
62030 DATA 15,11000,20,5070,30,1680,40,746, 50,400,60,243,80,115
62040 DATA 100,66.4,150,29.6,200,20.0,300, 13.5,400,11.2,500,9.87
62050 DATA 600,8.96,800,7.73
62060 DATA 1000,6.89,1500,5.60,2000,4 .92,3000,4.24,4000,3.95,5000, 3.81
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GRABDIAG: Program Structure Reference

Main < --- Subroutines and [files]

5-28/DIM setup

30–35/Input data <––– 1000–1100/Miscellaneous data
<--– B:DATAMISC.DAT

<-–– 2oO0–2200/Efficiency data
<--– B:DATACALB.DAT

41–65/Eff Formula

70–95\Input data <--- 3000-3100/Gamma peaks
<--- B:DATAPEAK.DAT

97-250/Print peak diagnosis

900-990/Continue/STOP <--- 9000-9100/Supplementary analysis menu

Lines not used in execution

4000-4100/Spectrum input of B:DATASPEC.DAT

5000-5080/Isotope data input of B:DATAISOS.DAT

6000-6100/Background input of backcmd.BKG

7000-7200/Efficiency parameters of DETLIBRY.LIB

8000–8100/Isotope library of B:DETLIBRY.LIB

13000-13100/Energy to channel transformer

60000–60140\Efficiency vs energy table for calib gammas
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5 REM file GRABDIAG.BAS
21 DIM H1(1OO),H2(1OO)
22 DIM GOEFF(5,3),HOEFF(5,3),AOEFF(5,3) ,BoEFF(5,3),KOEFF(5,3)
23 DIM CEOHO(5,3),CE1HO(5,3),CEOH1(5,3),CE2HO(5,3),CE1H1(5, 3),CEOH2(5,3)
24 DIM CE3HO(5,3),CE2H1(5,3),CE1H2 (5,3),CEOH3(5,3)
25 DIM YLOC(20),DETNAM$ (1O),BNERGY(1OO),BRATE(1OO),BERR(1OO),DETLAB$(1O)
26.DIM ISOTH(1OO),MDA(1OO),ISOACT(1OO) ,LIBEN(1OO),SBR.ATE(1OO),SBERR(1OO)
27 DIM RATE(1OO),ENERGY(1OO), ISOEN(lOO),ISOID$ (1OO),ISO$(lOO),ISOGAM(1OO)
28 DIM NPC(4096),AREA(1OO),EAREA(1OO) ,LOCH(1OO),FWHM(1OO),TAIL(1OO) ,CENT(1OO)

30 GOSUB 1000:REM read file B:DATAMISC.DAT
35 GOSUB 2000:REM read file B:DATACALB.DAT

41 DEF FNENC(CHAN)= COENC + CIENC*CHAN
44 DEF FNFWHM(CHAN)=SQR(COFWHM +CIFWHM*CHAN)
58 DEF FNEFFA(EN)=GoEFF*ExP(AoEFF*sQR(BoEFFA2+uoEFF* (LOG(EN) -KOEFF) A2)*(C0EFF+CI
EFF*LOG(EN) +C2EFF*LOG(EN) ‘2+C3EFF*LOG(EN) “3)+.5* (1+SGN(EN–ENX) )*(DOEFF+DIEFF*wG
(EN)+D2EFF*MG(EN) “2+D3EFF*LOG(EN) ‘3))
59 DEF FNEFFB(EN)=1+POEFF+P1EFF*LOG(EN)+P2EFF*LOG(EN) ‘2+P3EFF*LOG(EN)A3
60 DEF FNEFF(EN)=FNEFFA(EN) *FNEFFB(EN)
61 REM INPUT”DO YOU wish to see EFF vs EN data for standard energies (y/n)’’;EFFV
EN$:CLS:IF EFFVEN$ <> “y” THEN GOTO 65
62 REM GOSUB 60000:REM check on efficiency data EFF vs EN
65 REM - tempory continue

70 GOSUB 3000:REM read file B:DATAPEAK.DAT
75 REM GOSUB 4000:REM read file B:DATASPEC.DAT
80 REM GOSUB 5000:REM read file B:DATAISOS.DAT
85 REM goSUB 6000:REM read file DETFILE$.BKG
90 REM GOSUB 7000:REM read file B:DETLIBRY.LIB
95 REM gosub 8000:rem read file B:ISOLIBRY.LIB (when needed for B:DATAISOS.DAT)

97 LPRINT” ************ Peak Diagnostics Summary ************V$:LPRINT:LpRINT:
LPRINT
100
105
110
120
125
130
140
150
160
170
180
190
200
210
220
230
250

900
990

LPRINT “ Candidate Gamma Identification CornptonScatter “
LPRINT ‘t------------ ------------------------ -----------------—--14
LPRINT “Peak Isotope Energy SE peak DE peak Edge(max) Back(rnin)”
LPRINT “ # Z-A keV keV keV keV keV “
LPRINT
FOR 1=1 TO MPMAX
LPRINT USING’’###’’;I;
LPRINT “ “;
LPRINT ISOID$(I);
LPRINT w ‘f;
LPRINT USING’’#######.#’’;ENERGY(I);
LPRINT USING’’#######.#’’:ENERGY(I)+511.006;
LPRINT USING’’#######.#’’;ENERGY(I)+511.006+511.006;
LPRINT USING’’#########.#”;ENERGY(I)-1/(1/ENERGY(I)+2/511.006) ;
LPRINT USING’’########.#~Cil/(l/ENERGY(I)+2/511.006)
LPRINT
NEXT

GOSUB 9000
STOP

1000 REM - subroutine to read miscellaneous parameters file B:MISCDAT.DAT
1010 OPEN “B:DATAMISC.DAT” FOR INPUT AS #3
1020 INpuT #3,LTIME,STcH,ENCH,AuNIT$,UNUM,uDEM,TDAys, DETN,DETNm$ (DETN),DETLAB$ (
DETN),STDATE$
1030 CLOSE #3

1100 RETURN

2000 REM - subroutine to read data calib file B:DATACALB.DAT
2100 OPEN “B:DATACALB.DAT’8FOR INPUT AS #3
2110 rNpuT #3,C0ENC,ClENC,C0FWHM,CHT4HMrGOEFF,AOEFF, BOEFF,UOEFF,KOEFF,COEFF,CIEF
F,C2EFF,C3EFF,ENX,DOEFF,DIEFF,D2EFF,D3EFF,POEFF,PIEFF,P2EFF,P3EFF
2160 CLOSE #3
2200 RETURN

3000 REM - subroutine to read data peak file B:DATAPEAK.DAT
3010 OPEN “B:DATAPEAK.DAT” FOR INPUT AS #3
3015 KP=l
3020 IF EOF(3) THEN MPMAX=KP-l:GOTO 3060
3040 nwu’r#3,CENT(KP),ENERGy(KP),FWHM(KP),TAIL(KP),AREA(KP) ,RATE(Kp),sBRATE(KP)
,ISOID$(KP),ACTRAT,LIBEN(KP),RATERR,SBERR(KP),H1(KP),H2(KP)
3050 KP=KP+l:GOTO 3020
3060 CLOSE #3
3100 RETURN
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I
4000 REM -subroutine to read in spectrum file B:DATASPEC.DAT
4010 OPEN “B:DATASPEC.DAT” FOR INPUT AS #3
4020 FOR I=STCH TO ENCH
4030 INPUT #3, NPC(I)
4040
4050
4100

5000
5010
5020
5030
5040
5050
5060
5070
5080

6000
6010
6020
6030
6040
6050
6060
6070
6100

7000
7005
7010
7020
7030
7040
7050
7060
7070
7080
7090
7095
7100
7200

8000
8001
8005
8007
8010
8020
8025
8027
8030
8040
8050
8100

9000
9005
9010
9020
9030
9040
9050
9060
9070
9080
9090
c> )
9095
9100

13000
13010
13020
13030
13040
13050
13055
13060
13100

NEXT I
cLOSE #3
RETURN

REM - subroutine to read in isotope library file B:DATAISOS.DAT
OPEN “B:DATAISOS.DAT” FOR INPUT AS {3
L–o
L=L+l
INPUT #3. ISO$(L),ISOTH(L) ,ISOEN(L), ISOGAM(L) ,MDA(L)
IF ISO$(L)=’’limit “ THEN 5070
GOTO 5030
CLOSE #3
RETURN

REM - subroutine to read in background library
DETFILE$=DETLAB$ (DETN)+’’.BKG *’
OPEN DETFILE$ FOR INPUT AS #2
CBACK=l
IF EoF(2) THEN BAMAX=CBAcK-l:GOTO 6070
INPUT #2,BNERGY(CBACK),BRATE(CBACK) ,BEPJl(CBACK)
CBACK=CBACK+l:GOTO 6040
CLOSE #2
RETURN

REM - subroutineto read in detectorlibraryB:DETLIBRY.LIB
OPEN “B:DETLIBRY.LIB’*FOR INPUT AS #3
FOR 1=1 TO 5
FOR J=l TO 3
INPUT #3,GoEFF(I,J),A0EFF(I,J) ,BOEFF(I,J),KOEFF(I,J),HOEFF(I,J)
INPUT #3,cEoHo(I,J)
INPUT #3;CElHO(I;Jj,CEOHl(I,J)
INPUT #3,CE2HO(I,J),CElHl(I,J) ,CEOH2(I,J)
INPUT #3,cE3Ho(I,J),cE2Hl(I,J) ,CE1H2(I,J),CEOH3 (I,J)
NEXT J
NEXT I
CLOSE #3
I=o :J=o

RETuRN

REM - subroutine to read in isotope library data B:ISOLIBRY.LIB
REM - note that B:DATAISOS.DAT is used instead usually
NNDA=O
OPEN “B:ISOLIBRY.LIB” FOR INPUT AS. #3
FOR lSO=l TO 100
INPuT #3,1s0$(IS0),Is0TH(IS0),IsOEN(ISO),IsOGAM(IsO),MDA(ISO)
ISOGAM(ISO)=ISOGAM(ISO)/100
IF MDA(ISO)=l THEN NMDA=NMDA+l
IF 1S0$(1S0) = “limit “ THEN 1S0=100
twxr 1s0
CI.OSE $3
RETURN

P.EM- subroutine for supplementary analyses
oPEN “B:DETLIBRY.LIB” FOR INPUT AS #3
CIS
PRINT’’Supplementary Analyses - as applicable to current spectrum’’:PRINT
PRINT “ (1) Background file development (GRABBACK)’(
PRINT’t (2) Detector efficiency calibration (GRABCALB)”
PRINT “ (3) Peak/spectrum diagnostics (GRABDIAG)’l
PRINT” (4) Peak/uiultiplet plot analysis (GRABPLOT)”
PRINT” (5) Analyses per isotopes (GRABISOS)t*:PRINT
PRINT’’Data files are now being transferred to RAM disk (b:) for analysestt
PRINT:PRINT’’Type selected analysis (e.g. GRABBACK) after’9: PRINT*’C-pronpt (
md press enter’*
21x3SE #3
ZETURN

REM sub from sub 3000 – talc channel from energy
AOEN = FNENC(0)
AlEN = FNENC(l)-FNENC(0)
CHANO = (ENERGY-AOEN)/AIEN
CHAN = CHANO + (ENERGY-FNENC(CHANO))/AIEN
IF ABS(ENERGY-FNENC(CHAN) )>.1 THEN CHANO=CHAN:GOTO 13040
RCHAN=CHAN
CHAN=INT(CHAN+ .5)
RETuRN
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60000 REM temp check on eff
60005 PRINT’’Efficiency(EFF) per standard energy (EN) for “;DETNAM$(DETN)
60006 PRINT
60010 PRINT “EN’’,’’EF*’*
60011 PRINT*’keV’*,”# “
60020 PRINT USING’’####.##’’;803;:;:PRINT USING’’###.######’’;FNEFF(88.03)
60030 PRINT USING’’####. ##’’;l206O6 ;: PRINT USING$’###. ######’’;FNEFF(122 .06)
60040 PRINT USING’’####. ##’’;l68585 ;:PRINT USING’’###.######’’;FNEFF(l65. 85)
60050 PRINT USING’’####. ##t’;279.19 ;:PRINT USING’’###. ######’’;FNEFF(279 .19)
60060 PRINT USING’’#### .##’’;396969 ;:PRINT USING’’###. ######’’;FNEFF(39l .69)
60070 PRINT USING’’#### .##’’;514! ;: PRINT USINGw### .######’’;lW2FF(514 !)
60080 PRINT USING’’#### .##’’;666464 ;:PRINT USING’’###. ######’’;FNEFF(66l. 64)
60090 PRINT USING!’####. ##’’;898.O2 ;:PRINT USING’’###. ######’’;FNEFF(8902)2)
60100 PRINT USING’’####. ##’’;Xl721:l: :PRINT USING’’###. ######’’;FIJEFF(1173 .21)

60110 PRINT USING’’####. ##’’;l3356;6; :PRINT USING’’###. ######:’;FNEFF(1332 .56)

60120 PRINT USING’’####. ##’’;l~301;:P RINTNT U51NG’’###.####f#’’;FNEFF(l836. 131)
60130 INPUT’’Press return to proceed’’;ZZ
60140 RETURN

WSRC-TR-99-O0187 ‘
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GRABPLOT: Program Structure Reference

5-28/DIM setup

30-35/Input data

41-65/Eff Formula

70–95/Input data

<––– Subroutines and [filesl

<-–- 1000-1100/Miscellaneous data
<--- B:DATAMISC.DAT

<-–- 2000-2200/Efficiency data
<--– B:DATACALB.DAT

<–-– 3000-3100/Gamma peaks
<--- B:DATAPEAK.DAT

<--- 4000-4100/Gamma spectrum
<--- B:DATASPEC.DAT

<--- 5000-5080/Isotope data
<--- B:DATAISOS.DAT

100-140/Plot menu

150-160/Exit option

200-240/All peaks optn <--– 20000-21000/Printout single peak

300-350/Exam peak optn <--– 30000-31000/Screen display of peak
<--- 32000-32900/Peak area talc
<--- 40000-40900/Change ROIS

<--- 41000-41100/Expand ROI #1
<--- 32000-32900/Area talc
<--- 33000-33900/Scrn info

<--- 42000-42100/Expand ROI #2
<--- 32000-32900/Area talc
<--- 33000-33900/Scrn info

<--- 43000-43100/Expand ROI #3
<--- 32000-32900/Area talc
<--- 33000-33900/Scrn info

<--- 44000-44100/Expand ROI #4
<--- 32000-32900/Area talc
<--- 33000-33900/Scrn info

<--- 45000-45100/Expand ROI #5
<--- 32000-32900/Area talc
<--- 33000-33900/Scrn info

<--- 20000-21000/Printout single peak

980-990/Continue/STOP <--– 9000-9100/Supplementary analysis menu,,
.-

‘
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GRABPLOT: Program structure Reference
(Continued)

.

Lines not used in execution

6000-6100\Background input of backqnd.BKG

7000-7200/Efficiency parameters of DETLIBRY.LIB

8000–8100/Isotope library of B:DETLIBRY.LIB

13000-13100/Energy to channel transformer

60000-60140/Efficiency vs energy table for calib gammas
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5’REM file GRABPLoT .BAS
WSRC-TR-99-O0187

10
21
22
23
24
25
26
27
2a

30
35

41
44
58

PRINT: PRINT$8Data being read from files’q
DIM H1(lOO), H2(100), RATEI?R(1OO)
DIM GOEFF(5,3),HOEFF(5,3),AOEFF(5,3) ,BoEFF(5,3),KOEFF(5,3)
DIM CEOHO(5,3),CE1HO(5,3) ,CEOH1(5,3),CE2HO(5,3) ,CE1H1(5,3),CEOH2(5,3)
DIM CE3HO(5,3),CE2H1(5,3) ,CE1H2(5,3),CEOH3(5,3)
DIM YLQC(2O),DETNAM$(1O),BNERGY(1OO) ,BRATE(100),BERR(lOo),DETIAB$(lo)
DIM ISOTH(1OO),MDA(1OO),ACTRAT(1OO) ,LIBEN(1OO),SBRATE(1OO) ,SBERR(1OO)
DIM RATE(1OO),ENERGY(1OO),ISOEN(1OO) ,ISOID$(1OO),ISO$(1OO) ,ISOGAM(1OO)
DIM NPC(4096),AREA(1OO),EAREA(1OO) ,I.OCH(1OO),FWHM(1OO),TAIL{1OO) ,CENT(1OO)

GOSUB 1000:REM read file B:DATAMISC.DAT
GOSUB 2000:REM read file B:DATACALB.DAT

DEF FNENC(CHAN)=COENC+CIENC*CHAN
DEF FNFWHM(CHAN)=SQR(COFWHM + CIFWHM*CHAN)
DEF FNEFFA(EN) =G0EFF*EXP(AoEFF*sQR(BoEFF”2+uoEFF* (LOG(EN) -KOEFF) A2)*(C0EFF+cI

EFF*LOG(EN) +C2EFF*I-QG(EN) ‘2+C3EFF*LOG(EN) “3)+. 5*(1+SGN(EN-ENX) )*(DOEFF+DIEFF*LQG
(EN)+D2EFF*U3G(EN) ‘2+D3EFF*~G(EN) ‘3))
59 DEF FNEFFB(EN)=1+pOEFF+P1EFF*LQG(EN)+P2EFF*L.0G(EN) “2+P3EFF*LOG(EN)A3
60 DEF FNEFF(EN)=FNEFFA(EN) *FNEFFB(EN)
61 REM INPUT’(DO YOU wish to see EFF vs EN data for standard energies (y/n)’’;EFFV
EN$:CIS:IF EFFVEN$ <> “y’< THEN GOTO 65
62.REM GOSUB 60000:REM check on efficiency data EFF vs EN
65 REM - tempory continue

70 GOSUB 3000:REM read file B:DATAPEAK.DAT
35 GOSUB 4000:REM read file B:DATASPEC.DAT
80 GosUB 5000:REM read file B:DATAISOS.DAT
85 REM GOSUB 6000:REM read file DETFILE$.BKG
90 REM GOSUB 7000:REM read file B:DETLIBRY.LIB
95 REM gosub 8000:rem read file B:ISOLIBRY.LIB (when needed for B:DATAISOS.DAT)
99 CLS

100 REM - main menu for program
110 PRINT’’Select plot OptiOn below’4:PRINT
120 PRINT” (1) PlOt all peakS on printer (GRABGAM ROI’S only)”
130 PRINT’S (2) Plot individual peaks on screen and/or printer (user selected R
O1’s)l:
140 PRINT’t (3) Exit program’’:PRINT

150 INPUT’’Option’<:OPP:IF OP-3 THEN 980
160 IF OPP <> 1 THEN 300

200 REM-printout all peaks
210 FOR 1=1 TO MPMAX
220 GOSUB 20000:REM printer plot of peak
230 NEXT I
240 GOTO 1OO:REM- return to initial menu

300 INPUT’’Peak number to be plotted(O for none)’’;I:IF 1=0 THEN 99
310 GOSUB 30000
350 GOTO 300

980 GOSUB 9000:REM - continuation menu
990 STOP

1000 REM - subroutineto read miscellaneousparametersfile B:l.llSCDAT.DAT
1010 OPEN “B:DATAMISC.DAT”FOR INPUT AS #3
1020 INPUT #3,LTIME,STCH,EN~,AUNIT$,U~,UDEM,TDAYS,DETN,DETNm$ (DETN),DETIAB$(
DETN),STDATE$
1030 CIJ3SE #3
1100 RETuRN

2000 REM - subroutine to read data calib file B:DATAcALB.DAT
2100 OPEN “’B:DATACALB.DAT” FOR INPUT AS #3
2110 INPUT #3,C0ENC.ClENC,c0FW~,clWM,G0EFF,AOEFFtB0EFF,UOEFF,KOEFF,COEFF,CIEF
F,C2EFF,C3EFF,ENX, DOEFF,D1EFF,D2EFF, D3EFF,POEFF,P1EFF, P2EFF,P3EFF
2160 CLOSE #3
2200 RETURN

3000 REM - subroutine to read data peak file B:DATAPEAK.DAT
3010 OPEN “B:DATAPEAK.DAT” FOR INPUT AS #3
3015 KP=l
3020 IF EOF(3) THEN 14PMAX=KP-l:GOTO 3060
3040 INPUT #3,cENT(Kp),ENERGy(KP) ,FwH.M(Kp),TAIL(Kp),AP.EA(KP) ,WTE(Kp),sBRATE(KP)
,ISOID$(KP),ACTRAT(KP) ,LIBEN(KP),RATERR(KP) ,SBERR(KP),H1 (KP),H2(KP)
3050 KP=KP+I:GOTO 3020
3060 CLOSE #3
3100 RETURN

.

.

.

4000 REM -subroutine to read in spectrum file B:DATASPEC.DAT
4010 OPEN “B:DATASPEC.DAT” FOR INPUT AS #3
4020 FOR I=STCH TO ENCH
4030 INPUT #3, NPC(I)
4040 NEXT I
4050 CWSE #3
4100 RETURN
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5000
5010
5020
5030
5040
5050
5060
5070
5080

6000
6010
6020
6030
6040
6050
6060
6070
6100

7000
7005
7010
7020
7030
7040
7050
7060
7070
7080
7090
7095
7100
7200

8000
8001
8005
8007
8010
8020
8025
8027
8030
8040
8050
8100

9000
9005
9010
9020
9030
9040
9050
9060
9070
9080
9090
c> )
9095
9100

13000
13010
13020
13030
13040
13050
13055
13060
13100

1

(
(

1
(
1
1

1
1
(

1
(
1

REM - subroutine to read in isotope library file B:DATAISOS.DAT
OPEN “B:DATAISOS.DAT” FOR INPUT AS #3
L=o
L=L+l
INPUT #3, IsO$(L),ISOTH(L) ,ISOEN(L), ISOGAM(L) ,MDA(L)
IF ISO$(L)=’’limit “ THEN 5070
GOTO 5030
CLOSE #3
RETURN

REM - subroutine to read in background library
DETFILE$=DETLAB$ (DETN)+’’.BKG”
3PEN DETFILE$ FOR INPUT AS #2
:?3ACK=1
IF EOF(2) THEN BAMAX=CBACK-l:GOTO 6070
INPUT #2,BNERGy(CBAcK),B~TE(CBACK) ,BERR(CBACK)
2BACK=CBACK+1:GOT0 6040
:LoSE #2
?.ETURN

?EM – subroutine to read in detector library B:DETLIBRY.LIB
>PEN 4’B:DETLIBRY.LIB” FOR INPUT AS 43
FOR 1=1 TO 5
FOR J=l TO 3
INPUT #3,GOEFF(I,J),AOEFF(I,J) ,BOEFF(I,J),KOEFF(I,J),HOEFF(I,J)
INPUT #3,cEoHo(I,J)
INPUT #3,CE1Ho(1,J),cEoHl(I,J)
[NPUT #3,CE2HO(I,J),cElHl(I,J) ,cEoH2(I,J)
INPUT #3,cE3H0(I,J),cE2Hl(I,J) ,cE3.H2(I,J),cEoH3 (I,J)
~EXT J
iEXT I
CLOSE #3
[=O:J=O
?.ETURN

2EM - subroutine to read in isotope library data B:ISOLIBRY.LIB
?EM - note that B:DATAISOS.DAT is used instead usually
~MDA=O
>PEN “B:ISOLIBRY.LIB” FOR INPUT AS #3
FoR 1S0=1 TO 100
rNPUT #3,1so$(1s0),1s0TH(1so) ,IsoEN(Iso),lsOGAN(LSO) ,MDA(Iso)
[SOGAM(ISO)=ISOGAN(ISO)/100
[F MDA(ISO)=l THEN NMDA=NMDA+l
[F 1S0$(1S0) = “limit “ THEN ISO=lOO
~EXT 1S0
2113SE #3
7ETURN

IEM- subroutine for supplementary analyses
IPEN “B:DETLIBRY.LIB” FOR INPUT AS #3
:Ls
?RINT’’SupplenIentary Analyses - as applicable to current spectrum’’:PRINT
?RINT “ (1) Background file development (GRABBACK)l’
?RINT” (2) Detector efficiency calibration (GRABCALB)’<
?RINT “ (3) Peak/spectrum diagnostics (GRABDXAG)”
?RINT “ (4) Peale/multiplet plot analysis (GRABPLOT)”
?RINT “ (5) Analyses per isotopes (GRABISOS)~’:PRINT
?RINT4’Data files are now being transferred to RAM disk (b:) for analyses”
?RINT:PRINT”Type selected analysis (e.g. GRABBACK) after’’:PRINT’’C-prompt (
md press enter”
Y13SE #3
?ETURN

REM sub from sub 3000 – talc channel from energy
AOEN = FNENC(0)
AlEN = FNENC(l)-FNENC(0)
CHANO = (ENERGY-AOEN)/AIEN
c~ = CHANO + (ENERGY-FNENC(CHkNO))/AIEN
IF ABS(ENERGY–FNENC(CHAN) )>.1 THEN cHANO=CHAN:GOTO 13040
RcHAN=CI@N
CHAN=INT(CHAN+ .5)
RETURN

.
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.

.“

.

I

20000 REM - =~b for plot of single peak to printer
2OO1O LPRINT:NPCMAX=O
20015 IF 0PP=2 ‘THEN 20040: REM - uses screen plot RoI’s
20020 GCHS=H2 (I)-H1(I)+l: BICH=H1(I) ‘GCHS/2:B2CH=H2 (I)+GC1iS/2
20030 LcH=H~(r)-GcHs: HcH=H2 (I)+GcHs:HIcH=H1 (I) :H2CH=H2 (I)
20040 FoR J=LCH TO HCH
20050 IF NPC(J) >NPCMAX THEN NPCNAX=NPC [J)
20060 NEXT J
20070 SCALP=l :IF NpCNAX~50 THEN SCALP= 50/NPCMAX
20080 LPRINT’’Channel energy counts Plot”
20085
20087
20090
20095
20100
20110
20120
20130
20140
20150
20160
20170
20180
20185
20188
20190
20200
20210
20220
20230
20235
20240
20242
20243
20244
20245
20246
100
20247
20248
20249
21000

30000
30010
30015
30020
30030
30040
30050
30060
30070
30080
30090
30100
30105
30110
30120
30130
30140
30150
0
30160
00
30170
00
30180
30200

LPRINT” # keV” #n :PRINT
L12HPR=B1CH-5 :HCHPR=B2CH+5
FoR .3=LCHPR TO HCHPR
PLOTCH=INT (SCALP *NPC(J) + .5)
LPRINT US ING’’###f4*’;J; :LPRINT us ING-###i##. #“;FNENc(J) ;
LPRINT uSING’’######” ;NPC(J) ;
LPRINT TAB(29) “1”;
IF J<BICH THEN LPRINT STRING$ (PLQTCH, 1’0”):GOTO 20180
IF J<HICH THEN LPRINT STRINGS (PLQTCH, “*“) :GOTO 20180
IF J<=H2cH TffEN LPRINT STRINGS (pLOTCH, NXW) :GOTO 20180
IF J<=B2cH THEN LPRINT STRINGS (PLOTCH,M*N):GoTO 20180
LPRINT STRING$ (PLOTCH, “o’!)
NEXT J
LPRI NT
IF OPP=l THEN AREA=AREA (I) :ERRA=INT (LTIME*RATE~(I) + .5)
LPRINT TAB(29) “Peak area = “;AREA;
LPRINT “’+/-”; INT(ERP.A+.5)
LPRINT
Ac?T=ACTRAT (1)*AREA/ LTIME
ERFACT = ACTRAT(I) *ERRA/LTIME
LPRINT TAB(29) :
LPRINT ISOID$(l) ;:LpRINT” “:
LPRINT US ING”# ###.#” ;ENERGY (I);:LPRINT “ keV” :LPRINT
LPRINT TAB(29 );
LPRINT USING” ##. ##-- A”<<:ACT: :LPRINT~t N;AUNIT$
LPRINT TAB (29):
LPRINT “ +;-” i:IF ACT<=O THEN LPRINT US INGil##.##AAA~ll;ERIUiCT:LPRINT:GOTO 2

ARGACX=1O” (LOG(ACT)/LOG(lO) -INT(Lf3G(ACT)/LZK (lO)))
Pm~=ARGACT *ERRACT/ACT
LPRINT USING’[#.##’’;PRERR:LPRINT
RETuRN

R5M - subroutine to put peak on screen
SCREEN l:CLS
COLOR 8,0
HICH=H1 (I):H2CH=H2 (I):GCHS=H2CH-HICH+l
BlcH=HlcH-GcHs/2 :B2cH=H2cH+GcHs/2
ICH=HICH-50 :HCH=H2 CH+5 O
NPCMAX=O
FOR J=LCH TO HCH
IF NPC(J)>NPCMAX THEN NPCNAX=NPC(J)
NEXT J
SCALE=l:IF NPCMAW1OO THEN SCALE = 100/NPCNAX
XZERO=LCH-160
B=O :G=O :BNUM=O :GNUM=O
FoR J=LCli TO HCH
PX=.7-XZERO
PY=INT(SCALR*NPC (J)+ .5)
IF .7<B1CH THEN LINE(PX, 11O)-(PX,llO-PY),l :GOTO 30200
IF J<HlcH THEN LINE(pX, llO)-(px, l10-Py),2: B=B+NpC(J): BNm=BWM+l:G0T0 3020

IF J<=H2cH THEN LINE(Px, llO)-(px, l10-PY),3: G=G+NPC(J) :GW<MM+l:GO~ 302

IF J<=B2CH THEN LINE(PX, llO)-(PX, llO-pY), 2:B=B+NPc(J): BwM=BNUM+l:G0T0 302

LINE(PX, 11O)-(PX,11O-PY),1
NEXT J

30210 IX3CATE 15,1
30215 GOSUB 32000 :REM - calculate peak area and error

30220 PRINT TAB(17) LCH TAB(25) INT(CENT(I)+.5) TAB(33) HCH
30230 IKKATE 2,,1
30240 PRINT ISOID$(I) :PRINT
30244 PRINT USING’’##.##””” ””;A~; :PR1NT” ‘;AUNIT$
30246 PRINT “ +/-’o;:IF ACT<=O THEN PRINT US ING’’##.##’”” O’’;ERWKT:PRINT:GOTO 3025
0
30247 ARGACT=l O"(LQG(ACT) /LOG(lO) -INT(LLIG(ACT)/LOG(lO)))
30248 PRERR=ARGACT*ERRACT/ACT
30249 PRINT USING’’#.##’’;PRERR: PRINT
30250 PRINT USING” ##4#. #’’;ENERGY(I) ;:PRINT “ kev” :PRINT
30260 PRINT AREA: ’’+/-’’;INTAEW.A +.5) ;“ cOunts$l:PRINT
30270 PRINT” Peak #“;I:PRINT
30275 LQCATE 17,1
30280 INPUTa’l. Change ROI’S (y/n) !’;YE$
30290 IF YE$=”Y” THEN G05uB 40000 :GoT0 30275
30300 PRINT
30305 LOCATE 19,1
30310 INPUT”2. Make hardcopy (y/n) ’’;YE$:PRINT
30320 IF YES-WY” THEN GOSUB 20000
30330 INPUT”3. Done (0), redo #l (1), Redo #2 (2)”;oPT
30340 ON OPT GOTO 30275,30305
30995 SCREEN 2:SCREEN O
31000 RETURN
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32ooO REM - sub to calculate peak area and error/activity
32010
32020
32030
32040
32050
329oO

33000
332oO
33220
33230
33235
33240
33244
33246
0
33247
33248
33249
33250
33260
33270
33275
33900

40000
40010
40020
40030
40040
40050
40070
40080
40090
40100
40110
40115
40120
40130
40800
40810
40900

41000
41010
41015
41020
41025
41030
GOSUB
41040
41100

42000
42010
42015
42020
42025
42o3O

AREA = G-B* (GNUM/BNW) :tiA=INT(AREA+. 5)
IF G + B* (GNuM/Bm) ‘2 <= O THEN PRINT” illegal square root’”:GOTO 32900
ERRA = SQR(G+B’ (GNUM/BNUM).2 )
ACT=ACTRAT (r)●ANEA/LTIME
ERRACT = ACTRAT(I) ●ERRA/LTIME
RST’URN

REM - print peak info after roi changes

11.3CATE15, 1
PRINT TAB(17) L.CH TAB(25) INT(CENT(I) +.5) TAB{33) HCH
LOCATE 2,1:FOR PBLANK = 1 TO 7:PRINT STRINGS (20, “ “) :NEXT PBLANK
WCATE 2,1
PRINT ISOID$ (I):PRINT
PRINT USING*’##.##A-AA” ;ACT; :PRINT” ‘(;“AUNI’T$

PRINT “’+/-”: :IF ACT <=0 THEN PRINT USING”$. ##A-A ASS;ERRAcT: pRINT:GOTO 3325

ARGACT=lO’ (WG(A~)/W( 10)-INT(~G (AC3’)/~G(10) ))
PRERR=ARGACT* ERRACT/ACT
PRINT USING” #.##“;F’RERR:PRINT
PRINT USING” $###. #”;ENERGY(1) ::PRINT “ keV” :PRINT
PRINT AREA:’’+/-” ;INT(ENIA +. 5) ;” counts” :PRINT
PRINT’’Peak #”;I:PRINT
LQCATE 17,1
RETURN

REM - roi adjustment subroutine

LOCATE 17,1
PRINT”ROI increases to decrease adjaCent RoI” .
PRINT STRING$ (39,“ “)
pRINT1lFirst, press key for ROI (O=done) per:”
PRINT’’l-green 2-red 3-YellOV 4-red 5-green”: PRINT STRING$ (39,” “)
RoI$=INKEY$ :IF ROI$=”” THEN 40070
IF VAL(ROI$)<O THEN 40070
IF VAL(ROI$)>5 THEN 40070
IF VAL(ROI$)=O THEN 40800
PRIt4T”Next, increase region (”;ROI$:”) per:”
PRINT[-q-left p-right O-done<a
ON VAL(ROI$) GOSUB 41000,42000,43000, 44000,45000
GOTO 40000
LoCATE 17,1
FOR PBLANK =1 TO 7:PRINT STRING$ (39,“ “):NEXT PBLANK
P.STURN

REM - roi expansion for region 1
DROI$=INKEY$: IF DRoIS = ““ THEN 41010
IF DROI$=”Oi THEN 41100
PYP=INT(SCALE*NPC (BICH) +.5) :PYQ=INT(SCALE*NPC (LCH-1) + .5)
PXP=BICH-XZERO :PXQ=LCH-l-XZERO
IF DROI$=”P” THEN LINE (PXP, 110) - (PXP, 11O-PYP) ,1:BNUM=BNUM-1: B=B-NPC (BICH) :
32000 :GOSUB 33000 :B1CH=B1CH+1:GOT0 41000
IF DROI$=”q” THEN LCH=LCH-l: LINE (PXQ,llO) -(PXQ, llO-PYQ) ,l:GOTO 41000
RSTURN

REU - roi expansion for region 2
DROI$=INKEY$: IF DROI$ ==““ THEN 42010
IF DROI$=”O” THEN 42100
PYP=INT(SCALE*NPC (HICH)+ .5):PYQ=INT (SCALE*NPC (BICH-1)+.5)
PXP=HICE1-XZERO:PXQ=BICH– L-XZERO
IF DROI$=”P” THEN LINE (PXP, 110) - (PXP, 11O-PYP) ,2:BNUM=BNUN+l: GNUM=GNUM-1 :B=

B+NPC(HICH) :G=G-NPC(HICH) :GOSUB 32000 :GOSUB 33000: HICH=HICH+l :GOTQ 42000
42040 IF DROI$=”q” THEN BICH=BICH-l: LINE (PXQ,110)-(PXQ, 11O-PYQ) ,2:BNUM=BNUM+l:B=
B+NPC(BICH) :GOSUB 32000 :GOSUB 33000 :GOT0 42000
42100 RETURN

43ooO REM - roi expansion for region 3
43010 DROI$=INKEY$:IF DRoI$ = ““ THEN 43010
43015 IF DROI$=” O” THEN 43100
43020 PYP=INT(sCALE*NPC (H2CH+1)+.5) :PYO=INT(SCALE*NPC (HICH-l)+. 5)
43025 pxp=H2cti+1-xzERo: PXQ=HICH-1-XZERO
43030 IF DROI$=”D’” THEN H2CH=H2CH+1 :LINE(PXP,11O) -(PXP. 11O-PYP) ,3 :GNUM=GNUM+l:BN
U14=BNUM-l:B=B~NP5(H2CH) :G=G+NPC(H2CH) :GOSUB i2006:&OSUB 33000 :20T0 43000
43040 IF DROI$=’’q’rTHEN HICH=HICH-1 :LINE (PXQ, 110) - (PXQ, 11O-PYQ) ,3:GNUH=GNUM+l :BN
UM=BNUM-I :B=B-NPC(HICH) :G=G+NPC(HICH) :GOSUB 32000 :GOSUB 33000 :GOTO 43000
43100 RETURN

44000 REM - roi expansion for region 4
44010 DROI$=INKEY$:IF DROI$ = *’4!THEN 44o1o
44015 IF DROI$=”O” THEN 44100
44020 PYP=INT(SCALE*NPC (B2CH+1) +.5) :PYQ=lNT(SCALE* NPC(H2CH) +. 5)
44025 PXP=B2CH+1-XZERO: PXQ=H2CH-XZER0
44030 IF DROI$=’’P’-THEN B2CH=B2CH+1 :LINE(PXP, 110) -(PXP, 11O-PYP) ,2:BNUM=BNUM+l:B=
B+NPC(B2CH) :GOSUB 32000 :GOSUB 33000 :GOT0 44000
44o4o IF DROI$=llq<lTHEN LINE(PXQ, 110) -(PXQ, 11O-PYQ) ,2:BNUM=BNUM+l :GNUM=GNUM-1: B=
B+NPc(H2CH) :G=G-NPC(H2CH) :GOSUB 32000: GOSUB 33000: H2CH=H2CH-1 :GOTO 44000
44100 RETURN

45000 REM - rOi expansion for region 5
45010 DROI$=INKXY$:IF DROI$ = ““ THEN 45010
45o15 IF DROI$=”O” THEN 45100
45020 PYP=INT (SCALS*NPC(HCH+l) + .5) :PYQ-XNT (SCALWNPC(B2CH) + .5)
45025 PXP4KH+1-XZER0: PXQ.B2CH-XZERO
45030 IF DRoI$=”P” THEN HCH=IKH+l:FJN E(PXP,lLO)-(PXP, 110-PYP) ,l:GOTO 45000
45o4o IF DROI$=”q” THEN LINE (pxQ,110)‘(PXQ, 11O-PYQ) ,1:BNfJ?4=BNUN-1:~B-N~(BICH) :
GOSUFJ32000:GOSUB 33000:B2cH-B2cH-l:GO~ 45000
45100 RETURN ..
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60000 RE!f temp check on eff
60005 PRINT’’Efficiency (EFF) per standard energy (EN) for ‘:DETN~$(DETN)
60006 PRINT
60010 PRINT “EN’’,l’EFF<’
60011 PRINT’’keV”i” # “

‘-PRINT USING’’###.######’’;FNEFF(88 -03)60020 PRINT USING’’####- ##’’;803o3 ,-
60030 PRINT USING’’####.##’’;l206;6; :PRINT USING$’###.######’’;FNEFF(122-06)

‘.PRINT USING’’###.###$##’’;FNEFF(l685)5)60040 PRINT uSING’’####.##’’:l68585. .
60050 PRINT USING’’####.##’’;279.l9 ::PRINT! USING’’###.######’’;FNEFF (279.19)

60060 PRINT USING’’####.##’’;3969:9: :PRINT USING’1###.######’’:FNEFF(39~- 6g)

60070 PRINT USING’’####. ##’’;514!;:pRINT uSING’’### .######’’ ;FNEFF(5l4 !)
60080 PRINT USING’’####.#fi’’:666464 ::PRINT USING’’###.####’##’’:FNEFF(66l. 64)

‘.PRINT USING’’###.######’’:FNEFF(8902)2)60090 PRINT USING’’#### -##’’;8902o2 ..
60100 PRINT USING’’####.##:’:l173. 21;: PRINT USINGt’###.######’’;FNEFF(~173-21)

60110 PRINT USING’’####.##’’;l332.56; :PRINT usING’’###. ######’’:FNEFF(l332 -56)

60120 PRINT U51NG’’####-##’’;l83ol;l; :pRINT uslNG’’###-######’’;FNEFF(l836 .o~)
60130 INIWT’’Press return to prOceedC’;ZZ
60140 RETURN
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PEAKPART: Program Structure Reference

.
Main <––– Subroutines and [filesl

1–16/DIM setup <––– 7000–7999/Gaussian F-function
<--– 8000-8140/DATA lines for F

20–140/Multiplet data <--– Input maxsr reins, FWHM, raw areas

1.50-180/Peak region Fs <-–– 5000–5999/Calcs per maxs, reins, FWHM
<––– 6000–6999/F value interploation

200–220/New peak areas <--- 2000-2990/F coeffs & raw areas array
3000-3170/Triangularize array
4000–4990/Solve refined peak areas

300-400/Screen results

500-680/Printout results

1000/STOP
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1 CLS
5 REM PEAKPART.BAS
10 REM Note this and NEQUATNX require all Cii not equal to O
15 DIM FAX
16 GOSUB 7000:REM read in F function values

20 INPUT’’Number,of Peaks in Multiplet’’;M:M=M–l
25 PRINT:REM INPUT’’Numberof data points’:;N:PRINT
30 DIM A(M),TC(M,M),C(M,M),TD(M) ,TN(M,M),CHMAX(M),CHLO(M) ,CHHI(M),AO(M)
90 PRINT
100
104
105
106
110
115
120
125
130
135
140

150
155
160
165
170
175
180
190

200
204
205

PRINT” Input Data’’:PRINT
PRINT
INPUT’’FWHM for individual multiplet peak (channels) ’’;FWHM:PP.INT
SIGCH = FWHM/(2*(2*LOG(2))A.5)
FOR 1=0 TO M
PRINT’’Input for peak number “;I+l:PRINT
INPUT’’Channels - 10 min’t;CHLO(I):IF 1>0 THEN CHHI(I-l)=CHLO(I)
INPUT” --- peakC’;CHMAX(I):IF I<M THEN GOTO 135
INPUT” - hi min’’;CHHI(I) :CHHI=CHHI(I)
PRINT:INPUT’’Min-to-min area of peak’’ ;TD(I):AO(I)=TD(I) :PRINT:PRINT
NEXT I

FOR 3=0 TO N
CHMAX=CHMAX(J )
FOR 1=0 TO M
CHLO=CHLO(I): CHHI=CHHI(I)
GOSUB 5000:REM calculate coefficients
NEXT I
NEXT J
CLS

GOSUB 2000
PRINT
INPUT”IS this correct matrix (y-proceed/n-redo data) ’’;YE$:IF YE$=”n” THEN CL

S:GOTO 100
210
220

300
305
310
315
320
321
325
326
327
330
340

GOSUB 3000
GOSUB 4000

REM printout final information
CLS
PRINT’’FWHM (channels) = ~t;FWHM
PRINT:PRINT
PRINT’’ ---------- Multiplet Peaks -------------- II

PRINT
PRINT” No Mini Max Min2 Ao A A/Ao “
PRINT” # chn chn chn counts counts ratioar
PRINT
FORI=OTOM

pRINTUSING’’### ####.# ####.# ####.# ####### ####### ##.####’’;I+I,cHL
O(I),CHMAX(I),CHHI(I),AO(l) ,A(I),A(I)/AO(I)
350 NEXT I
400 REM printout matrix
410 PRINT
420 PRINT I* Al + A2 + A3 + A4 + A5 + A6 + A7 + A8
+ A9 + A1O”
422 PRINT “ Ao(i) = X x x x x

x
x x x

x “
425 PRINT II cil ci2 ci3 ci4 ci5 ci6 ci7 ci8

ci9 CilOt’
430 PRINT
440 FOR 1=0 TO M
445 PRINT USING’’####### ‘(;AO(I);
450 FOR J=O TO M
455 IF J=M THEN PRINT USING” #.####’’;C(I,J):GOTO 465
460 PRINT USING” #.####~’;c(I.J);
465 NEXT J
470 NEXT I
480 PRINT
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500 INPUT’’Printout hardcopy (Y/n)’’;YE$:IFYE$=”n” OR YE$=”N” THEN 1000
505 LPRINT:LPRINT
510 LPRINT’’FWHM (channels) = “:FWHM
515 LPRINT:LPRINT
520 LPRINT’’ ---------- Multiplet Peaks ‘-----––––---–”
521 LPRINT
525 LPRINT” NO Mini Max Min2 Ao A A/Ao “
526 LPRINT” # chn chn chn counts counts
527 LPRINT

ratio’q

530FORI=OTON

540 LPRINT UsTNG’’### ####-# ####.# ####-# ####{%+ ####### ##.####’’;I+l,CH
LO(I),CHMAX(I),CHHI(I),AO(I),A(I),A(I)/AO(I)
550 NEXT I
600
610
620
+
622

625

630
640
645
650
655
660
665
670
680

100(

200(
200i
200!
2oof
201C
202(
203C
204C
205(
206C
299C

300C
301C
3015
302C
3025
303C

304C
3050
306C
307C
3075
308C
3085
3090
3095
3100
3110
3120
3130
3140
3145
3150
3170

4000
4002
4005
4010
4020
4030
4040
4050
4060
4080
4090
4990

REM printout matrix
LPRINT
LPRXNT 11 Al + A2 i- A3 + A4 + A5 + A6 + A7 + A8
A9 + A1O”
LPRINT ,, Ao(i) = X x x x x x x x
x x ‘t

LPRINT 11 cil ci2 ci3 ci4 ci5 ci6 ci7 ci8
ci9 Cilo’[
LPRINT
FOR 1=0 TO M
LPRINT USING’’####### “;AO(I);
FOR J=O TO N
IF J=M THEN LPRINT USING” #.####’’;C(I,J):GOTO 665
LPRINT uSING” #.####’’;c(I,J);
NEXT J
NEXT I
LPRINT

STOP

REM display coefficient array
PRINT
FOR IP=O TO M:PRINT TAB(1+(IP)*1O) “a(’’;IP+l;’’;:NEXTEXT1P
PRINT“ ‘1;saConstantll
FOR IP=O TO M
FOR JP=O TO M
PRINT TAB(1+(JP)*1O) TC(IP,JP):
NEXT JP
PRINT” . I’;TD(IP)
NEXT 1P
RETURN

REM -triangulation of equations
FOR J=O TO M
REM - set first non zero coeff =1
FOR K=J TO X
TN(K,J)=TC(K,J):IF TN(K,J)=O THEN
FOR M TO M
TC(K,L)=TC(K,L)/TN(K,J)
NEXT L
TD(K)=TD(K)/TN(K,J)
NEXT K
GOSUB 2000
REM - subtract out first non zero
IF J+l > M THEN GOTO 3150
FOR K=J+l TO M
IF TC(K,J)=O THEN GOTO 3140
FOR L==JTO M
TC(K,L)=TC(J,L)-TC(K,L)
NEXT L
TD(K)=TD(J)-TD (K)
NEXT K
GOSUB 2000
NEXT J
RETURN

GOTO 3070

coefficients

REM final results

PRINT:PRINT
PRINT “values of a(i) listed below’’:PRINT
FOR L=M TO O STEP -1
A(L)=TD(L):IF L=M THEN GOTO 4060
FOR J=L+l TO M
A(L)=A(L) -TC(L,J)*A(J)
NEXT J
NEXT L
FOR L=O TO M:PRINT’’a(I~;Wl;~{) = ~’;A(L):NExT L
PRINT
RETURN
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5000
5010
5015
5020

. 5025
5030
5035

. 5999

6000
6010
6020
6030

6040
6999

7000
7010
7015
7020
7999

8000
8010
8020
8030
8040
8050
8060

8070
8080
8090
8100
8110
8120
8130
8140

REM subroutine for coefficients for peak
Xl=(CHLO-CHMAX)/SIGCH:IF 1=0 THEN Xl = -100
X=X1:GOSUB 6000:F1=F:REM lower integral limit
X2=(CHHI-CHMAX)/SIGCH:IF I=M THEN X2=1OO
X=X2:GOSUB 6000:F2=F:REM upper integral limit
TC(I,J)=F2-F1
C(I,J)=F2-F1
RETURN

REM error function (erf) calculation F
IF X => 3.9 THEN F=l:GOTO 6999
IF X <= –3.9 THEN F=O:GOTO 6999
IXL = INT(X/.O5): IXH = IXL+l:X=X/.O5
F = .5 + SGN(X)*(F(ABS(IXL)) + (X-IXL)*(F(ABS(IXH))-F(ABS(IXL))) )
RETURN

REM sub to read in F(x) function
FOR IX=O TO 80:X(IX)=.05*IX:NEXT
F(0)=O
FOR 1X=1 TO 80:READ F(IX):NEXT
RETURN

REM Data for F(x)
REM n.05 n.10 n.15 n.20 n.25 n.30 n.35 n.40 n.45 n.50
REM n.55 n.60 n.65 n.70 n.75 n.80 n.85 n.90 n.95
REM n=o m=l

m.00

DATA 0.0199,0.0398,0.0596,0.0793,0.0987,0.1179,0.1368,0.1554,0.1736,0.1915
DATA 0.2088,0.2258,0.2422,0.2580,0.2734,0.2881,0.3023 ,0.3159,0.3289,0.3413
REM n=l m=2
DATA 0.3531,0.3643,0.3749 ,0.3849,0.3944,0.4032,0.4115,0.4192,0.4265,0.4332
DATA 0.4394,0.4452,0.4505,0.4554,0.4599,0.4641,0.4678,0.4713,0.4744,0.4773
REM n=2 m=3
DATA 0.4798,0.4821,0.4842,0.4861,0.4878,0.4893,0.4906,0.4918,0.4929,0.4938
DATA 0.4946,0.4953,0.4960,0.4965,0.4970,0.4974,0.4978,0.4981,0.4984,0.4987
REM n=3 m=4
DATA 0.4989,0.4990,0.4992,0.4993,0.4994,0.4995,0.4996,0.4996,0.4997,0.4998
DATA 0.4998,0.4998,0.4999,0.4999,0.4999,0.4999,0.4999,0.5000,0.5000,0.500
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BDATRANS: Program Structure Reference
.

.

-.:

Main <–-– Subroutines and rfilesl

5–28/DIM setup

30–35\Input data <-–– 1000-1100/Miscellaneous data
<--- B:DATAMISC.DAT

<--- 2000–2200/Efficiency data
<-–– B:DATACALB.DAT

41–65/Eff Formula <-–- 60000-60140/Eff vs E for calibs

70–95/Input data <--– 3000-3100/Gamma peaks
<--- B:DATAPEAK.DAT

<-–– 4000–4100/Gamma spectrum
<--- B:DATASPEC.DAT

<--– 5000–5080/Isotope data
<--– B:DATAISOS.DAT

<--- 6000–6100/Existing background
<--- backqnd.BKG

<--- 7000-7200/Efficiency parameters
<--- B:DETLIBRY.LIB

980–990/Continue/STOP <-–- 9000-9100/Supplementary analysis menu

Lines not used in execution

8000-8100/Isotope library of B:DETLIBRY.LIB

13000-13100/Energy to channel transformer
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5 REM file BDATRANS.BAS

.

..

.

21 DIM
22 DIM
23 DIM
24 DIM
25 DIM
26 DIM
27 DIM
28 DIM

Hl(100),H2(100) ,RATERR(1OO)
GOEFF(5,3),HOEFF(5,3),AOEFF(5, 3),BOEFF(5,3),KOEFF(5, 3)
CEOHO(5,3),CE1HO(5,3),CEOH1(5 ,3),CE2HO(5,3),CE1H1(5,3),CEOH2(5,3)
CE3HO(5,3),CE2H1(5,3) ,CE1H2(5,3),CEOH3 (5,3)
YLOC(20),DETNAM$(1O),BNERGY(1OO),BRATE(1OO),BERR(1OO) ,DETLAB$(1O)
ISOTH(1OO),MDA(1OO) ,ACTRAT(1OO),LIBEN(1OO),SBRATE(1OO) ,SBERR(1OO)
RATE(1OO),ENERGY(1OO) ,ISOEN(lOO),ISOID$ (1OO),ISO$(lOO),ISOGAM(1OO)
NPC(4096),AREA(1OO) ,EAREA(1OO),LOCH(1OO),FWHM(1OO),TAIL(1OO),CENT(1OO)

30 GOSUB 1000:REM read file B:DATAMISC.DAT
35 GOSUB 2000:REM read file B:DATACALB.DAT

41 DEF FNENC(CHAN)=COENC+CIENC*CHAN
44 DEF FNFWHM(CHAN)=SQR(COFWHM + CIFWHM*CHAN)
58 DEF FNEFFA(EN)=GOEFF*EXP(AOEFF*SQR(BOEFF’2+UOEFF* (LOG(EN)-KOEFF)”2)*(COEFF+C1
EFF*~G(EN) +c2EFF*LoG(EN)*2+c3EFF*LoG(EN)A3)+.5*(1+sGN (EN-ENX))*(DOEFF+DIEFF*LOG
(EN)+D2EFF*LOG(EN)‘2+D3EFF*LOG(EN)‘3))
59 DEF FNEFFB(EN)=l+POEFF+PIEFF*LOG (EN)+P2EFF*LOG(EN)’’2+P3EFF*LOG(EN)‘3
60 DEF FNEFF(EN)=FNEFFA(EN)*FNEFFB(EN)
61 INPUT”DO you wish to see EFF vs EN data for standard energies (y/n)’’;EFFVEN$:
CLS:IF EFFVEN$ <> “y:’THEN GOTO 65
62 GOSUB 60000:REM check on efficiency data EFF vs EN
65 REM - tempory continue

70 GOSUB 3000:REM read file B:DATAPEAK.DAT
75 GOSUB 4000:REM read file B:DATASPEC.DAT
80 GOSUB 5000:REM read file B:DATAISOS.DAT
85 GOSUB 6000:REM read file DETFILE$.BKG
90 GOSUB 7000:REM read file B:DETLIBRY.L3.B
95 REM gosub 8000:rem read file B:ISOLIBRY.LIB (when needed for B:DATAISOS.DAT)

980 GOSUB 9000:REM - continuation menu
990 STOP

1000 REM - subroutine to read miscellaneous parameters file B:MISCDAT.DAT
1010 OPEN “B:DATAMISC.DAT’:FOR INPUT AS #3
1020 INPUT #3,LTIME,STCH,ENCH,AUNIT$ ,UNUM,UDEM,TDAYS,DETN,DETNAM$ (DETN),DETLAB$(
DETN),STDATE$
io30 CLOSE #3
1100 RETURN

2000 REM - subroutine to read data calib file B:DATACALB.DAT
2100 OPEN “B:DATACALB.DAT” FOR INPUT AS #3
2110 INpuT #3,C0ENC,ClENC,C0Fw,ClF~,GOEFF,A0EFF,B0EFFfU0EFF,K0EFF,CQEFF,ClEF
F,C2EFF,C3EFF,ENX,DOEFF,DIEFF,D2EFF,D3EFF,POEFF,PIEFF,P2EFF,P3EFF
2160 CIA3SE#3
2200 RETuRN

3000 REM - subroutine to read data peak file B:DATAPEAK.DAT
3010 OPEN “B:DATAPEAK.DAT” FOR INPUT AS #3
3015 KP=l
3020 IF EOF(3) THEN MPMAX=KP-l:GOTO 3060
3040 rNpuT #3,CENT(Kp),ENERGY(KP),FWHM(KP),TAIL(Kp),AREA(Kp) ,RATE(KP),SBRATE(KP)
,ISOID$(KP),ACTRAT(KP),LIBEN(KP),RATERR(KP),SBERR(KP),H1(KP),H2(KP)
3050
3060
3100

4000
4010
4020
4030
4040
4050
4100

5000
5010
5020
5030
5040
5050
5060
5070
5080

KP=KP+l:GOTO 3020
CLOSE #3
RETURN

REM -subroutine to read in spectrum file B:DATASPEC.DAT
OPEN *’B:DATASPEC.DATSSFOR INPUT AS #3
FOR I=STCH TO ENCH
INPUT #3, NPC(I)
NEXT I
CLOSE #3
RETURN

REM - subroutine to read in isotope library file B:DATAISOS.DAT
OPEN “B:DATAISOS.DAT” FOR INPUT AS #3
L=o
L=L+l
INPUT #3, ISO$(L),ISOTH(L),ISOEN(L) ,ISOGAM(L),MDA(L)
IF ISO$(L)=’’limit“ THEN 5070
GOTO 5030
CLOSE #3
RETURN
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6000 REM – subroutine to read in background library
6010 DETFILE$=DETIAB$(DETN)+n .BKG*’
6020 OPEN DETFILE$ FOR INPUT AS #2
6030 CBACK=l
6040 IF EOF(2) THEN BANAX=CBACK-l:GOTO 6070
6?50 INpuT #2,BNERGy(cBAcK),BRATE(cBAcK) ,BERR(CBACK)
6060 CBACK=CBACK+l:GOTO 6040
6070 CLQSE #2
6100 RETURN

7000 REM – subroutine to read in detector library B:DETLIBRY.LIB
7005 OPEN “B:DETLIBRY.I.IB’* FOR INPUT AS #3
7010 FOR 1=1 TO 5
7020 FOR J=l TO 3
7030 INPUT #3,GoEFF(I,J),AoEFF(I,J) ,BOEFF(I,J), KOEFF(I,J) ,HoEFF(I,J)
7040 INPUT #3,CEOHO(I,J)
7050 INpuT #3,CElH0(I,J),CEOHI(I,J)
7060 INPUT #3,cE2H0(I,J),cEIHl(I,J) ,CEOH2(I,J)
7070 INPuT #3,cE3H0(I,J),cE2Hl(I,J) ,CEIH2(I,J),CEOH3 (I,J)
7080 NEXT J
7090 NEXT I
7095 CLOSE #3
7100 I=O:J=O
7200 RETURN

8000 REM – subroutine to read in isotope library data B:ISOLIBRY.LIB
8001 REM - note that B:DATAISOS.DAT is used instead usually
8005 NHDA=O
8007 OPEN “B:ISOLIBRY.LIB1’ FOR INPUT AS #3
8010 FOR 1S0=1 TO 100
8020 INPUT #3,1S0$ (ISO),ISOTH(ISO) ,ISOEN(ISO), ISOGAM(ISO) ,MDA(ISO)
8025 IsOGAM(ISO)=ISOGAM(ISO)/100
8027 IF MDA(ISO)=l THEN NMDA=NNDA+l
8030 IF 1S0$(1S0) = “limit “ THEN 1S0=100
8040 NEXT 1S0
8050 CLOSE #3
8100 RETURN

9000 REli– subroutine for supplementary analyses
9005 OPEN “B:DETLIBRY.LIB”FOR INPUTAS #3
9010 CLS
9020 PRINT’’SupplementaryAnalyses- as applicableto current spectrum’’:PRINT
9030 PRINT” (1) Background file development (GRABBACK)”

9040 PRINT” (2) Detector efficiency calibration (GRABCALB)”
9050 PRINT” (3) Peak/spectrum diagnostics (GRABDIAG)”
9060 PRINT” (4) Peak/multiplet plot analysis (GRABPIJ3T)”
9070 PRINT” (5) Analyses per isotopes (GRABISOS)’’:PRINT
9080 PRINT’’Data files are now being transferred to RAM disk (b:) for analyses”
9090 PRINT:PRINT’’Type selected analysis (e.g. GRABBACK) after’l:PRINT’’C–prompt (
C> ) and press enter”
9095 CLOSE #3
9100 RETURN

13000 REM talc channel from energy
13010 AOEN = FNENC(0)
13020 AIEN = FNENC(l)-FNENC(0)
13030 cao = (ENERGy-AOEN)/AIEN
13040 cHAN = cwo + (ENERGY-FNENC(CHANO))/AIEN
13050 IF ABS(ENERGY-FNENC(CHAN) )>.1 THEN CNANO=CHAN:GOTO 13040
13055 RCHAN=CHAN
13060 CHAN=INT(CHAN+.5)
13100 RETURN

60000 REM.temp check on eff
60005 PRINT’’Efficiency (EFF) per standard energy (EN) for “;DETNAN$(DETN)
60006 PRINT
60010 PRINT “EN’l,’’EFF”
60011 PRINT’’keV’’,*’ # “
60020 PRINT USING’’####.##’<;88.03; :PRINT USING’*###.######’’;FNEFF(88. 03)
60030 PRINT USING’’####. ##’’;l206;6; :PRINT USING’’###.######’’;FNEFF(l206)6)
60040 PRINT USING’’####.##’’:l685:5: :PRINT USING’’###.######’’:FNEFF(l685)5)
60050 PRINT USING’’#### .##’’;2719l9 ;:PRINT USING’’###. ######”;FNEFF(279. 19)
60060 PRINT USING’’####.##’’;396969 ;:PRINT USING’’###.######’’;FNEFF(3969)9)
60070 PRINT USING’’#### .##’’’;514!;:PRINT USINGt~### .######’’:FNEFF(514 !)
60080 PRINT USING’’####. ##”;66l.64 ;:PRINT USING’1###.######’’;FNEFF(661.64)
60090 PRINT USING’’#### .t#’’;8902;2; :PRINT USING’’###.######’’;FNEFF(8902)2)
60100 PRINT USING”####.##”;l173.21; :PRINT USING’’###.#####i’’<;FNEFF(l1721)l)
60110 PRINT USING’”####.##’’;l332.56; :PRINT USING’’###.######”;FNEFF(l332. 56)
60120 PRINT USING’’####.##*’;l836.Ol; :PRINT USINGN###.######”;FNEFF(1836-01)
60130 INPUT’’Press return to proceed’q;ZZ
60140 RETURN
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GEFFCX1: Program Structure Reference

.
Main <--- Subroutines and rfiles]

l–135/DIM setup <––– 10000-10011/DATA Effs VS E

<–-– 6oOO-6070/Log(eff) -Log(E) trans

140–170/Initialize fit <––– 1000-1040/Parameter definitions

200-320/Initial funct <––– 5000-5070/Log-Log hyperbola

500–630/L–S min loop <--- 4000–4090/Derivitive search sign
<--– 5000-5070/Log-Log hyperbola

<-–– !5000-5070/Log-Log hyperbola

Subcode Options - run from line number 12000

12000–12180/Display Eff vs E of fit over

13000-13110/Display efficiencies for fit

designated range

vs measurements

:s
. .

.
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1 CL’S
5 REM GEFFCX1.BAS WSRC-TR-99-00187
100
110
111
115
120
125
130
135

140
145
150
160
170

200
210
300
310
320

500
510
520
530
535
540
545
550
555
560
565
566
567
570
580
590
600
610
620
625
630

REM-input section
INPUT’*numberof data pointssg;N:PRINT
INPUT’’Logof data to be taken (y/n)”’;YE$:PRINT
DIM X(N),Y(N),SY(N)
FOR J=l TO N:READ X(J),Y(J),SY(J) :NEXT J
IF YE$=”y” THEN GOSUB 6000
INPUT~4numberof parameters’{;NP
DIM V(NP),VO(NP),V$(NP),SN(NP) ,VT(NP)

PRINT[lInitialestimates of parametersfc
GOSUE3 1000
FOR 1=1 TO NP
PRINT V$(I);” = ‘{;:INPUTVO(I):V(I)=VO(I)
NEXT I

GOSUB 5000
SA=S
PRINT:PRINT
FOR 1=1 TO NP:PRINT V$(I), :NEXT I
PRINT “S”

REM-test minimum routine
FOR 1=1 TO llP
K=O
GOSUB 4000
SN(I)=-SN
K=K+l
IF K>15 THEN GOTO 610
AV=VO(I)*(.5)‘K:AV=ABS(AV)
VT(I)=V(I)
V(I)=V(I)+AV*SN(I)
GOSUB 4000
IF SN <> -SN(I) THEN V(I)=VT(I)
IF SN <> -SN(I) THEN 540
SB=SA
GOSUB 5000
SA=S
IF ABS((SA-SB)/SA) > .001 THEN GOTO 540
PRINT V(I),
NEXT I
PRINT SA
GOTO 500

1000 REM parameter definitions
1010 V$(l)=(~A$(
1020 V$(2)=!1B~t
1030 v$(3)=lfcl’
1040 V$(4)=”D”
1100 RETuRN

4000 REM-test the derivative
4010 GOSUB 5000
4020
4030
4040
4050
4060
4080

4090

sign

s 0=s
V(I)=V(I)+.OO1*ABS (VO(I))
GOSUB 5000
s1=s
V(I)=V(I)-.001*ABS(VO(I))
SN=SGN(S1-SO)
RETURN

5000
5010
5020
5030
5040
5050
5060
5070

6000
6005
6010
6017
6020
6030
6035
6040
6050
6060
6065
6070

REM S calculation and function definition
A=V(1):B=V(2) :C=V(3):D=V(4)
S=o
FOR J=l TO N
FY=A*SQR(BA2+(X(J) -C)A2)+D
S=S+(Y(J)-FY)‘2jSi(JjA2”
NEXT J
RETURN

REM SUB FOR LOG DATA
INPUT’tEqual weights (y) or individual (n)’’;YE$
FOR J=l TO N
SY(J)=SY(J)/Y(J)
x(J)=LoG(x(J) ):Y(J)=~G(Y(J) )
IF YE$=’’Y’4THEN SY(J)=l
NEXT J
PRINT$<lOgX’l,t’logy~s,lterror/wtl~
FOR J=l TO N
PRINT X(J),Y(J),SY(J)
NEXT J
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10000
10001
10002
10003
10004
10005

. 10006
10007
10008
10009
10010
10011

12000
12010
12020
12030
12040
12050
12060
12062
3000
12063
12070
12080
12090
12100
12110
12120
12130
12140
12150
12155
12160
12170

12180

13000
13010
13020
13025
13030
13040
13050
13060
13070
13080
13090
13100
13110

1
1

REM data x(i),y(i),sy(i)
DATA 88, 0.1206, 1
DATA 122, 0.1354, 1
DATA 166, 0.1060, 1
DATA 279, 0.0700, 1
DATA 393, 0.0476, 1
DATA 514, 0.0353, 1
DATA 662, 0.0280, 1
DATA 898, 0.0201, 1
DATA 1173, 0.0158, 1
DATA 1333, 0.0138, 1
DATA 1836, 0.01005,1

REM talc curve with parameters
CLS
INPUT ‘fa = l<;A
INPUT “b = l’;B
INPUT “C = l’;C
INPUT ‘{d = “;D
PRINT
INPUT’’compare with data (d) or talc range (r) ’’:DR$:IF DR$=’’d’t THEN GOSUB 1

IF DR$=”d” THEN 12062
INPUT “start energy’’;ES
INPUT “end energy’%;EE
INPUT “energy step’’;ET
PRINT
PRINT “energy”, “efficiency”
FOR EN=ES TO EE STEP ET
X=LOG(EN)
Y=A*SQR(B”2+(X-C)A2)+D
EFF=EXP(Y)
PRINT EN,EFF
NEXT EN
PRINT
GOTO 12070

REM compare Calc to data
DIM X(ll),Y(ll),SY(ll)
FOR J=l TO 11 :READ’X(J),Y(J),SY(J) :NEXT J
PRINT
PRINT “energy”, ,,meaS effw,t~cdlc efft{,’’%-diff”

FOR .J=lTO 11
K=LOG(X(J))
Y=A*SQR(BA2+(X-C)A2)+D
13FF=EXP(Y)
PD=1OO*(Y(J)-EFF)/EFF
PRINT X(J),Y(J),EFF,PD
VEXT J
RETURN

.
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TEFFPERF: Program Structure Reference

Main <––– Subroutines and [filesl

5–110/Data set info <––– 10000–10011/DATA Effs VS E

120-180/Read eff data <––– 12200-12610/DATA hypbla, hO, eff vs h

200–290/Basis norm eff <--– 1000–1100/Efficiency calculation

300-396/Meas-fit effs

400–429/Print basis eff

431/GOTO 440 if need
perturb analysis

433–439/Print perturbation
polynomial coeffs

440-640/Print mess vs fit

650/GOTO exit if anal
perturbation done

660-830/L-S perturb terms

840-910/Solve perturb
polynom coeffs

920/GOTO 200 to
output results

999/STOP

< --– 2000-2990/Display coefficient matrix
<--- 3000-3170/Triangularize matrix

<--- 2000-2990/Display matrix status
<--- 4000-4490/Calc perturb polynom coeffs
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.

.

..:

.

.

5 CLS
8 DEFDBL T
20 PFLAG = O
90 INPUT “Description of Data Set’’;DS$
100
110

120
130
135
140
150
160
170
180

200
210
220
230
240
245
250
255
260

270
280
290

300
302
305
310
320
322
324
330
340
350
355
360
365
370
380
390
392
394
396

400
410
420
421
425
426
427
428
429

431

433
434
435
437
439

INPUT~’number of energies’’;NE
INPUT’’number of heights’’;NH

READ A,B,C,HO
DIM H(NH),EN(NE),EFF(NE,NH) ,PERDV(NE,NH),X(NE),C(1O ,1O),D(10)
DIM K(10),L(1O),TC(1O,1O),TD(1O) ,A(10),TN(1O,1O)
FOR J=l TO NH:READ H(J) :NEXT J
FOR 1=1 TO NE
READ EN(I)
FOR J=l TO NH:READ EFF(I,J):NEXT J
NEXT I

REM calculations for normalization factor
G=o

FOR 1=1 TO NE
FOR J=l TO NH
X=LOG{EN(I))
H=H (J)
GOSUB 1000
GCAL=EFF(I,J)/EFFUN
G=G + GCAL
NEXT J
NEXT I
G=G/(NE*NH)

REM calculate efficiencies and compare with experimental values
PRINT:PRINT:PRINT “Results for : l~;Ds$:pRINT
AVEDEV=O
FOR 1=1 TO NE
FOR J=l TO NH
X=LOG(EN(I))
H=H(J)
GOSUB 1000
EFFCAL = G*EFFUN
PERDEV = 100*(EFF(I,J)/EFFCAL - 1)
AVEDEV=PERDEVA2 + AVEDEV
PRINT USING’’####.##’’;PERDEV;
PERDV(I,J) = PERDEV
NEXT J
PRINT
NEXT I
AVEDEV=SQR(AVEDEV/ (NE*NH-1))
PRINT:PRINT”G = “;G
PRINT ‘navedeviation = “;AVEDEV

REM list calculated efficiencies
PRINT:PRINT:-PRINT“Results for : 1*;~s$
PRINT:PRINT’’Parameters for eff = G*EXP(A*SQR(BA2+(X-C)‘2))/(H+HO)A2°
PRINT” with X=LOG(gamma energy)’’:PRINT
PRINT~fG= “;G
PRINTt{A= “;A
PRINT8rB= ~(;B
PRINT”C = “;C
PRINT”HO = “;HO:PRINT:PRINT:PRINT

IF PFLAG=O THEN GOTO 440

PRINT “Efficiency includes perturbation correction factor below”
PRINT “ 1 + A(O,O) + A(l,O)*X + A(O,l)*H + ....... + A(o,3)*HA3!f
PRINT:PRINT’’abovecoefficients below’’:PRINT
FOR IA=l TO 10:PRINT’’A(’’;K(IA);’’,”;L(IA);”) = “;A(IA)/100:NEXT IA
PRINT
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.

v

,:

*

.

440
450
460
470
480
490
500
510
520
530
540
550
560
570
580
590
600
610
620
630
640

650

660
700
710
715
720
730
735
740
750
760
770
775
780
785
790
795
800
805
810
815
820
825
830

840
845
850
855
860
865
870
875
890
900
910

920

999

1000
1010
1020
1030
1040
1050
1060
1070
1080
1090
1100

1

PRINT’’Comparisonof
PRINT:PRINT
PRINT”
PRINT’’energy(KeV)’4:
FOR J=l TO NH:PRINT
PRINT:PRINT
FOR 1=1 TO NE

experimental/calculated efficiencies below~~

sample height (cm)ff

USING’’####. ###’’;H(J);:NEXT J

PRINT USING{’###l##. ##’’;EN(I) ;:PRINT” “;
FOR J=l TO NH
PRINT USING’’##.#####’’;EFF(I,J);
NEXT J
PRINT
PRINT” 1{.

X=I.OG(EN(I)) ‘
FOR J=l TO NH
H=H(J)
GOSUB 1000
PRINT USING’4##.#####’l;G*EFFUN;
NEXT J
PRINT:PRINT
NEXT I

IF PFLAG = 1 THEN GOTO 999

PFLAG = 1
REM fit to perturbation array PERDV(I,J)
FOR 1=1 TO NE: X(I)=LOG(EN(I)):NEXT I
K(1)=O:K(2)=1:K(3)=O:K(4) =2:x{5)=3_:K(6)=o:K(7)=3 :K(8)=2:K(9)=1:K(1o)=o
L(1)=O:L(2)=O:L(3)=1:L(4) =O:L(5)=1:L(6)=2:L(7)=O: L(8)=1:L(9)=2:L(1O)=3
FOR IA=l TO 10
FOR JA=l TO 10
C(IA,JA)=O:REM coefficient of expansion constant a(k(ia),l(ja))
FOR 1=1 TO NE
FOR J=l TO NH
C(IA,JA)=C(IA,JA) + X(I)A(K(JA)+K(IA))*H(J)A (L(JA)+L(IA))
NEXT J
NEXT I
PRINT IA,JA,C(IA,JA)
NEXT JA
D (IA)=0
FOR 1=1 TO NE
FOR J=3.TO NH
D(IA)=D(IA)+PERDV(I,J)*X(I)‘K(IA)*H(J)AL(IA)
NEXT J
NEXT I
PRINT IA ,4~d~’,D(IA):PRINT
NEXT IA

REM - solve for constants a(krl) of expansion
K=lo
FOR IA=l TO 10
FOR JA=l TO 10
TC(IA,JA)=C(IA,JA)

NEXT JA
rD(IA)=D(IA)
~EXT IA
;OSUB 2000:REM display matrix
:OSUB 3000:REM triangularize matrix
:OSUB 4000:REM print solution of a

:OTO 200:REM go do original calculation with perturbation fixup

;TOP

REM sub for uncal efficiency calculation
Z=A*SQR(B’2+(X-C)’42)
EFFUN=EXP(Z)*(H+HO)A-2
IF PFLAG = O THEN GOTO 1100
PERT = O
FOR IA=l TO 10
PERT = PERT + A(IA)*XAK(IA)*HAL(IA)
NEXT IA
PERT=l + PERT/100
EFFUN = EFFUN*PERT
RETuRN
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2000 REM display coefficient array
2002
2005
2006
2010
2020
2030
2040
2050
2060
2070
2990

3000
3010
3015
3020
3025
3030

3040
3050
3060
3070
3075
3080
3085
3090
3095
3100
3110
3120
3130
3140
3145
3150
3160
3170

4000
4002
4005
4010
4020
4030
4040
4050
4060
4080
4990

12200
12300
12350
12370
12400
12450
12500
12510
12520
12530
12540
12550
12560
12570
12580
12590
12600
12610

PRINT
FOR IP=l TO M:PRINT TAB(l+(IP-1)*7) “ a(’’;IP;’’;:NEXTEXT1P
pRINTCtc4;g1Constantt1:PRINT
FOR IP=l TO M
FOR JP=l TO M
PRINT USING’’#######’’:TC(IP,JP) :
NEXT JP
pRINTIC= II;:PRINT USING’C#####.#’’.;TD(Ip)
NEXT 1P
PRINT
RETURN

REM -triangulation of equations
FOR J=l TO M
REM - set first non zero coeff =1
FOR K=J TO M
TN(K,J)=TC(K,J):IF TN(K,J)=O THEN GOTO 3070
FOR L=J TO M,

TC(K,L)=TC(K,L)/TN(K,J)
NEXT L

TD(K)=TD(K)/TN(K,J)
NEXT K
GOSUB 2000
REM - subtract out first non zero coefficients
IF J+l > 10 THEN GOTO 3150
FOR K=J+l TO M
IF TC(K,J)=O THEN GOTO 3140
FOR L=J TO M
TC(K,L)=TC(J,L) -TC(K,L)
NEXT L
TD(K)=TD(J)-TD(K)
NEXT K
GOSUB 2000
NEXT J
GOSUB 2000
RETURN

REM final results
PRINT
PRINT ~~values of a(i) listed below!$
FOR L=M TO 1 STEP -1
A(L)=TD(L):IF L=M THEN GOTO 4060
FOR J=L+l TO M
A(L)=A(L)-TC(L,J) *A(J)
NEXT J
NEXT L
FOR L=l TO M:PRINT’’a(’’;L;”)= “;A(L):NEXT L
RETURN

REM data for well det - medium vials
REM hyperbola inverse square parameters A,B,C,HO
DATA -1.038801, .3110960,4.711060,6.330
REM
REM experimental efficiencies below
DATA .268, .518, .963, 1.538, 1.999, 2.399, 2.959
REM en hl h2 h3 h4 h5 h6 h7
DATA 88,0.1664,0.1512,0.1361, 0.1149,0.1028,0.0938,0.0791
DATA 122,0.1869,0.1737,0.1519,0. 1290,0.1169,0.1015,0.0879
DATA 166,0.1405,0.1341,0.1195,0. 1003,0.0896,0.0842,0.0740
DATA 279,0.0945,0.0869,0.0795, 0.0653,0.0613,0.0537,0.0490
DATA 393,0.0637,0.0598,0.0535, 0.0451,0.0412,0.0373,0.0326
DATA 51~,0.0468,0.0443,0.0391t 0.0330,0.0305,0.0283,0.0254
DATA 662,0.0372,0.0351,0.0308, 0.0268,0.0238,0.0221,0.0200
DATA 898,0.0266,0.0247,0.0214 ,0.0193,0.0176,0.0165,0.0146
DATA 1173,0.0206,0.0197,0.0175, 0.0152,0.0136,0.0130,0,.0110
DATA 1332,0.0186,0.0169,0.0154 ,0.0135,0.0117,0.0109,.00984
DATA 1836,0.0128,0.0126,0.0111, .00977,.00874,.00784,.00750

B-lo5


