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Abstract 

After 911 1, the United States (U.S.) was suddenly pushed into challenging situations they 
could no longer ignore as simple spectators. The War on Terrorism (WoT) was suddenly ignited 
and no one knows when this war will end. While the government is exploring many existing and 
potential technologies, the area of  irel less Sensor networks (WSN) has emerged as a foundation 
for establish future national security. Unlike other technologies, WSN could provide virtual 
presence capabilities needed for precision awareness and response in military, intelligence, and 
homeland security applications. The Advance Concept Group (ACG) vision of 
Sense/Decide/Act/Communicate (SDAC) sensor system is an instantiation of the WSN concevt 
that takes a "systems of systems";iew. Each sensing nodes will exhibit the ability to: Sense the 
environment around them, Decide as a collective what the situation of their environment is, Act 
in an intelligent and coordinated manner in response to this situational determination, and 
Communicate their actions amongst each other and to a human command. This LDRD report - 
provides a review of the research and development done to bring the SDAC vision closer to 

d reality. - 
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1. Introduction 
After 911 1, the observance and reactions of the United States (U.S.) to terrorist activities 

around the world suddenly changed. Like the fatal attack on Pearl Harbor in World War 11, the 
U.S. was suddenly hurled into challenging situations they could no longer ignore as simple 
spectators. While the U.S. was no stranger to terrorism on US.  interest abroad, the danger 
always seemed remote to the majority of the U.S. population. However as the event of 911 1 
unfolded on televisions around the world everyone was left speechless and the response by the 
US.  has been quick and continuous. The War pn Terrorism (WoT) was suddenly ignited and no 
one knows when this war will end. While the government is exploring many existing and 
potential technologies, the area of wireless sensor networks (WSN) has emerged as a foundation 
for establish future national security. Unlike other technologies, WSN could provide virtual 
presence capabilities needed for precision awareness and response in military, intelligence, and 
homeland security applications. The Sandia National Laboratories Advance Concept Group 
(ACG) vision of SenselDecidelAct/Communicate (SDAC) sensor system is an instantiation of 
the WSN concept that takes a "systems of systems" view to the creation, distribution, and 
functional usage of SDAC system in the WoT. 

Each sensing nodes will exhibit the ability to: Sense the environment around them, Decide 
as a collective what the situation of their environment is. Act in an intelligent and coordinated . - " 
manner in response to this situational determination, and Communicate their actions amongst 
each other and to a human command. Beyond the capabilities associated with distributed sensor 
networks in general, SDACs will incorpdrate distribited intelligence to not only collect data, but 
make sense out of it as well. As Gerold Yonas of the Sandia Advanced Concepts Group has 
pointed out, knowledge is not the same thing as data, and it is really the knowledge derived from 
the collected data that is of power and importance. With the incorporation of this knowledge 
construction into the system itself, an SDAC network will be aware of its surroundings, and will 
thus be able to adapt its behavior to dynamic environments in order to accomplish its missions. 
[I1 

1. I Sensor systems for the War on Terrorism (WoT) 
While WSN provides the foundations of the SDAC vision, the conceptualization extends 

beyond a collection of wireless sensor nodes. The SDAC vision would create systems of sensors 
capable of detecting, locating, characterizing, and discriminating specific: actions, people, and 
other entities. The SDAC sensor systems would also be characterized by their ability to be: 
rapidly deployable, adaptive, autonomous, multi-modal, and globally integrated. The SDAC 
vision is innately a system level view. This view begins with the lowest components of the 
system - an individual sensor node and spirals outward encompassing all other sensor nodes 
creating a single SDAC sensor system (call it A). The vision extends beyond the single SDAC 
sensor system - A as it connects other SDAC sensor systems together creating an integrated 
distributed SDAC system, pictorially illustrated in Virtual Presence - Anywhere. 



A Virtual Presence - Anywhere! 
The SDAC "system of systems" 

vision SDAC LDRD could provide the 
WoT with collective intelligence, 
ability to locate terrorist targets, 
characterize, and report threat 
conditions and/or events, and to 
support or provide interdiction and 
protective response capabilities. The / 
extended visions of the integrated 
SDAC sensor system are networked 
arrays of heterogeneous fixed and .. - - 
mobile sensor and potentially human .. -.._.___________.------.-- 
responder [personnel with sensor 
de;ices embedded on their person). 

The SDAC vision will bring together several pieces to collectively address expectations 
that are needed to combat the WoT. Among these are high-level concerns dealing with sensor 
system development, including: functional requirements, system integration, cost, reliability, 
security and authentication, and node size. Other concerns include deployment issues and human 
interfaces, which are not directly address in this LDRD. From the enabling side, issues are 
directed at actual technologies that address some of the high-level concerns and assist in 
~roducinfi overall SDAC systems, these include: micro sensors -physical, imaging, chemhio, - 
micro power or energy mining, signal processing, networking, collective intelligence, 
communications, situation awareness, command and control, data analysis, and interpretation. 

To address the problems associated with WSN in general requires a multi-disciplinary 
approach to achieve ideal design and development approaches. The SDAC LDRD brings 
together a team of software, hardware, and system engineers to produce an architectural tradeoff 
study and demo system that is geared toward making come of the conceptual views of SDAC 
into reality. The Embedded Reasoning Institute (ERI) at Sandia National Laboratories, 
California, has conducted the research and development of the SDAC LDRD demo system and 
architectural analysis. The ERI is a multi-disciplinary research initiative in the area of smart 
wireless sensing technology supported jointly by 8200 and 8900. The research and internship 
team collaborated jointly to provide the conceptual demonstration system and sensor tradeoff 
analysis. 

1.2 LDRD objectives and approach 
This LDRD addressed four inter-related objectives, which were applied to, the requirements 

and concepts associated with the four mission areas (a) Military Operations in Urban Terrain, (b) 
Mobile Force Protection and Fixed Site Physical Security, (c) Intelligence Community Missions, 
and (d) Safe and Secure Borders. The objectives are listed below: 

(1) Conceptually apply the SDAC platform to the four mission areas. 



(2) Investigate current hardware and software architectures to establish a best fit for 
the SDAC requirements and the four mission areas. Propose a next generation 
SDAC sensor system. 

(3) Determine metrics used to evaluate the appropriateness of a given sensor 
architecture for an application or mission space. 

(4) Develop a conceptual demonstration of a SDAC wireless sensor node. 

We approached these four objectives with an exploratory process that began with the 
creation of a set of basic requirements from the WoT mission space. In parallel we began an 
investigation of existing systems to map their capabilities and expose the differences between the 
systems. These system differences and WoT requirements were the initial starting points for 
research directed at establishing a methodology and tradeoff considerations for mapping sensor 
systems capabilities to application requirements. During this same time, the team flushed out 
conceptual demonstration in the MOUT domain. 

1.3 Organization of LDRD report 
This LDRD report has been developed as eight individually encapsulated chapters. Each 

chapter covers a specific related area that answers the four objectives stated in Section 1.2. 
Chapter 2 provides a brief overview of technologies related to general sensor systems and or 
nodes. This chapter also provides a sensor system capabilities table that illustrates known facts 
about current sensor systems. Chapter 3 provides an overview of SDAC systems in MOUT and 
border protection mission areas, with an overview of each area, a discussion of the challenges 
associated with each domain, and a table of potential applications where SDAC systems would 
improve the areas performance. The exploratory concepts behind matching applications to sensor 
system requirements are the incremental theme behind Chapter4. This chapter looks at sets of 
application requirements and attempts to match them with current and future sensor technology 
capabilities. Combining the results of the prior chapters is correlated in Chapter 5 as a proposed 
next generation SDAC architecture. This chapter is a summary of a prior SAND report, which 
details the proposed low power modular SDAC architecture in complete details. One critically 
area for wireless devices is the lack of good security for these devices. Chapter 5.5 discusses 
existing vulnerabilities for wireless devices with a specific emphasis on sensor networks. The 
chapter also includes an exploratory discussion of potential issues with the proposed SDAC 
architecture. The conceptual demonstration is detailed in Chapter 6, with an overview of the 
demo and the important concepts being shown as part of this demonstration. The final Chapter 7 
concludes the report with results and future projects being explored as spin-offs of the original 
SDAC LDRD. 
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2 Wireless Sensor Network Background Material 
This chapter covers two important issues of ad-hoc networking and existing systems 

evaluations as they relate to the review research covered for this LDRD. 

2.1.1 A Protocol Guide for ad-hoc networks 
The set of constraints that a mobile wireless device is typically under differs greatly from the 

desktop and server PC paradigm. A MANET (Mobile Ad Hoc Network) device first and 
foremost may be severely limited in power usage, needing to operate on a small fixed-energy 
source for a long period of time. Each device possesses a radio (half or possibly full duplex), 
processing capabilities, and either application specific hardware, such as sensors, or human 
interface hardware. Devices may be positionally static once placed, or they may be extremely 
mobile (though usuallv not self-propelled). MANETs are much more bandwidth constrained 

L - 
than fixed line networks; this makes the challenge of keeping the amount of network control 
overhead low in a mobile environment quite significant. Some fundamental characteristics are 
desired from all networks in varying degrees: 

a High throughput -the ability to transmit large amounts of data per time 
a Low latency - the ability to quickly transmit data 
a Reliability - durability in hostile environments 
a Security - resistance to human interception or disruption efforts 
r Convenience - low complexity and easy implementation interoperability 

The rest of the paper will be organized as follows. Section I1 will cover the PHY layer, 
discussing radio transmission methods. Section ILI will cover the DLC layer, explaining various 
access methods for sharing the wireless medium. Section IV will cover the NET layer, 
surveying a wide range of routing protocols. Various characteristics are more important for each 
layer, and thus the methods in each protocol layer are contrasted according to their appropriate 
differences and theories. Section V will conclude by addressing layer and protocol concerns and 
interactions. 

2.1.1.0 The Physical Layer 
Electromagnetic emission may carry or represent data in a variety of different schemes. The 

radio frequency bandwidth ranging from hundreds of megahertz to several gigahertz is most 
effective for short to medium range distances and is used in almost all cases. The hierarchy of 
PHY methods is an extension of the concept of modulation, which is shown in Figure I. 



PHY: Radio I T r m W o n  

Figure 1: Hierarchical view of physical layer 

Rated PHY characteristics are: 
Power - efficiency, transmit distance, power per bit 
Bandwidth -range of frequencies used 

a Interference - susceptibility to signal degradation 
Throughput - efficiency of data encoding and data rate 

0 Security - detection, interception, and jamming characteristics 
Implementation - physical and conceptual complexity, cost 

Characteristics common to almost all radio transmission, such as fading and multi-path effects, 
will not be covered in the following. PHY choice and design is also affected by receiver 
architecture and antenna choices. 



Digital Modulation (category definition) [I] 
Summary: DM is radio transmission. which encodes dieital information in a carrier wave via - 

the modulat~on of some characterist~c oithat wave. 
Power: Tran\m~ssion at a certain ~ o w e r  le\el suffers losses accord~nz to basic ~ r o ~ a z a t ~ o n  - . . u  

equations through free space and increasingly through obstacles such as walls or 

Bandwidth: Concentrating power in a narrow bandwidth allows a signal to punch through no& 
easily but makes direct interference catastrophic. Spreading power over a large 
bandwidth makes interference more tolerable but may blend the signal more with 
noise. The amount of bandwidth used also affects the number of transmitters 
operating in exclusive frequency ranges that can coexist in the same physical space. 

Lnterference: Competing radio transmission or other radio freauencv (RFJ noise in  the same . .  , 

freqiency-range as the transmitted signal may di'sturb or render impossible the 
reconstruction of the signal by the receiver. Unsynchronized and unassociated DM 
systems may not share band,iidth and will alua); interfere with one another. 

Throughput: Baseline throughput is dependant upon the rate of modulation. Throughput - - - - 
multipliers c&be implemented by modulating a carrier in more than one way or by 
using multiple carriers. 

Security: Most DM methods are able to be detected and intercepted by a radio receiver tuned 
to the same frequency as the transmission. Transmission complexity may make a 
detectable transmission harder to interceot. and making detection difficult will in . - 
turn improve the security of a method that is ens) to intercept once detected. 

Implementation: Radio construction and transmission im~lementation with DM is a baseline for 
simplicity and low cost. 

Amplitude Shift Keying [2][3] 
Summary: ASK modulates, or varies, the amplitude of a carrier wave to transmit data. OnIOff 

Keying is the simplest form, where amplitude is at full strength or no strength to 
represent binary data. Any number of fractional amplitude strength may be used in 
M-ary ASK. Powers of two work especially well to represent groups or strings of 
binary data. 

Power: Some fractional amount of vower is conserved by ASK due to the usaee of a - 
complete absence of signal to represent a zero value. This effect is most prominent 
in OOK and less prominent as the number M of amplitudes increases. 

Bandwidth: Very narrow bandwidth consists of the carrier frequency plus sidebands at plus and 
minus the fundamental frequency of '/z the bit rate. ~omefrequency smearing due - 
to bit transitions. 

Interference: RF interference is at its very worst here. Signal /noise ratio is at its best. 
Throughput: Modulation rate throughput is multiplied by the square root of the number of 

~ - 

amplitude keys. 
Security: Very simple to detect and either intercept or jam. 
Implementation: Baseline complexity and cost. 



Frequency Shift Keying [2][3] 
Summary: FSK transmits data through the modulation of the frequency of the carrier wave 

between discrete values. Binary FSK seems to be most common, though like ASK 
an arbitrarily complex system could be developed. 

distinct OOK signal. FSK systems may interleave frequency ranges if the actual 
frequencies used are not in overlap. 

Throughput: Equivalent to modulation rate capability multiplied by the square root of the number 
of frequencies used. 

Security: Slightly better than ASK, but still very low. 
Implementation: Low cost. 

Minimum Shift Keying [4] 
Summary: MSK is a special form of FSK. Continuous phase is kept between bit transitions 

and frequencies are set at the minimum spacing that allows two FSK signals to be 
orthogonally detected. 

Power: Slightly better due to increased spectral efficiency. 
Bandwidth: MSK occupies less bandwidth than FSK. 
Interference: Baseline. 
Throughput: Can gain a bit of a throughput advantage compared to FSK, but nothing to get 

I excited about. I 
I Implementation: Uses a bit more hardware than FSK. I 

Gaussian Minimum Shift Keying [4] 
I ~ummarv: GMSK is nothing more than MSK with a pre-modulation filter added. The filter I 

reduces the bandwidth used by the signal &en more, at the cost of causing the 
individual pulses to smear together somewhat, creating inter-symbol interference I 
(ISI). ~ h i ~ m e t h o d  is used in GSM digital cellular systems. 

Power: Good efficiency due to the constancy of the spectral envelope. 
Bandwidth: Phase trajectories are smoothed, greatly reducing frequency side lobes and 

improving spectral efficiency. 
Interference: Baseline. 
Throughput: Identical to MSK. 
Security: IS1 makes intercepting a detected signal slightly more complex, but security is still 

somewhat low. 
Implementation: Moderately complex in order to include the filter and to decode the smeared signal. 



Phase Shift Keying [2][4] 
Summary: PSK is another DM system; this time the phase of the carrier wave is modulated to 

contain the data. Coherent PSK (with no instantaneous voltage shifts at bit 
transitions) provides better performance than non-coherence. Binary (BPSK), 
quadrature (QPSK), differential (DPSK), and other variants are used. 

. "..... 
Bandwidth: Inefficient use of bandwidth, but efficiency goes up with the number of phases used. - 

Interference: Quite robust to noise. Baseline jamming characteristics. 
Throughpuc The square root of the number of phases used (bits per symbol) is the modulation 

rate throughput multiplier. 
Security: 
Implementation: Often used to modulate information in spread spectrum systems. 

Direct Sequence Spread Spectrum [5][7][8] 
I summary: This method spreads its signal out over an entire freauencv ranze at one time. - 

earning the designation "s&ead spectrum". This is done dy using a "chipping" bit 
sequence (an 11-bit code in 802.1 1) with a much higher frequency than the data rate 
to spread the bandwidth of the signal. DSSS fits with CDMA at the link layer quite 
well. 

Power: Data can be reconstructed at the receiver even if parts of the signal spectrum have 
become too weak to be detected through fading, etc. 

Bandwidth: Though bandwidth is very wide, DSSS is designed to coexist with other narrowband 
systems by keeping its signal strength low enough in any one band to stay near the 
range that would be considered noise by single frequency systems. 

Interference: Multiple DSSS signals in the same area will interfere if they are not otherwise 
differentiated (as In CDMA). Resistance to narrowband inferference is good. 

Throughput: DSSS has the potential to operate at very hizh speeds, providing excellent - 
throughput. 

Security: By appearing as noise to traditional radio signals, this method becomes very hard to 
detect and intercept. 

Implementation: Somewhat complex. 



Frequency Hopping Spread Spectrum [5][7][8] 
I Summary: A FHSS transmission is not spread spectrum in the same way as DSSS, but in it the I 

signal is switched rapidly from frequency to frequency in order to decrease 
interference and to improve security. Both the transmitter and receiver must know 
the pseudo-random sequence of frequency hops to communicate. 

Power: Baseline. Perhaps interference resistance may translate into somewhat fewer 
packets being sent overall, slightly lowering power consumption. 

Bandh idth: Narrowband frequencies spread over a wide range. 
Interference: Narrowband interfcrcnce in one or more freauencv bands will hun only a small .~ ~ 

fraction of FHSS transmissions. Likewise, multiple FHSS transmitters operating in 
the same area will, by virtue of the frequency sequences, largely avoid conflicting 
with one another for any length of time. 

Throughput: Less potential throughput than DSSS, but can be very good. 
Security: Quite good. Punches through wideband jamming better than DSSS, and is difficult 

for any outsider without the frequency schedule to intercept. 
Implementation: Usage of FHSS has become quite common, but is a bit more complex than basic 

I keying schemes. I 

Ultra-wideband [6] 
Summary: UWB transmission does not use modulation for data transmission. Instead, it uses 

near-instantaneous non-sinusoidal impulses which carry data in their timing or 
presence. Still in development as of 2003, it purportedly "creates a new band of 
spectrum out of the noise floor." 

Power: Very low power. Short range communications only. 
Bandwidth: Ultra wide, usually in excess of a g~gahertz. The 3-10 GHz range has been licensed - - - 

to UWB operation. 
Interference: Designed to avoid multi-path effects in its intended applications. Coexistence of 

multiple UWB systems in one location remains an area of research, along with 
coexi&nce with GPS and other low-level radio systems. 

Throughput: Very high data rates available, though device timing requirements are also quite 
high. 

Security: UWB should be as undetectable as a transmission can possibly be. Signal strengths 
are well below the noise floor, and spectrum is only characterized by the shape of 
the antenna. 

Implementation: The sticky issue is that UWB, though conceived long ago, is still in the process of 
being developed and deployed in any commercial way. The designs in planning call 
for a complex design with extreme timing requirements. A device with lower 
throughput might possibly have a less complex implementation. 



2.1.1.1 The Data Link Layer 
Protocols exist at the data link layer to accomplish logical device communication across a 

medium that is in some way shared. This layer in the OSI model is typically subdivided in to the 
areas of Media Access Control and Logical Link Control. The easiest DLC situation is where 
every device has a point-to-point connection to every other device. Shared media networks must 
deal with multipoint connections. Ad-hoc networks must do without the presence of base 
stations or centralized communication controls. Finally, wireless networks must deal 
additionally with the fact that devices cannot access the entire medium and must make use of 
multi-hop communication. Figure 2 illustrates the DLC methods that vary from general to very 
specific, and are grouped most broadly by the nature of their assignment of media access. 
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Figure 2: Data link layer 

Rated DLC characteristics are: 
Throughput -efficiency of channel utilization for data transmission 
Fault Tolerance - interference, collision, fading, or other problems 
Overhead - medium usage, computation, and storage 
Latency - data transmission time, average and maximum 
Security - may be inherent or designed in 



a Scalability - handling of devices, from two to infinity 
a Interoperability - usability with PHY and NET protocols 
a Complexity - ease of implementation logically and physically 

Random-access multi-hop networks must deal with the 'hidden node' problem when two devices 
are too distant to communicate with each other but may collide in transmitting to a third device. 
Collisions may also occur in an 'exposed node' situation when device A, transmitting to device 
B, may interfere with nearby device C, which is receiving from device D. 

Time Division Multiple Access [17][9] 
I Summary: TDMA divides the medium into rounds made up of N discrete time units, I 

each assigned to one device on the network. 
Throughput: Channel utilization under maximum load approaches 1, but as not all devices 

~ - 

have something to say all of the time, this usually ends up being a very 
inefficient method. 

Fault Tolerance: No provisions. 
Overhead: Initial overhead in assigning times, very small maintenance overhead in static 

network. Dvnamicallv addine devices to the network does not mesh well with - 
the static nature of time division assignments. 

Latencv: Small for networks with a few devices. the latencv rises auicklv with the 
number of devices, as each device has to wait until its prearranged time to 
transmit. Latency may be kept low in large networks only be drastically 
reducing throughput (i.e. the amount of time each device has to transmit). 

Security: No provisions. 
Scalability: Very bad. 
Interoperability: Good; this method may even be combined with other DLC methods. 
Complexity: Very simple. 

Five Phase Reservation Protocol (TDMA base) [16] 
Summary: This method is a reservation system that turns TDMA into a dynamic 

protocol. The five phases mentioned are: reservation request, collision 
report, reservation confirmation, reservation acknowledgment, and the 
&king & elimination phase. 

- 

Other FPRP is designed to be completelv distributed and scalable. Hopefully - 
characteristics: throughput goes up without unduly increasing latency. How exactly this 

affects all other attributes of TDMA is not explicitly stated. 



Summary: The channel is divided into N frequency bands, one for each device on the 
network. Conceptually, every device in the network could be transmitting at 
the same time with no interference. The problem, evidently, is to coordinate 
transmitting and receiving. Orthogonal Frequency Division Multiplexing uses 
frequency spacing to help cancel out interfering signals. Multiple antenna 
arrays can be constructed and used in Multiple Input, Multiple Output OFDM 
to achieve spatial multiplexing as well. 

Throughput: When all devices are transmitting, channel utilization approaches 100% x N, 
but this is very rarely the case. Actual throughput ability depends upon 
reception capability. As a standard radio can only listen to one frequency at a 
time. the essential oroblem of communication coordination is not lessened by 
FDMA. 

Fault Tolerance: No provisions. 
Overhead: Initial overhead in assigning times, very small maintenance overhead. 

Perhaps a frequency would need to be allocated to control information 
overhead? 

Latency: Very low transmit latency. 
Security: No provisions. 
Scalability: Dependent on frequency capabilities of hardware (spectral efficiency), but 

inherently upper-bound. 
Interoperability: Good: t h ~ s  method may even be combined with other DLC methods. 
Complexity: Seems to be quite tough and unpopular to implement due to hardware 

limitations. 

Code Division Multiple Access [9][19] 
Summary: CDMA simals overlap in time and frequency. Their separation is achieved 

by the encoding of signals (via XOR) with a chipping signal (spreading out its 
frequency band) that is one of a set of orthogonal bit-codes. The signal is 
then mixed with all others in the channel. The receiving station can recover 
the signal transmitted from a specific device by repeating the XOR encoding 
process. The code XOR'ed to itself produces all O's, leaving only signal, 
while all other orthogonal codes produce half 1's and half 0's. obscuring their 
signals in the noise background. CDMA forms the basis of 2G technologies, 
and a new wideband specification, W-CDMA, will be widely used in 3G 
wireless networks. 

Throughput: Very good, channel utilization greater than 1. 
Fault Tolerance: None inherently provided. 
Overhead: Processing of signals is more effort, but does not specifically take away any 

throughput bandwidth. 
Latency: Medium. Synchronization of codes required. (Combination with slotted 

ALOHA or other LDC methods can accomplish this.) 
Security: High. First, the signal is spread spectrum. Then the data must be decoded 

with the proper sequence. 
Scalability: Better than TDMA and FDMA, but still limited within its current 

implementations. There are a finite amount of orthogonal codes for any bit 
length chosen. Distributed coordination among MANET devices to spatially 
reuse codes could provide excellent scalability. 

Imeroperability: Specific to PHY - DSSS. 



) Complexity: High and somewhat proportional to scalability in non-multi-hop networks. I 

ALOHA [9] 
Summary: The simplest of all random medium access protocols, ALOHA by definition 

provides no channel control. Devices simply transmit whenever they have 
information to send. If acknowledgement from the receiver never comes, the 
transmitting device must assume that a collision occurred and resend. Slotted 
ALOHA restricts transmissions to defined time aeriods so that somewhat 
fewer collisions will occur. 

Throughaut: Low. When all devices have an eaual chance of transmitting. medium usage - .  - - 
peaks at approximately 18% (purejand 37% (slotted). 

Fault Tolerance: Retransmission will succeed evenruallv. bur at the cost of throuehaut. A , . - 
sufficiently busy network would have its throughput drop to zero. 

Overhead: Low. (ACKs) High if counting collision/retransmission. 
Latency: Low in low traffic, high in high traffic. 
Security: No provisions. 
Scalability: Extremely bad. 
Interoperability: Good. 
Complexity: Low. 

Carrier Sense Multiple Access - Collision Avoidance [9][24] 
Summary: CSMA-CA is a random access method that's a bit more polite than ALOHA. 

A device must listen to the channel and detect that the channel is idle before 
attempting to transmit. If the channel is busy, the device will sit and wait 
until the channel is again free before retrying. 

Throughput: Much better than ALOHA. Collisions may still occur due to propagation 
delay and, in wireless networks, the hiddentexposed node problems. 

Fault Tolerance: Great at low error rates, no graceful degradation under link failure. 
Overhead: Little. (ACKs) 
Latency: Low, can degrade under heavy traffic. 
Security: No provisions. 
Scalability: Fairly good. 
Interoperability: Good. 
Complexity: Fairly low. 



Carrier Sense Multiple Access - Collision Detection (used by IEEE 802.3 LAN) [9][24] 
Summarv: In addition to the functionalitv and features of CSMA-CA. CSMA-CD I 

provides for detection of a collision in progress by listening to the channel 
while in the process of transmitting. This reduces the effect of collisions by 
terminating a collided packet, but does not reduce their number and does not 
correct the hiddedexposed node problems. 

Throughput: A little bit better than CSMA-CA. 
Fault Tolerance: Great at low error rates, no graceful degradation under link failure. 
Overhead: Little. (ACKs) 
Latency: Low. Takes more traffic than CSMA-CA to degrade. 
Security: No provisions. 
Scalability: Fairly good. 
Interoperability: Good. 
Complexity: A bit more complex than CSMA-CA. Cannot be implemented with half- 

Data (or Inhibit) Sense Multiple Access [14] 
Summary: This is a wireless version of CSMA designed to solve the "hidden node" 

problem. A base or receiving station will broadcast a busy signal during the 
times it can detect network traffic, helping devices to avoid otherwise 
unforeseeable collisions. This is best implemented in a centralized or cluster 
configuration where the inhibiting device is the only transmission target 
possible. 

Throughput: If inhibit signal can be constructed such that it does not interfere with 
reception by other nodes, then throughput should be equal to or greater than 
CSMA. Otherwise, the inhibit signal solves the hidden node problem only to 
exacerbate the exposed node problem. 

Fault Tolerance: Single point of failure at base station in centralized networks. Otherwise. 
s&dard ACK compensation. 

Overhead: Not significantly more than other CSMA methods. 
Latency: Somewhat low 
Security: Very bad. Provides built-in jamming method. 
Scalability: Between poor and good, depending upon implementation. 
Interoperability: Good. 
Complexity: Still fairly low. 



Summary: DBTMA requires the use of two radio channels. If that can be achieved, this 
method provides an improvement beyond any other carrier sense or RTSICTS 
method. Two busy signals are used, one for transmitter, one for receiver. 
DBTMA solves both the hidden and exposed node problems. 

Throughput: Good theoretical throughput due to lack of collisions. 
Fault Tolerance: Is not susceptible to the collision of RTSICTS, but safeguards data packets 

above all else. Ack's remain as compensation beyond that. 
Overhead: Separate channel for overhead is both good and bad. 
Latency: Low 
Security: Susceptible to jamming by sine-wave busy signals. 
Scalability: Good, does not rely on a base station like the original ISMA concept. 
Interoperability: Specific physical requirements. Good otherwise. 
Complexity: Two radio channels mean hardware complexity. 

Group Random Access [13] 
Summary: While other random access protocols use a random back-off feature to resolve 

collisions, GRA employs a binary-tree search method to enable smaller and 
smaller sets of devices until one can transmit without collision. 

Throughput: Though this technique is not widely used, I believe that throughput under a 
heavy load would be superior in this technique to any other random access 
protocol. 

Fault Tolerance: Single point of failure if one device controls search mechanisms. Will not - - 
completely fail at some density of network traffic. 

Overhead: High overhead; search packets and time take away directly from transmission 
bandwidth-time. 

Latency: Slightly higher than the average random back-off time, but transmit latency 
will never bog down at some channel load point. 

Security: No provisions. 
Scalability: Overhead and latency increases proportional to log(N) as N, the number of 

devices, is scaled up. Each device must have a fixed ID in the tree hierarchy, 
implying that mobile networks would not be easily handled. 

Interoperability: Fair vertical independence. 
Complexity: Moderate. 



Token Passing (used in 802.4 & 802.5) [9][13] 
Summary: As a medium controller, Token Passing trades some latency for the ability to 

eliminate collision and contention altogether. A single logical token is passed 
around the network in some sort of sequential order, and a device may only 
transmit if-and-when it has the token. 

Throughput: Better channel utilization than random access methods at high load, and better 
than static channel division under low, asymmetrical, or bursty traffic. 

Fault Tolerance: Single point of failure at token. 
Overhead: Not much effort involved in token passing, but some channel overhead exists. 
Latency: Somewhat higher in low traffic situations. Fairness of latency becomes an 

issue in heavier traffic. 
Security: Possibly bad. Can the token be stolen by an intruder? 
Scalability: Infinite, at the cost of more latency. 
Interoperability: Good, will work with almost any physical method. 
Complexity: Rather simple. 

Summary: Basic polling is very much like Token Passing, in that each device is asked in 
tum if it has anything to send. More sophisticated polling schemes can help 
in the areas of fairness and priority by conducting a 'reservation period' of 
polling before commencing data transfer authorization for that round. 

Throughput: Like Token Passing, there exists high channel utilization except for some 
organizational overhead. 

Fault Tolerance: Single failure point at polling device. Transmission faults can be quickly 
recovered from. 

Overhead: Possibly a bit more overhead even than token passing. Very controlled 
dynamic access. 

Latency: Traffic labeled important can be guaranteed a certain level of latency, but no 
low latency in general. 

Security: No provisions. 
Scalability: Fair, direct relationship to latency. One suggestion to improve 

scalabilityflatency is to split a network into two polling rings (active and 
inactive) and allow devices to move back and forth as needed. 

Interoperability: Good. 
Complexity: Moderately to highly complex as requirements dictate. 



Asymmetric Reliable Mobile Access In Link-layer [lo] 
1 ~ummarv: Link protocol theory. It is actuallv defined not as a link laver method. but a I 

set ofactions to increase the perforkme of centralized wireiess networks. 
Throughput: Forward Error Correction is called for at the bit, byte, and packet level to 

I minimize wasted amounts of throughput. I 
Fault Tolerance: Focus is on fault tolerance amidst noise and fading. 
Overhead: Computation at wireless devices is kept to a minimum, placing computational 

I 
- 

overhead at the base station I 
Security: No provisions. 
Scalability: Hand-off of devices between base station cells/clusters is provided for. 
Interoperability: Questionable. It is assumed that AIRMAIL uses standard CSMA-CA as its 

core. 
Complexity: AIRMAIL is complexity added for the sake of performance. 

Snoop [20] 
[ summary: Link layer protocol designed to improve TCP over single-hop wireless links. 1 

Throughput: Corrects the tendency of TCP to assume that dropped packets are due to 
congestion, rather than loss. This improves wireless TCP hugely. 

Fault Tolerance: Excellent, performs caching of packets and handles all retransmission. 
Overhead: Inserts a large service in the link layer, reducing packet overhead at the cost of 

processing power. 
Latency: Dealing with losses at a low level may or may not be fast enough to avoid 

TCP timing out and trying to resend the packet at a higher level. 
Security: No provisions. 
Scalability: 
Interoperability: TCP specific, single use protocol built on top of CSMA-CA. Otherwise 

useless. 
Complexity: 

Transport Unaware Link Improvement Protocol [12] 
Summary: Designed to improve TCP ala Snoop, but without requiring a specific version 

of TCP. Can be used in multi-hop networks without a base station present. 
Throughput: Is a bit quicker on the retransmissions, avoiding TCP timeouts. 
Fault Tolerance: Better than Snoop, which itself is much better than pure TCP. 

Scalability: 
Interoperability: Still TCP specific. 



Sensor-MAC for Motes [18] 
Summarv: With a basis in CSMA-CD 1 802.3 1 802.11, S-MAC is a recent design I - 

specifically for wireless sensor networks. Devices synchronize to their 
neighbors and then enter sleep state cycles. An RTSICTS system is used to 
minimize the hidden node problem. Devices use the length indicator in 
packet headers to know how long to sleep for if a packet is not addressed to 
them. 

Throughput: Low normally, high when needed. 
Fault Tolerance: Good. Long messages are broken up into shorter messages (to make faults 

lets costly) but are then transmitted in burst to maximize throughput. 
Overhead: Control packets are passed around, but are kept short and few. Devices also 

perform tegular t im~~~nchronizat ion with their neighbors. 
Latency : High latency due to sleep states. Device level fairness is also reduced in favor 

of overall system 
Security: No provisions. 
Scalability: Very good scalability, completely distributed. 
Interoperability: Good. 
Complexity: Complex in concepts. No special hardware complexity. 



2.1.1.2 The Network Layer 
Where the Data Link layer handles communication on a device-to-device basis, the Network 

Layer handles the transfer of data streams from a point to any other point on a network. Routing 
through mobile ad-hoc networks is, like the lower layer services covered in this document, quite 
a challenge. Routing protocols can be classified as proactivelreactive as shown in Figure 3. 
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Figure 3: Routing protocols for network layer 

A completely proactive protocol creates routes before they are needed, while reactive 
protocols create routes in response to route requests. Network routing protocols can also be 
categorized by the method by which a protocol constructs routes. Distance vector routing 
involves passing routes through the network for selection, while link-state routing passes 
neighbor-to-neighbor link status messages for each device to build a network topology and then 
create routes from it. Figure 4 provides a protocol comparison spread across these two factors. 



Figure 4: Network protocol comparisons for link-state, distance-vector, proactive, and reactive. 

Rated DLC characteristics are: 
Throughput - data flow, successful routes 

r Fairness I QoS - starvation, equality, service guarantees 
r Overhead -computation, storage, and transmission bandwidth 
r Latency - initial convergence ignored, all operational latency considered 

Security - anything to prevent intruders, detection, compromised insiders, etc 
Scalability - ability to operate and route through large networks 

r Complexity - ease of implementation and development 

The knowledge to make routing decisions must come in the form of network 
communication. Given the throughput limitations inherent in the hardware of current MANETs 
and the potentially large amount of information needed for effective routing, overhead and 
throughput have a critical relationship. The amount of mobility is a key factor to throughput, 
fairness, overhead and latency. All routing protocols which do in fact allow for mobility make 



the assumption that mobile devices are moving at a speed slow enough that intelligent routing 
still improves the performance of the network (as the alternative is obviously uninteresting). 

Routing Information Protocol [34] 
I summary: This is the first and most basic implementation of the Distance Vector 

routing algorithm developed in the 50's by Bellman-Ford. Each device 
keeps a table with an entry for every possible destination in the network. A 
table entry consists of a cost/distance/hops number and the ID of the first 
device on that optimal route. Broadcast updates are sent out periodically. If 
routing updates with shorter routes are received, the device updates its route 
table entries. 

Throughput: Ineffective routing information creates problem loops in the network. 
"Best" devices in key positions may also become a chokepoint and RIP 
would remain unaware (though this is common to almost all routing 

effectively through mobile networks. 
Latency: Optimal routes should be chosen, but bandwidth and traffic are not 

accounted for in cost decisions. 
Security: No provisions. 
Scalability: Absolutely do not use in networks with greater than 15-hop routes. Does 

not scale up well. 
Complexity: Very simple. 

Destination Sequenced Distance Vector [30] 
Summary: This ~rotocol improves on RIP in a few wavs. It broadcasts route 

info-tion immediately when there is a route cha;lge, and only when there 
is a change. It also adds a "sequence number" that increments with each 
broadcast that a device makes. More recent sequence numbers are given 
preference in routing decisions, and devices may also decide to delay 
transmission of a route update if it thinks a better route with the same 
sequence number may come along. 

Throughput: Loop-free paths are guaranteed at all times. Degrades quickly with 
increasing network mobility. 

Fairness 1 QoS: Baseline. 
Overhead: Route update traffic bursts may occur at times of connectivity changes. 
Latency: Traffic not accounted for, but latency should still be fairly low. 
Security: No provisions. 
Scalability: Perhaps slightly better than RIP, but still not good. 

1 Complexity: Somewhat simple. 1 



Clusterhead Gateway Switch Routing [29] 
Summary: Designed for wireless: CGSR m o u ~ s  devices into clusters. Each cluster has 

one zevice that is selected as-the'clusterhead, and may also have one or 
more devices that act as gateways to other clusters. All traffic flows 
through those devices. DSDV is used, with modifications, to handle 
routing. 

Throughput: Claims improvement over DSDV. Message delivery is improved, but ideal 
throughput is prohibited by excluding normal devices from traffic. 

Fairness I QoS: Major issue here. Clusterheads have top priority and all traffic flows 
through them. 

Overhead: Channel access overhead is reduced by ordering everything through 
clusterheads. 

Latency: Using priority token scheduling and gateway code scheduling, latency can 
be quite low in most cases. 

Securitv: No nrnvisinns - . . -. . . . . . - . - . -. -. . - . 
Scalability: Good scalability until throughput requirements bog down clusterheads. 
Complexity: Uses CDMA between clusters and Polling within clusters. 

Wireless Routing Protocol [35] 
Summary: Designed as a wireless improvement on RIP: devices transmit second-to- I 

last hop (utilizing a path-finding algorithm) as well as the distance to the 
destination. This brings faster route convergence through better path- I 

Throughput: 
Fairness I QoS: 
Overhead: Periodic update messages are required in addition to route change updates. 
. 

Security: No provisions. 
Scalability: 
f imnlex i tv .  

Global State Routing [33] 
Summary: Designed for wireless networks, desiring low overhead and mobility. 
Throughput: Routing accuracy not as good as an ideal link-state algorithm at low 

mobility, but better than RIP in high mobility conditions. 
Fairness I QoS: Can implement bandwidth function for QoS purposes. 
Overhead: Periodic route udates  onlv (accounting for link-state being better in low * ,  - - 

mobility), keeping overhead at reasonable levels. 
Latencv: There exists an o~t imum route uda t e  interval for each network's size & 

mobility conditions where the latency of routing accuracy is balanced by the 
latency of control packet overhead. 

Security: No provisions. 
Scalability: Fair. 
Complexity: A bit more complex than basic RIP, somewhat less than link-state. 



Fisheye State Routing [32] 
I summary: The eye of a fish captures a high level of detail at its focal point, but detail ( 

decreases as the distance from-the focal point increases. This principle is 
used in FSR to improve upon link-state routing. A topology map is kept at 
every device, but flooding is not used for propagation. Rather, devices 
communicate with their neighbors frequently using a DSDV-type 
sequenced update system. Long distance packets are sent with full link 
routes but may be corrected along the way by devices with a more precise 
picture of the remaining portion of the route. 

Throughput: Throughput is slightly reduced due to the initial route inaccuracies. After 
the number of fisheye scope levels becomes greater than two, throughput 
becomes insensitive to further scove gradation and overhead is reduced to . - 
its optimum under this system. 

Fairness I QoS: Can implement bandwidth function for QoS purposes. 
Overhead: Reduced from plain link-state, as the link-state changes propagate at defined 

intervals rather than instantaneously. Updates to neighbors are frequent; 
updates to distant devices are infrequent. 

Latency: Stored routes may be very inaccurate, but as the packet progresses, each 
device has a good idea of what is around it and corrects the packet's route 

Security: No provisions. 
Scalability: Good. 
Complexity: More complex than other proactive systems, but not orders of magnitude so. 

Dynamic Source Routing [31] 
Summary: DSR was the first departure from proactive routing protocols. It operates 

completely on demand through the mechanisms of Route Discovery and 
Route Maintenance. Full source routes are passed in control messages and - 
stored by devices. 

Throughput: Very good in all networks with up to moderate mobility. Can store multiple 
routes to a source. 

Fairness I QoS: Research to add adaptive QoS reservations and resource management is 
ongoing. 

Overhead: Zero in static networks, increases with mobility. Control packets contain 
full source routes. 

Latency: High any time that a route has not already been cached, requiring a new 
discovery sequence to complete before the packet can take that same trip. 

Security: No provisions. 
Scalability: Fair -- there may come a point where the length of routes starts to 

noticeably increase route discovery overhead. 
Complexity: Initial concept is quite simple. There are a number of optimizations and 

modifications available. 



Ad-hoc On-demand Distance Vector Routing [28] 
I ~ummarv: AODV uses a method similar to DSR in creating and maintaining routes. It I 
I 

- - 
does not store source routes though, just the next hop for any destination ala I 
the proactive Distance Vector protocols. 

Throughput: Cannot handle unidirectional links like DSR. Less overhead than DSR. 
Fairness 1 QoS: 
Overhead: Zero in static networks, increases with mobility. Less overhead than DSR 

due to less information transmitted in route control packets. Nodes may 
broadcast regular update packets when not being used for traffic. 

Latency: Comparable to DSR. 
Security: No provisions. It is expected that security is implemented in a higher layer. 
Scalability: Slightly better than DSR with respect to number of devices, but cannot 

handle unidirectional links and thus. weak ooints in a network, as well as 
DSR. 

Complexity: Moderate. 

Cluster-based Routing Protocol [44] 
I ~ummarv: Devices are mouved into clusters for oumoses of route discovew and 1 - A & A 

information storage. Routing based on DSR. 
Throughput: Comparatively rather vague. Collision avoidance undefined. 
Fairness I QoS: 
Overhead: Targets route requests to cluster heads, rather than flooding them. This 

reduces some overhead. 
Latency: I 
Security: 
Scalability: 
Complexity: Several considerations remain undefined in this specification. 

Source Tree Adaptive Routing [36] 
Summary: Table based link state routing protocol where 'source trees' are kept. Route 

updates are disseminated only when absolutely necessary, and routes are 
allowed to deviate from optimum paths as long as permanent loops are not 
created -. - - . - - . 

Throughput: Favorable comparison by author to DSR and ALP. 
Fairness 1 QoS: 
Overhead: Strives for less overhead than any table-based or on-demand protocol. 

Scalability: 
Complexity: 



Scalability: Overhead does not scale with network size, while storage space at each 
device does (linearly). 

Zone Routing Protocol [41][42] 
Summary: ZRP combines proactive and reactive routing in an effort to reduce control 

overhead and still maintain low latency. Each device keeps and updates a 
small routing table for all neighbors within hop count N, defining its routing 
zone. When a message needs to be sent outside of that zone, a dynamic 
route discovery is performed by sending the route request only to devices 
on the edge of the routing zone. 

Throughput: Predicted to be very good. 

I Overhead: Selection of an adequate routing zone size produces less overhead than both I - 
table routing and source routing. 

Latency: Better than other reactive methods, not quite as good as proactive methods. 
Security: No provisions. 
Scalability: This is a strength of ZRP, as it is a flat protocol that scales very well. 
Complexity: Optimizations to route request method are necessary for optimal 

performance. Moderate complexity. 

Security-Aware Ad-hoc Routing [38] 
1 ~ummarv: Existing MANET routing schemes are. at their core. trusting and ndive in - - - 

regards to security considerations. Devices must trust their neighbors to 
supply and cany data and route information. SAR was developed to 
surround a basic on-demand protocol (such as DSR or AODV) and provide 
the security properties of: Timeliness, Ordering, Authenticity, 
Authorization, Integrity, Confidentiality, and Non-Repudiation. 

Throughput: Directly affected by the number of security measures implemented. A 
secure route may not be an optimal hop count route. 

Fairness 1 QoS: Routes are chosen based on the provisions that a secure device can give. 
This "QoP  method would mesh well with any additional QoS 
requirements. 

Overhead: Large overhead placed more on device computation/power than on 
bandwidth. 

I Latency: Latency increase is entirely computational, based upon the amount of 



encryption desired. 
Security: As much as desired. SAR does assume. however. that some method for 

I secret key distribution is pre-existing. I 
Scalability: 
Complexity: In a way, as high as possible. I 
Location Aided Routing [37] 
Summary: LAR is a dynamic routing protocol which uses as its basis knowledge about 

each device's location. This is intended to be implemented using GPS 
receivers on each device. Accumulated knowledge about a device's 
location is used to limit the broadcasting of new route requests to a smaller 
area and cut down on network control traffic. 

Throughput: Better than flooding. Unclear exactly how effective it is. 
1 Fairness / QoS: 1 

Overhead: Less than flooding. 
Latency: Location predictions may fail in high mobility situations, increasing latency 

by requiring multiple sequential route requests. 
Security: No provisions. 
Scalability: Better than flood~ng, but not too much of an improvement. 
Complexity: There is a compromise that exists between overhead (along with scalability) 

and latency as the size of the location predictions is scaled. This scheme 
requires increased power consumption if GPS modules are not previously 
implemented I in use. 

Signal Stability Based Adaptive Routing [40] 
Summary: SSA makes two assumptions. First, that radio signal strength is 

proportional to link stability. Secondly, it assumes that a stable link will be 
more likely to remain in service. Using those criteria, SSA routes as much 
traffic as it can over stable links, trading hop count for a drop in route 
reconstruction cost. SSA (with FP and SRP comoonents) is also known as 
SSR (components called D'RP and SRP). 

Throughput: Dubious, even in the inventor's presentation of results. 
Fairness / QoS: 
Overhead: A subset of non-mobile nodes will quickly become an ad-hoc backbone, 

bearing the brunt of overhead and power di&pation. 
Latency: Latency is reduced in those networks that fit the mobility conditions 

targeted by SSA. 
Security: No provisions. 
Scalability: The bandwidth of more mobile nodes that is ignored by SSA may prove 

prohibitive when scaled up to some size. 
Complexity: Moderately complex. Forwarding Protocol and Dynamic Routing Protocol 

I are each simple components. 



Open Shortest Path First [43] 
Summary: OSPF is a Link-State protocol. In contrast to Distance Vector schemes, 

each device maintains a complete network topology according to the local 
topologies each device floods out to the network. Not designed for 
MANETs, this method is replacing RIP in much internet routing. 

Throughput: 
Fairness / QoS: 
Overhead: Significant storage at each device 

I Scalability: I 



2.2 Current sensor system overview 
Wireless sensor systems have been around for over a decade; while there are differences 

between these systems, there are several similarities. This section provides a cumulative 
collection of information on some select wireless sensor systems. The purpose of this review was 
to (1) determine existing set of sensor networks, (2) evaluate how those networks can be applied 
to SDAC, and (3) identify the problems that were encountered in developing the networks. 
During the creation of this review we found (3) to be the hardest factor to uncover, since most 
developmental teams do not generate 'lessons learned' documents. We also discovered that there 
are plenty of sensor systems, for which no technical information was available on the web. A list 
of the sensor systems and potential contact can be found in Appendix, Section 8.3. 

To begin the evaluation process we generated a list of sensor system enabling capabilities 
and technologies. This list included issues associated with networking, hardware, software, 
communication, power, deployment, and other related items. Each of these higher-level 
technologies is further decomposed into more precise items to be evaluated. For the high-level 
area of software technology we considered (1) operating system or software architecture, (2) the 
extensibility of the architecture, (3) ability to process local and remote data, (4) power awareness 
of software, and (5) ability to support high-level applications for decision-making. 

Network 
1.  Routing algorithms: type of algorithm, latency, robustness 
2. Network architecture: homogeneous vs. heterogeneous, centralized or decentralized 
3. Robustness: avoid single point of failure, rapidly reconfigurable 

Hardware 
1. Node architecture: single processor vs. multiprocessor, expandability, modularity 
2. Reconfigurability: general architecture suitable to rapid prototyping, variety of 

applications 
3. Upgradeability: easily able to introduce new technology 
4. Sensors: implemented sensors and interfaces 

Software 
1. Architecture: RTOS based 
2. Extensibility: easily expandable for new applications 
3. Data processing: localized vs. distributed, collaboration with other nodes 
4. Power aware: APIs built into code for power reduction capabilities 
5. Intelligence: possibilities for higher-level decision-making application development 

Communication 
1. Wireless: speed, reliability, error correction, 
2. Range: maximum and optimum node separation 
3. MAC: always on vs. timeslots 

Power 
1. Lifetime: battery life 
2. Power consumption: current draw 

Deployment 
1. Rapid deployment: by hand, remotely, automated 
2. Configurability: adaptable to several deployment methods 



Other 
1. Size: physical size of nodes 
2. Cost: cost per node or network 
3. Application: purpose of network, broad vs. general applications 

This complete list of high-level and supporting technologies was used to evaluate four 
existing sensor systems. The systems being evaluated in this report include: (a) Sensoria sGate, 
Crossbow Motes, Ember, and Sandia Hybrid Emergency Radiation Detector (HERD). The 
results of the evaluation for the Crossbow Motes and HERD are shown in Table 1 and the 
remaining two systems are in Section 8.1. Missing from the table was the deployment category, 
which seemed to be an overlooked point for the majority of the existing sensor systems. 



Table 1: Existing sensor system evaluation 

Architectures 

Node architecture 

Extensibility I 
Intelligence I 
Wireless 

Power consumption 

Application F 

I Crossbow Motes I HERD 
I I 
I I 
I Broadcast - active messaging I Ad-hos sourcc routing 
I Homogr.neous. Onc node hcoomes a I Semi-homogrnrous. Require.; one 
I gateway by installing a piece hardware I gateway node 
I that allow, the mote-to connect to a PC I 
I Tolerant to nc t~o rk  channcs Docs not I Network 1s dynamicall) created and - 

require routing tables 

processor I 
I Designed to act as a platform for rapid I New sensors can be added easily 

maintained. Routing tables are 
continuously updated as the network 
topology changes 

I I 

I prototyping 
I Standardized interfaces should allow easy I Moderately portable to new processors. 

Communications processor with 51-pin 
expansion bus suitable for a host 

I upgrading I Sensors canbe upgraded e&lS 
I light, temperature. accelerarion. I Uses scnsor sptc~fic intcrfaccs. Currently 

Two processors: wireless communication 
and application 

I magnetic, acoustic, vibration I uses GPS andradiation sensor 
I I 

Tiny OS RTOS 

Possibly limited by 4k RAM. Software is 
open source with considerable 

Communications processor: schedule and 
interrupt based. Application processor: 
RTOS based 
Both processors are near their data and 
processing power limits, but there is room 

community support 
undefined 
RTOS includes power management 
features 

Processing power likely limits these 
activities 

a 1.8s period. ~ imei lo t s  govern 
communication within the period 

I I 

for additions 
Centralized on a PC 
Application processor idles at a low 
frequency when not in use. Radio and 
sensors are shut down when not in use 

900 MHz, 38.4kbs 

150m 
SMAC 

76.8kps on 1.8s intervals, very reliable, 
single hop error checking, 900MHz 
100 - 300m 
Nodes active during a 10% duty cycle of 

1 year on AA batteries 
Processor: 8mA under load, 15uA in 
sleep. Radio: 27111.4 transmit, lOmA 
receive, luA sleep 

1 week to 1 month 
-8mA idle, -80mA full speed while 
GPS is active 

5.8cm x 3.2cm x .7 cm 
Wireless sensor network platform. 

6cm x 6cm x 4.5cm. 
$400/node 
Rapidly deployable radiation detection 
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3 War on Terrorism (WoT) Mission Areas 
The LDRD investigated the following four-mission areas: fixedlmobile site protection, 

military operations in urban terrain (MOUT), intelligent community, and borders. The objective 
of this investigation was to identify application space(s) that represent significant overlap 
between the different mission areas. Figure 5 provides a brief overview of some high-level 
application space (inspection, detection, tracking, identifying, Surveillance, reconnaissance, 
perimeter, and security) that correlates significant concepts from all four-mission areas. Attached 
to each high-level application space are sensor related technologies like RF-ID tags and X-rays. 
Included in these lists are lower-application areas like sniper locater and chemical detection, 
which would use a variety of sensor technologies to achieve these applications. 

Figwe 5: High-level application spaces for all four-mission areas 

After these initial investigations the team revised and reduced the list back to concentrate 
on only two areas of the original mission spaces. The removal of the intelligence community was 
due to the inabilitv to discover details about this suecific domain. While the fixedtmobile site 
protection area was eliminated, aspects of this area were incorporated into the two remaining 
mission spaces for borders and MOUT. This chapter provides an overview of the motivation, 
challenges, potential usage of SDAC sensor networks, and detail scenario for the MOUT and 
border domains. 

3.1 Military Operations in Urban Terrain 
The military community has long recognized Military Operations in Urban Terrain 

(MOUT) as an area for which there has been insufficient preparation. Only recently has the 
community finally accepted that MOUT is not something that can be avoided, and furthermore 
that old warfare techniques, training, and technology are not applicable and need to be 



completely revamped. Within the past ten years a great deal of theoretical research has been 
conducted to explore this terrain type, but no definitive solutions have yet been found to give the 
United States a solid upper hand in this arena. This overview discusses the motivation for MOUT 
research, the challenges of the MOUT environment, current MOUT military strategy, and the 
potential impact of technology in the MOUT domain. 

3.1.1 Motivating MOUT research 
There are several motivators for developing preparedness for MOUT. First, the world's 

urban population is growing disproportionately quickly in comparison with other environments. 
Besides the natural population increase, more and more people are moving away from their rural 
communities to the cultural, social, political, infrastructural, and economic "centers of gravity" 
of urban areas. Furthermore, urban zones are continually expanding and building up previously 
under-developed areas. United Nations estimates that by 2025,60% of the world's population (5 
billion people) will be in urban environments [I]. It is an assumption that areas with more people 
will have inherently more military conflict. Second, the well recognized MOUT failures in 
places such as Mogudishu, Grozny, and Jenin have called a great deal of attention to the lack of 
preparedness for such a complex landscape [12]. 

Third, MOUT is an equalizing terrain in the sense that the technological and warfare 
prowess of highly developed militaries do not readily transfer from other terrain types. Most 
warfare technology is geared towards long-range combat, but in MOUT 80% of all engagements 
take place in under 100 meters [20]. Also, most advanced military troops are simply not trained 
in MOUT environments, or the training that does exist is highly insufficient. Fourth, Military 
Operations Other Than War (MOOTW) will likely be conducted more often in urban terrain 
simply because that is where there are the highest concentrations of people [4]. Fifth, warfare 
simulation in other terrain types does not nearly capture the high degree of variability, 
complexity, and urbanization of the MOUT environment; so besides not having very much actual 
empirical data to work with, not even simulated MOUT results can be used for technique and 
technology development [20]. Finally, the increasing hazards of world terrorism will likely be 
concentrated in urban terrain because this will be the area where the most infrastructural and 
symbolic damage can occur [12]. 

3.1.2 Challenges and strategies of the MOUT domain 
It should be apparent that there is a great need for MOUT development, but it is important 

to understand the unique challenges that make MOUT such a highly complex and interesting 
terrain. Aside from the extensive man-made constructions, perhaps the most unique feature of 
MOUT is the presence of non-combatant populations [14]. Not only does this add to the 
difficulty of identifying the enemy without injuring civilians or committing fratricide, but also it 
increases political, social, cultural, and economic tensions, which can govern military 
engagements. Urban terrain also has the very unique characteristic of changing in response to the 
military operations that are conducted within this domain [I]. An avenue through which troops 
moved yesterday might have been blocked overnight, and battlefields can quickly open, close, 
and shift from the razing of structures and creation of rubble fields. In this way, urban terrain can 
also create severe mobility restrictions beyond the already inherent problems of horizontal and 
vertical movement through built up areas. 



Another feature of urban terrain is that it creates difficult Command, Control. 
Communication, Computer, Intelligence, Surveillance, Target Acquisition, and Reconnaissance 
(C4ISTAR) issues [4]. Besides the physical restraints on radio communications imposed by 
structural interference, multi-path, and fading effects, the lack of line of site surveillance of 
soldiers and battlefields by commanders grossly impedes their ability to lead coherent 
operations. Since fighting may occur from building to building, or even room to room, the fast 
pace, high casualty rate, high ammunition usage, and close combat situations further compound 
command issues. Finally, as Marine General Charles Krulak has pointed out, MOUT can be 
thought of in the context of a three-block war. In neighboring urban blocks, soldiers may be 
conducting humanitarian, peace keeping, or high intensity warfare operations. Not onlydo these 
create extreme psychological tension, but also necessitate hiahlv dvnamic trooos. All of these - .  - - . .  
issues and restrictions combine to create a very dense battle space with acute levels of physical, 
psychological, communication, and social interference not found in any other terrain. 

To deal with this extreme terrain, military analysts have developed three main strategies 
[14]. The first MOUT strategy is simply not to engage in warfare in urban terrian. This is a 
serious strategy that has been proposed primarily because of the lack of military preparedness. 
This is quite obviously not a sufficient long-term solution, but the high casualty and destruction 
rates that currently accompany MOUT lead several analysts to believe it is a terrain that is 
simply unmanageable. 

The second MOUT strategy is called attrition style warfare. This strategy is accompanied 
by a methodology to Isolate an enemy, Retain control of an area, Contain an enemy, Deny an 
enemy outside assistance, and then Reduce an enemy's material and human assets (IRCDR) [4]. 
This style has been employed in numerous operations throughout the world and has been seen to 
incur high numbers of casualties and leave complete infrastructural destruction in its wake. This 
style can be characterized as a "ring of fire" or "shock and awe" created to surround and then 
completely level enemy strong holds with large amounts of ammunition and firepower. It is 
agreed that attrition style warfare is asset intensive, both in money and troops, and for this reason 
is not an attractive MOUT solution. The immense infrastructural damage also creates a huge 
after battle cost to rebuild the demolished urban environment. Furthermore, attrition style 
warfare does not take advantage of urban terrain; it instead levels it in order to create a terrain for 
which the military is more readily prepared. 

Recently, a new, and as yet untested, strategy has been developed called maneuver style 
warfare. This style has been developed to overcome the shortcomings of attrition style warfare. It 
seeks to appreciate the urban terrain and leverage its unique features in order to dominate an 
opposing force. It is characterized by a fast tempo, more precise and directed destruction and 
attack in order to reduce an enemy's mobility, funnel enemy troops into "killing zones", and 
reduce an enemy's assets through iterative attacks on its weakest links. Along with this new style 
of warfare also comes a new operational methodology to Understand the unique urban terrain of 
an engagement, Shape the battle space by moving assets into strategic locations, Engage enemy 
forces with integrated and synchronized attacks, Consolidate areas that have been gained, and 
ultimately Transition control back to local authorities (USECT) [7]. The maneuver style warfare 



has a great promise to revolutionize and "clean up" MOUT, but many significant technological 
advances must be developed in order to make this strategy effective and realizable. 

3.1.3 SDAC for MOUT 
The particular areas that technology can be most effective have been fairly well defined 

from operational perspectives, but the list is large and growing. Table 2 provides a brief list and 
description for a set of nine different operational sub areas in MOUT where SDAC wireless 
sensor networks could be used. Aside from developments such as precision short-range and non- 
lethal weaponry [16], identification of friend, foe, and non-combatant populations [4], mobility 
in the vertical, horizontal, and subterranean domains [I], deception operations to control the 
behavior of opposing forces [16], and simulation research needed to develop more efficient 
MOUT techniques and procedures [20], sensor system technology specifically can make a 
significant and wide-spread impact in various different parts of the environment [a]. In case 
studies of recent MOUT failures, one of the most widely given reports was that the MOUT 
situations are extremely confusing and complex, and it was easy to lose track of what people 
were supposed to be doing when in response to various fast paced and close range changes in the 
operating environment [21]. 

Table 2: SDAC capabilities for MOUT scenarios 

Area where SDAC apply 

Identify Combatants from Non- 
combatants 

Mapping an area 

Surveillance of an area 

Create a decentralized sensing, 
observation, and control network 

Description of potential SDAC capabilities 

Urban terrain has an interesting socio-economic 
mix and military operations should seek to avoid 
civilian damage. Beyond simply identifying the 
infrastructural layout of an area, information 
about the social and human factors in an area have 
been said to make an equal impact as to the 
success of a MOUT mission. 
Video data from a variety of nodes can be 
combined with satellite and human assistance to 
map the area. The video data from closely spaced 
nodes that know their location can be theoretically 
fused into a featured map. 
The same nodal network could be used to create a 
robust video and audio surveillance network to 
track enemy movement. This helps in the 
retaining, containing, and reducing aspects of 
operations. 
The distribution of thousands of nodes in an area 
to act as sensors and routers to gain situational 
awareness of their surroundings by collaborative 
data processing and then relaying this information 
back to a central control. This will address the 
difficulty of communication in an urbanized area 
through redundancy and also be robust against 
destruction by enemy forces. (Maybe broadband 
is the way to go for robustness issues, security can 



Perimeter construction 

Deception operations 

Logistic support 

Physiological Sensing Units 

be taken care of with encryption.) 
Since denying and isolating are two other 
primary missions, a perimeter around the urban 
terrain should be established. In an urban area this 
could be more challenging than in non-urban 
terrain because of the ability of covert enemy 
intrusion. An electronic perimeter could be set up 
with SDACs to aid human forces in maintaining - 
of this perimeter. 
SDACs could be used to iam enemv signals, 
create audio chimeras, s t a i e  forces with-loud 
sights and sounds, deploy fog or tear gas, etc. 
Creating data maps of an area after a WMD 
release, large-scale fires, floods, or weather could 
be conducted by SDACs to give logistic support 
to controllers of the area. 
"Smart" clothing that can sense ~hvsioloeical. - A .  - 
logistical, and positional aspects of soldiers and 
their gear and relay this information to 
commanders 

Sensor networks, if distributed across this terrain, could identify movement of opposing 
troops, localize snipers, create a communications backbone for command and control, and 
provide soldiers with a heightened level of connectivity and situational awareness. This will 
allow soldiers to dynamically see and know their operational conditions and eliminate confusion. 
This type of capability would also allow for commanders to track and control their troops more 
efficiently, and be able to disseminate information or mission changes to their troops on the fly. 
This type of sensor network could also be extended and used to monitor physiological conditions 
of friendly troops while tracking and observing enemy and non-combatant populations to provide 
an even wider scope of battle space understanding. Though sensor networks could have a variety 
of different applications in the MOUT domain, the situational awareness enhancement and 
communications connectivity would probably be the two largest possible benefits. 

3.2 Border protection 

3.2.1 Motivation for Border 
Research 

The United States (US) mainland 
has a mixture of both terrain and 
maritime borders, each providing 
unique challenges for secure and 
stable border control. With over 6000 
miles of terrain borders surrounding its 
mainland and over 350 ports of entry, the US has a lot of land to protect. Adding to this situation 
is the recent integration of the CustomdINS, Border Patrol, and Coast Guards into a single 
agency, which makes the problem even more complex. To the South the United States shares 



1604 miles of mostly terrain borders with Mexico, where illegal aliens and drugs have been a 
problem for decades. To the North, Canada borders the US with 4329 miles of both terrain and 
maritime (great lakes region) borders. Unlike the Southern border, Canada was always seen as 
the stable neighbor, even with steady increases in drug trafficking. 

However with the initiation of the WoT, Canada's continuous hills and dense tree terrains 
have proven to be a growing problem for the United States border patrol. After the "December 
arrest of Ahmed Ressam as he attempted to enter the U.S. from Canada with hundreds of pounds 
of sophisticated bomb-making materials", the USICanadian causal relationship became tenser 
[22]. Suddenly it was apparent to the United States that Canada and not Mexico had proven to be 
a better haven for terrorist attempting to enter the United States both legally and illegally. 

Smith's immieration subcommittee heard terrorism exoerts from both the United States and u 

Canada cite the Canadian public's historic lack of concern about terrorism and the growing 
realization refugees are taking advantage of Canada's lenient policies. 

3.2.2 Challenge of the border domain 
The security challenges of the United States borders is threatened by several variables from 

difficult terrain issues to the need to promote efficient open trade within the continent. The 
political challenges for the US border represents somewhat of a nightmare for the government, 
which must assert relationships with allies to broaden influence and catch problems before they 
reach the US shores. By combining political issues with the challenge to detect illegal 
substances, weapons of mass destruction, and other weapons the government has learned to 
broaden and exercise its influence with significant trade partners. The homeland security agency 
has devised screen methods (X-ray, radiation testing, etc.) to test containers at their origins 
before being placed on a ship headed to the US shores [23][24]. However, on Aug 23,2003 ABC 
News exposed a potential flaw in the screening of containers entering the US borders. The news 
agency exposed U.S. screeners' failure to detect a 15-pound shipment of depleted uranium in a 
container sent from Jakarta, Indonesia [25]. 

The challenging terrain and climate issues that reside at the US Northern and Southern 
borders require different solutions for each area. The ill-defined Northern border represents a 
unique problem for the US, which has traditionally treated these borders as less of a threat over 
the Southern terrain [26]. The Northern border represents open dense trees and difficult hilly 
terrain that makes timely location of people by plane or on foot difficult. Complicating the 
problem are the altering weather conditions in the winter that makes the terrain almost 
impassable for the border patrols. The Southern border represents the US most watched terrain, 
due to the challenge of detecting and halting the movement of illegal aliens across these areas. 
Unlike the Northern borders the US-Mexico border represents flatter open terrain that is ideal for 
aerial surveillance and automated camera units. Traditionally the border patrol sets up sensor 
suites on the Southern border, which represents a camera and a set of buried trigger sensors 
(seismic and/or acoustic). The trigger sensors pick up vibrations and sound that moves the 
camera in the direction of the sensor. The challenge of covert sensor placement is vital to the 
success of the trigger sensor units. Especially since smuggles look for disturbed ground to locate 
the buried sensor units and attempt to disable these devices. 



Some problems that plague the border situation are limitedpersonnel and resources needed 
to cover the 6000+ miles of terrain. Other challenges include sensor placement and sensor node 
power usages, which require large batteries for the buried trigger sensor units and solar power 
for the camera units. The US border situation has become an ever evolving situation with varied 
degrees of complexity that range from political negotiations to stricter monitoring of movement 
between the US-Canadian and US-Mexican terrains. 

3.2.3 SDAC for borders 

The applications of SDAC sensor networks to the border domain are fairly extensive. Table 
3 provides a brief list and description of six potential applications where SDAC wireless sensor 
networks could be used. The applications include cargo container monitoring [27][28], detection 
of weapons of mass destruction, and integrated sensor platforms that will reduce false alarms and - 
improve patrol investigation process. 

Table 3: SDAC capabilities for borders domain 

Area where SDAC apply 

Reduce false alarms and improve efficiency 

Automate border patrol triangle investigation 
process 

Integrate multiple sensors onto single platform 

Detection of weapons of mass destruction 

Cargo container monitoring & tracking 

Description of potential SDAC capabilities 

Numerous video images sent back to the patrol 
area has no significant information and 
represent false alarms. Intelligent data fusion 
within the sensor system, which combines 
imaging and sensor data, could assist in the - - 
reduction of false alarm. 
The same intelligent data fusion capability 
stated above can- be used to automate thk 
investigation process used by the patrol. 
However as we add a larger collection of 
sensor nodes with multiple sensors on a given 
unit, we will be able to better assess the 
situation. 
Revlace current single sensor units with multi- - 
sensor units on a single platform. Use 
intelligence situated in the sensor network to 
provide improved information back to the 
human 
Sensor networks suites containing chem.-bio 
sensor and/or radiation sensor can be placed 
on containers to monitor the leakage of agents. 
These sensor suites can also be used at portals 
to pick up hints of these agents as people pass 
through these areas. 
Placement of secure tags on cargo containers 
can be used to track movement of the 
container in the US borders. It could also be 
used to detect tampering of the container prior 



I capability. 

Underwater surveillance 

Power Management 

Advanced Sensors 

The distribution of sensor networks across the border terrain will improve the border patrols' 
ability to better assess the Northern and Southern borders with units that are uniquely design for 
these different areas. The sensor could potentially eliminate confusion over false positive sensor 
reading and classify the cause of movement for a given image. Tagging sensors can be used to 
monitor flow of cargo and misuse of tampering of containers while in route to the US shores. 
Collectively, the incorporation of sensor technology into the border domain will improve the 
overall abilities of the patrol to achieve their mission of safe and secure borders. 

to entry to the US shores. 
Establishing a web of wireless underwater 
sensor buoys that detect and identify potential 
divers or non-aqua life in the area. 
By establishing advanced architectures that 
conserve power through intelligent, scaled, 
and sufficient resources, lifetimes can be 
extended 
By applying sensors with orthogonal or 
advanced sensing properties, the false alarm 
rates can be reduced essentially increasing the 
signal to noise ratio and improving detection 
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4 Matching Scenarios with Sensor Systems Requirements 

4.1 SDAC capabilities needed for WoT mission space 
The four WoT mission domains provide a challenging collection of potential capabilities 

that must be applied across a vast number of potential sensor technologies. While we did not 
fully develop all four-mission domains, the initial sensor system requirements are based on high- 
level scenarios from each domain. Table 4 provides a large list of potential capabilities broken 
down by high-level sensor technology categories including mission, physical sensor, imaging 
sensors, environmental sensors, communication, tags, emplacement or mobility, power, control, 
data processing, networking, and algorithms. Each of these categories is decomposed into sample 
technologies, which are applied to five scenarios for the different mission domains. The binary 
yeslno answers can assist the sensor system developer into eliminating any initial misconceptions 
of capabilities verses application needs. 

To examine these capabilities listed further we extended the concept to a set of current 
sensor systems to determine how the desired technology capabilities of existing systems 
compared to the WoT mission space. Table 5 contains the results of these comparisons for the 
Berkeley Motes, SteelRattler, Acousid 111, and MIDS. While the existing systems appeared to 
match the physical sensor list, they did not fair well in the communication category. This lack of 
reliable and secure communication is also illustrated in the overall wireless field as a major issue 
that concerns may researchers in the wireless domain. 

While this initial attempt at understanding the capabilities and requirements it only serves 
as a way to initially compare and reject obvious incapable systems. The results of these 
comparisons cannot determine which systems that passed these tables are better than others. 
What is needed are more in depth requirements and capabilities for a more realistic matching and 
metric system. This initial set of evaluations provided foundation for understanding potential 
parameters and issues that feed directly into the tradeoffs and metrics covered in Section 4.2 and 
Section 4.3. 



Table 4: SDAC capabilities for mission space 

SDAC Capabililies Needed For Missions 

Capabilities 

Mission 
operational life 

environment 

real time or delayed 

covert, small size 

persistent with wake up capab 

Phvsical Sensors 

acouslic 

magneticEM 

seismic/accelerometer 

mckrologicaUweather 

Imagine Sensors - important all aDDs 

oplical imaging 

thermal imaging 

3-d optical radar 

penetrating mm radar 

Environmental Sensors 

chemicaVexpl 

biological 

gammaheuuon 

MOUT 
snipers or friends 

0.5 mo. 

outdoor 

real time 

yes 

yes 

Seal Long Find SCUDS 
Borders Before launch 

24 mo. 6 mo. 

outdoor outdoor 

real time real time 

ForceFacility 
Prokction 

3 mo. 

outdoor 

real time 

Yes 

Yes 

ID Terrorists, 
WMD at Portals 

indef. 

inlout 

real time 

no 

no 



Communications 
local rf comm link yes 
long haul rf comm link no 
GPS Yes 
LPILPSlauthentication yes 
encription yes 
distributed array antenna yes 
smart wlmemory for delayed comm (covert) yes 
monitor and id rf comms across full spec1 no 

passive or active rf 
chemical tags 

Em~lacemenUMobility 
airdrop 
ground mobility 
air mobility 

Power 
low power comms yes 
wake-up capability, maybe after 5 years no 
low duty factlrotating Yes 
energy minin~photovoltaics/RTGs needed yes 

Data Proc.Networkine. Aleorithm. Cntrl 
for low false positives Yes 
beam forming no 
rotating power off Yes 
reprogrammability, adaptability no 
high level processing yes 

biometric recognition 

ycs 
yes 

Yes 
ye? 

Yes 
no 

Yes 
no 
yes 



Table 5: Comparing mission domain capabilities with existing sensor systems 
11, 



4.2 Fundamental Tradeoffs in Wireless Sensor Networks and 
Application Architectures 
The multitude of WSN architectures creates problems as well as solutions. With many 

architectures suitable for each newly developed application, two major questions arise: which 
architecture is most appropriate for a particular mission?, and how are the existing architectures 
different from each other? The first issue essentially questions how to analyze the requirements 
of an intended application and match them with the capabilities of potential architectures. The 
second issue essentially questions what architectural tradeoffs can be made in WSNs. In order to 
address these issues, a fundamental parameterization of WSN design is suggested. The 
parameterization allows a quantitative analysis of application difficulty and architecture 
capability. It also provides a means to quantitatively determine the best-suited architectures for 
particular applications through a proposed matching metric. A demanding application 
parameterization that cannot be matched by existing architectural technologies may also 
elucidate necessary engineering developments. Furthermore, through several quantified 
relationships between the proposed fundamental WSN design parameters, tradeoffs in the WSN 
design space are explored. Ultimately, an understanding of WSN tradeoffs provides a common 
language which WSN architectural designers and WSN operational designers can use to develop 
robust and efficient applications. 

Wireless sensor networks (WSNs) have been touted by many industry and military leaders 
to be a revolutionary technology that has potential to completely revamp the way we live our 
lives and conduct our business. One of the primary difficulties in WSN design is that the 
engineers do not understand the operational necessities or "killer app" scenarios, whereas the 
institution leaders do not understand the engineering capabilities and limitations. This leaves the 
industry leaders calling for technologically unrealistic systems, and the engineers building 
operationally unrealistic systems. In order to give a common ground on which the two sides can 
meet, this section discusses some of the fundamental tradeoffs in WSN design and operation. 

There are several fundamental parameters that must be understood and addressed when 
designing WSNs, but power is generally considered the most important. Energy storage 
technology lags behind computational capability development, which results in the need for 
significant detail of thought to be given to power minimization and conservation in any wireless 
system [ I ] .  The power consumption of a node is inversely proportional to node (and hence 
network) operational lifetime, thus power concerns are justified to properly address operational 
requirements. Power is controlled in many different aspects of a WSN from the individual node 
hardware and software to the networking protocols at several different layers of the networking 
stack. Many innovative approaches have been used in order to trade quality reductions in various 
WSN parameters for lifetime extensions. These parameters include performance, size, security, 
network bandwidth, network latency, network fairness, network reliability, network throughput, 
algorithmic decision accuracy, algorithmic and sensor data resolution, communications range, 
system flexibility, node cost, network cost (due to density considerations), and potentially many 



more. The remainder of this section will discuss each of these parameters and how they affect 
each other and system operation as a whole. 

4.2.1 Performance 
The power/performance tradeoff is very well known, but difficult to specifically define. 

The main difficulty is that performance can take many different meanings. Better performance 
can refer to more accurate algorithms, faster computational speed, collection of higher resolution 
data sets, or a number of other metrics. This ambiguity does not allow for a formal discussion of 
the tradeoff unless a specific performance metric is chosen. Since it is not otherwise listed in the 
parameters to be discussed, faster computational speed is the measure of performance discussed 
here. Although the power consumption of a WSN node is generally due mostly to the radio, the 
power of high-speed processors used to perform complex data manipulation can be a significant 
power drain as well. The power of a processor is made up of two main components, one 
component is a power overhead, and the other is the power that can scale with processor 
frequency. The power overhead is a static power that results mainly from memory (though 
sections of the memory can be disabled in modem processors), 110, and support circuitry. The 
scalable power results from capacitive loads on switching transistors. As the frequency of 
transistor switching increases (i.e. as clock speed increases), power consumption increases 
proportionally. A fundamental, simplified equation for a single transistor switching a capacitive 
load, C, at a 50% duty cycle frequency, f, and supply voltage, V, is: 

Processor design can significantly impact the actual total processor power consumption, but the 
linear relationship between scalable power and processor frequency holds generally. A scale 
factor of about I&WMHZ is a common specification for power aware pr&essor designs. In 
other words, a lGHz processor will consume about 10 times more power than a lOOMHz 
processor when both are running at full speed. As processor speed gets lower, this linear 
relationship breaks down since the power overhead becomes a more significant proportion of the 
total power consumption. 

As an example of the impact of power versus performance Table 6covers potential tradeoff 
issues. 

Table 6: Power verses performance tradeoff table 

Processor I Cygnal805 1 l ~ ~ c a l e  PXA250 
Speed 25MHz ! 400MHz 

Power 400mW 

Lifetime on 2 
AA Batteries -,,nth 



As can be seen, the lifetime of a system can be affected immensely by an order of magnitude 
change in processor speed. This is an extremely important factor to consider when determining 
what type of performance is really necessary in a network. 

Other: As performance increases, algorithmic decision accuracy, algorithmic resolution, 
system flexibility, and system cost also increase. Higher performance processors can handle a 
wider range of tasks and more complex, higher order algorithms, but they come at a higher cost. 
For comparison, a 1.6GHz Intel Pentium 4 is about $200, a 40MHz Rabbit Semiconductor 
RCM3400 is about $40, and a 4MHz TI MSP430 is about $1. 

4.2.2 Size 
As the power consumption of a node increases, its size must increase also if the node 

lifetime is to remain unaffected. This relationship derives from the fundamental chemical limits 
in energy storage technology. For conventional commercial batteries, the theoretical upper limit 
of energy density is 300Whkg. [2] Lithium ion batteries, popular high energy density choices, 
have about 200Whkg. From a volume standpoint, common energy densities for lithium ion 
batteries are about IOOOWNL or 1wh/cm3. WSN platforms generally use on the order of 
lOOmW to 1W of peak power, but power consumption greatly depends on the types of sensors 
needed. Additionally, peak power consumption is rarely used since the power consumption of 
high power components, such as radios or high-resolution imagers, is heavily duty cycled. As an 
example of what all these considerations imply, at lOOmW average power (a moderate power, 
moderate performance system), a WSN node would require a theoretical minimum of 2.4cm3 of 
battery volume weighing 8g for every day of operation. For a three-month mission, this node 
would require a theoretical minimum of 216cm3 of battery volume weighing 720g, or a 6cm- 
sided cube battery. The following formula will give the theoretical minimum battery volume 
required where V is the volume in cm3, P is the average power consumption of the node in 
Watts, H is the number of hours of operation required, and D is the battery type density in Whn:  

Other: As size increases physical covertness and thus security decreases. At a cost of about 
2.4$/Wh or at least 2.4$/cm3, as battery size increases, node and network cost will also increase. 
Size increases also mean that larger antennas and lower transmission frequencies can be 
reasonably used which results in increasing communications range. 

4.2.3 Security 
The relationship between power and security is somewhat hard to formally determine since 

levels of security are not generally quantifiable. An additional complication is that security can 
take multiple forms since hardware, software, and network security each required for a robust 
WSN. Network communications security is the most WSN specific, whereas hardware and 
software security are issues general to all computing systems, and so network security is what 
will be discussed here. There are several different security issues that can be addressed for WSNs 
including authentication, encryption, anti-spoofing, and anti-jamming measures. Network 
authentication requires that each node prove its right to communicate on the network. This can 



be done only when a node joins the network, or instead could occur each time the node needs to 
communicate with the rest of the network. Out of the four security issues listed, authentication 
takes by far the most power since it is entirely a wireless overhead. More frequent authentication 
increases both security and power consumption. 

Encryption is another major issue that can significantly affect the energy per bit of 
transmissions, but only over short distances (<-20m). Encryption requires more computational 
time and therefore more power than sending unencrypted messages, and this processor usage can 
be a significant addition when using extremely low power, short range radios. For example, the 
energy per bit of communication over short distances (<-20m) may be on the order of 500mW, 
whereas the energy per bit of a 128-bit RSA encryption and decryption is on the order of 150uJ 
in a StrongARM processor. [3] (At 50m, transmission energy goes up 10 fold, and encryption 
energy becomes insignificant. ElGamal encryption requires almost 10 times the power of RSA. 
The energy per bit changes with packet length - these results hold for packets of about 100 bytes. 
Longer packet length would decrease the impact of the encryption since the communications 
energy per bit asymptotes.) [4] Additionally, the length of the key used for encryption scales the 
power consumption of encryption approximately linearly, so power can be reduced by reducing 
the key length, and hence reducing the security. 

Anti-spoofing and anti-jamming measures are meant to ensure that an outside observer 
would be unable to mimic a nodes' operation by retransmitting packets, replacing a friendly node 
with one of his or her own, or attempting to create communications noise in order to prevent 
system operation. These security measures are essentially implemented in the authentication and 
encryption already in addition to robust messaging routines, adaptable routing protocols, and 
spread spectrum physical layer networking technologies. Messaging routines can affect power 
consumption if they increase chatter in the network. For example, simply requiring an 
acknowledge (ACK) from a receiver would almost double network power consumption for fixed 
length message structures or short variable length messages. As will be discussed below, routing 
protocol overhead can also have large power consumption impact when network traffic is low. 
Finally, physical layer changes to the networking stack can drastically affect power 
requirements. Traditional spread spectrum radio uses more power than single frequency radio, 
but is also more secure against eves dropping, jamming, or spoofing. Complex types of spread 
spectrum, such as Orthogonal Frequency Division Multiplexing (OFDM), increase security 
further, but again by exacting a power cost. A promising new technology that breaks this security 
at the price of power mold is Ultra-Wide Band (UWB). UWB uses extremely short radio pulses 
to spread the frequency of its transmission out over a wide frequency swath (>-200MHz). This 
makes the transmission harder to jam, harder to intercept or detect, and also far lower power. 
Short-range UWB radios have been demonstrated in the nano-watt range. 

Other: Increases in security have little affect on other network parameters besides power. 
Communications latencv will be slightly increased across the network, but only by the amount of - .  - .  
time required to encrypiand decrypt the message (potentially at each hop). The computational 
speed of the nodes might be slightly lower per data point as well since security measures . . 

implemented in the code might slow it down also. There is a potential for network throughput to 
be reduced if security protocols are not designed efficiently, with a secure connection between 



two nodes tying up network traffic for extended periods of time, but this affect should be able to 
be minimized. 

4.2.4 Network Bandwidth 
Bandwidth is defined as the width of the frequency range used by or possible with a 

particular communications link. For example, AM radio uses lOKHz bandwidths since each 
channel (station) uses a center frequency +-SKHz to encode audio signals (e.g. 1020KHz- 
lOlOKHz = 10KHz); FM radio uses 200KHz bandwidths (e.g. 94.5MHz-94.3MHz = 200KHz); 
Ultra-Wide Band (UWB) technology uses on the order of 200MHz bandwidth theoretically 
allowing it to encode 20,000 times as much data as AM radio and 1,000 times as much as FM 
radio. A frequency hopping radio uses a bandwidth equal to its highest used frequency minus its 
lowest used frequency, even though communication actually only takes place on single 
frequencies. 

The bandwidth of an RF channel is related to the transmission power required through the 
signal to noise ratio, S/N: 

where P,, is the transmit power, B is the bandwidth, and r is the transmission distance. All 
communications systems have a minimum allowable S/N for successful transmissions, and thus 
for a given maximum range and transmission frequency, the power and bandwidth are linearly 
related. In other words, if a 1MbitIs communications system consumes lW, a similar 10MbitIs 
system will consume 10W. The amount, complexity, and sample rate of data required from a 
WSN directly relates to bandwidth needed and thus it also has a direct linear impact on the 
power and lifetime of the system. 

Except for cameras, most processors and simple sensors consume less than 200mW of 
power, so the radio, commonly operating at peak powers of at least lW, is generally the largest 
power consumer. As a result, many techniques have been tried in order to reduce its power 
consumption by trading bandwidth. One method of bandwidth reduction is to perform data 
fusion and data analysis on the nodes themselves and only transmit information rich messages. 
Unless raw data needs to be correlated amongst many different nodes, this on-node processing 
can drastically reduce bandwidth, and hence power requirements. 

Two other techniques of power reduction are based on an analysis of the type of wireless 
traffic common in WSNs. The first technique takes advantage of the fact that there are two main 
types of messages in WSNs: those containing sensor data and those used for topology 
management. The data messages generally require considerably more bandwidth than the control 
messages since control messages can be made extremely short and efficient. Using this 
observation, Feng [I] has suggested using two radios to separate the data and control channels. 
Unless data needs to be streamed out of the network constantly, data transmissions are usually 
much more infrequent than control transmissions. Using a low bandwidth, low power radio for 
the control communication allows a high bandwidth, high power data radio to remain off for the 



majority of the node's lifetime. Feng's simulations show between a 50% and 80% reduction in 
radio power consumption using her bandwidth to message matching scheme. 

The second technique is called Sparse Topology and Energy Management (STEM) 
developed at UCLA. STEM takes advantage of the observation that a node does generally not .. 
need continuous reception. Therefore, instead of continuously monitoring a communications 
channel with a high bandwidth, high power radio, this function can be accomplished by a low 
bandwidth, low power radio. If a transmission does need to be received, the low power radio will 
turn on the high power radio to receive it. The savings depend on the amount of time spent in the 
monitoring state versus the transmitting state and also on the length of transmissions, but for 
500ms transmissions, simulation results show a factor of 2-power reduction. 

Other: As bandwidth increases, network latency decreases correspondingly. Bandwidth 
directly relates to the amount of data that can be shipped per time period and faster transmissions 
mean that data can propagate faster thus decreasing network latency. As can be seen in the 
bandwidth formula above, if all other communication system factors remain equal, as bandwidth 
requirements go up, communications range decreases. For higher bandwidth necessities, node 
density might therefore have to be higher which increases total network cost. Finally, higher 
bandwidth systems are generally more expensive, so as bandwidth requirements are increased, 
individual node costs will also increase. 

The bandwidth of a wireless link depends greatly on the type of wireless transmission 
method used. Although wireless communication is generally associated with radio frequency 
(RF) transmission, there are two other notable wireless communications schemes developed for 
WSNs: ultrasonic and ultraviolet (UV). Ultrasonic communication can be more secure and 
covert than RF because it is more directional and harder to effectively jam. It has far less 
bandwidth, however, is severely limited in transmission distances being effective to at most 
about 30 meters line-of-sight (LOS), and is blocked by most materials. UV communication is in 
early stages of development and works on the principle that air scatters UV rays. Transmitters 
emit a conical beam straight up, and with a receiver pointing straight up also, reception has 
already been demonstrated at up to 10 meters. The details of the channel characteristics are 
currently under research, but UV communications will likely have similar restrictions to 
ultrasound except the bandwidth will be considerably higher. Ultrasonic and UV 
communications are only for very local transmissions, but in short-range links, they use less 
power than traditional RF methods. 

4.2.5 Network Latency 
Network latency trades off with power primarily due to (Medium Access Control (MAC) 

and routing networking methods. The MAC layer is responsible for arbitrating access to the 
wireless channel used by the network. Three main MAC classes can be identified: static access, 
dynamic access, and random access. The routing layer is responsible for transferring data packets 
from node to node throughout the network. Two main routing classes can be identified: proactive 
and reactive. The power consumption associated with a protocol is associated with the 
communications overhead required to run the protocol and any additional resource support 
needed from the system. As will be discussed, at the MAC layer, the network latency generally 
varies inversely with communications overhead for high traffic conditions or multiple packet 



messages and directly with communications overhead for low traffic conditions or single packet 
messages. At the routing layer, the network latency varies inversely with communications 
overhead. Since the wireless link is the most power intensive resource in WSN nodes, the 
amount of overhead of the protocols is a very significant factor and can make a large impact on 
node lifetime. 

Static access MAC protocols rely on a fixed schedule of access in which each node has a 
communications time slot assigned to it. (In order to make these protocols scalable, nodes are 
generally organized into clusters. Clusters communicate with each other either through nodes on 
cluster boundaries, or between elected cluster heads.) Since a node may only transmit during its 
slot, the best case latency of single packet messages associated with static access protocols is 
greater than for other methods. Since the throughput of static access protocols is very high 
compared with other methods (33.3% of physical layer channel bandwidth for ideal Time 
Division Multiple Access (TDMA) [5] ,  however, multiple packet messages or high traffic 
situations will yield a lower average latency than with other protocols. During periods of low 
network traffic, static access protocols have a power overhead greater than other protocols since 
they must continually manage the communications schedule as nodes come in and out of 
connectivity. Since the nodes are synchronized, however, they may turn off their transceivers on 
a periodic basis (duty cycling) to reduce the average power consumption thus compensating for 
this overhead increase, but also increasing the total latency of messages in the network. The 
benefits of static access protocols are that they are fair across all nodes, they allow a high per 
node throughput compared with non-static methods, and they maintain a high degree of network 
reliability. Static access protocols are best suited to networks in environments where there is 
expected to be high traffic distributed evenly across the network. An example of such a network 
would be a distributed data collection system. 

Dynamic access protocols are more data-centric than static access protocols in that they 
allow a node access to the channel when the node requires access in order to send a message. 
There is no master schedule that is kept by the nodes, instead nodes must request the channel, be 
assigned a slot, and then transmit in that slot on a one time only basis. (Alternatively, a token 
passing scheme may be used in which nodes pass a token between each other signifying that the 
token holder has current access to the channel.) The power overhead of these methods are 
therefore low during the initial phases of network organization, but can become much higher 
than for static access protocols when network traffic is high. Additionally, either a channel 
arbitrator must be assigned or a distributed arbitration method developed in order to manage 
network requests and slot assignments. Network latency in a dynamic protocol can be unbounded 
if a data prioritization scheme is used, but in general, for low traffic, non-prioritized situations, 
network latency will be lower than for static access protocols. The latency is non-deterministic, 
however, as it will depend on the specific network traffic, and this indeterminism can be a major 
disqualifier if a real-time system is needed. Turning off the radios periodically as in the static 
access situation can compensate for the overhead associated with the access scheduling, but 
again this will increase total message latency. The benefits of dynamic access protocols are that 
they can give prioritized access to nodes with important data (reducing network fairness), they 
require no background periodic power overhead (e.g. schedule maintenance), and they maintain 
a moderate to high degree of network reliability. Dynamic access protocols are best suited to 
networks in environments where there is expected to be low, sporadic, and unevenly distributed 



traffic, but where a high reliability must be maintained at the cost of some power overhead. An 
example of such a network would be an event detection system monitoring an area with highly 
important fine-grained information. Dynamic access protocols are also well suited to 
environments where there may be node mobility or frequent changes in node connectivity. An 
example of such a network would be a mobile robot mounted sensor system or a sensor system 
in a military operations in urban terrain (MOUT) environment. 

Random access protocols require the least overhead of all the MAC schemes. Accordingly, 
for low traffic conditions, they also have the lowest single packet latency. Random access is so 
named because the access to the channel is done at random without the use of any global 
arbitration or schedule. The most basic random access method is pure ALOHA. Under pure 
ALOHA, nodes simply transmit packets whenever they have a packet to transmit. This can result 
in contention and collision, but there is absolutely no overhead involved in the scheme. Slotted 
ALOHA increases the probability of successful transmission (but also increases the protocol 
overhead) by allowing communications to occur only in globally synchronous time slots. In 
order to avoid using the channel at the same time as another node, a collision avoidance scheme 
such as Carrier Sense Multiple Access (CSMA) or the incorporation of Collision Avoidance as 
well (CSMAICA) (802.11 is based on CSMNCA) may be used. In CSMA, a node will listen to 
the channel before it transmits to see if the channel is available. If no other node is transmitting, 
it immediately transmits. If another node is transmitting, it performs a contention resolution 
algorithm which may involve methods such as listening until the transmission is complete, or 
waiting a random amount of time before trying again. CSMNCA adds a Ready-to-SendIClear- 
to-Send (RTSICTS) transaction between nodes effectively muting all potentially contending 
nodes within the region until the message transaction is complete. (This is described in more 
detail in the Network Reliability, Quality of Service section.) The only overhead in these more 
advanced types of random access is during the carrier sensing or RTSICTS phase of a 
transaction. The latency of random access protocols is again non-deterministic, but in low traffic 
networks, single packet latency will be the lowest of any of the schemes. Since the throughput of 
random access methods is far lower than scheduled access protocols (4.19% of physical layer 
bandwidth for slotted ALOHA, 7.7% of physical layer channel bandwidth for ideal CSMA, 5.5% 
of physical layer channel bandwidth for ideal CSMNCA [ 5 ] ,  the latency of multiple packet 
messages may be higher than for other methods, however. 

Since random access protocols have no global arbitration, they are not as reliable as the 
static or dynamic access protocols unless additional overhead is expended. High node density to 
give sensing redundancy helps solve this problem, but decreases throughput and thus multiple- 
packet or high traffic latency even more. In general, random access protocols are not as robust as 
schedule-based schemes. Another issue is that since the nodes are completely unsynchronized, 
their radios must remain continually on since it is always unknown when any other node will 
make a transmission. This is compared with both the dynamic and static cases where the 
synchronization allows nodes to schedule periods in which radios are turned completely off to 
reduce average power consumption. As a result, in most network traffic situations, random 
access protocols will require more power than static or dynamic access protocols. Random 
access protocols are best suited to networks in environments where there is expected to be low, 
sporadic, and unevenly distributed single packet traffic, and where reliability can be guaranteed 
by sensing redundancy as opposed to communications robustness. Random access protocols are 



also best suited to environments in which power and lifetime are not of utmost concern, but 
single packet latency must be as low as possible. An example of such a network would be an 
event detection system monitoring an area with simple coarse-grained, extremely time sensitive 
information. 

A simulated performance comparison of different MAC schemes is given in [6].  As can be 
seen, the throughputs given here are much higher than the theoretical values given above. The 
reason for this is a difference in definition. In [ 6 ] ,  throughput is defined as the ratio of 
successfully transmitted packets to the channel transmission rate (in packets per second) over the 
entire network. In the theoretical values given in [ 5 ] ,  throughput is defined as the ratio of number 
of successful transmissions per frame per node to the length of the frame. (A frame is the period 
(measured in slots) of repetition of transmission slots.) The reason for this difference in 
definition is that in [6] ,  simulations were conducted for a fixed number of nodes all using the 
same channel and all in range of each other, whereas in [5] ,  theoretical maximum data transfer 
per node in a multi-hop environment where not every node is in range of each other was the 
purpose. 

Some of the findings of [6]  are given in the Figure 6. 
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Figure 6: Throughput vs. Delay for several MAC protocols 
(Message burst lengths of 5 packets where 1 slot allows 1 packet to be sent.) 



Table 7: Characteristics of MAC protocols 

MAC Protocol: 
B-TDMA (Static) 
G-TDMA (Static) 

S-ALOHA (Random) 

R-ALOHA (Hybrid of random and dynamic) 

ALOHA-R (Hybrid of random and dynamic) 

RRR (Hybrid of random and dynamic) 

SRUC (Adaptive) 

MDMA (Adaptive) 

Characteristics: 
Basic-TDMA. TDMA as described above 
Generalized-TDMA. Width of slots 
adjusted to bandwidth requirements of 
individual nodes. Widths are pre- 
determined and static. 
Slotted ALOHA. ALOHA in which nodes 
may only transmit during specific time 
slots rather than at any asynchronous time. 
Reservation - ALOHA. Starts as S- 
ALOHA, but if a node has a successful 
transmission in a given slot, it continues to 
transmit only in this slot, i.e. moves 
towards B-TDMA. 
ALOHA-Reservation. Uses S-ALOHA to 
reserve slots (during a preliminary slot) and 
then transmits its message only during - 
successfully reserved slits. - 
Round-Robin Reservation. Slots are 
initially assigned using B-TDMA. Unused 
slots are given to other nodes that require 
them in a round-robin fashion. 
Split-Channel Reservation Upon Collision. 
Starts as S-ALOHA, but if there is a 
collision, transitions to G-TDMA. When all 
messages have been sent, it transitions back 
to S-ALOHA. 
Minimum Delay Multiple Access. Nodes 
transmit in slots with acertain probability, 
f, that is dynamically adjustable and also 
make a secondary reservation. If f=l, this 
becomes S-ALOHA, if f=O, this becomes a 
reservation based dynamic access. 

The findings in [6]  concluded that for low traffic (termed there low throughput) 
conditions, random access protocols gave lower latency (termed there delay) characteristics, 
whereas for moderate to high traffic conditions (termed there moderate to high throughput), 
schedule-based protocols (either static or dynamic) gave lower delay (termed there delay) 
characteristics. AS can be seen in Figure 6,  G-TDMA gave the best latency characteristi& but it 
relies on the assumption of a completely static network, traffic pattern, and network topology. As 
a result, ultimately recommended SRUC as a best general solution since it dynamically adjusts 
itself to traffic conditions, and can adapt also to topology changes. The findings in [8] did not 
analyze communications overhead of the various protocols, it only analyzed complexity of on- 
node computation required to manage the protocols. 



Since power overhead is of utmost concern in WSNs, the overhead of various MAC 
protocols have been analyzed in several reports. In [7], results showed that R-TDMA 
(Reservation-TDMA, much like ALOHA-R) gave significantly lower overhead than S-ALOHA 
in all but low traffic conditions. In other words, a random access protocol requires less overhead 
than a dynamic access protocol for low traffic conditions only. The reason for this is mostly due 
to contention in the random access protocol when traffic increases. The reprint of Figure 7 show 
the total power dissipation of the two MACs under varying loads [7]. (A load of .5 indicates that 
a node will attempt to transmit a packet in 50% of the slot periods.) Note that the number of 
nodes in the random access protocol (S-ALOHA) affects the total power dissipation because of 
possible contention issues and a need to retransmit when collisions occur. In the dynamic access 
protocol (R-TDMA), the number of nodes does not affect the total power dissipation because 
contentions are avoided due to the channel reservation process. 
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Figure 7: Total Power Per Packet Required by S-ALOHA and R-TDMA MAC Layers 

Another paper that analyzed MAC power overhead [8] found similar results. This paper 
analyzed 802.11 (CSMAICA, a random access protocol), PRMA (Packet Reservation Multiple 
Access, much like R-ALOHA, a dynamic access protocol), MDR-TDMA (Multi-services 
Dynamic Reservation TDMA, much like ALOHA-R, a hybrid protocol), DQRUMA (Distributed 
Queuing Request Update Multiple Access, much like RRR using ALOHA rather than B-TDMA 
for reservations, a hybrid protocol), and EC-MAC (Energy Conserving Medium Access Control, 
much like ALOHA-R using B-TDMA instead of ALOHA for reservations, a hybrid protocol). 
The results showed that for a network of only a few nodes or under low traffic, PRMA (a random 
access protocol) had the lowest power consumption, but for a higher node count or moderate to 
high traffic loads, the reservation based protocols (especially EC-MAC which is completely 
schedule driven and contentionless even in the reservation phase) gave lower power 
consumption. Interestingly, 802.1 1, the other random access protocol tested, had the highest 
power consumption of any protocol under low traffic loads, but had lower power than PRMA at 
high traffic loads. The reason for this higher power for 802.11 at low traffic loads is because it 
must perform collision avoidance before each transmission. At high traffic loads, 802.1 1 has a 
lower total power than PRMA because it requires less retransmission of messages than PRMA 
does. The reprinted graphs shown in Figure 8 and Figure 9 indicate the total power used for 
transmission and reception per node for different numbers of nodes in the network for the 
different MAC protocols tested. The research also showed that for multiple packet messages, the 



effects of traffic load were amplified, but that the same general power consumption ordering and 
trends were maintained. 
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Figure 8: Required Transmission Power Per Node Per Packet (Single Packet Messages) 

At the network layer, routing protocols are also a means by which latency may be traded 
with power consumption. There are two general classes of protocols with relevance to this 
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tradeoff: proactive and reactive. Proactive protocols maintain network routes throughout the 
course of network lifetime even if the routes are not intended for immediate use. Reactive 
protocols establish network routes only when they are intended for immediate use, and routes are 
not maintained over network lifetime. Proactive protocols give lower latency than reactive 
protocols since routes are already established whenever a node needs to send information. The 
power overhead that reactive protocols suffer to establish a route before each transmission is 
generally far less than the power overhead incurred by the periodic maintenance of proactive 
protocols, but this depends on the network traffic, the time period of route maintenance, and the 
mobility of the nodes among other factors. In general, for low traffic networks or networks in 
which there is high node mobility, reactive protocols are preferable for the power savings they 
give if the slight decrease in latency (involving only the time it takes to establish a route) can be 
tolerated. When latency is of utmost concern, a proactive protocol should be chosen. 

Several comparative studies have been performed of different routing protocols. One study 
that illustrates important differences between the four most commonly studied protocols is given 
in [9] .  The protocols analyzed were Destination-Sequenced Distance Vector (DSDV), Ad-Hoc 
On-Demand Distance Vector (AODV), Dynamic Source Routing (DSR), and Temporally- 
Ordered Routing Algorithm (TORA). DSDV is the only one of these protocols that is proactive. 
AODV and DSDV are both based on the concept of a distance vector, which keeps track of the 
number of hops away an intended receiver node is. The path that is ultimately chosen will use the 
shortest possible path through the network by using these hop distances to direct the routing. 
AODV generates these distance vectors "on-demand", i.e. only when a route is required. AODV 
works by flooding the network with a route request and propagating a shortest path back to the 
sender once the receiver hears the request. Each node along the path that receives the request 
updates a hop counter in the request and thus the receiver can ultimately determine which route 
is the shortest path. This shortest path is then chosen and stored on the intermediate nodes so that 
no single node knows the entire route, just the next node in the chain. This route information is 
stored in a table on each node. If a neighboring node is lost, a node will erase all dependencies in 
its routing table on the lost node, but this change is kept local and not propagated. DSR works by 
flooding the network and tracing the shortest path to the requested receiver, much like AODV, 
but unlike AODV, the source node learns the entire path to the receiver and intermediate nodes 
do not store any state. The route is then sent along with the message to tell intermediate nodes to 
which subsequent nodes they need to route the message. TORA, unlike all of the other protocols, 
sacrifices the guarantee of a shortest possible path for a gain in time of path generation. It finds 
multiple paths to a receiver by creating a directed flow graph through the nodes. Intermediate 
nodes add an incremental cost to paths based on a metric (hop distance, power remaining, etc.. .), 
and advertise these costs to the source. The source picks a path with least cost. TORA is also 
locally proactive in the sense that if it loses a link to a neighbor, any routes depending on that 
neighbor will be erased. Additionally, an update will be sent to the network to erase dependency 
on nodes upstream from the lost node to the particular receivers it was routing to. This 
proactivity is unlike DSDV because it is localized to the lost node, whereas in DSDV, routes 
throughout the entire network are periodically updated. 

The following two graphs shown in Figure 10 and Figure 1 lare taken from routingtrouting 
protocol [9]. The x-axis of each of these graphs represents a degree of mobility based on what is 
known as the random waypoint mobility model. Without going into details of the model, a 



"pause time" of 0 seconds indicates constant motion, a pause time of 900 seconds indicates no 
motion, and a pause time in between represents intermittent motion. These simulations were 
done for 20 nodes, and the results indicate the network wide totals over a full 900-second 
simulation. 

Figure 10: Routing overhead in packets for four muting protocols in a mobile network 

Figure 11: Successful packet reception rates for four routing protocols in a mobile network 



The most notable observations of these simulations for s im~le .  static sensor networks is 
& .  

that in the immobile case (i.e. pause time = 900 seconds), all of the routing protocols gave fully 
successful communication, and the fully reactive protocols, AODV and DSR, gave by far the 
least overhead. Of these two, other sim"1ations n i t  given here showed that DSR required the 
least overhead in total packets whereas AODV required the least overhead in total bytes. As will 
be discussed shortly, power consumption per transmitted bit (i.e. per transmitted byte) depends 
on packet length. For short packet lengths, the power consumption can change drastically, thus 
the determination of which protocol is truly the least power consuming requires further 
investigation. 

One other simple power conservation method used widely in WSNs is radio duty cycling. 
Since radios consume large amounts of power relative to other system resources, even when they 
are in idle or receiving modes, they must be put into a low power sleep whenever possible in 
order to extend network lifetime. In order to ensure neighboring nodes have their radios on at the 
same time, a radio power management schedule must be disseminated into the network requiring 
a periodic power overhead. This overhead is vastly outweighed by the benefits of even a small 
duty cycling, and should be of minimal concern in the network power consumption over its 
lifetime. Radio duty cycling is most applicable to static and dynamic access protocols since 
network synchronization is already required by these two methods. If an overhead is going to be 
consumed to synchronize and duty cycle the radios throughout the network, there is little sense in 
using only a random access protocol. Radio duty cycling can give extreme power benefits, but it 
can also degrade network latency severely. Essentially, if radios are on only 10% of the time, the 
worst case latency can increase by a factor of 10, but the overall power consumption of the 
system may reduce by almost a factor of 10 (since the radio takes up most of the node's power 
budget). Duty cycling therefore gives a method of making power and latency approximately 
inversely proportional and can be used in conjunction with MAC and routing schemes to 
optimize a power versus latency tradeoff. Since the optimal tradeoff between duty cycle, MAC 
protocol, routing protocol, and power consumption depends on network traffic patterns, there is a 
suggestion throughout the research community to develop dynamically adjustable full 
communications system management algorithms, but thus far, no results have been published. 

A final power versus latency tradeoff is affected through packet length. For networks in 
which data is complex enough so that multiple packets need to be sent for a single transmission, 
longer packet length is actually more power conservative as well as latency reducing. For a given 
message, fewer packets will be needed if a longer packet length is used. It is apparent that 
sending fewer packets will yield a lower latency since less time will be required to deconstruct 
and reconstruct messages. Although initially reducing the number of packets would not seem to 
decrease the overall power per bit necessary for communication, the key observation is that the 
power overhead associated with the header, and also the power overhead associated with the 
start-up time of the radio, will be needed less for fewer packets. This overhead can be 
considerable in certain routing schemes where the full route information is sent along with each 
message. When fewer packets are sent, the header overhead is needed less, and power is thus 
decreased. The power per bit of a transmission reaches an effective asymptote as packet length 
increases, however, so network fairness can still be maintained through packetizing without 
losing the power benefits. Figure 12 is taken from [4]. The particular parameters used to generate 



this graph are unimportant; the general observation of the energy per bit dependency on packet 
size is the important point to be noted. 
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Figure 12: Example communication energy per bit versus packet size 

Other: Changes in latency requirements can also affect other aspects of the WSN. Security 
and latency are directly proportional to each other. As security is enhanced through measures 
such as authentication, network latency will increase correspondingly due to the increased 
communications overhead. For similar reasons, as reliability is enhanced through measures such 
as CTSRTS or message acknowledgements (ACK), overall latency is increased also. As eluded 
to in the above paragraphs, fairness and latency are also directly proportional to each other. As 
nodes are given more of an equal opportunity to communicate over a channel, more network 
management through message scheduling is necessary, and as the schedule becomes less 
flexible, in order to give equal opportunity to each node, the latency of data communications 
from an individual node increases. For the same reason that fairness and latency are proportional, 
throughput and latency are also proportional. As schedules become less flexible, the throughput 
from individual nodes increases because a node's slot cannot be overridden by another node. 
Finally, bandwidth and latency are inversely proportional. As bandwidth goes up, more data per 
unit time can be sent, and thus latency will go down. 

4.2.6 Network Fairness 
Network fairness can be an extremely important issue when multiple nodes each have 

mission-critical data to transmit. If a network is tracking enemy troop movement in an urban 
terrain environment, for example, many parts of the network may be collecting vital data 
simultaneously. Fairness trades with power in that it takes more inter-node collaboration to allow 
each node similar access to the wireless medium. Fairness is thus a direct product of the type of 



MAC used: static access, dynamic access, or random access. As more power is used to 
communicate and synchronize schedules between nodes, fairness of access to the channel 
increases. 

In a random access MAC, there is no global arbitration of the medium. If a particular node 
accesses the wireless channel, and maintains a need for it, that node can dominate control of the 
channel for as long as it chooses. Random access thus gives minimal fairness across the network. 
In order to combat this difficulty, many random access protocols implement a self-arbitration, so 
that if a node has controlled the channel for over a certain amount of time, it must give up the 
channel and wait some delay before attempting to access the channel again. This self-arbitration 
scheme is helpful in eliminating the node domination issue, but it still allows no guarantee that a 
node will ever have access to the wireless channel if it is in a high traffic cluster. As was 
described in the Network Latency section, the lack of inter-node communication and 
collaboration makes random access MACs the least power intensive. 

Dynamic access MACs are fairer than random access MACs because nodes can schedule 
access to the channel. Although this scheduling scheme guarantees nodes access to the channel, 
the length of time a node must wait is non-deterministic since any number of nodes may be in the 
schedule at a time. In a dynamic access system in which certain nodes or certain data can be 
given prioritized access, the non-determinism problem is even worse. However, since a primary 
driver for network fairness is that high priority data be allowed access from any node fairly, a 
prioritized access scheme based on data is a decent solution to the fairness issue. During initial 
phases of network organization, dynamic access schemes take more power than random access 
schemes because thev have to svnchronize the nodes. As data traffic on the network increases. . 
dynamic access schemes are the most power intensive of any MAC since overhead must 
continually be expended to schedule channel access. (The scheduling can be done either on a - 
separate wireless channel or, as is most common, in a specified time slot on a periodic basis.) 
Thus for an increase in network fairness over the random access methods, a power increase will 
be incurred as well. 

Static access MACs are the most fair of any of the MAC schemes. They give each node a 
static slot assignment, which recurs on a periodic basis. This slot is the only time during which a 
node may ever transmit, but as a result, it is guaranteed a deterministic wait time for access to the 
channel. The power consumption of static access protocols includes an initial synchronization 
overhead when the network first organizes, but in non-mobile, robustly connected networks, this 
is the only additional power required. Thus static access protocols may provide the highest 
fairness to power ratio of any of the methods. Although, the power consumption of static access 
protocols does not depend on network traffic, it does depend on node mobility and connectivity. 
If the connectivity of a network changes often, the nodes must continually reestablish an access 
schedule, which could greatly increase Dower consum~tion. From a fairness and Dower - 
perspective, a static access protocol is thus preferable over a dynamic access protocol if 
connectivity is stable and mobility is negligible, but if these conditions do not hold, a dynamic 
access protbcol should be chosen-instead. 

Other: Since network fairness directly relates to what type of MAC layer is used in the 
networking stack, only those factors that are also directly related to MAC tradeoff with fairness. 



Latency is one major system parameter that is affected by the MAC layer as described in the 
previous section. As latency goes up when a more static schedule based MAC is used, fairness 
also increases, so latency and fairness are directly proportional. The MAC layer also directly 
affects the throughput of the system. As protocols become more static schedule based, 
throughput increases, thus fairness and throughput are also directly proportional. Finally, security 
and fairness are related through MACs as well. In a system where access to the medium is either 
dynamic or random, a malicious outsider could potentially jam the network traffic by continually 
requesting the medium. In a static access network, this type of jamming would be impossible, 
however. Thus as fairness increases with more statically scheduling of node access, security will 
increase as well. 

4.2.7 Network Reliability, Quality of Service 
Three primary methods of ensuring network reliability and quality of service involve 

communication precursors and acknowledgements, error checking, and error correcting 
communications. Each of these methods involves increasing the amount of data sent on the - 
network, which will in turn increase the power consumption of each node. Thus as network 
reliability increases, so does power consumption of each node. Network reliability and quality of 
service will also depend on type of MAC used. Static access MACs will give the highest 
reliability since there is no worry of nodes attempting to transmit on top of each other. Dynamic 
access MACs will give the same reliability as static access MACs since nodes will also have 
schedules access. Random access MACs, even with collision avoidance methods, may suffer 
from a hidden terminal problem, or other types of network contention and so they are the least 
reliable of any of the methods. The power consumption of each of these access methods has been 
described in the Network Latency and Network Fairness sections above. 

The first of the direct network reliability enhancers are communication precursors and 
acknowledgements. A communication precursor involves an initial transaction between sender 
and receiver in order to establish that a data stream is coming. The most basic of these precursors 
are the Ready-to-SendKlear-to-Send (RTSICTS) messages standard throughout many 
communication protocols. The sender transmits a RTS message across the network to the 
receiver. If the receiver receives the message and is not currently busy, it will respond with a 
CTS message. In a multi-hop network, the CTS messages can cause any node that hears it to 
mute itself until the completion of the senderlreceiver transaction. This muting effectively clears 
the communications route between the sender and receiver so no contention will result. This 
increases reliability of communication further since it ensures a message will not be overridden 
by other messages during its transmission. If a sender does not hear back from the receiver, it can 
either try to establish communication again, or simply give up on the transmission. The 
RTSICTS scheme is still prone to the hidden terminal problem, however, in which a node out of 
reception range of a CTS, but within transmission range of the receiver, transmits concurrently 
with the intended sender. This contention eclipses the intended transmission and will create a 
communications failure. 

Once a message is received, an additional message can be sent by the receiver back to the 
sender to acknowledge or not-acknowledge (ACWNACK) proper reception of the message. A 
NACK would be sent by the receiver if either a transmission was corrupted by contention or 
noise or if a transmission was not received within a certain specified timeout. If an ACK or 



NACK is never received by the sender, the sender can either assume the transmission failed and 
retransmit or attempt to reinitiate contact via another round of RTSICTS transaction. In sensor 
networks with high node mobility or choppy connectivity, the retransmitting of the RTSICTS 
signals, although it might occasionally be unnecessary, is a better logistical choice for power 
minimization and to clear the communications channel again. Both the precursor messages and 
these acknowledgement messages can be very short in order to minimize their impact on power 
consumption. Any bit sent across the wireless channels may have to be multi-hop routed to its 
destination, however, so the power impact of these messages affects not only the sending and 
receiving nodes, but all other nodes in between. 

Error checking is another method of ensuring network reliability and quality of service by 
helping to ensure that any message sent has not been corrupted during its transmission. The most 
straightforward implementation of error checking involves appending a checksum to each 
packet. A checksum is a bit or string of bits appended to a message that is generated by 
combining the bits that make up the message in a certain mathematical way. The simplest form 
of checksum is a single parity bit. With a series of 0's and 1's making up the message, a parity 
bit will be assigned a value such that the total number of 1's will always be odd (odd parity) or 
even (even parity). A single parity bit can detect single bit errors, but may fail for more 
complicated error patterns. In general, the more bits that are sent to check the message, the more 
likely any errors of any length will be caught. One of the most widely used error checking 
methods is known as the Cyclic-Redundancy-Check (CRC). This algorithm applies a generator 
polynomial with special properties to any message and results in a binary number that always has 
the same length. Most commonly used commercial CRC lengths are 16 bits which can detect any 
single point error in a message as well as up to a 16 or fewer consecutive bit error. The DoD uses 
a 32 bit CRC for additional error protection. Since the CRC is a fixed additional amount of data 
to be sent with each message, the per bit overhead it causes depends on packet lengtb, but the 
total overhead it causes remains fixed. As packet length increases, the CRC overhead has less 
and less of an effect. A 16-bit CRC appended to a 128 bit message will increase the power 
required to send the message by approximately (128+16)1128-1 = 12.5%; appended to a 1024 bit 
message, the power increase will be only approximately (1024+16)11024-1 = 1.6%. 

Finally, error-correcting codes can be implemented to automatically detect correct 
errors in sent messages. Whereas error checking only allows errors to be detected in which case a 
complete packet retransmission is necessary, error correction allows errors to be both detected 
and corrected without retransmission. The most famous and basic of error correcting codes is the 
Hamming code. Hamming codes can be developed to detected n-bit errors in messages of any 
length. As the number of error bits that can be detected goes up, or the length of each packet 
goes up, the number of additional bits that need to be sent for error correction goes up as well. 
As an example, the impact of a single-bit error correction Hamming code is analyzed. A 
fundamental property of single-bit error correcting codes for m check bits and a coded message 
length (original message plus check bits) of n is: 

This specifies a minimum number of check bits for any coded message length. Manipulating this 
formula reveals that the longest original message length, r, for m check bits is: 



Following this result, the worst-case factor increase in length, f, of a message when the check 
bits are added will be for: 

r = 2 ' - c  

where c is some integer greater than 0. For this message length, m = c+l bits will be needed for 
error checking causing an increase in length of: 

These factors will define the upper envelop of message length increase factors, but the general 
factor length increase of any message of length r will be: 

Table 8 and Figure 13 summarize a few of these factor increases in length, and these length 
increases approximately correspond to factor increases in power. 

Table 8: Effects of length and power for r and f 

I Original Message Length in Bits, I Length Factor Increase, I 
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Figure W: Message Length Increase Factor for 1-Bit Error Correcting Code 

As can be seen in the table and accompanying figure, as packet length increases, the incremental 
increase on power consumption goes down drastically. (With the error correcting coding scheme 
indicated, the error correcting encoder must have access to the entire message. If a byte-by-byte 
scheme is needed, the power increase will be approximately 150% as indicated in the table above 
for 8 bit increase.) As was pointed out earlier in the Security section as well as the Network 
Latency section, this evidence provides yet another reason to increase packet lengths to reduce 
overall power consumption. 

Other: Other than power, reliability also trades off with security and latency. The error 
checking and error correcting reliability enhancements make interception and data faking much 
more difficult. If a malicious outsider were to change any data in the message, the error check 
bits or error correcting bits would have to be updated as well. Since the intruder may not know 
the formula by which the check bits or correcting bits are calculated, these bits can essentially 
serve as a very simple form of data tamper detection. As reliability goes up with more complex 
error checking or correction, security would thus go up also. Reliability and latency are related 
through the communication precursors and acknowledgments. The additional time it takes to 
initiate and complete a message communication when precursors or acknowledgements are 
implemented directly increases the latency of data flow out of the network. As a result, as 
reliability increases, latency increases as well. 



4.2.8 Network Throughput 
Throughput is defined as the amount of data per node per time that can be extracted from a 

system. The maximum possible throughput would be equal to the bandwidth of the 
communications channel, but due to possible contentions and communications overhead, it is 
generally less than this maximum in any multiple node setting. A thorough explanation of MAC 
layers was given in the Network Latency section above, and thus only minimal additions to that 
description are given here. The highest throughput in a network is achievable when there are no 
contentions and minimal protocol overhead. Results in [8] showed that highest throughput for a 
given latency was achieved with a static access protocol, G-TDMA, where the bandwidth per 
node (in a network with heterogeneous traffic) was empirically adjusted for maximum 
throughput. This held in all but the highest traffic conditions, and even in the high traffic 
conditions, only dynamic access protocols became superior while random access protocols 
couldn't even support the traffic. Furthermore, the highest supportable traffic for a given power 
found in [8] was achieved by dynamic access protocols (static access protocols were not tested) 
for all but the extremely low traffic conditions. Under extremely low traffic conditions, a random 
access protocol, PRMA, used a lower total power. Overall, as throughput increases, for any of 
the protocols chosen, the power requirements will increase. Additionally, as throughput 
increases, the power overhead needed by any of the protocols increases. By choosing a protocol 
wisely, the amount of power taken by the overhead compared to the amount of power taken by 
transmitting actual data can be minimized. 

These results as well as the description given in the Network Latency section above, 
demonstrate that for low traffic conditions, a random access MAC protocol is preferable to a 
schedule-based protocol to give the highest throughput for the lowest power. For moderate to 
high traffic conditions, a schedule-based MAC is preferable. The reason for this is that as traffic 
load increases, schedule-based protocols ensure no (or reduced) contention and thus no (or little) 
need for retransmission, whereas random access protocols do not provide this guarantee. 
Additionally, if collision avoidance is implemented as a part of the random access protocol, this 
will drastically increase the overhead causing it to never be the most power conservative, as is 
the case with 802.1 1. 

Ultimately, if the traffic pattern is known ahead of time, a static access protocol should 
always be used for highest throughput and lowest power operation. If the traffic pattern is not 
known, but is expected to be high and uniform, a static access protocol may still be preferable. If 
the traffic is not known but expected to be high and non-uniform, a dynamic access protocol, 
such as RRR, may be the best choice. Finally, if the traffic is not known but expected to be low 
and non-uniform, a random access protocol is probably the best choice. If no assumptions are to 
be made about the traffic or a general solution is sought, a hybrid protocol, such as SRUC, that 
changes operation from random access to dynamic access, will give the best operation across the 
spectrum of possible traffic patterns. 

Other: A description of the latency versus throughput trade was given above in the 
Network Latency section. Since throughput is directly dependent on the bandwidth of the 
channel, bandwidth and throughput are directly and linearly related. If the throughput of a 
channel is defined in relation to how much actual data is transmitted, as opposed to just how 
many packets are transmitted, then any overhead incurred by security provisions will degrade 



throughput. Thus security and throughput are inversely related. It seems also that as network 
fairness is increased, i.e. a more schedule-based protocol is used, the throughput will also 
increase. This is proven experimentally in the reHults of [8], [7] and [6]. reliability and 
fairness are directly related, the fairness / throughput relation implies that reliability and 
throughput are also directly related. 

4.3 Methodology for selecting a sensor networks 
One of the objectives of the SDAC LDRD is to provide an initial methodology for 

exploring the space between the four mission areas (Military Operations in Urban Terrain, 
Intelligence Community Operations, Mobile Forces and Fixed Site Security, and Safe and Secure 
Borders) and the selection of a certain sensor network(s). This missing link is meant to help 
identify when, how, and what the role of sensor networks might be in certain real-world 
applications and scenarios, and how the applications themselves direct what sensor network 
architectures are used. 

Creating a methodology for representing the relationship between the elements of a sensor 
network and the increasing application space for this technology can be based on the general idea 
of decomposition. By applying this basic concept we can take the higher-level concepts of 
wireless sensor networks and decompose it into a finite collection of entities identified as main 
components for wireless sensor networks. This same process can be applied to the four mission 
areas to generate a collection of abstract application concepts. These abstract applications will be 
based on the capabilities needed in the mission areas. This chapter provides an overview of the 
proposed methodology that can assist in answering this question. 

4.3.1 Decomposing sensor networks 
The key is to find some type of concrete criteria or overlapping specification space between 

the two very broadly defined fields. This specification space can be defined by the mission areas 
and met by the sensor networks and thus create workable solutions. Since the terms sensor 
networks and mission areas raise myriad discussions from numerous perspectives and audiences, 
the first important observation is that there are only a finite number of classes of discussion for 
each topic, and so a framework for researching them as a whole should be possible to establish. 
The primary complicating factor is that the two areas are extremely multi-disciplinary. Scoping 
is necessary, however, and the purpose of this chapter is to provide a proposed methodology for 
conducting this as yet ill-formed research. 

Determining the points of overlap between the fields is important, and one method of doing 
this is to decompose each of these areas to identify their primitive components. This is akin to 
creating a tree of research where the trunk is the field as a whole, and the leaves are individual 
concerns or implementations of individual components of the field. The drilling down into each 
area should identify two lists: first, a constraint list, which can be applied to each leaf of the topic 
tree, and second, the hierarchical structure of the topic tree itself. 

Applying this methodology to the area of sensor networks, for example, one might identify 
the following components: system architecture, general purpose processing capability per node 
and inter-node, network topology, routing, security, throughput, lifetime, latency, time 



synchronization, cost, communications, signal processing capability per node, size of hardware, 
size of software, etc ... Each of these components can either be drilled into further or combined 
with others components to generate super-class components that are represented as some of the 
main branches (Routing and Topology) of the tree illustrated in Figure 14. Other components 
identified during this initial decomposition pass represent potential general constraints for sensor 
networks. These constraints reflect application or user defined concerns for issues associated 
with: signal-processing capability per node, size of hardware, size of software, throughput, 
latency, etc ... 

Applying this framework to the area of sensor communications provides a detailed 
decomposition containing routing, MAC, and physical communications layers, and in turn, 
routing is a class contain& DSDV, AOVD, ~&TORA algorithms. security, latency, and 
lifetime may be primitive specifications that can be applied to each leaf of the topic tree so 
comparisons between implementations can be meaningfully determined. For example, AOVD 
might give a lower lifetime system than DSDV, but it will also give a lower latency system. This 
will create a vector of constraints corresponding to each leaf of the sensor network tree as 
illustrated in Figure 14. These constraints are represented as external numbers on to the right side 
of the tree leaf structure, which are applied to the leaf elements (Net, Cluster, Bus, etc.). This 
approach to sensor network provides unique collection of course and fine grain capabilities that 
will ultimately help in matching implementation possibilities to application requirements. 

Figure 14:General sensor tree containing multiple levels of sensor network capabilities 



4.3.2 Decomposing mission space 
Drilling down into the mission areas will also be important. It should be noted, however, 

that it is unlikely that the individual mission areas are. the primary branches of this topic tree. The 
overall goal is to provide a methodology to create working and useful systems of sensor 
networks, making each application space are more relevant than the larger mission areas. The 
mission areas will simply provide constraints on the applications, such as the density of sensors 
needed or the need for a wireless or wired implementation. Research into the mission areas will 
thus help supply a constraint and scenario list, whereas research into the applications will help 
identify components of applications necessary for specific types of scenarios. 

In order to determine the applications, the mission areas must be broken down into scenarios 
for which sensor networks could be useful, so the construction of this topic tree will start with 
the twigs, and work towards the trunk. One possible super-set of primary applications is data 
collection, statistical data summarization, event detection, and tracking, which are based on the 
initial domain concern of the MOUT and Border areas (see Chapter 3 for details) for the mission 
areas. These are represented as the larger braches of the application tree in Figure 15. The 
scenarios are drilled into further to determine the enabling concepts or components needed to 
accomplish the scenario. In Figure 15 these concepts or components include the usage of 
technologies for tacking (i.e., agent-based systems, statistical algorithms, globalAocal data 
fusion) and data collection (i.e., 2 pairs of methods for data collection continuous or event-driven 
and centralized or decentralized). These components may be the leaves of the application tree, 
and taking these components, the scenario, and the mission area into consideration, 
specifications required of sensor network solutions can be determined. The combining of these 
three different items can be used to generate a constraint vector that can be assigned to each 
component or scenario. 

Figure 15. Application tree 



4.3.3 Analyses of tree methodology with constraints 

Once a list of constraints and the leaves of each topic tree have been identified, a few 
possible analyses fall out. First, a weighted constraint list must be applied to each leaf 
individually, and this list will become a vector capturing the relevant qualities of the leaf. 
Although the constraints will likely be inter-dependent, a unique constraint vector should be able 
to be determined. In order to find an optimal existing sensor network solution to solve a 
particular problem, the constraint vectors of the leaves on a scenario tree could be matched to the 
constraint vectors of the leaves on an existing sensor network tree. There are many possible ways 
to do this matching, and only one will be presented here. 

First, a function to evaluate the matching of each application constraint to each sensor 
network constraint must be determined. If the application and sensor network constraints are 
identical, a perfect score, P, should result. If the application requirement is greater than the 
sensor network capability, a score less than P down to some minimum value, min, should result. 
If the application requirement is less than the sensor network capability, a score greater than P up 
to some maximum value, max, should result. The reason for limiting the scores between some 
max and min value is to eliminate the possibility of an outlying constraint mismatch eclipsing the 
application to sensor network matching. If there was no max, for example, one very highly 
ranked sensor network constraint/capability would cause that total constraint vector to be favored 
over others even if all other elements in the vector were less than their corresponding application 
requirements. These observations point towards using a function on the difference between 
application requirement, a, and sensor network capability, n (i.e., something of the form 

f ( . - a ) , .  

One possible function, f, with these properties is given by: 

where the constant s is given by: 

s=-  P+min 
P + max 

which comes from solving for s when x  = 0 and f ( x )  = P . The constant c is used to stretch 

f (x) horizontally in order to give the most appropriate matching function. This value can be 

determined empirically. Solving for f ( x )  gives: 



(At x=O, this function approaches P.) In order for f ( x )  to be real valued, the discriminant in this 

function must be greater than 0 for all x. Solving the discriminant for x gives: 

max- min- s (max-min) f 2,/-s (max- min)2 
x = 

(max- 

In other words, the solution to this equation for x cannot be a real valued number. Looking at the 
square root in this equation, we therefore find that: 

s > 0 
Assuming max > P > 0 ,  this requires that: 

min < -r 

This is the only restriction on if a function f (x) of this form is used. For max = 20, P=10, and 

min=-20, the plot shown in Figure 16 shows f (x) for c=l, 10,50, and 100. 

Figure 16: Example Score Generator Function 

As can be seen, for very negative values of a-n, i.e. when the sensor network's capability far 
exceeds the application's requirement, this function asymptotes to max=20. For very positive 
values of a-n, i.e. when the sensor network's capability is far less than the application's 



requirement, this function asymptotes to min=-20. For a-n=O, i.e. when the sensor network's 
capability exactly matches the application's requirement, this function returns the score P=10. 

Another possible function for which there is no restriction on min, max, or P can be given 
by: 

max- min ) max+min 
f (.I= -- + 

IC 2 

For max=20, min=-20, and P=10, the plot illustrated in Figure 17 shows f (x) for c = 1,5, and 

10. 

- - - 

i*atan(tan(@i*Q*lO-(a0 
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Q O - - 2 a ) t p i * a t . t a n ( t a n ( @ i * ( z * 1 0 0 Q O + - a 0 ) )  

Figure 17: Another example Score Generator Func 

Qualitatively, the difference between the two possible matching function developed is that the 
first one approaches its asymptotes much faster than the second. In other words, for sensor 
network capability deviations away from application requirements, the first function will score 
small deviations more extremely than the second function. This can be compensated for by the 
constant c, however, so the second function may be better since it does not restrict min, max, or 
P. 

We may also want to specify a greatest value on a constraint that is unacceptable. For 
example, we may want a capability of 2 on bandwidth to give a score of 0 instead of a capability 
of 0 giving a score of 0. We can solve for the proper scaling factor, c, which will give us this 
property. Since the second matching function was preferable due to its unrestrictive nature, this 



is the only function for which the proper scaling will be determined. Setting f (x)  = 0 and 

solving for c we find: 

C = xi 
T m ( ~ ( 2 ~ - ( m a x + m i n ) )  n(max+min) 

2 (max- min) ) + ~ ~ ~ ( l ( m a x - m i n ) )  

where xi is the value for which the ith constraint score should be 0. The only restrictions implied 
by any of this development are that max > P > 0 > min , where these inequalities are strict. 

Once the individual elements of the constraint vectors are passed through this function, the 
matching of the total vectors must be made. Again, there are several potential ways to perform a 
matching. An element-wise matching has thus far been developed, but a holistic approach, such 
as taking a normalized dot product, would also be possible. Only one potential element-wise 
approach will be developed here. In order to find the matching score for the entire system, Q, the 
weighted average of all the scores of all of the constraints is computed. 

where wi is the weight given to the ith constraint and N is the total number of constraints. The 
weight is a decided importance of a particular constraint. For example, if security is more 
important than network bandwidth for a particular application, security would be given a higher 
weight than network bandwidth. The weight may not be negative, but for cases when a higher 
constraint is less desirable, xi, the value at which a constraint is scored 0, will be higher than the 
application requirement, ai. This would be the case with power consumption, for example. A 
weight of 0 would imply that one does not care what a particular constraint value may be. (The 
file "Score Calculator.xls" can be used to examine properties and calculate examples of this 
scoring formula.) 

Besides simply scoring existing solutions against potential applications and specific 
scenarios, the constraint vectors can be used in other ways. It may be possible to synthesize a 
sensor network to optimally match an application specification if existing systems don't suffice. 
This would be a difficult problem to give a closed form algorithm for, but it is likely that a 
system designer experienced in sensor network design would be able to take a constraint list and 
determine what components would be needed to implement a solution. It is possible that one way 
to help the designer do this would be to gather together all of the existing leaves of different 
sensor network systems that optimally match the application specifications (via the matching 
formula) into one system, but problems might arise as to integrating these disparate components. 
More research is needed to determine what possibilities exist along these lines. 

One other aspect that can be examined by quantifying the constraints is a tradeoff 
analysis. It is likely that the primitive specifications will be dependent on each other, and it may 



be possible to determine multi-variable functions for their relations. For example, increasing 
network security would probably decrease the lifetime of a system for a fixed size battery 
because it takes more communication power to have more secure transmissions. However, 
changing security requirements may have no affect on changing a specification such as the need 
for acoustic sensors, so there will likely be multiple functions that need to be determined. 
Designers could use these equations as a tool to help them design more reasonably achievable 
solutions. 

Using this quantitative and tree like framework, all of the proposed LDRD problems can be 
solved. This framework takes into consideration that there is no single sensor network that is 
optimal for all situations. It will also help identify the best possible existing solutions to be used 
in a particular application. Since choosing a sensor network for an application seems to be akin 
to choosing a car for a person, there may not be any perfect solution to the problem, but there 
may rather be a set of solutions that would all suffice, and a matching formula can help identify 
this group. Finally, this framework could quantitatively aid designers in identifying the necessary 
components when designing new sensor networks. If the LDRD follows this framework, the 
result will be a top-down summary of many aspects of sensor networks and depending on time, 
the level of detail of the study can be extended downward as far as reasonable. This ability to 
extend or retract the amount of material that the study covers as permitted by time is very 
beneficial since it is currently unclear as to how much research will be needed or wanted at any 
specific level of detail. 
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5 SDAC Proposed Architecture 
<< Text is this chapter is directly taken from Jesse Davis, Ron Kyker, Nina Berry, "A System 
Level Hardware Architecture for a Distributed Sensor Network Node", SAND2003-8209. See 
the actual report for complete document. >> 

5.1 Modular Architecture Motivation 
A sensor node in an ad-hoc distributed network that incorporates distributed computing 
have the following hardware capabilities: sensing, node-to-node communication, 

processing, and data storage.[13] Any other hardware capabilities, such as satellite 
communication, the ability to add new sensors, or the ability to act as an access point to the 
network, should be able to be easily integrated into the system.[211 In this way, the system should 
be flexible and extensible to accommodate a variety of possible mission scenarios. The design of 
the system should also be easily upgradeable without necessitating a complete system redesign 
since sensors, processors, and communication links are continually improving. This adaptation is 
of urimarv imuortance because it will allow the exvloration of which hardware architectures, . . 
routing algorithms, distributed computing algorithms, etc., are best suited for distributed sensor 
network applications. The perspective of this document is that an architecture developed for - - 
extensibil5 will allow the development and deployment of applications for both today and the 
future. 

Low power consumption is another essential goal of the system. Since processing and 
sensing technologies are developing far faster than energy delivery technologies, the power 
consumption of the system acts as a bottleneck on its real world applicability. To make the 
situation worse, faster and more capable processors generally consume more power than their 
predecessors, further decreasing the lifetime of finite energy availability systems (such as battery 
operated systems)[141. Many power conscious architectures have been researched on both the 
network and node level (see the DARPA P A C / C [ ~ ~ ~ ~ [ ~ ~ ~  and ~ e n s I T [ ~ ]  projects), and many power 
reduction techniques have been developed as a result. For example, task and instruction time 
extension via dynamic volta e and frequency scaling can conserve up to 40% of the power 
consumed b a rocessor. F [61, 251,[3113[321 Other techniques, such as wer adjustable signal 
processin [1$3[3! power efficient multi-hop routing pmtocols[n.E, power conservative MAC 
protocolsh1, light weightla and power-aware[251 operating systems, and power aware 
compilers[21 have also been developed.[41 

One area of power conservation in sensor nodes that has not been adequately exploited is 
application specific computing. The central idea of application specific computing is that 
processing speed can be increased and power consum tion can be decreased through 
specialization of hardware sub-components. r111~[121,[191, f .  381 Hlghly reconfigurable processors waste - .  - 
substantial amounts of energy in circuits that remain inactive but cannot be powered down. 
Conversely, application specific hardware allows all inactive sections of the system to be 
complete1 owered down thus decreasing the overall power consumption of the Y P system.[15 " 61~[171 This concept has been primarily confined to FPGA de~elo~ment [ '~ . [ '~~ ,  but the 
idea is applicable to larger scale systems as well. 



The price of using application specific hardware is that the individual processing engines 
will not be readily reconfigurable to perform different types of tasks. This problem can be easily 
remedied by keeping a more flexible general purpose processor in the overall  stern.['^'^[^^^ The 
application specific processors can be used as satellite computational units servicing only their 
specific responsibilities and allowing the general purpose processor to either go to sleep or carry 
out other functions in varallel. This task se~aration has been demonstrated bv the Sandia HERD 
program to allocate the duty of network routing to a low performance, power conservative 
processor while allowing the central processor of the system to remain in a low power mode. 
kesearch in ad-hoc multi-hop routing protocols has shbwn that depending on network topology, 
a large portion of messages that a node receives will be intended for other nodes in the network. 
Allowing the central processor to remain powered down while the satellite processor handles the 
network routing reduces the power consumption of the system. 

The movement of data in a system is another energy and time intensive operation. At the 
network level, this observation led to the idea of developing distributed rather than centralized 
sensing. Instead of sending sensor data collected at each node to be analvzed on a centralized - - 
computer, distributing the data processing over a local set of nodes greatly reduces the amount of 
communications traffic. For wireless distributed sensor systems, the energy required per bit of 
computation is enerally at least 100 times less than the energy required per bit of wireless 
communication 6413[291, so this localization leads to lower power consumption systems. At the 
processor level, the MIT uAMPS project[z31 found that the continual need to move data in and 
out of memory and through different computational structures can consume a considerable 
amount of processing energy. Simply rearranging the software in a more data management 
efficient way can reduce processor power consumption significantly.[371 At the system level, a 
primary source of power consumption comes from driving large, high capacitance system-wide 
buses.["] Since these bus structures are necessary, the best approach to reducing power 
consumption is to use them as infrequently as possible or encode the data that is put on them to 
minimize tran~itions.[~] 

From this non-exhaustive, brief listing of the engineering concerns and potential solutions 
at numerous levels of distributed sensor system hardware and software architecture, it should be 
clear that there are many interesting problems that have yet to be solved in this field. The specific 
problem that this document seeks to address has already been described, but in order to better 
scope the remainder of this document, a specific class of distributed sensor network systems will 
be targeted. The primary application of the architecture to be proposed is in event-driven 
wireless distributed sensor networks. Though the proposed architecture is certainly applicable 
elsewhere, this class is a primary target for the design. 

5.2 Proposed modular node design 
This background research and motivation supports the idea of using a modular 

decentralized architecture for wireless distributed sensor networks that incorporate collaborative 
distributed computing. Not only will this modularity allow extensibility and upgradeability, but it 
will also decrease the total power consumption of the system. This decrease in power 
consumption comes from a decrease in data movement to a centralized location, and the ability 
to use application specific hardware instead of a single power intensive general purpose 
processor so inactive modules can he powered down. Furthermore, this modularity leads to a 



more robust system since if one of the modules fails, the other parts of the system will still 
function. A validation of the fully modular approach is given by its current and on-going 
development by a joint effort of USCASI, MIT, Berkeley, and Raytheon, but as of January, 2003, 
no results have been demonstrated. Many of the principles of distributed computing have been 
applied to networks of nodes but not to the internal node structure itself. Several partially 
modular examples include the Sandia HERD nodes as explained above, the Berkeley Wireless 
Research Center picoRadio test bedsF2'], the Berkeley MICA motes['], and the Rockwell WINS 
and Infocube platforms.[31 None of these systems allow the flexibility to easily add or change 
modules, however, and the data collection and event detection are still centralized on power 
hungry processors such as StrongARMs. The SDAC architecture proposed in Figure 18 below is 
fully modular and satisfies many more of the desired system attributes than previous systems. 

Figure 18: Node System Architecture 

In the architecture shown in Figure 18, each of the modules attached to the central buses act 
as stand alone components. Each of the sensor modules will have their own data pre-processing 
component (either small general purpose processing units or application specific FPGAs) and 
data storage (either internal or external to the data pre-processor depending on memory 
requirements) as shown in Figure 19. This allows the high power general-purpose processor 
module to remain in a low power sleep mode for the majority of the nodes' operation. The 
general purpose processor will only be woken up when an external request for data processing is 
made by either another node in the wireless network or another module on the intra-node 
network. At this point, the general-purpose processor will collect the pre-processed data from 
each of the sensor modules and perform any further computation necessary. The wireless 
networking processor module will handle all routing and network message handling, as in 
Sandia's HERD, and may employ a two radio scheme for additional ener y savings. There are a 
variety of schemes that employ two radios to separate data and control ["'or wake-up and 
communication [341 or allow a node to participate in multiple cluster relationships as in Sensoria's 
WINS platform. Using two radios has been shown to give both energy savings and logistical 
benefits. 
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Figure 19: Module Architecture 

The purpose of the sensor module data pre-processor will be two-fold. It will acquire ana 
process the raw sensor data into a standard format, and it will act as a possible event detector. 
The processing of the raw data is necessary in the case of a temperature sensor, for example, in 
order to take the voltage measured over a thermistor, translate it into a temperature, trigger . -- 
events requiring higher level processing, and package the collected data into a standard format 
that each module must adhere to and understand. Typically, only this very preliminary 
processing will be performed; any higher level transformsor computation on the data will take 
place on a more capable general purpose processor module when necessary. (It is an open 
question as to what level of processing should take place on the pre-processor, and what level on 
a general purpose processor module. For example, would a motion detection operation using an 
imaging sensor be a pre-processing event detection or a general purpose processing 
computation? Decreasing the amount of data passed over the bus, increases the complexity and 
power consumption of individual modules, so a tradeoff analysis must be conducted. See 
Mathematical Analysis section below.) The possible event detection service that the pre- 
processor performs will take a first pass look at the data from the sensor to determine if an event 
has occurred. This first pass look will likely take the form of threshold monitoring, envelop 
detection, or something similarly undemanding. When an event occurs, the sensor module will 
send a request to a more capable processing module (or a more capable processor on another 
sensor module) for verification. The processing module will gather the sensor's buffered data, 
fuse it with other relevant sensor data if necessary, and analyze it using higher-level, 
computationally intensive algorithms in order to determine if an event has actually occurred. If 
the processor verifies the module's detection, the processor will then pass along the processed 
situational information to other wireless nodes and start a distributed computation thread in the 
network to classify and track the event. 

In order to make this architecture viable, each of the modules on the intra-node network 
will have to communicate using a common protocol. The bus protocol must have a few key 
attributes: it must have a low communication overhead. be secure (see more about securitv , 
below), be simple to use and implement, not require complex routing or messaging routines, be 
multi-master capable, be extensible, and not require many channels. Since this architecture is 
designed for event-driven sensing, there is no master conuoller in the system. Instead, any 
module that detects an event becomes an effective master until its inter-module communication 
needs have been satisfied at which point the bus is released. With these re uirements in mind, 
two potential candidates for bus protocols are encrypted versions of 12ddor U S 3  OTG (On- 
~ h e - ~ o ) [ ~ l ] .  As inspired by the IEEE 1451 ~~ecification['~'[~~~.[~~' and the MIT Media Lab Snap! 
~roject[~ ' ,  each module must also have a separate hardware or software intra-node (inter-module) 



networking section. This additional section will be able to power on or off the module back-end 
and act as a gateway to the intra-node network. (In Figure 1, this interfacing section is denoted 
by a small box connecting the buses to the components, and in Figure 2 it is labeled as "Intra- 
Node Network Connector".) This Intra-Node Network Connector (INNC) protects each module 
from the heterogeneity of any of the other sensor or processor modules on the bus, and allows for 
the extensibility and reconfigurability of the system. Using this architecture, the modules could 
even be hot-swappable. The INNC provides a decentralized control backbone to the modular 
system. It controls the waking up, powering down, synchronization, and inter-module 
communication tasks necessary for and between separate module back-ends. They are the only 
sections of the node system, which need to be continuously on and ready to receive interrupts. 
This requires them to be very low power, and to have the capability to go into interrupt ready 
sleep modes to conserve energy. 

There are two immediate potential extensions to this architecture in order to accommodate 
additional sensor capabilities. First, clusters of modules could become composite module sub- 
systems or meta-modules. An example of this idea would be an environmental cluster. This 
environmental cluster would be comprised of other, lower level sensor modules, such as 
temperature, humidity, or UV, and would act as a type of meta-sensor. This composite sensor 
would require an additional gateway module (as shown in Figure 1) in order to transparently 
interact with the existing modules on the intra-node bus, and act as a data fusion processor if 
appropriate and necessary. The second extension of this architecture would be the incorporation 
of a data bus for high bandwidth intensive sensors. Though this certainly would extract a power 
cost, it may be worthwhile depending on how processing is distributed among the modules. 
While data from a temperature module could easily be transmitted on a low bandwidth 
communications bus, this would limit the amount of data that could feasibly be sent to a 
processor module for analysis, and it would also potentially clutter this communications and 
control channel preventing other modules from access. With the incorporation of a separate data 
bus, these problems would be mitigated, and allow for complex sensors such as imaging modules 
to pass their data around the system more easily. This data bus could use higher speed data 
transfer protocols and have multiple channels in order to speed the data transfer and reduce 
collision between modules. 

Aside from the already described benefits, this architecture also allows for extremely 
straightforward, modular packaging. Sensor nodes could be assembled by simply stacking 
together the necessary sensors, processors, communications unit, and power supply modules. 
One possible packaging scheme is displayed in Figure 20. This particular scheme has the 
advantage of putting only a single dimension size constraint on any of the modules, and so can 
easily adapt to shrinking module sizes, but the multi-layered aspect of its exterior may not be as 
robust or secure as may be needed. 
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Figure 20: Example Packaging Scheme for Modular System Architecture 

Another packaging possibility that is more robust but doesn't allow for shrinking module sizes as 
easily because it limits two dimensions of each module is shown in Figure 21. 

Figure 21: Another Example Packaging Scheme for Modular System Architecture 

It would also be possible to fabricate an ultra miniaturized version of this architecture via 
system-on-a-chip and multi-chip-module technologies. This would shrink the packaging 
considerably as well as making the system more covert and robust. 

For all applications, there should be an importance emphasis on the issue of security. This 
security would include the ability of the system to resist both hostile attack and unwanted 
intrusion or eavesdropping. Furthermore, the security would have to exist on multiple levels 
ranging from the sensors themselves, to the node hardware and software, to the wireless network 
as a whole. Wireless ad-hoc protocols and communications have been given almost the sole 



focus of security research in sensor networks, and hardware and software security on the 
individual nodes have been all but ignored. A detailed discussion on software hardware and 
networking security issues is given in Chapter 6 Sensor Node and SDAC Security 
Considerations. 

5.3 Compare centralized and modular architectures 
Since the architecture proposed in this chapter is significantly different than previous, more 

centralized architectures, the benefits and drawbacks associated with each design should be 
examined. A centralized architecture is one in which the sensors and radio interface directly with 
a single general purpose processor that performs all of the data collection, computation, and 
communication of the system - an architecture similar to traditional, standard desktop computers. 
Table 9 ~rovides a brief com~arison of the two architectures. it is bv no means meant to be , 
exhaustive, but it should be used at least as a starting point for comparison. Table 9 might also 
help create specifications for other architectures to be proposed. 

Table  9: Centralized vs Modular Architectures 

Com~arison Factor 

Power Consumption 

Speed 

Security 

Extensibility 

Upgradeability 

Centralized Architecture 

Higher power consumption due to 
centralized data collection and the 
resulting inability to power down 
inactive sections. (Assumes micro- 

processor centralized system.) 
Application dependent. The 
centralized architecture may create 
a bottleneck at the processor and 
does not allow for any parallel 
computing. However, the design 
can he optimized to increase speed. 

Centralized architecture provides 
adversaries with a single point of 
attack. However, software is less 
accessible than hardware, so the 
system structure is less 
accessib~e.~"""~ 

Limited extensibility. The 
architecture is mostly static, and 
only minimal hardware re- 
co&gurability would be possible. 
Not as easilv u~eradeable. . .- 
Upgrading any hardware 
component of the system is a more 
involved process, requiring at least 
as much effort as for the 
decentralized architecture, and may 
require a complete architectural 
redesign. Software upgradeability 
is at best as easy as for 

Modular 1 Decentralized 
Architecture 
Lower power consumption due to 
decentralized data collection and the 
resulting ability to power down 
inactive mod~les .~" ' 
Application dependent. The 
decentralized architecture removes 
any major bottlenecks and allows 
for parallel and application specific 
computing on each module. 
However, data transfers over the 
inter-module bus may reduce overall 
speed. 
Decentralized architecture 
distributes the mechanisms for 
security making defeat more 
difficult. However, system structure 
is more accessible since the 
structure is more hardware 
based." "Oe2 

Much broader extensibility. 
Extensibility fundamentally limited 
only by thenumber of bitsin the 
address of each 
More easilv uoeradeahle. Since the . .- 
inter-module communication will be 
standardized, upgrading any 
hardware component simply 
involves building it into a new 
module. Software upgradeability is 
at least as easy as for centralized 
architecture. 



Application Fit 

Initial Implementation 

Future Implementation 

Short Term Cost 

Long Term Cost 

Robustness 

Size 

Part Count 

modularized architecture. 
Each unique application will 
require the design of an entirely 
new system. Centralized design is 
customized to a smaller applicatior 
space. 

Easier. The main initial 
complications come only from the 
number of tasks the central 
processor will have to service, the 
task scheduling, and interrupt 
servicing of multiple critical data - 
input streams. 
More involved. Since the system is 
customized, future 
implementations require more 
effort to design. There is limited 
reusability of previous components 
when future applications deviate 
significantly from prior ones. 

Probably less expensive. The lowel 
part count drives the cost lower, 
but the possible necessity for a 
more powerful central processor to 
handle all of the operations of the 
system might balance this. 

More expensive. Since the 
architecture is not as extensible or 
upgradeable, only problem or 
mission area specific solutions can 
be engineered. Any future 
development in a wider application 
range will start from scratch and 
hence require much more effort 
and cost. 
Less robust. Highly sensitive to 
single point failure. Any 
robustness will be due to 
complicated software reducing the 
ease of implementation. 
Smaller. The layout can be 
optimized overthe whole system. 

Lower part count since the data 
storage and computation is 
centralized to a single processor. 

Each unique application will use 
different modules but keep the same 
general system architecture. This 
vastly reduces the time, money, and 
effort required to implement new 
solutions. Modularized design is 
applicable to a wider application - - - - 

space. 
More involved. Time and effort 
must be expended to thoroughly 
design the overall architecture, and 
develop standards for module 
interactions. Decentralization will 
lead to more difficult inter-module 
communications debugging. 
Easier. Once the building blocks are 
in place, each future implementation 
requires simply putting the right 
pieces together and programming 
their interaction. Reusability of 
previous work is more likely when 
future applications deviate 
significantly from prior ones. 
Probably more expensive. The 
higher part count drives the cost 
higher, but the possibility of getting 
a less powerful general purpose 
processor (since it wont need to 
handle as much traffic) might 
balance this. 
Less expensive. Since the 
architecture is widely extensible and 
upgradeable, future development 
will have an already built 
infrastructure from which to work 
hence requiring less effort and cost. 
Mission space applicability is much 
broader. 

More robust. Less sensitive to single 
point failure due to the modularity. 
Robustness is inherently built into 
the system architecture. 

Larger. Only the layout of 
individual modules can be 
optimized. Also a standardization of 
module packaging and connectors 
will likely resilt [n some wasted 

m,%&Xe4 

Higher part count since data storage - 
and some level of computation is 
decentralized onto individual 
modules. 



Note I: Even though there are more parts in the decentralized architecture, a brief survey of processors will show 
that more power will be consumed by one large processor than by several smaller processors. 
Note 2: Assume that tamper protection is implemented on both systems, and all means of security possible are 
employed on the individual nodes. The largest security concern with distributed sensor networks is not in the 
individual nodes, hut in the network communications. The operational power of a sensor network is mainly in the 
network, not in the individual nodes. 
Note 3: Since I'C is a candidate for the intra-node communication, it should be noted that the official I'C 
specification allows either 7 or 10 bit addresses. This will allow up to 127 or 1023 modules with one additional 
broadcast address. An actual implementation would be limited to far fewer modules by various logistical and 
engineering issues including the increasing bus capacitance as more modules are added. 
Note 4: A single Multi-Chip-Module or System-on-a-Chip implementation of the decentralized architecture could be 
made for optimal space conservation. This would incur higher costs depending on production volume. 

From Table 9, it can be seen that there are tradeoffs associated with both types of 
architectures. There is no single best solution to every distributed sensing scenario - every 
mission application should be analyzed to find the best programmatic fit. It should be noted here 
that it would also be possible to combine a centralized and decentralized architecture into a 
hybrid system where only certain portions are modularized. There is a potential to design this 
type of compromise system to gain as many good aspects of both systems as possible while 
limiting the number of negative characteristics inherited from either. In this way, it may be 
possible to make the architecture itself a tunable characteristic to optimally satisfy application 
constraints. 
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5.5 Sensor Node and SDAC Security Considerations 
The threats to wireless sensor networks (WSN) extend beyond traditional computer 

systems due to the radio frequency issues and the need to place the sensors in hostile or 
unmonitored environments. This chapter provides insight into the general issues associated with 
sensor networks security from communication and networking issues to hardware and software 
architecture tampering. 

5.6 General Security in Sensor Networks 
Wireless sensor networks differ from other forms of distributed systems in a very important 

way, and therefore many fundamental solutions in network security fail to apply and must be 
discarded. The resource-starved nature of sensor networks creates a new and paramount 
challenge for their security. Since sensors generally have very little computational power, 
public-key cryptography is considered excessively expensive and most symmetric-key ciphers 
can be used in a limited scope. Sensors have a minimal amount of memory, which limits the 
amount of state information we can maintain within security mechanisms. Communication 
bandwidth presents an even greater problem, where each transmitted bit generally consumes as 
much power as many program instructions. Therefore, any data expansion (increasing message 
size, etc.) added with the inclusion of security provisions within a sensor network comes at 
extreme cost to power consumption [I]. Every increase in power consumption within a sensor 
network is a decrease in the lifetime of a sensor node, and security must therefore be designed 
with power in mind. Despite its increase in resource consumption, security is a very necessary 
feature to be added to any sensor network, especially those deployed in possibly malicious areas. 
Therefore, care must be taken in identifying and addressing vulnerable areas of a sensor network 
in order to find the maximum increase in security while providing the least amount of power 
consumption increase. 

A thorough analysis of the general security problems within sensor networks will provide 
the motivation and background needed to address problems within the SDAC architecture. The 
following outline contains selected topics in sensor network security with direct application and 
importance to the MOUT (Military Operation in Urban Terrain) or Border applications of 
SDAC. They follow from the assumption that there is no way of ensuring physical security on 
the individual nodes. In the SDAC architecture, it will be desirable to include the base security 
enhancements as outlined below, in addition to those specifically outlined in Section 5.7. It is 
important to note, however, that it may not always be feasible to apply all security provisions to 
all aspects of node functionality given the extremely limited resources of the architecture. 
Therefore, various applicable security problems will be identified as well as what provisions are 
needed to solve them; additionally, it must be analyzed how these provisions can be 
implemented and applied in an efficient and effective manner. 



5.6.1 Technology Exposure 
Technology exposure is perhaps the most critical concern facing sensor networks deployed 

in potentially sensitive areas. It provides the ability for an adversary to gain specific knowledge 
about and functionality with a given sensor node such that it can use for an unintended (and 
perhaps malicious) purpose. 

Exposure of information is a physical, implementation specific concern. The question 
revolves around the fact that, once a sensor network is deployed in the field, what functionality 
will be available (exposed) to a random entity that happens upon a device? More specifically,- 
will a possibly malicious entity be able to accomplish anything significant without specific 
knowledge about device functionality? Will there be any possible information leakage via an 
insecure side-channel? In reality it must be assumed that there are no physical protections on a 
node and that each node is completely exposed to physical attack and interception. Before 
further analysis can be made, it is important to define physical attack against a node as well as 
insecure side-channels: 

Side-Channel Attack: 
A side-channel attack consists of performing an attack against a non-standard entry 

point on a device. In the context of a sensor node, the normal entry point would be via 
the wireless communication module through which all inter-node communication takes 
place. A side-channel is any other possible entry point on a system other than 
traditionally specified, which would indicate any other entry point on our node other than 
the wireless communication channel. 

Bus Snifing: 
Bus sniffing is a side-channel attack wherein an attacker reads data bits as they pass 

along a system bus. This can be accomplished in varied difficulty, and the degree of 
difficulty depends on the complexity of the bus. This attack has been used extensively in 
the past to figure out bus communication protocols as well as extracting specific data 
from the bus (such as cryptographic primitives, etc.). Equipment needed consists of a 
custom made tap-board that will extract data from the bus lines, and some sort of 
analyzer for processing the data. This is a highly specific attack and requires a great deal 
of hardware knowledge. 

Differential Power Analysis: 
Differential power analysis (DPA) is a side channel attack against any electronic 

system. By monitoring a channel that utilizes system power, such as the connector from 
a node battery to the main processing unit, an adversary can determine a great deal of 
information about a system. It can be readily identified that when a system is using more 
power it is likely performing some heavy computational task such as encryption or key 
generation. By examining the electromagnetic emission of various components of a 
node, one can achieve the same desired affect as physical contact. 

Utilizing some or all of the above methods, an attacker can gain access to a node on 
varying levels. For instance, with knowledge of the bus transmission protocol, one could 



carefully construct messages sent within the node such that they are able to modify the behavior 
of the node. DPA could possibly allow one to extract certain properties of a node, such as its 
cryptographic keys. These arc all considerations when designing the physical architecture of a 
node. However, it is important when addressing security outside of the physical layer to assume 
that a node is fully exposed to possible adversaries. Given this, it is important to construct a base 
of security that allows for an acceptable level of protection in the presence of an exposed and 
possibly intercepted node within the network. 

5.6.2 Member Enforcement 

One of the most basic concepts in sensor security is the enforcement of network 
membership. A member of a network is generally considered a trusted entity and is allowed 
normal access to network functions and resources. The primary concern is in  keeping a 
malicious entity from joining the network and performing some "bad" operation such as flooding 
the nodes with erroneous data, perhaps to the extent that normal operation is no longer possible. 
In addition, it is necessary to ensure that a malicious base station is not able to subvert and take 
over the original sensor network's traffic. Fundamentally, it is important to ensure that a sensor 
network performs in a safe and secure manner in the presence of one or more possibly malicious 
outside sensors. 

5.6.3 Data Authenticity 

It is important to maintain some mechanism for ensuring the authenticity of data being 
transferred across the network. Data must not be random noise, but some meaningful sensor data 
or network management information coming from a trusted source. There are five main types of 
traffic traveling throughout a sensor network: sensor data, routing and infrastructure management 
information, node management information, noise and a fusion of the above. 

In general, sensor data is uni-directional in that it will be traveling from a node and routing 
through to the base station, or possibly interpreted (fused) at an intermediary node. Routing and 
infrastructure management information will travel in many directions, and is used to modify the 
network structure and routing tables in case of node loss, and may or may not involve the base 
station. Node management information can be thought of as uni-directional and moving 
"downstream" from the base station to its children nodes, performing some type of 
administrative task for the network. 

Noise is not necessarily acceptable network traffic, but is indeed an element of concern in 
real-world deployment. It is important to discern normal information from noise, and ensure the 
presence of noise does not alter valid data in any harmful way. In regards to sensor readings, it 
could become critical to verify their origin. This will provide a framework in which non- 
member nodes cannot insert arbitrary information into the network. 

Another problem is the case when a node is tricked into producing and propagating through 
the network some type of erroneous reading. This is an indirect attack and its solution is non- 
trivial. For example, take the scenario when sensors are deployed across a border to monitor 
travel in and out of a country. One sensor suddenly looks like it has many entities in movement 
about it, causing alarms that a large flow of people is moving across a region. The attack 



concerns the case when, in reality, one or two people are repeatedly activating the sensor in order 
to draw attention from another location which would normally trigger concern. Mechanism 
utilizing various sensor types can be used to prevent against this method of attack. 

Network management information should be subjected to some form of authentication from 
node to node to ensure that the ad-hoc managed structure of the sensor network is maintained. A 
denial-of-service (DoS) attack is possible if the routing tables contained on certain nodes are 
modified such that network traffic follows a circular path, never being routed to a base station. 
Only trusted nodes should be allowed to modify the routing structure of others, and therefore 
their network management messages should be strongly authenticated. Authentication can be 
approached by various methods. The network can be setup such that each node has a unique 
identification that carries throughout the network, or authenticates via cryptographic methods. 
Additionally, authentication can be performed through a third party, or perhaps designate some 
nodes as a semi-authority. Node management traffic propagating from the host down to the 
nodes should always be authenticated, as it has the power to modify the behavior and properties 
of individual nodes. If more than a single base station is present then the means for 
authenticating each should be present in each individual network node. 

5.6.4 Timestamps 
An important security concern is in identifying anomalous behavior present on a network. 

Authentication provides a strong level of protection against erroneous membership and data, but 
does not prevent a denial-of-service attack. In reality there are two types of DoS attacks: (1) 
when data is never routed to the base station, and (2) when network traffic is so flooded that it 
cannot successfully propagate to its desired endpoint. Timestamps give an accurate 
representation of the lifecycle of data as it traverses the network, and can be used to identify 
problems in specific areas of the network topology. Intelligent filtering must be used to 
determine what an acceptable traversal time is, and subsequent modification of data routing will 
avoid and perhaps remove possibly compromised nodes. 

5.6.5 Fault-Tolerance 
In the event of node failure there must be concrete means of recovery for the network. The 

following scenario provides a concrete example: take a self-organized network of nodes with 
each following a standard routing algorithm. If a single node fails or is compromised and the 
routing tables fail to update in a timely fashion, the resulting network behavior can be used to the 
advantage of an attacker. The first concern lies with the traffic that is lost to that node or waiting 
for the node to respond; secondly, it is possible for a new malicious node to come online during 
the time delay of the network that effectively emulates the original node. The latter problem is 
prevented by use of strong cryptographic authentication. Timeouts should also be placed on 
message transmission such that a node failure will be almost immediately recognized and 
time/resources will not be wasted on transmitting data to the absent or possibly malicious sector 
of the network. Therefore, a routing structure should be self-modifying and persistent in order to 
be fault-tolerant enough to discover possible network anomalies. 



5.6.6 Routing 
One of the most heavily addressed issues in sensor network security is routing. A secure 

routing protocol can create a high level of operation security in a sensor network. Theoretically, 
a secure routing protocol should guarantee the integrity, authenticity, and availability of 
messages in the presence of a malicious entity [I]. It is very difficult to protect against inside 
attacks by members of the network, and as a result provisions must be included to prevent 
improper admission to the network by untrusted nodes. Protection from eavesdropping and data 
replay must be handled within other security provisions as they are better addressed in the 
application and link layers (of the network stack). Due to the fact that most routing protocols in 
sensor networks are designed to be as simple as possible, they are more susceptible to attack than 
general ad-hoc routing protocols. The following list of known attacks against routing ad-hoc 
schemes, and will allow for design of a secure, robust routing scheme for SDAC [I]. 

5.6.6.0 Spoofed, altered or replayed routing information 
The most direct attack against sensor routing targets the routing information exchanged 

between sensor nodes. If an adversary can spoof, alter or replay information they could possibly 
create routing loops or attracthepel network traffic, extend or shorten source routes, generate 
false errors, partition the network or increase latency [I]. All of these can be catastrophic to the 
sensor network as they will greatly increase power consumption or cause the network to function 
in an unintended fashion. 

5.6.6.1 Selective forwarding 
Often it is assumed that a node will forward received messages when necessary to the best 

of its ability. Selective forwarding is an attack wherein a malicious entity (which may or may 
not be a node) selectively chooses which traffic to forward. An extreme case of this is when a 
node forwards no traffic and acts like a black hole within the sensor network. This attack is 
unlikely, however, as neighboring nodes will view the malicious node as broken and reroute 
traffic around it. It is much more damaging when a node decides to hold onto traffic from select 
nodes, rendering them useless within the network. This sort of attack likely seems only feasible 
by an insider; however, an outsider can perform this attack by intercepting traffic over the radio 
and jamming the channel between the nodes, acting as a third node in the situation. It is much 
more likely that an attacker will try and insert themselves as members of the network to perform 
this attack, as the jamming and intercepting of signals is considered very difficult. 

5.6.6.2 Sinkhole attacks 
The goal of a sinkhole attack is for an adversary to lure as much traffic as they can from a 

set of nodes through a compromised node, creating their own central routing and monitoring 
point on the radio network. This is generally accomplished by making a compromised node (or 
third-party within radio range) look like the highest probable next target in the routing algorithm. 
For example, a compromised node could lie about the quality of its radio link to the base station 
to lure traffic in its direction. If an attacker had a higher-power machine helshe could actually 
provide a powerful link to the base station and advertise it to the individual nodes in an attempt 



to lure their traffic through the malicious channel [I]. A sinkhole attack makes the attack in 
1.6.2 trivial, as they can selectively modify andlor deny traffic as it is routed through the 
sinkhole. 

5.6.6.3 Sybil attacks 
In a Sybil attack, a malicious node creates multiple "identities" for itself on the sensor 

network. Other sensor nodes have no idea that the multiple identities they are aware of are 
actually a single physical node. This greatly decreases the fault-tolerant nature of multipath 
routing as there is both a greater chance that traffic will be routed to a malicious node, and less 
diversity between physical nodes on the network. On another occasion, a malicious node may 
create multiple geographic identities for itself in case it is discovered. That is, it will store 
multiple coordinate systems for itself if it is discovered such that the malicious node can appear 
to be in multiple locations or possibly multiple nodes. [I] 

5.6.6.4 Wormholes 
Wormholes are a method of achieving a sinkhole attack from within the network. During a 

wormhole attack, an adversary tunnels messages received in one location of the sensor network 
over an alternative link and replays them in a different location. For example, a single node is 
situated between two other nodes and is forwarding messages between the two of them. Now, 
imagine that the two nodes are actually communicating with two geographically distant 
malicious nodes with a discreet communication side-channel. The two malicious nodes can lie 
about their relative distance to each other to ensure that communication passes through them, and 
all traffic from two geographic locales will travel through the two malicious nodes. An 
adversary situated close to a base station can disrupt normal routing by placing a wormhole such 
that it can convince nodes that are multiple hops from the base station that they are much closer. 
The resultant effect is a sinkhole on the sensor network. [I] 

5.6.6.5 HELLO flood 
The HELLO flood was first introduced in [I], and is based on the following idea: many 

routing protocols require nodes to broadcast HELLO packets to announce their presence to nodes 
within radio range. Nodes receiving the HELLO packets generally assume (not always 
correctly) that they are within normal radio range of the sender. Take, for instance, the case 
when an outside attacker has a powerful machine capable of broadcasting strong radio signals. 
They could then send a HELLO packet to each machine on the network broadcasting that they 
are just one hop from the base station. Each node would, in turn, send packets to the adversary 
to forward to the base station. In most cases, these packets would be lost to the channel and the 
resultant network would be completely ineffective. Even worse, if a node were to figure out the 
ruse and re-route to a closer node, the next node may be still broadcasting to empty air. 



5.6.6.6 Acknowledgement spoofing 
Generally, routing algorithms used in sensor networks rely on acknowledgements at the 

link layer. Given the wireless broadcast medium, an adversary can intercept messages with 
relative ease and spoof acknowledgements for overheard packets transmitted to neighboring 
nodes. In doing so, an attacker can convince a sending node that a weak link is strong or that a 
dead node is still available. Since packets sent in either of these situations should be lost, the 
adversary can mount a selective forwarding attack using acknowledgement spoofing. [I] 

The above attacks give a general identification of routing security problems faced by a 
sensor network. Once again, it is important to stress that a secure routing scheme cannot protect 
against insider attack, and serious consideration must be given to preventing unauthorized 
network membership. 

5.6.7 Power Considerations 
When adding security mechanisms to a sensor network the most important affect is 

increased power overhead. Additional computational and data complexity to modem computing 
devices with their vast amount of resources is generally not of concern, but the contrary is 
evident within sensor networks. Any enhancement of security will increase the resource usage 
of a system proportional to the amount of security added, and careful consideration must be 
given to the tradeoff of security versus resource consumption. The most expensive operation on 
a sensor node is radio communication, where the cost per bit is vastly increased over regular 
computation. It is important to note that the encryption of a data segment will not increase the 
size of the data being transmitted, and therefore additional security will not increase 
communication overhead directly. Indirectly, the need to maintain and update cryptographic 
primitives and perform authentication between nodes will increase the amount of necessary 
network traffic, and therefore increase the power consumption of the average node. It remains to 
be analyzed exactly what the optimal solution is in regards to key maintenance and 
authentication versus power consumption. Computational power requirements are generally 
much less than those of communication, but must still be considered if a high amount of 
computational resources are required for cryptographic operations. Therefore, it is necessary to 
find a cryptographic algorithm that meets the requirements for minimal computational (and 
indirectly, power) overhead within a sensor node. The choice of cryptographic algorithm and 
implementation depend on the sensor architecture used, as various architectures may have 
separate specifications regarding available resources. 

5.7 SDAC Specific Security Issues 
SDAC, though subjected to the aforementioned security provisions, contains a unique set 

of problems due to its modular architecture. It may be irresponsible to look at only the above 
problems of general sensor networks assuming that they cover the gamut of possible situations 
after deployment. Additional properties of SDAC must be identified that can have impact on its 
security in the field. It is convenient to break up security into three separate domains based on 
its respective fundamental functionality, with some overflow from one into the other as well as 
analyze each situation in regards to our power and computational limitations. 



5.7.1 Hardware 
The desired environment for deployment of the SDAC sensor network is, in essence, 

highly malicious. Both nation-borders and urban warfare environments (MOUT) are rife with 
adversaries that will benefit from acquiring the knowledge and means to subvert any protections 
provided by the sensor network. It will likely be impossible to protect against an adversary 
learning the network infrastructure and thus gaining the ability to subvert sensor via avoiding 
their geographic locale. This is a deployment aspect of SDAC and not within the scope of 
security. Rather, concern lies with an adversary gaining specific knowledge about the sensor 
nodes such that they can modify or use them for malicious purpose. Earlier this concept was 
introduced as "technology exposure," where it is desirable for SDAC to be engineered in such a 
way that this exposure is minimized. 

Given that the hardware design of SDAC relies on modularity (which provide a number of 
benefits in a sensor environment) it is susceptible to a greater chance of side-channel attack and 
exposure of key architectural and data components. 
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Figure 22: Hardware Level Subsections of SDAC 

The above diagram in Figure 22 illustrates the individual architectural subsections of the 
SDAC architecture. Each component is subject to individual security analysis, which will help 
develop optimal solutions in regards to resource consumption versus strength. Examine the 
module-level diagram illustrated in Figure 23. 



Figure W: Individual Module Points-of-Attack 

From this three main points of attack are identified: the sensor connection to the Cygnt Ll 
8051, the power line from the 8051, and the outgoing 12C bus. Additionally, though not shown 
above, are the ports that perform the programming of the processor. The sensor connection to 
the main processor is designated as a point-of-attack due to the fact that it can be manipulated to 
produce erroneous sensor readings that work in the favor of an adversary. It is infeasible to 
protect this data line via encryption (as it has no processing power), and the only possible 
existing solution is to integrate the sensor into the processor packaging such that the line of 
communication is not physically exposed. 

The external power line from the 8051 to the power source exposes individual modules to 
an advanced attack wherein one analyzes the power consumption of the device in order to extract 
information. This is an extremely difficult problem to solve, and requires one to attempt to mask 
the statistical power consumption over various program segments and cryptographic operation as 
identified in [2]. One positive note is that this attack is non-trivial and requires a high level of 
knowledge by an attacker and specialized equipment (meaning that it is not easily implemented 
in the field). However, it is important to assume that an attacker is easily as knowledgeable as 
the system engineers and has the technological resources required. Therefore this attack it 
identified as a major exposure of information by the device. There are some provisions that can 
be developed for a device to reduce its susceptibility to such an attack, and are identified in 
[3,4,5,6,7]. The outgoing 12C bus is a major focal area of attack, but as it generally applies to a 
higher abstraction layer it will be covered at a later time. 

Figure 24: Nodal Points-of-Attack 

Individual node types are covered within subsections 1-4 in. Of these, (1) is considered to 
be in the possession of a trusted entity as it is the control point of the overall sensor network and 



not subjected to the same scrutiny (in regards to security) as the others. Figure 24 shows nodal 
types that arouse concern and the focal points for attack. It should be identified that the attacks 
occur on the Inter-IC Bus (12C), which is the main communication channel between the 
individual modules. Using an attack commonly called "bus sniffing" one can easily (assuming 
access to necessary hardware) discern the bus communication protocol as well as the contents of 
any data being transferred. Bus sniffing requires that an attacker construct some sort of a 
tapboard that will read the signals from the individual bus lines, and then process them in such a 
way as to extract useful information. A successful method of performing this attack was 
exhibited on the Microsoft XboxTM in [8], where the shared secret key for encryption of 
hardware communication (as well as other information) was extracted from a single unprotected 
bus line. This method of attack leads to a plethora of security vulnerabilities such as data and 
key extraction, replay, man-in-the-middle attacks and malicious module insertion. It should be 
obvious the implications of data and key extraction in regards to the security of the sensor 
network, especially if a shared, static key is used across all nodes. Simple knowledge of the bus 
communications protocol and perhaps the secret key (if used) makes it possible for an attacker to 
create a malicious node module which can provide them with a means of joining the sensor 
network. For example, a simple attack would be to construct a faux sensor module that acted 
like a trusted module but rather repackaged and communicated readings and inter-node 
information to a malicious entity (essentially acting as a pseudo base station with much less 
functionality). Such a node, given proper information, would appear as a trusted sensor node. 
Another example occurs when an erroneous module is inserted into a node that simply produces 
incorrect readings in order to trick the base station into incorrect action. This could have dire 
effects on the quality of the sensor network, and could compromise its integrity as a whole. 

Additionally it is important to note that the exposed pins on the processing board will 
impose a serious security threat. Simply stated, they should be removed in such a way that an 
attacker entity cannot use them. This means covering them in some material whose removal will 
break the board, or simply breaking the pins in such a way that their signals cannot be read 
andlor modified. 

5.7.2 Software 
It is vitally important that SDAC be concerned with the security of its running software for 

trusted operation. The extraction and subsequent modification of software within the nodes 
would have disastrous consequences in regards to the trust model of SDAC. With the addition of 
security enhancements to limit technology exposure on the hardware level, it should be 
sufficiently difficult to determine the functional purpose of software as well as the data contained 
within. However, if an attacker were able to extract the software from the processing component 
of each module, then they could theoretically recreate a node with their custom (and likely 
malicious) attributes. To protect against the extraction of software, it will be necessary that 
node-level programs be stored in protected flash memory such that reading its contents is 
difficult if not impossible. Mechanisms should also be included for monitoring the execution 
integrity of the software. This can be accomplished via a concept known as execution tracing 
outlined in (91. The fundamental idea is that a method is used to compare the execution path of 
the current code with that of one that is expected normal code behavior; if they are not equivalent 
the code is labeled as tampered and execution is refused. This provides no means of recovery 



from tampering, but prevents successful operation of a node in the event of tampering. It will 
remain important to assume that this will add significant computing overhead to the module 
processor, and correct amount of code to monitor in order to achieve a desirable level of security 
without sacrificing too much on power consumption must be determined. 

5.7.3 Wireless Communications 
Node-to-node communication is perhaps the most diverse area in regards to possible points 

of attack. It is simplest to say that the wireless channel is extremely vulnerable and difficult to 
protect. However, there are specific attacks that are at least feasible to protect against within the 
SDAC sensor environment. For example, all node-to-node communication can be snooped on in 
plain form as it is transmitted via radio link. However, not all traffic need be protected and a 
certain level of information leakage can be accepted. That is, only data and critical network 
administration information should be protected against snooping by a malicious third party. This 
reduces the amount of overhead required by security mechanisms as they are not always 
necessarv. The ~ractical solution needed in order to Drotect radio communications is the 
application of a fast, symmetric block encryption cipher. In our case, AES (Advanced 
Encryption Standard) should be used as it is optimized for small memory and computational 
powdr: See ~ ~ ~ e n d i x ,  Section 8.2 for a detailed overview of the AES algorithm. 

The symmetric nature of the AES algorithm allows for utilization of half its functionality 
on any given node. That is, if on the Data Fusion System (DFS) or root node, any data sent to all 
child nodes we need only use decryption (as it has a larger memory and computational footprint 
than encryption). This is due to the fact that if the decryption function is applied to a data 
segment followed by the application of the encryption function, the result will be the original 
plaintext value as if the inverse method were applied. This method requires the same key be 
used for decryption and encryption. Given that the DFS or root node should have some extended 
computational resources beyond the individual nodes, the more intensive decryption operation is 
used on it exclusively. 

In addition to data protection, the use of AES allows for authentication of individual 
network nodes as members of the sensor network. This is due to the fact that onlv authorized 
members will have access to the proper encryptionldecryption key (theoretically) and only 
authorized members will be able to perform encrypted communication. Using Figure 25 as an . - - - 
example, if node A is a member of the network and wants to initiate communication with node 
B, whose membership is unknown, they can perform the following. Node A requests 
authentication from node B. Node B knows the authentication message, which could be a 
random seed similar to a key that is distributed by the root node. Node B then encrypts the 
authentication message with the secret key and sends it to node A. Node A then decrypts the 
messages and checks it against their authentication message. From that point it is a simple 
passlfail. 



Figure 25: Network Points-of-Attack 

Concerning routing (as was introduced in section 1.6), possible solutions can now be 
identified for some of the presented attacks. Many outsider attacks against SDAC routing can be 
prevented by simple link-layer encryption and authentication in the same fashion as was used to 
protect wireless data. A Sybil attack (1.6.4) is no longer a threat because nodes will not accept 
even a single identity for the malicious entity; it is authenticated each time communication 
occurs. Most selective forwarding (1.6.2) and sinkhole attacks (1.6.3) cannot occur as the 
adversary is prevented from joining the network topology. Link-layer acknowledgements (1.6.7) 
are also authenticated such that they cannot be spoofed. Encryption and authentication will not 
solve all routing attacks such as wormholes and HELLO floods. Additionally, there are no 
provisions to protect against a malicious entity that is already a trusted member of the network 
(or has achieved that position through careful reverse engineering of a node). More advanced 
solutions do provide us with a positive solution, however. For example, the best defense against 
a HELLO flood is to verify the bi-directional characteristic of a link before taking action on a 
message received. Geographic routing is a positive direction for protection against wormhole 
and sinkhole attacks. For further information the reader is referred to [I]. 

A more technical analysis should be given to the actual radio broadcast method used, as 
some modulation schemes provide greater security than others. Concern is focused at Layer 1 
(Physical Layer) of the network stack, with a focus on detection, interception and jamming 
(resistance against) characteristics of the different modulation schemes. It is out of the scope of 
this document to cover all modulation schemes, so coverage is restricted to the best candidates in 
regards to security. The two best methods to use are Direct Sequence Spread Spectrum (DSSS) 
and Frequency Hopping Spread Spectrum (FHSS). For more on other modulation schemes the 
reader is referred to any digital communications textbook. DSSS spreads a given transmission 
signal over an allowed band, and is modulated via a random binary string called the spreading 
code. Both the transmitting and receiving ends must have the same spreading code. Due to the 
fact that DSSS spreads a signal over a wide band, it can recover fast from narrowband 
interference. From a security standpoint, DSSS is very desirable in that it generally appears as 
noise to traditional radio signals and is hard to detecttintercept. FHSS hops in a pseudorandom 
sequence between frequency sub-channels on which it transmits short bursts of data over a 
period of time before moving on. Senders and receivers must both know the pseudorandom 
sequence and be synchronized with each other for successful data transmission. Given the fact 
that the used frequency is always shifting in a pseudorandom fashion, FHSS is rather 
insusceptible to interference and interception. This joined with the fact that an attacker must jam 



and entire band to successfully break communications makes FHSS the more secure scheme of 
the two. An added benefit of FHSS is that there are fewer collisions with nearby networks 
operating on the same band (which in the current application would mean that SDAC A would 
not interfere significantly with SDAC B in close proximity, if they were to be kept as separate 
networks). An interesting and highly desirable solution is in Ultra-Wideband (UWB) 
transmission. UWB does not use modulation for data transmission, but rather uses impulses that 
carry data in their timing or presence. UWB is perhaps the most secure in regards to signal 
detection, but is still in development and research phases and is therefore not feasible until it 
becomes standardized. 

If the application of error correctioddetection schemes within the communication layer of 
SDAC is necessary, it will add an additionally beneficial level of security varying with the rate 
of the encoder. That is, for every m data bits being transmitted we will also have n coded bits 
being transmitted (where d m  is the rate of the encoder) which will add additional complexity to 
the data stream. It will be difficult, given that an attacker is not synchronized with the 
transmitting entity, to distinguish between coded and data bits. This is similar to encryption, but 
would occur in addition to encrypting the data. It is important to note that adding n coded bits 
for each m data bit to the wireless communication channel will increase the necessary power 
consumption (based purely on transmission) by a factor of (n + m)lm. 

5.7.4 Power Considerations 
SDAC sensors must perform for long time periods on as little battery power as possible, 

the additional power consumption required of any security provision is of the utmost importance. 
All the aforementioned security provisions are minimal in that they consume the least amount of 
power while providing the highest level of security when compared with their peers. Of course, 
stronger security enhancements such as public-key cryptography can be pursued, but are likely 
unfeasible due to the high increase in power requirement. 
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6 SDAC Demonstration System 
The development of a demonstration system was part of the three main objectives of this 

LDRD. Due to the brief development cycle the team and program managers established some 
initial constraints to scope the demo system development. These constraints included: (1) using 
established hardware; (2) consulting with experts on validity of demo scenario; (3) conceptual 
demonstrate that reflect the SDAC vision of smart wireless sensor networks. This chapter covers 
the details of the SDAC demo system and other exploratory system development, like cameras. 

6.1 SDAC network for MOUT 
A distributed wireless sensor network, based on the Sense, Decide. Act, Communicate 

(SDAC) framework, provides a method for collecting real-time knowledge on otherwise 
intractable systems. The distinction between knowledge collection and data collection is 
important because it implies the engineering of an embedded intelligence, collaboration, and 
data reduction in the network itself rather than on any centralized unit. This decentralization 
makes the network more robust against single point failures, and thus more adaptable to the 
quickly changing conditions faced in MOUT. Making the network "smart" also allows the 
possibility of complex and multi-modal sensing which can decrease false alarm rates while 
increasing confident dependency on proper operation. Finally, the removal of a central 
computational unit decreases the amount of wireless traffic necessary between the nodes, and 
this extends network lifetime with lower power operation while also decreasing the probability 
of wireless transmission detection by opposing forces. 

The application of SDAC sensor system will be derived from some of the concepts 
(italicized phases) provided in the prior paragraph. The actual scenario mission space was 
determined during a group meeting in NM with other Sandians, who felt MOUT provided the 
most interesting potential for a conceptual demonstration. The scenario was based on survey 
information of the MOUT domain, ongoing war situation in the Middle East, discussions with 
DOD personal during Washington DC meetings, and discussions with knowledgeable Sandians 
in the area of MOUT. This section provides details about the MOUT scenario, a brief evaluation 
of potential hardware and highlights of the SDAC conceptual issues used in this demonstration. 

6.1.1 Overview of demo scenario 
One of the primary issues that face the military in MOUT situations is the inability to 

identify an entity as friend, foe, and non-combatant (IFFN). MOUT environments are inherently 
complex and densely populated with sight and communications obscuring structures. Along with 
the additional com~lications of dynamic terrain and difficult mobility ~roblems associated with . - 
MOUT, securing battlefields andassuring enemy retreat poses a challenging problem. This lack 
of battlespace awareness, at all levels of control, can lead to the development of dangerous 
operational chaos. The close proximity of forces and extremely short engagement ranges in this 
already problematic arena creates the further hazard of not being able to quickly and easily 
distinguish between troops from friendly and opposing units and civilian non-combatants typical 
in urban areas. This confusion increases the possibility of fratricide and civilian casualty, both 
unacceptable consequences of any military operation. 



The IFFN demonstration will consists of an array of SDAC sensors spread over an area to 
detect the proximity of any movement within the field of sensors. The sensor array will contain 
three categories of sensor (1) passive infraed (PIR -120 Degrees), (2) acoustic and (3) geophone. 
Data from the other two sensors will be fused on the nearest PIR sensor to reduce the number of 
false positive indications of movement in the sensor field. The correlation of events coming 
from these orthogonal sensing sources is imperative in order to reduce the false alarm rate of the 
network. If the acoustic sensor detects a distant gunshot but the PIR sensor detects nothing, for 
example, no proximity event will be registered. If an event is detected and validated on any 
particular node, the node will query the presence with an RF transmission. Each friendly asset, 
both human h d  material, will carry an RF transponder tag designed to receive and respond to 
queries from the nodes in the network. This query and response between the network and 
friendly asset will categorically identify (e.g. tank, personnel, etc.. .) the asset to the network, and 
along with GPS coordinates provided by another sensor on each node, allow the network to 
localize friendly assets. If a node detects a presence that does not respond to its RF query, the 
presence will be assumed to be non-friendly. Since non-friendly could imply either foe or non- 
combatant, there is ambiguity as to the identification of the non-friendly presence. In future 
developments of the system, an imaging device may be integrated onto a specialized node in 
order to allow a user to visually identify the presence. 

The localization information of both friendly and non-friendly presence will be passed to a 
laptop (or command center) where assets can be displayed and tracked on a GIs map. The 
external collection of data from this network will not have knowledge of the details of the 
network implementation, and so the network itself effectively becomes the sensor. The 
demonstration will incorporate aspects of data fusion, data reduction, event detection and 
validation, and multi-modal sensing in order to provide a situational awareness (SA) and 
identification of friend, foe, and non-combatant (IFFN) aid in a military operations in urban 
terrain (MOUT) environment. 

6.1.2 Survey of potential hardware 
The SDAC conceptual demonstration would require existing hardware due to time 

limitations on this 9-month LDRD. While the program managers made the final selection of the 
actual hardware platform used in the demonstration, the LDRD team provided a comparison of 
positives and negatives of some potential hardware systems. The combinations of systems being 
considered were Hybrid Emergency Radiation Detector (HERD) with Cygnal8051, Crossbow 
Motes, iPaq with Crossbow Motes, Dust Inc. Motes, and HERD with Rabbit. We also considered 
the following other wireless sensor systems: Rockwell WINS -no longer obtainable, expensive; 
and Sensoria - very expensive and not for sale at this time. 

HERD wl Rabbit 
High Performance, High Power. In-network intelligence can be built in, complex sensing 

(e.g. imaging) possible, computation could be distributed with some effort. 
Cost = -$400/unit, programmers and software development environment are already owned 
Pros - 
- Sandia owned 
- Units are flexible, customization easier than other platforms 
- Units have ample memory and processing power - Units can be made more power conscious 



- Flexible platform to suit our needs 
- Units are inexpensive 
- Parts of the system software we would need alkady exists 

CONS 

- No external support required 
- Internal support is highly limited - Lacks documentation at this time 
- Never been either fully or field tested 

PDAs (Zaurus or iPaq?) with Crossbow Mote 
Attached to lower performance devices like Estrin's iPaq/Crossbow platform? 
Cost = -$200, (already have several) 
Pros - - They run Linux and are well supported 
- They are very flexible 
- They have a lot of memory and processing power 
- They are designed around StrongARM processors 
- They are operationally the highest performance system 
- They have a display built in 
Cons 
- They are architecturally uninteresting 
- They are very high power 
- Networking would be 802.1 1 based or else we would have to build our own entire stack from 

physical layer up - Pre-existing systems, application use only 

HERD wl Cygnal8051 
Low Performance, Low Power. Limited in-network intelligence, complex sensing (e.g. 

imaging) very difficult or  impossible, computation would likely be mostly centralized 
Cost = -$400/unit 
pros 
- They are very low power 
- Sandiaowned 
- Units are flexible, customization easier than other platforms 
- Units can be made more power conscious 
- Flexible platform to suit our needs 
- Units are inexpensive 
- Parts of the system software we would need already exists 
Cons - - They have limited memory (2k RAM) or processing capability 
- No external support required 
- Internal support is highly limited 
- Lacks documentation at this time - Never been either fully or field tested 



Dust Inc. Motes 
Cost = $15k for software development environment, 5 gateways, 3 programmers, evaluation 

kit, configuration utility, and 100 motes. 
pros 
- They are a better version of the crossbow motes - They are very architecturally interesting - Dust Inc. will support their products well - They have some built in routing protocols - Very cost effective, and could be used for future development 
- Low vower 
Cons - - First customers to receive the SDK - Limited memory (2k RAM) and processing power - The OS is closed source 
- They are based on a distributed data base query system making any other actions, e.g. in-network 

processing, difficult to program 
- They are designed to be a centralized system, not to do any in-network computation 

Crossbow Motes 
Cost = $1500 for 4 motes, 3 sensor boards, 1 programming board. 
pros 
- They are well-known platforms that have been used widely 
- We are close to Berkeley where we may be able to find support for them - They are low power and architecturally nice 
- The OS is open source 
Cons 
- They are not very flexible or easily customizable - They have limited memory (4k RAM) and processing power - Crossbow itself does not provide much support, and Berkeley support is not guaranteed - They are designed to be a centralized system, not to do any in-network computation 

The program managers selected the HERD units as the demonstration platform, due to a 
few different variables. The main factor was the prior knowledge of the LDRD team with the 
HERD unit. The team also saw this as a chance to extend the HERD platform and test it out in a 
domain for which it was not initially envisioned. 

6.2 SDAC demo hardware and software architecture 
<< This section is based on text taken directly from Douglas Stark and Jesse Davis, "Friendly 
Object Tracking and Foreign Object Detection and Localization", SAND2003-8736C. >> 

The Data Fusion System (DFS) is the user interface to the SDAC system. The DFS collects 
the type and location of each node in the network and displays that information on a 
Geographical Information Systems (GIS) viewer, which shows the location of nodes against 
geographical features such as roads, waterways, and terrain. Figure 26 provides a picture of the 
initial GIS viewer with two little nodes centered around the green area on the screen. 



Figure 26: GIS viewer showing a PIR, microphone, and geophone node and mads. 

Events are displayed on the GIs viewer in real-time at the location they were detected. Figure 27 
illustrates the blue icons on the GIs viewer indicating events generated by friendly objects, while 
red icons represent events generated by foreign objects. The icons persist on the GIs viewer as 
long as the object continues to generate events. 



Figure 27: GIS viewer showing a friendly event. 

The DFS stores events, which contain the ID numbers of friendly objects that were present 
during an event, in a database. The DFS software can search the database and provide tracking 
information about friendly objects, which can then be rendered on the GIs viewer to show the 
path of a friendly object as it moved through the network. 

The SDAC network contains four types of nodes, shown in Figure 28: microphone, 
geophone, passive infrared and transponder (PIRIT), and a gateway node that provides a 
connection to the DFS. Another part of the system, operating on a different frequency and 
independent of the network, is a reply transponder located on each friendly object. 

Figure 28: A microphone, geophone, PIR/T, and gateway node and reply transponder (left to right). 



The system begins operation by establishing an ad-hoc wireless network among the nodes. 
Once established, the network detects sensor events and perfoms sensor fusion on the events. 
Since the PIR sensor has a finite range of only 10 to 30 feet, and the geophone and microphone 
sensors have ranges dependent on the magnitude of the events they are sensing, the P W T  nodes 
were chosen as the sensor fusion nodes of the system. The P W T  nodes store their own GPS- 
time stamped sensor events as well as receive wireless communications containing GPS-time 
stamped sensor events from neighboring microphone and geophone nodes. The PIR/T node 
applies sensor fusion rules to the events as they are received to determine if the sensor events 
constitute a verified event. A verified event is defined as a PIR event and a microphone event or 
a PIR event and a geophone event that occur within one second of each other. This fusion of two 
orthogonal phenomena decreases the probability of false alarm in the detection of events. When 
a verified event occurs, the PIR/T node broadcasts a transponder query to its local area and 
collects friendly object replies from the object-worn reply transponders. The time and location of 
the verified event, defined as the location of the P W T  node and the time of the PIR event, and 
the ID numbers of the friendly objects that reply are packaged into a message and sent to the 
DFS, which displays the events in real-time on the GIs viewer. 

6.2.1 Module Descriptions 
Each tvue of node in the SDAC network contains a different com~liment of modules: , . 

Figure 29 shows the seven different modules. Microphone and geophone nodes contain a 
controller, a wireless networking module, a microphone or geophone sensor module, and a 
power supply module. The PIRE node is similar to the microphone and geophone modules, but 
instead includes a PIR sensor module and adds a transponder module. 

Figure 29: Controller, networking, geophone, microphone, PIR, transponder, and power supply 
modules (left to right, top to bottom). 

On start-up, the controller module performs an automatic discovery of the other modules present 
in its node. Once the controller has established which modules are present in the node, it 



automatically sets its own corresponding mode of operation so that the node can begin 
functioning appropriately. 

The controller module serves as a central processor for the node. It receives events from 
sensor modules, determines if a verified event has occurred, sends query requests to the 
transponder, receives query replies from transponder modules, and operates a GPS receiver. The 
GPS receiver (a Furuno GN-80) is used to provide the controller with location data and to allow 
time synchronization among all the nodes in the network without the complication of a wireless 
communication-based time synchronization protocol. The controller obtains the time from the 
GPS receiver and distributes time synchronization messages to the other modules in the node. 
This allows sensor events to be time-stamped on the sensor modules as soon as they occur. In 
order to maintain network-wide synchronization in the presence of clock drift, the controller 
modules obtain new time and location data from the GPS receiver every five minutes. 

The controller firmware is organized into software modules. The core of the firmware ia 
five software modules and their APIs. The serial module handles communications with the 
networking module. The real-time clock module operates the real-time clock and provides an 
API for setting and reading the time. The 12c driver handles communications with the sensor and 
transponder modules in the node. The GPS module operates the GPS receiver and performs time 
synchronization. Finally, the event decision software module handles sensor events, determines 
when a verified event has occurred, and handles transponder queries. Figure 30 shows how the 
software modules communicate. 

Event 
Decision Driver 
Module Module 

Module 

Serial GPS 

Figure 30: The controller software modules. 

There are two conduits for information to move into and out of the controller module. The 
serial software module allows communication with the networking module. It sends events from 
other nodes to the event decision software module and handles requests for information from the 
DFS, such as requests for the node's location. The I ~ C  driver receives events from other modules 
in the node and sends the events to the event decision software module. The event decision 
software module in turn uses the I'C driver to send query requests to the transponder. It also 



sends verified event messages to the serial software module, which sends them to the networking 
module to send them to the DFS. The GPS module is the only module that sets the real time 
clock. It also uses the 1% driver to send time synchronization messages to the other modules in 
the node. The event decision software module reads the real time clock when it sends a query 
request to the transponder module. 

The event decision software module is one of the most complicated software modules in the 
controller. It has the task of storing events, checking for verified events, querying the 
transponder, generating service requests, and sending verified event messages to the DFS. In 
order to accomplish this task, the event decision software module was organized into a state - 
machine shown in Figure 3 1. 

The event decision software has three states. In the default WAlTING state, the software 
simply stores events and waits for the events to combine to make a verified event. In this case, a 
timeout of "0" is used to signify that the software should never timeout while waiting for an 
event. Once a verified event is detected, the software issues a query request to the transponder, 
sets a 1.5 second timeout, and enters the QUERY state. In the QUERY state, the software looks 
for a query response message from the transponder. If sensor events are received in this state, the 
events are stored and the timeout is recalculated. When a query response is received, the 
software combines the verified event and the query response into a verified event message and 
sends the message to the DFS. If the software times out while waiting for a query response from 
the transponder, the state machine enters the SERVICE state. This indicates that the transponder 
failed to reply within its 1.5-second time limit. In this situation, the software sends a service 
request to the DFS to notify the user of a potential problem with the node. 

The networking module handles all aspects of the wireless communication in the 
network. It contains a Xemics XE1202 900 MHz, 76.8kbps radio and runs a low-power MAC 
layer called Sensor MAC (SMAC) developed at UCLA'. SMAC time-synchronizes nodes and 
allocates time slots to each node, thus allowing nodes to duty cycle their radios. This greatly 
reduces power consumption, but has the consequence of restricting when and how often nodes 
can transmit. SMAC uses a neighbor list to track the nodes with which it can communicate. This 
allows for simple neighbor-to-neighbor communication and broadcast and unicast functionality. 
Routed communication is accomplished with a lightweight proprietary routing algorithm. The 
networking module encapsulates all wireless networking functionality. This keeps routed 
information from entering inter-module busses and reinforces the modularity of the system. 
Networking modules can also function as a gateway to the network for the DFS computer 
through a serial port and supporting hardware. The gateway node appears as a regular node to the 
rest of the network, but contains no sensors modules or controller. 
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Figure 31: The event decision software module state machine. 



Sensor modules (the geophone, microphone, and PIR modules) consist of sensor circuitry 
and a microcontroller. The sensor circuitry output is connected to a comparator on the 
microcontroller. A DAC on the microcontroller generates the reference voltage for the 
comparator. The reference level can be hard-coded, or the sensor module can auto-calibrate the 
reference level with a preprogrammed offset. If auto-calibration is selected, the processor 
samples the output of the sensor with an onboard ADC and calculates the average of the samples. 
The preprogrammed offset is subtracted from the average and the result is supplied to the DAC 
as the reference for the comparator. The microcontroller can be configured to interrupt on either 
positive or negative edges of the comparator output. This interrupt creates an event in the 
microcontroller software, which time-stamps the event with its internal real time clock, and 
sends the event to the controller module on its host node. If the node is a microphone or 
geophone node, the controller sends the event to the networking module. The networking module 
in turn unicasts messages to neighboring P I W  nodes. If instead the node is a PEVI node, the 
event is simply logged and a verified event check is performed. Following a sensor event, the 
sensor module disables the comparator interrupt for a programmable period to de-bounce sensor 
operation. This results in a programmable maximum event frequency for each sensor module. 

The sensor module firmware uses parts of the controller firmware and maintains the same 
modular software architecture. The firmware, shown in Figure 32, is divided into the three 
modules: the I ~ C  driver, a sensor module, and a real time clock module. In the sensor module, 
the I'C driver sets the real time clock when it receives a time synchronization message from the 
controller. The sensor software module detects sensor events, reads the real time clock and 
packages the event into a message. The I ~ C  driver sends the message to the controller. The only 
conduit for information to pass into or out of the sensor module is the I ~ C  driver. 

Module u 
Figure 32: The sensor module sotiware modules. 

The transponder module is similar in functionality to a sensor module. It receives 
requests to broadcast a query from the controller and responds to the controller with a list of the 
friendly objects that reply to its broadcast. The reply list is empty if no friendly objects reply. 
The transponder module operates at 433 MHz, making its radio operation independent of the 
networking module. It broadcasts messages with a time and location stamp, and then listens for 



one second for replies from reply transponders. The replies contain the query time and location 
along with an appended friendly ID. The transponder validates each reply against the time and 
location of its most recent broadcast, and if the time and location match, the ID of the replying 
friendly is added to a growing list of friendly objects. When the one second long period elapses, 
the transponder packages the list of friendly objects and the time and location of the query into a 
message and sends the message to the controller. 

The reply transponder resides on friendly objects in the field. It listens for broadcasts from 
transponder modules. When the reply transponder receives a broadcast, it appends the friendly 
object's unique friendly ID to the original message and broadcasts this reply. The protocol and 
message structure used allow for future expansion of the information appended by the reply 
transponder. The system may thus eventually be used to collect information from friendly 
objects, such as physiological data or status, as they pass through the network. 

The power supply module provides each module in the node with a 3.3V digital power 
supply and a 5V analog power supply. The power is drawn from two Lithium CR123 batteries in 
series. Two Linear Technology LTC3440 buck-boost converters create the 3.3V and 5V supplies 
from the six volts supplied by the batteries. The overall operational efficiency of the power 
supply board is about 80%. Filtering of the power rails is done both on the power supply module 
itself and locally on other modules in the node. 

6.2.2 Platform Description 
The sensor, controller, and transponder modules were designed around a Cygnal 

C8051F124. The C8051F124 was chosen because of its large amount of RAM (8 kB), large 
amount of ROM (128 kB), onboard analog components (two comparators, two DACs, and an 
eight channel ADC), low power consumption (.5 M H z ) ,  and high speed (up to 50 MHz). 
This combination of features provided a processor that could run a real-time operating system 
(RTOS) and was configurable to meet the needs of a variety of modules while offering 
substantial computing power and maintaining relatively low power consumption. The 
networking module was designed around a TI MSP430F149. The MSP430F149 is an ultra-low 
power RISC microprocessor. Since the MSP430F149 has only 2 kB of RAM, there is not enough 
memory to run an RTOS on top of the MAC layer and routing algorithm. Consequently, the 
networking module uses a software scheduler and relies heavily on interrupts and timers. 

The controller, sensor, and transponder modules incorporate an RTOS into their firmware. 
Micro-C 0s-I1 (uC/OS-II) was chosen as the RTOS because of its low cost, flexibility, 
availability for many processors, and scalability. uCIOS-II is a multithreaded preemptive RTOS 
with many features well suited to embedded systems. The common environment makes firmware 
development easier and more consistent among different modules. Using an RTOS has 
maintenance benefits since it makes adding new functionality as simple as adding a new task. 
Interfacing with existing tasks is as simple as posting to existing queues and semaphores. The 
RTOS also helps to avoid redesigning software from the ground up for new modules by 
providing an existing software platform. 



6.2.3 Implementation Issues 
Several problems became evident while implementing this system. One of the most 

significant difficulties encountered while developing the firmware for the system was debugging 
the firmware while the modules were stacked into nodes. The hardware was designed in such a 
way that only one module in the stack could be debugged at a time. Furthermore, if the stack 
included modules made from the same hardware design (a PIR sensor module and transponder 
module for example), none of these modules could be debugged since they shared the same 
programming interface. Consequently, it was very difficult to debug the hardware in-circuit. In 
the future, a break-out board will allow the node to be assembled with the modules laid out flat. 
This will allow the modules to be debugged individually in-circuit. 

The modular, stacked architecture was also difficult to probe and observe in action. Since 
the modules are stacked together very closely, it is difficult or impossible to access much of the 
hardware with oscilloscope probes. The break-out board will also help this situation because it 
will effectively eliminate the tight spaces created by the stacked modules. The shared 12C bus 
also introduced difficulties. Monitoring and analyzing the bus traffic proved nontrivial. The only 
available method was to watch the bus on an oscilloscope. While this was useful, an oscilloscope 
cannot store the bus activity for future analysis. The break-out board will also include a computer 
interface that will allow computer software to log and decode bus activity for future analysis. 

An unexpected problem area was the power supply board and power distribution through 
the modules. The power supply was designed with adequate power filtering on the voltage rails, 
but the individual modules were not designed with local power filtering. This allowed noise from 
the modules to travel through the power rails onto other modules. This noise caused many 
problems, but was most evident in the analog sensor circuitry. In many situations, noise from the 
GPS receiver was actually being amplified in the microphone and geophone sensor circuitry, and 
causing the sensor module to register an event. In order to solve the noise problems, three 
solutions were implemented. First, LC filters were added to the networking boards. This greatly 
reduced the noise caused by turning the radio on and off. Second, larger bypass capacitors were 
added to the controller modules. The capacitors helped isolate the noisy GPS receiver from the 
rest of the system. Third, the analog sensor circuitry was moved to a power supply separate from 
the rest of the system. These three changes combined to greatly reduce the noise found on the 
power supply rails. The DClDC converters on the power supply module also proved somewhat 
unreliable. While the cause is still under investigation, the end result was always the same: the 
converters would get very hot and cause the node to stop functioning. A more reliable power 
supply will be developed in the near future. 

6.2.4 Results 
In testing, the microphone sensor demonstrated the ability to detect loud voices at 10 m, the 

geophone was able to detect heavy footsteps at 5 m, and the PIR was able to detect a person at 10 
m. Events with larger magnitudes, such as vehicles passing by or loud claps could be detected at 
greater distances. While the networking module radio can in theory transmit 300 m line-of-sight, 
they were limited to less than 100 m in practice. These facts combined to allow the system as 
built to detect people and vehicles as they passed through an area about 100 m2 in size. In theory, 
the system could be expanded to include nearly 216 nodes and cover hundreds of square 



kilometers. In practice, however, the system is most likely limited to an area a few square 
kilometers in size due to the network and routing protocols used and the necessary density of the 
range-limited sensors. 

6.3 SDAC Future Directions 

6.3.1 SDAC Future Directions 
Several task were identified, as important additions to the SDAC systems but were lower 

priority for the budget allocated. These are enhancements to the concept and are listed here as 
Future Directions. Alternate sensors added to the SDAC platform. 

6.3.1.0 Tilt sensor 
We have identified a small, low cost tilt sensor that would perform several useful functions 

including deployment, tamper detection, and movement detection. This sensor is useful to 
determine when deployment has been completed, (motion has stopped) as an indication that the 
system should enter an initialization phase used for enhancing network discovery, system 
configuration, and operation, saving power during pre-deployment. Note: a method of 
deployment detection is also rewired but this is another problem. Secondly the tilt sensor 
operates as a tamper detection circuit for either disablingor disarming the sensor. This is for use 
in hostile environments where the information stored within the node may need protection. 
Finally, the tilt sensor can be used as an assistance to the GPS to determine when GPS position 
may have moved and therefore an update is required. The net effect is that the position has not 
changed and therefore a lot of power can be saved by not powering up the GPS to re-acquire 
location. This would apply to non-hostile deployments where curious individuals may pick up a 
sensor or move it such as the HERD system deployed in a city. 

6.3.1.1 Compass sensor 
An inexpensive compass sensor has been identified that provides 45 degree orientation for 

those sensors that are directional such as PIR, Camera, Ultrasonic. With an integrated compass 
and three 120 degree PIR sensors( for 360 degree detection), one could establish not only the 
detection but the general direction of the detected motion. This would be useful when combined 
with GPS coordinates to validate and differentiate detections as well as identify friend or foe 
situations where friendly and non-friendlies are in the same area within transponder range. 

6.3.1.2 Ultrasonic 
An ultrasonic sensor was identified as a method to determine distance to a detected object. 

This is useful as an augmentation and sanity check for PIR as well as an enabling the capability 
for a smart mine or electronic fence. The concept here is this; as a non-friendly gets closer to the 
sensor, one could modify the response or alert to alarm the non-friendly to stay away or else a 
lethal or non-lethal deterrent will be activated. 

6.3.1.3 Camera 
We identified several potential imaging sensors, however the complexity with interfacing, 

buffering, and sending an image across the network would have consumed too much resources 



and was therefore reduced in priority. This work however is continuing through another center. 
Imaging is particularly interesting because an image has a tremendous amount of spatially rich 
information. The problem however is that an imaging sensor is data intensive. One concept 
considered for data reduction is to extract as many of the details as possible from the image and 
send this descriptive information rather than the image. It is more desirable to try some out-of- 
the-box thinking about image processing rather that perform standard image processing 
compression techniques that are established concepts. 

6.3.2 Other SDAC node modifications 

Photovoltaics (PV) cell based charging system -for SDAC systems of reasonably long life, 
standby power dominates the power requirement that in turn drives the physical size 
constraint. If a reasonable scavenged power source can be established, then life times become 
unlimited. Photovoltaic (PV) cells are the most readily available source. 

Uni-cast capability in the Network modules to only pass messages to relevant sets of nodes. 
E.g. Network modules will pass preliminary event messages only to PIR nodes in its 
neighbor list. 

Sensor power control -presently there is no way to power off redundant sensors. In the 
future one could imagine nodes configuring and powering off if the density is greater than 
required for a given mission. 

Develop diagnostics -The inherent added complexity of a modular SDAC system was 
unappreciated until the system was built. As a result, the need for a set of diagnostic tools 
became apparent late in the process. These include: a wireless network sniffer to diagnose 
traffic in the local area (this software has been written), a diagnostics breakout module so that 
modules can be made to flat so that they can be probed, and finally, an 12C bus diagnostics 
module. Building diagnostics as you go could be categorized as a lesson learned. 

Remote turn-on of sensor nodes - Sensor nodes in a wireless sensor network often extend 
their usable lifetime by taking advantage of low power sleep modes. One problem faced by 
sensor networks is how to wake up a node that is in a sleep mode. In general, only an event 
internal to the node can cause the node to resume normal operation. One possible solution is 
the use of a surface acoustic wave (SAW) correlator to receive a specifically coded RF 
signal. The SAW correlator turns the RF signal energy into an electrical pulse which can 
trigger an ultra-low power wake-up circuit internal to the node, thus causing the node to exit 
its sleep mode 

6.4 Investigating Imaging in Distributed Sensor Networks 
The unique characteristics of wireless sensor networks have the potential to revolutionize 

the way we sense the environment. Distributed sensors offer several advantages over the 
traditional centralized architecture including improved sensing resolution, robustness against 
failure, and increased adaptability. These advantages have made wireless sensor networks 
(WSNs) applicable to a diverse set of domains such as target tracking, environmental sensing, 
medical monitoring, machine diagnosis, and security systems. These systems consist of 



scattered nodes that sense the environment, transform the data from sensors into information, and 
communicate with other nodes in their network. 

The potential advantages of WSNs are dependent on the information we can extract from 
the network. Typical sensors used in research currently are one-dimensional sensors - 
temperature, passive infrared, geophone, acoustic, and etc. They work together across multiple 
nodes to describe events in the environment and report back to a user at a base station. Even 
though cameras provide potentially thousands of bytes of information about the environment, 
which are orthogonal to these other sensors, the integration of a camera has been hindered by the 
concern of power consumption and the restrictions in networking. 

WSNs can be comprised of tens to thousands of unattended battery-powered nodes, which 
need to operate for extended periods of time. These power constraints limit the lifetime of a 
sensor unit and directly reduce radio transmissions, which represent the most power hungry 
function of a sensor unit and network. Local processing at the node level allows for a required 
bandwidth that is much less than bandwidth available. This has shaped the development of 
network protocols and data fusion algorithms, which sacrifice bandwidth for power conservation. 

The advent of small low-power cameras typically called CMOS image sensors have made 
adding images to WSNs a possibility, allowing images to be captured with as little as 2 mJ. 
While many have recognized the benefits of obtaining a visual snapshot of the environment 
when and where there are events of interest, the design of the networking protocols in WSNs is 
not complementary to the needs of transmitting an image through a network. In order to 
effectively employ networks of visual sensors, one must devise a way to minimize power usage 
and network traffic while not losing any relevant data. 

In Section 6.4.1, we will describe the available hardware and current networking stack and 
its constraints, and describe various means of creating a compact image representation. 

6.4.1 Hardware 
We considered two CMOS Image Sensors - the OmniVision OV6630 and the Fujitsu 

MB86S02. 

Table 10 highlighting some of the important features of both cameras. While the Fujitsu 
offers better power savings and a smaller form factor than the OmniVision, it also has less 
options in data format, image size, and video output. Because power and size are an 
overwhelming concern, we decided to interface the Fujitsu camera with the SDAC unit. 

Table 10: Camera specifications 

I OmniVision I Fujitsu 



For experimentation with possible techniques, the research discussed in this paper was 
done using the OmniVision camera. While the Fujitsu camera required a special board to 
interface directly with the camera, the Robotics Institute at Carnegie Mellon University had build 
a board to interface the OmniVision camera to a PC. This allowed for easy access to sample 
camera images for evaluation of different algorithms. 

Like many of the small low-power sensor nodes being built, the HERD units have only 
sufficient memory to contain the operating system, program, a few packet sized buffer for the 
network communications, and some scratchpad space for data manipulation. It was not built to 
dedicate -25 KB of memory for a 176x144 image. A camera board was developed with a 
dedicated processor to read an image into a FIFO buffer. 

6.4.2 Networking 
The current SDAC network stack is not optimized for transmitting images. We describe 

the implemented network stack, its weaknesses, and suggested modifications and additions to the 
network stack to ease image transmission. 

6.4.2.0 The Current SDAC network stack 
The current SDAC network stack is shown in Figure 33. The diagram shows the salient 

features of the network stack. The application layer sends and receives minimal data - only a 
notification of which sensor has detected an event. The rest of the network traffic comes from 
creating routes to and from the base station and enforcing reliable delivery of packets on 
neighboring nodes. 
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Figure 33: Current SDAC network stack. The application layer sends and receives only data about a sensor 
event. The underlying layer handles the transfer of packets between any two nodes in the network. 

The number of bytes that need to be transmitted increase as the data traverses down the network 
layers. The network layer is implemented with the Dynamic Source Routing (DSR) protocol.[l] 
DSR is characterized by discovery routes on demand and attaches a variable length route header 
to each packet, describing the path it must traverse to get to its destination. The data link layer is 
implemented with the S-MAC protocol.[2] It is a hybrid MAC layer which takes on many of the 
aspects of the transport layer. While as in traditional MAC layers, there is a maximum packet 
size the MAC layer agrees to handle as a single entity, the S-MAC will further divide a packet 
into smaller subpackets for transmission and repackage it at the receiving end as shown in 
Figure 34. A MAC header is added to facilitate repackaging and media access with neighboring 
nodes. This protocol enforces reliable delivery at each node along the path. In addition to the 
extra bytes attached to each subpacket, each packet is accompanied by a RTSICTS packet for 
securing channel access. Each subpacket also has an accompanying ACK packet to ensure 
correct transmission. 

Packet Data 

Figure 34: Breakdown of SDAC packets. In ow implementation, we implemented a maximum packet size to 
be given the MAC layer of 132 bytes. The MAC layer breaks down the packet into 4 subpackets of 33 bytes, 
attaches a 9 byte header to each subpacket. The physical layer aansmits treats each subpacket independently. 



6.4.2.1 Suggested Changes 
Currently, the needs of SDAC do not require a transport layer because the data the 

application layer sends at any particular time is much smaller than the maximum packet size the 
MAC layer defines. With the addition of a camera and the desire to transmit large amounts of 
interconnected data across the network, the addition of a transport layer to manage in-order 
reliable delivery of a stream of data would seem appealing. 

It is important to note that S-MAC implements a sudo-transport layer to manage the 
transport of a few interconnected subpackets between neighboring nodes. Creating subpackets 
minimize the effect of the high packet error rate and the overhead from upper layers in the 
network stack. The S-MAC protocol would be an insufficient solution for image transmission 
because several kilobytes would be wrapped in a single packet and S-MAC does not support 
preempting the transmission of a single packet. 

While the image data is interconnected, they are not interdependent as it is in other data 
such as a speech signal. Using Application Level Framing (ALF) [3] allows the application to 
utilize parts of large interconnected independent data without waiting for the complete 
transmission. This means the application can respond concurrently as the data is received in the 
face of lost transmission, which is important when we are dealing with a low-bandwidth system 
and high-bit e m r  transmitters. The ALF would require an additional header, describing where 
the data fits into the application. Specifically, the header must contain an index into the position 
of the data. 

Minimizing the overhead of a packet is critical for efficient use of the radio. Embedding 
the route in a variable length network header may be an acceptable solution when there is 
minimal traffic between nodes, but with a large amount of data through the same path, an 
alternative protocol would be preferable. One possible solution would be Ad-Hoc On-Demand 
Distance Vector Routing (AODV) [4] is one that would require only a small fixed header. 
AODV uses a similar method as DSR to discover routes on demand, but maintains next hop 
tables to eliminate the route requirement in the header. 
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Figute 35: Recommended Network Stack. The stack is changed only at the Application and Network Layers. 
The network layer was replaced with a different routing protocol to minimize the overhead of sending large 
amounts of data to the same source. The Application Layer adds the Application Layer Framework to allow 
for instant use of the partial out-of-order data from the lower layers. 

th; Network and Application layer, all&ing transmission to be scalable across different length routes. ALF 
resolves the packet data to its exact use in the application. The example header shown has 4 fields, describes 
which command should be executed, an identifier to resobe different images, and the (x,y) position of the first 
byte. 

The changes to the network stack are summarized in Figure 35 and Figure 36. The new 
network stack features two major changes: the inclusion of ALF and the modification of our 
routing protocol. The ALF enables the application to instantly use partial out-of-order data from 
the lower layers of the network stack. Modifying our routing protocol to one that does not 
require the path in our header allows for a much more scalable sensor network, as well as 
minimizing overhead for paths that are traversed often. On average, for a network that is greater 
than 5 in diameter, our packet contains a smaller overhead from both the network header and the 
ALF header than before. The routing header will contain the final destination of the packet, and 
the ALF header will describe how the data fits into the application. 



6.4.3 Compact Image Representation 
Because radio transmissions consume so much power, it's important that every byte we 

decide to send contains as much information as possible. Because these images will be viewed 
by a human eye and will not be used for machine tasks, we can take advantage of the fact that the 
eye is more sensitive to certain types of information. We can also take use of the fact that some 
parts of the image may contain more relevant information than others. 

6.4.3.0 Color Space 
The eye is more sensitive to changes in luminance than chrominance. By using a color 

space like YUV or its phase shifted equivalent, YCrCb, shown in Figure 37, we can separate 
luminance and chrominance, and process and transmit only the luminance, reducing the number 
of bytes in half. Because we have separated the data that contains a lot of information from the 
data that contains little information, we are able to discard part of our data, reducing the number 
of bytes needed to represent our image without losing much information. 

6.4.3.1 Frequency vs Spatial Description 
The human eye is also more sensitive to certain frequencies over others, most notably the 

lower frequencies over the higher frequencies. To take advantage of this, it is necessary to 
convert our standard spatial description of an image to a frequency description. Just like in the 
color space, it is important to transform the data where the more information-rich data is 
independent of the information-poor data. 

By sending the lower frequencies first and waiting or never sending the higher frequencies, 
the user is given the most discernable image first. While there are many types of compression 
schemes, both designed specifically for images and not, the most promising ones were the JPEG 
[5 ]  and JPEG2000 [6 ] .  JPEG is discussed in detail because of the limited availability of 
JPEG2000 standards at the time. JPEG2000 should enable even better resolution images. 



JPEG is a lossy algorithm that uses the Discrete Cosine Transform (DCT) to decompose 
the spatial components of an image into its frequency components, shown in Figure 38. The 
image is processed in blocks of an 8x8 matrix of pixels. For each block, the DCT is computed 
and stored in an 8x8 matrix of DCT coefficients. Each element in this matrix tells how much a 
particular frequency occurs in that spatial block. The 8x8 matrix of DCT coefficient is quantized 
to give more weight to certain frequencies that the human eye can discern and less to those it 
can't. Quantization results in an 8x8 matrix of mostly 0's at high frequencies. The degree of 
quantization is directly related to the degree of compression and the degree of information loss. 
The more an image is quantized, the smaller the number of bytes needed to describe the image 
and the more the degradation of the image. The final step of JPEG compression is to use a run- 
length encoding scheme like arithmetic or Huffman encoding to encode the matrices. Because 
most of the values in the matrices are zero, the encoding should reduce the number of bytes 
dramatically. To decompress the image for viewing, the run-length encoded bytes are. decoded, 
and the Inverse DCT (IDCT) is computed for each 8x8 matrix block. 

Lots of 0's 

Figure 38: JPEG Algorithm. The image is broken into 8x8 pixel blocks. Each block is converted into the 
frequency domain using the Discrete Cosine Transform. The block is then quantized to emphasize the 

frequencies most sensitive the eye, and then encoding in tun-length encoding. 

An attractive quality of JPEG compression is its 8x8 matrix of DCT coefficient. Each 
element in the matrix encodes in its position and its value an independent contribution to the 
image. 

Figure 39 and Figure 41 show original images received from an OmniVision image sensor. 
An image is transformed into its frequency components using the JPEG compression technique. 
The frequency components are then sent across the wireless network in small packets. Four 
packets would be sufficient to transmit the first DCT coefficient, given the mean value of each 
8x8 pixel blocks. As we continue to transmit packets, more coefficients can be transmitted at the 
same time because at higher coefficients, most of the values are zero, as shown in Figure 40 and 
Figure 42. 



Ll 
Figure 39: Original Image 

Figure 40: JPEG Compression. a) Image using only the first coefficient of the DCT matrix. Shows the mean 
value for each 8x8 pixel block. b) Image using the first two coefficients of the DCT matrix. c) Image using 
the first three coefficients of the DCT matrix. d) Image using the first four coefficients of the DCT matrix. 

Figure 41: Another Sample Image. 

Figure 42: JPEG Compression moving from left to right. a) Image using only the first coefficient of the DCT 
matrix. Shows the mean value for each 8x8 pixel block b) Image using the first two coefficients of the DCT 
matrix. c) Image using the first three coefficients of the DCT matrix. d) Image using the first four coefficients 
of the DCT matrix. 

6.43.2 User-feedback Compression 
Many of the images the system will be dealing with will have only parts that contain 

information the user is interested in. The sample images, Figure 39 and Figure 41, show two 



plausible images where most of the image contains the background, and object of interest, the 
face, is less than 25% of the total image. 

Using ALF, we can immediately begin displaying parts of the image as the data arrives. In 
some images, after a few frequencies have been sent, a person is able to rule out regions where 
there is nothing worth seeing in more detail and discerning possible regions of interest. The user 
could give feedback to the sensor system by sending a short message describing the bounding 
box to the node that contains the image, and the node can respond by sending only information 
about the part of the image, as shown in Figure 43. 

Original Image Transmitted Image 

Figure 43: User-feedback scheme. The image is transmitted to the base station where the user is viewing the 
image and can respond by selecting a bounding box of the region of interest. m e n  the sensor node receives a 
packet with the bounding box description, it will begin sending data on only the part of the image within the 
bounding box. 

Figure 44: Standard Image through JPEG Compression. After a few frequencies, a face is discemable. 



Figure 45: A Sample bounding box around face. 

Figure 46: The subsequent transmissions improve only the area within the bounding box. 

6.4.3.3 Intelligent Compression 
The user-feedback mechanism is only helpful if the user can differentiate between objects 

of interest and background faster than the image is transmitted. This requires a slow 
transmission speed to prevent wasteful transmission. If the sensor node could perform the 
differentiation, the transmission speed would not need to be reduced. In addition, the regions of 
interest can be detected from the start, and bytes required to describe the background would 
never need to be sent. 

For demonstration, we built a simple skin-color detector to detect faces. Because skin 
color across all nationalities exhibits the same hue, it makes it a good single-feature classifier. 
Still, a single-feature detector is unlikely to be robust enough for many situations. Using a 
combination of several features would give better face-detection results; we have focused on the 
effect of using a detector rather than the detector itself in this body of work. Figure 47 shows the 
results of the skin-color detector, and transmissions. The face is clearly discernable after only a 
few transmissions. 

Figure 47: Images showing the progression using a skin-color face detector, to eliminate 
transmitting the background. 



6.4.3.4 Analysis 
These steps greatly reduce the amount of data that needs to be transmitted. The original 

image of -25 KB would consume around .54 J if transmitted. This is equivalent to the energy 
consumed for transmitting 550 sensor events. By using the W V  Color Space and only 
transmitting the luminance, we reduce the amount of data to -13 KB. JPEG compression further 
reduces the number of bytes by an order of magnitude. Figure 48 compares the time and power 
needed to transmit the image shown in Figure 44. In both cases, the smart compression provides 
the best performance. In both cases, the smart detector on the sensor node wins out over the 
simple straight forward transmissions of the image bytes and the user feedback. User feedback 
and the smart detector are close on power consummation; the smart detector only saving a few 
bytes by eliminating the background. Part of this is due to the simplicity of the detector. 
Implementing a smarter detector would result in even greater power savings. 

Figure 48: Comparison of different methods. 

6.4.4 Summary 
Instead of sending a large stream of data, we propose to incrementally improve the image, 

by sending the most general information before the details. To manage large amounts of data 
without the overhead of a transport level and the ability to utilize partial information, we 
suggested using Application Level Framing, a paradigm that enforces usable independent 
packets of information. Switching to a network layer that does not require the transmission of 
the route in every packet also would help minimize the overhead. 

Incrementally sending information allows us to direct how the sensor network is improving 
the image, specifying areas in the image that we would like to know more detail about. One 
approach to deciding when to send data is to rely on an external source, such as a human or other 
sensor. While this is a useful feature for sensor networks, we would like to also process visual 
data at the nodes, and transmit only the data relevant to the task at hand. Or, we will accomplish 
this locally on the sensor node, using various feature detectors. 
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7 Conclusions 
This chapter provides results and future research directions for the SDAC LDRD. On 

behalf of the ERI LDRD team, we would like to thank the Adv. Concept Group for giving us the 
opportunity to work on such an exciting project. 

7.1 Results of SDAC LDRD 
The SDAC LDRD was a 9 nine months effort on behalf of the Embedded Reasoning 

Institute research staff and internship program. This LDRD developed a body of knowledge that 
explored current and future trends in wireless sensor networks. The results of this body of work 
have been captured in this final report. The objective of this project was to explore the concept of 
using wireless smart sensor technology for a set of four mission areas in the War on Terrorism 
(WoT) domain. While the team later reduced the mission areas back to border protection and 
military operations for urban terrain (MOUT) the results more than adequately covered the 
bounds of the LDRD objectives. To achieve the overall objective the team surveyed existing 
technology, proposed a sensor architecture, and generated an initial methodology and metric 
model for understanding connections between the applications and sensor technology 
capabilities. 

The SDAC demo system provides a way to detect and localize objects moving through an 
area and distinguishes friendly objects from foreign objects. The system demonstrates that 
currently available technology can be used to implement a fully functional sensor network 
capable of performing in-network sensor fusion. The modular architecture developed to create 
the system allows for a more extensible and upgradeable system than standard centralized 
systems. More research is needed to refine the system and further develop the modular 
architecture. In particular, careful attention needs to be paid to providing methods for debugging 
the system and isolating the power supplies of individual modules from interference caused by 
the rest of the node. Innovations in sensor technology, wireless communications, power-aware 
software techniques, and distributed computing will continue to drive future developments of 
advanced sensor networks like SDAC. 

7.2 Future research directions 
The SDAC LDRD represented fertile ground for exploring many different potential areas 

for future development and next generation concepts. This chapter provides a brief look at two- 
funded project that resulted from initial funded by the SDAC LDRD. The first project deals the 
concept of adding small cameras to the small SDAC sensor platform. While the ideas seemed 
practical shipping large image files via wireless communication proved to be an impossible 
challenge for the N O 3  SDAC sensor platform. Researchers started exploring with ways to 
understand image data on the sensor unit itself. An overview of this project is discussed in 
Section 7.2.1 and is being led by Teresa KO (8961) under funding from 15200. One of the 
biggest concepts to come out of this LDRD was the proposed architecture, which was unveiled 
earlier in the LDRD. Jesse Davis (8961) extend the idea of modularity as a key necessity to 
flexible and adaptable SDAC sensor systems to generate a successful proposal for build the next 
generation SDAC, known as Modular Architecture for Sensor Systems (MASS). An overview of 
the MASS project, which is supported by the CSRF, is presented in Section 7.2.2 and promises 
to provide sensor units that adapt to a variety of domain. Section 7.3 also provides a set of 



potential project that would extend the current SDAC vision and direction. While the projects in 
this section are not currently funded, these ideas generated by Ron Kyker (8945) illustrated that 
the next generation sensor system is an on going development. 

7.2.1 Feature-based Vision Data for Distributed Wireless Sensor 
While it is possible to transmit an image across a wireless network, the power consumption 

and the latency of the system may be too high of a cost for the information gained. While 
researchers continue to investigate improvements in compression techniques the processing 
power, memory, and radio power may still be better used elsewhere. The benefit of including 
cameras in a sensor network is in their ability to give thousands of bytes of data at one instance. 
The question is how to best use obtainable imaging data within a constrained platform and 
networking situation. One option would be to send portions of the image across the wireless 
network to a user at a central location for human decision-making and additional processing. A 
preferred option, which fits into the SDAC sensor system paradigm, would be for the sensor 
node to process this raw data into information that a sensor network could use on its own. 

The addition of cameras can facilitate a sensor network in distinguishing between different - - 
objects of interest (e.g., people, tanks), determining relative position/distance of objects, and 
predicting future areas of interest. These tasks can be directly applied to increase battlefield . - -  
awareness in unknown terrain by tracking the enemy's movements and characterizing their 
behavior, their numbers, and their composition. Also, this work would add robustness and 
accuracy to monitoring of facilities or materials by removing the dependency of motion from 
intruders and locating their positions throughout the area, by working in conjunction with other 
sensors. 

We propose to integrate the XScale based PASTA board, shown in Figure 49, created by 
USCtISI with our current wireless sensor network node platform and a low-power image sensor. 
The PASTA board will provide additional computational power and memory to our current 
platform allowing us to process images onboard. With the addition of cameras and 
computational powerful processors in our wireless sensor network, the network can describe the 
environment at a resolution not previously available. This research will focus on extracting 
understandable and informative features from sensors and effective reasoning across node and 
sensors. 

Figure 49: Additional hardware requirements for SDAC. The camera and XScak based board depicted will be 
integrated with the current HERD unit to provide more sensor information and processing power on the unit 
for intelligent data fusion. 

Research in computer vision has explored many of the salient features of images and video, 
which help to describe an image and classify and track objects across different views and times. 



Moving feature extraction and data fusion to the distributed domain raises many challenges not 
previously emphasis. While computer vision with multiple cameras has explored the 
exploitation of multiple views, images are typically collected at a centralized unit and results are 
computed with complete global knowledge. In the WSNs, there is no one unit with global 
knowledge of the information, so each node is required to make decisions about its environment 
with only partial knowledge. The questions we will address will ask what collection of features 
can be used to describe an objects of interest that fit in the constraints, how these features 
transcend across different images in time and position and orientation of the object, and how 
these features can be communicate across different nodes. 

7.2.2 Modular architecture sensor systems 
Wireless sensor networks are made up of individual wireless nodes each containing a mix 

of sensors, processors, power supplies, and wireless transceivers. Integrating these various 
resources into a unified hardware platform, as well as controlling this platform and fusing the on- 
node sensor data with a robust software framework is a complex task. Several mature programs, 
both internal to Sandia and throughout academia and industry, have tackled this multi-faceted 
node design issue. The resulting systems each have their own unique capabilities and limitations. 
The most notable Sandia programs are TALON, HERD, ISMISMA, TlIT2, and SDAC (a.k.a. 
MicroTALON). TALON is a high speed, high bandwidth, target recognition sensor network, but 
it is high power and uses completely centralized data processing. HERD is a miniature, low 
power, distributed radiation detection network, but it allows limited, if any, application 
flexibility. ISMISMA provides a flexible and robust system solution for high performance data 
processing applications, but it is limited to environments with access to wall power. Finally, the 
first prototype SDAC demo system is a distributed event detection network demonstrating simple 
in-network computation on low power hardware, but it is limited in its flexibility and high 
performance data processing capabilities. 

There are two primary observations of previously developed systems, which drive the 
MASS project. First, application flexibility and power management of the individual nodes are 
significant design requirements. Since sensor networks are applicable to many different 
missions, and the windows of opportunity for developing new applications are generally quite 
short, the flexibility of the node platform is imperative. Instead of spending the extra time, 
money, and manpower to build single use systems for each mission, designing flexibility into a 
single node platform allows it to be reconfigured or reprogrammed quickly for many different 
applications. Additionally, in wireless nodes, power supplies, and thus node lifetimes, are 
severely limited. This power constraint makes mission efficient, low power operation vital as 
well. 

The second observation is that each sensor network system developed thus far can 
demonstrate either mission efficiency or application flexibility, but none, either at Sandia or 
otherwise, has achieved both. Application flexibility is traditionally achieved via a highly 
adaptable, high performance central processor with several 110 interfaces, but these processors 
have high power consumption making them inefficient for many tasks. Mission efficiency is 
traditionally achieved via a low power, highly specialized central processor with only required 
peripheral support, but these processors are limited in their flexibility. Based on these traditional 



methods, efficiency and flexibility have therefore been viewed as contrasting requirements. 
Building on advances in power aware microprocessors and a further understanding of wireless 
sensor network applications and requirements derived from previous programs, a new 
perspective is possible. 

The MASS project suggests a novel design approach achieving mission efficiency and 
application flexibility in a single system. The key to achieving this goal is a modular, multi- 
processor hardware architecture operating under an intelligent distributed software control. 
Instead of relying on the traditional flexible node architecture, in which resource control is 
centralized on a single high power processor, each resource in the node will be built into 
physically separable modules with supporting resource-specific processors. On sensor modules, 
the module processors will perform data collection and preliminary data analysis tasks. On the 
wireless communication module, the module processor will manage power states of wireless 
transceivers and route network traffic. If a high performance processor is needed for complex 
data manipulation or data fusion, this processor will also be integrated into its own module, and 
its module processor will control its power states and UO with the rest of the node. Figure 50 
illustrates the individual module-level structure envisioned. Figure 51 provides a collective view 
of multiple modules making up a complete individual node-level architecture. 

Module-Level Architecture 

Figure 50: Individual module-level architecture 



Figure 51: Individual node-level architecture 

Since the module processors will control all node resources, there is no need for centralized 
control or centralized resource management. Furthermore, the modules will all be connected by a 
common bus giving them the abilitv to reauest services of each other. If a sensor module detects - - 
an event, for example, it can request validating data or tasks from other sensor modules or a high 
performance processor module. A module may also request data to be sent to or collected from 
another node through the wireless communications module to enable distributed network 
computation. This fine-grained, event-driven resource adaptation allows resources to remain in a 
low power sleep mode when thev are unneeded. The modularitv also allows resources to ouerate 
in pkallel. In previous flexible systems, a high power central pkcessor had to remain constantly 
powered in order to collect and analyze sensor data even when no events were occurring. The 
proposed architecture thus results in-decreased node power consumption and an enhancement in 
mission efficiency. 

In addition to these power and performance benefits, the modularity also gives the 
necessary flexibility, extensibility, and upgradeability to allow utilization of the architecture in 
multiple mission spaces. If a particular mission requires only a certain set of sensors and no high 
performance processing resource, for example, only each sensor module required and no high 
performance processor module will be integrated to configure the nodes for the mission. 
Previously, when flexible systems were adapted to individual missions, parts of the system that 
were unnecessarv for the mission could not be removed and would add to the Dower overhead. 
An additional benefit of the proposed architecture is that upgrades to sensors or processors can 
be integrated into the system simply by building them into their own module. The architecture - .  - 
thus allows for a more mission-centric adaptation of hardware and software to specific 
application requirements. 

7.3 SDAC Future Technologies 
Alternately, there are technologies that are emerging that will play a significant role in 

SDAC like systems. 

7.3.1 Fast non-volatile (unifying) memories 
Ferroelectric, Magneto-resistive, and Ovonic Unified Memory are a few examples of 

emerging high speed non-volatile memories. These memory devices have the non-volatility, re- 



writability, and density of flash memory with speed of SRAM in both read and write plus write 
cycles longer than flash. If the readlwrite cycle lifetimes eventually approach that of SRAM, one 
could imagine a unified memory type. No longer is there the need for separate ROM, RAM, 
EEPROM, and Flash memories. This one memory would do it all. In fact, the standby current 
could be practically zero so one could imagine ultra-low power operation where the memory is 
completely shut off while the processor is idle. While this capability does not seem to be 
significant at first glance, some new capabilities emerge that are very interesting. One such 
capability is the ability to make unused program memory space operate as RAM storage. This 
would be very useful in network applications where additional RAM could be used for buffers. 
One could imagine small operating systems written with the idea of trading program space for 
data space, similar to paging techniques used in larger machines. Further one now has the ability 
to have instant bootable computers. Computers could be designed such that they do not shut 
down but merely stop operation where they left off and start from the same place. In fact this will 
have some un-intended side effects such as memory de-allocation never happening or losing its 
previous contents on boot-up. One could imagine having to explicitly reset a processor or flush 
memory for security reasons. Another capability, energy scavenging machines would be able to 
crunch large problems by performing computations when they had collected enough energy to 
perform some computation, stop when power runs out and continue when power resumes. 

7.3.2 Code vaults and context configurable software 
With flash memory density increasing, one could imagine extremely large flash memories 

that are very small physically which could be turned on, accessed, and then shut down. This 
could act as a very large program or code vault provides essentially the same capability as a hard 
drive for PCs with the exception that they are low power, can be shut down, and aren't used for 
paging. Combined with fast non-volatile memories, one could have a system self configure on 
startup or dynamically based on the programmed mission, system modules installed, or context 
of a situation. One could even imagine dynamically changing the configuration in the field. 
People have envisioned multimodal sensing using a collection of configurable sensors capable of 
multiple modalities of sensing. The same concept could be applied to software where collections 
of processing capabilities are configurable from a much larger code vault. Perhaps at first this 
would be code for handling different sensors or sensing modes such as implementing a plug-and- 
play sensor system that would self configure its software based on the physically connected 
sensor hardware at startup. 

One could take this concept further however and imagine field configurable sensors for 
different mission space. Suppose a sensor network has too many temperature sensors in a 
particular area but those same sensors have other capabilities. Nodes could be re-configured to 
provide alternate capability based on the need. This allows for a limited amount of operating 
memory to be used (always a fixed resource) but to have access to a vast array of software that 
could be executed. In this way, only the software that is necessary to perform the required task is 
loaded and executed, as opposed to a really large flexible program in memory that only 10% of 
the program gets executed. There are benefits in power savings because of the memory savings 
but also in new ways of executing and operating software. One could also imagine a design 
where the software loads modules as required. Say, one is uniquely identifying vehicles but on a 
rare occasion there is an instance of something not typically detected such as a human, animal, or 
other rare occurrence. Perhaps the signal analysis processing for these instances are very 



different than of the normal occurrences. Or perhaps one only uses this situation when a target 
identification correlation is poor or inconclusive. In these cases, one could load in additional 
signal processing modules designed to handle other types of targets, attempt to identify the 
target, and then go back to normal configuration once the target is identified. The alternative is to 
have enough storage to cover all target set of detections or to only include those that are 
optimum, both of which are non-optimal. 

Eternal power systems - as mentioned above, scavenged power provides the ability to 
operate in a physically small size for long life. For some systems, scavenged energy is not 
available. For these situations, some emerging options include radioactive batteries such as beta 
emitters. 

7.3.3 Distributed heterogeneous processors 
The current approach to many problems is to write a routine that controls each function of a 

system yet runs in a single process and maybe uses an RTOS such that each function becomes a 
separate process so as to create the appearance of multiprocessing. What would happen if the 
problem were scaled via processors instead of processes. Each processor would be custom 
programmed with a given task that it specializes in solving. In this way, each processor acts as an 
independent agent with it's own set of rules. This allows for selective and specialized processing. 

7.3.4 Ultra-low power operating systems 
There is a need for multithreaded applications in SDAC systems to handle complexity, 

maintainability, and competing resources. Current operating system techniques do not allow for 
the lowest operating power and in fact add overhead. It is possible to optimize this by executing 
only when processing is required through dynamic scheduling, resource balancing, and hardware 
based scheduling. The appearance of this in some of the latest Intel and Crusoe processors is 
called hyper threading and is similar in concept, essentially pushing threading into the hardware. 

7.3.5 Ultra high-speed 8/16 bit processors 
The 8 bit and definitely the 16 bit processor isn't dead. By optimizing architectures and 

making them low power with the latest processes, 8 bit processors could be running in the ghz 
regime. By providing scalability, some problems could be addressed by these processors that is 
currently being handled by larger and more power intensive processors with smaller scaleable 
logic thereby reducing overall power consumption. Imagine a processor that ran from 32khz to 
Ighz, a scale of 4 orders of magnitude! 

7.3.6 Wireless ad-hoc routing in hardware 
Much of the resources of wireless communications in ad-hoc environments comes from the 
MAC layers and ad-hoc protocols. One could imagine ad-hoc protocols that adapt or are 

I configurable based on the level of mobility, the amount and frequency of traffic, etc. Much of 
this could be moved to dedicated hardware for lower power and less memory requirement. One 
could imagine a set of three classes of routing algorithms that were intertwined and configurable 
such that the routing could be adapted to a particular environment or sub-environment with few 
switches. These three classes of algorithms would be designed to cover the majority of the 
classes of problems most people would be concerned with. Trade-offs could be used such as 



mobility versus fixed, source routed versus temporal, etc. Perhaps the coded bank concept could 
be applied here to configure one of many algorithms. 



8 Appendix 

8.1 Additional existing sensor system evaluation 

Architectures 
Robustness 
Hardware 
Node architecture 

Reconfigurability 

Upgradeability 

Sensors 

Software 
Architecture 

Extensibility 

Data processing 
Power aware 
Intelligence 

Communication 
Wireless 

Range 

MAC . ...- 

Power 
Lifetime 
Power consumption 
Other 
Size 

Sensoria sGate 

Modular: DSP processor for analog 
front end; 167MHz RISC processor for 
applications and networking; wireless 
and digital I/O module. Ethernet or RS- 
232 PC interface. 
15 digital I/O lines, four fully 
differential analog sensor inputs 

Integrated GPS; seismic and acoustic 
sensor modules available 

Linux 2.4 Kernel, with API for 
applications 

Extensive API 

High sveed vrocessor should allow 

2.4GHz RF, plus Bluetooth and 
802.1 1b capabilities; 10 or l00mW 
transmit power 
25 - lOOm indoor, 500m outdoor 
depending on antenna and transmit 
power 

I2 hours on 7.2Ahr Itad-acid hattery 
600mA bed on l~fetinie ~nformsuon 

2lcm x l5cm x 7cm 

Ember 

Decentralized multi-hop mesh topology. 
Requires one gateway 
Reconfigures routing as necessary 

Communications processor with 
expansion bus and SPI connection for a 
host processor 

Bus, standardized host processor 
communication, and API should provide 
for rapid protutyping 
The EmberNet Protocol Stack should 
mean any hardware changes on Ember's 
side would be transparent. Standardized 
interfaces should allow the consumer to 
easily upgrade any other their additions 

EmberNet Protocol Stack communication 
stack. Software routes incoming data or 
passes it along to a host processor. API 
provided for communication with a host 
processor. 
Designed as a platform for wireless 
communication, so extensibility should be 
built in 
undefined 

undefined 

300m or 1OOm according to frequency 

Requires DC power supply 



Cost 

Application User defined. Seemingly designed for 
fixed installation 

Development kit: $2500. 
Includes 6 nodes, gateway, and software 
Wireless sensing and control platform 



8.2 The Advanced Encryption Standard (AES) 

The Advanced Encryption Standard is the new encryption standard adopted by the National 
Institute of Standards and Technology (NIST) to replace the Data Encryption Standard (DES). 
AES is an algorithm named Rijndael developed by Joan Daemen and Vincent Rijmen and is 
outlined in [lo]. The reader should refer to this reference for algorithm specifics, as they will not 
be outlined here and are mathematically intensive. 

AES was chosen as a security mechanism within SDAC to allow for secure wireless 
communication as well as cryptographic authentication among nodes while maintaining a low 
level of power consumption. Its low power consumption is by design, as it is intended to run on 
8-bit systems natively and uses a symmetric keying system. The use of the symmetric keying 
system as well as 8-bit arithmetic reduces the number of operations that need be performed on 
data before it can be used in its cryptographic form. 

The SDAC implementation of AES was constructed in such a way to minimize power 
consumption and memory use during the individual stages of the algorithm. All operations are 
performed on a single 128-bit data segment through pointer arithmetic rather than static copying 
of smaller data regions into working forms that are then copied to the ciphertext result at 
completion. Additionally, round key generation is done in real-time and requires only a single 
128-bit round key to be stored per round during encryption and decryption operations. 
Implementing the AES algorithm in this manner results in slower execution time, but a much 
smaller memory footprint in order to fit on the individual nodes. 

In following with the modular theme of SDAC, AES was implemented in three modular 
forms: Encryption, Decryption and Both. In separating functionality the size of the implemented 
security mechanism is minimal unless the functionality of both encryption and decryption is 
necessary. This allows for inclusion of AES encryption on individual nodes and requires the 
least possible amount of memory. The DFS or root node contains the decryption library, which 
requires twice the memory of encryption. This is of little consequence as the memory constraints 
of the DFS are much more lenient than individual sensor nodes. 

The libraries can be inserted into communication layers within individual node controllers, 
and all data passed to the network or IZC can be transparently passed through the encryption or 
decryption routines. The public interface for encryption is as follows: 

int AES-encrypt(char* input, char* output, char* cipherKey); 

This routine takes as input three 128-bit buffers passed by-reference. The input buffer contains 
data to be processed and should be padded to 128-bits with 0x00 if there is insufficient data to fill 
the buffer. The output buffer should be empty, yet allocated as 128-bits wide, and will contain the 
resultant ciphertext after encryption. The cipherKey buffer contains the static, shared key that is 
common throughout the sensor network. This can be changed at any given time, but data must 
be encrypted and decrypted with the same shared key. 



The public interface for decryption is as follows: 

int AES-decrypt(char* input, char* output, char* cipherKey); 

Its input and output buffers follow the same constraints as above, but the input buffer should be in 
the form of ciphertext and if encrypted by the above AES-encrypt() routine will always be 128-bits 
wide. The output buffer will contain the resultant plaintext that was originally passed to the 
AES-encrypt() routine. The cipherKey parameter is the shared secret key across all nodes. 

It is important to note that AES is a symmetric cipher, and will produce the same results no 
matter what order the functions are called in. That is, if the DFS wishes to send data to the 
nodes, which contain only the AES-encrypt() library, then it can apply the AES-decrypt() function on 
its plaintext data and the result will be ciphertext to be transmitted to the individual nodes. The 
nodes can then apply AES-encrypt() to the encrypted data stream and retrieve the resultant 
plaintext. This requires the same key be used for both operations. In doing this, the required 
memory for the libraries becomes minimal, as AES-encrypt() requires roughly half the memory of 
AES-decrypt(). 

The additional power requirements for AES are minimal in that it heavily relies on pointer 
arithmetic. Copying of data between memory locations is minimal, and all operations are native 
CPU operations such as Exclusive-OR (XOR) and addition. A concrete increase in power 
consumption is unknown, but due to the fact that wireless data transmission overhead is zero 
(due to the lack of increase in transmitted bits) the increase in computational resources required 
is minimal. 



8.3 Sensor system evaluation 

Systems contact information 

1. HERD: Doug Stark (925 294 3898), Ron Kyker (925 294 3065) 
2. EmberNet: info@ember.com 
3. ISM from 8200: Ron Kyker (925 294 3065) 
4. Crossbow Motes: Bob Bingwell(408 965 3332), info@xbow.com 
5. Dust, Inc. Motes: Kris Pister (510 643 9268), pister@eecs.berkeley.edu 
6. Sensoria sGate: Frederic Newberg (310 641 1331 x 21 I), information@sensoria.com 
7. Rockwell Scientific HiDra: Max Pedyash, (805 373 41 10) 
8. Darpa Self-Healing Minefield: Dr. Thomas Altshuler (703 696 0222), SHM@darpa.m~~ 
9. JPLJNASA Sensorwebs: Kevin A. Delin, Kevin.A.Delin@jpl.nasa.gov 
10. Graviton: technologies @ graviton.com 
11. Seekernet: Robert Twitchell (678 662 3819), info@seekemetinc.com 
12. Pacific Northwest National Labs: Jim Skorpik, jim.skorpik@pnl.gov 
13. Steel Rattler, Steel Eagle: g.prado@sentech-acoustic.com, (781 279 9871) 
14. USCJISI: Deborah Estrin, destrin@cs.ucla.edu 
15. Army Research Lab: Jon Eicke (301 394 5000), jeicke@arl.army.mil 
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