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SUMMARY OF
NUMERICAL MODELING FOR UNDERGROUND NUCLEAR TEST

MONITORING SYMPOSIUM

Steven R. Taylor and Jams R. Kamm
GeophysicsGroup,Los Alamos NationalLaboratory

Los Alamc}s, NM 87545

The symposium for Numerical Modeling for Underground Nuclear Test Monitoring

was held March 23-25, 1993in Dui~go, Colorado, The meeting was funded by the DOE

Officeof Arms Control and Nonproliferationand hosted by the Source Region Program at

Los Alamos National Laboratory(LANL), The topic for this meeting came about through

discussions with Marv Denny, who was on assignment at DOE Headquarters from

Lawrence Llvermore National Laboratory(LLNL), An open question raised during these

conversations was how numerical modeling techniques are being used to understand the

effects of explosion-source phenomenology on test ban treaty monitoring. Numerical

studies arc becoming increasingly important in the evaluation of capabilities for

proliferation monitoring; this trend has accelerated with the curtailment of the nuclear

testing program, During these discussions, the issue of the uniqueness and limitations of

numerical models arose, It was decided to address these questions by convening a group

of experts to present and discuss the problems associated with modeling of close-in data

from explosions, Thus, the purpose of the meeting was to discuss the state-of-the-art in

numerical simulations of nuclear explosion phenomenology with applications to test ban

inonitoring, In particular, we wished to focus on the uniquenessof model fits to data, the

measurement and characterization of material response models, advanced niodeling

techniques,findapplicationsof modelingto monitoringproblems,

The second goal of the symposium was to establish a dialogue between seismologists

und explosion-source code calculators, Seismologists arc fttced with numerous problems

associated with the monitoringof test ban treaties and, more recently, with the detection of

nuclear tests in a proliferation environment, These problems involve detecting nuchmr

explosions and discriminating them from numerous other types of seismic sources (e,g,,

earthquakes, chemical explosions, mine seismicity), Seismologists are trained in lineur

wuve propagation at very smtill strains, a field that is in stark contrast to the strongly

nonlinearphenomenamodeledby the code culcultitors, Thus, it is useful for the calcuhitors

to be exposed to some of the issues that seismologists detil with in monitoring nuclear

explosions umi modeling seismic dutu, It is also beneficial for the seismologists to scc



some of the numerous complexities associated with the computation of shock wave

propagationthroughhighly nonlinearmedia, so that they (the seismologists)may recognize
the limitations of the simple linear models that they often employ. The third goal of the

meeting was to aid in defining future directions of research in the effects of source-region

phenomenologyon nuclear test monitoring,

The meeting was divided into five main sessions: Explosion Source Phenomenology,

Material Response Model’ng, Numerical Simulations, The Seismic Source, and

Phenomenology from Near Source to Far Field, Lew ,enn (LLNL) gave the keynote

address entitled “Modeling the Explosion-Source Region: An Overview.” Invited

presentations were also given by Norton Rimer (S-Cubed): “Rock Strength Under

Explosive Iaading,” Tom Dey (L.~NL):“Influence of Equation of State and Constitutive

Behavior on Seismic Coupling,” Steve Day (SDSU): “Seismic Source Models for

Explosions: Insights from Numerical Simulations,” Marv Denny (DOE/OACN):

“NumericalModelingof the PhysicalBasisof SeismicDiscriminants,”md Jim Lewkowicz

(Phillips Lab): “Seismic Verification Research: Who Does It and Why They Do It.”

Following the sessions, summary presentations were given by Fred App (LANL), Bob

Bass (SNLA), Art Cox (LANL), and Brian Stump (SMU). We asked the summarizers to

give their views on what they heardduring the meeting,what they considered the important

technical problems to be, and to suggest future directions of research. We also asked them

to discuss how they thought this type of research could address issues in proliferation

monitoring. The summary session was followed by an open discussion,

We feel that the symposium ~chievedmany of its intended goals. First, a dialogue was

established between those performing close-in calculations and seismologists, As

discussed by Fred App, the models employed are not to be used in a predictive mode, but

to act as a tcmlfor understanding the various processes involved in shaping the waveforms

that radiate from the near-source region, As was clear fkomthe presentations, most of our

experience relates to materials found at NTS, which is a very limited geological

environment. In order to improve monitoring capabilities in a proliferation environment,

however,it is imperativethat we develop the ability to understandand model a wide variety

of materials, In prolifemtion monitoring, seismologists are faced with the challenge of

detecting and identifying clandestine nuclear explosions from the plethora of events

recorded worldwide, To further complicate the matter, many suspect events are recorded

on only a few stations and originate from regions almut which we have little geophysical

infommtion. This particular aspect of proliferation monitoringwas wonderfully illustrated

in the summa~ presentation of Brian Stump, in which he discussed the challenges

associated with identifyingthe December31, 1992,event from NovoyaZcmlya,
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The NovayaZemlyaevent gives someperspectiveto the view that seismologyis a data-

driven science; however, it is clear that an understanding of phenomenology obtained

through modeling efforts does aid in the interpretation of such events. Man Denny

highlightedthe connectionbetweenmodelingand seismic observationsin his discussionof

the physical basis of discrirninants. An improved understanding through modeling is

desirable, since obsewations alone are insufficient to adequately understand the factors

controlhtg discriminationperformance.

The modeling capabilities developed over the last decades are truly impressive.

Nonetheless, large gaps remain in our ability to accurately represent geologic materials

(even those with which we have much experience) as well as our understanding of the

salient physics that governs their dynamic response. Through presentations and

subsequent discussions at this meeting, the numb and magnitude of the complexities

associatedwithclose-in modeling wasevident. Foremostamong these issues appears to be

the measurement and representation of dynamic material propefiies in the near-source

region. It is important to develop techniquesthat adequate]y measure and represent in sim

material response characteristics. Microphysicalmodels are also important becauseof the

flexibility they of er in representing differem types of materials under varying conditions,

as well as the insights they may provide into highly nonlinear and strongly anisotropic

effects.

As pointed out by Bob Bass in his summary talk, it appears to be easier to represent

material response in the very close-in region. The data begin to show more scatter when

stresses arc at a level such that material strength becomes important. Fred App also

emphasized that material response in the inelastic region affects waveformcharacteristics

that are important for discrimination, Much discussion was also given to coupling of the

close-in calculations with seismic wave propagationcodes. These efforts, spearheaded by

researchersaffiliated with S-Cubed,will conrnbute significantly to the improvementof our

understandingof monitoring capabilities in different geologic environments, Finally, the

calculations need to be benchmarkedagainst data. With the imminent demise of the U.S.

nuclear test program, chemical explosion experiments take on renewed importance in

understandingexplosion-sourcephenomenologyin different geologic environments. This

shifi of experimentalpriorities has implicationsfor the importanceof the Non-Rolifci~tion

Experimentin determiningthe scalingrelutionsbetweennuclearand chemicalexplosions,

In the following, we have uttempted to represent the comments of the summarizers,

busd on their view foils nndour notes, All insightscontainedherein are attributablesolely



to the summarizers; we accept responsibility and apologize for any omissions or

misrepresentations.

Fred App (LANL): In the containment community, calculations are used primarily to

develop understanding of the processes important to comainment; predictive modeling

capabilities, while desirable, are not possible with current modeling techniques, and,

indeed, may never improve significantly. The manner in which modeling is used in

containment, and how modeling should be used in verification, is captured in the words of

Starfleld and Cundall [1]:

Models - how and whywe build them and use them

The world is too complex for our understanding—it does not help if we build
models that also are too complex. There often is a tendency for modelers to
concentrate on detail and build models that are too complex and unwieldy. It is
futile ever to expect to have sufficient data to model rock masses in the same
manner used for some other applications such as structural analysis/response
predictions, We are working in an inherently data-limited environment. A mcdel
should be a simpl~lcationof reality rather than an imitation of reality. The purpose
of modeling in a data-limited environment should be to gain understanding and to
explore potential trade-offs and alternatives, rather than to make absolute
predictions, One should design or borrow the simplest model that will allow the
impcmantmechanisms to occur, and can sme as a laboratory for the experiments
one has in mind, The model becomesa laboratoryfor those who build it. A model
can provide some specific examples that serve to keep our imaginations within
realistic bounds, It is often tempting, once a modelling process is complete and
new understandinghas been squired, to point out that the mechanismsrevealed are
“obvious” and that the modelling was not really necessary. A model is an aid to
thought, rather that a subsbtute for thinking.

It is clear from this meeting that seismologists believe material property differences in

the source region do make a difference in the far-field observations, despite the effects of

the earth filtering and path complexitiesinvolvedin further shapingof the seismicsignal. It

may be that gas-filled porosity (“easy” to measure) and shear strength (“difficult” to

measure) are the two key physical properties that affect the far field source function.

Microphysical models may put the important issues of shear strength and darnage on a

suonger physical foundation; waveformmatchingis another impotiant wayof determining

in situ shear strength.

Seismologists have discussed how the effect of hysteresis loops and hamonic

distonions that can modify the waveform in the elastic regime, and have shown how span,

geologic Iaycring, and topography are incorporatul into the models. The link-up between
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close-in codes and seismic codes using the represen”~tiontheorem is a very important

effort, showingremarkablygood agreementbetweentheoreticaland observed results.

There is much good work going on at both ends—the close in and far field-but the

question remains, as Peter Goldstein put it: How do we “bridge the gap?” This

symposiumis the start of mat process. The number one problem for the close-in modelers

is to determine whichof the close-in propertiesare importantto the Seismcdogist We must

determinehow well materialsmust be characterizedto suit the purposesof verification. An

issue that must be resolved is that values calculated for the close-in seismic source

function [2] do not always agree withfar-field observations. For example, a plot of comer

frequency versus yield for various rock types shows no separation between rock types at

teleseisrnicdistances. Similarly, Brian Stump stated that overshoot (rebound) generally is

not observed in the far field, yet there is abundant evidence it exists in the close-in region.

Marv Denny mentioned that comer frequency is important, but comer frequency is

influenced by overshcmt, which, in turn, is influenced by shear strength. Are the

difficulties in reconciling close-in with far-field observations due to earth filtering or
inadequate characterizationof the geologicmedia?

Some specificproposalsrelated to modelingof theclose-infield am:

●

●

●

●

9

Develop a better understanding of hydrodynamic coupling (i.e., coupling of source
energy to the surrounding medium) by using modeling together with CORRTEXand
radiochemical analysis, in an attempt to quantify the relation of such coupling to field
measurable quantities (e.g., gas porosity, density, etc.).
Investigatethe effects of phasechangesand hystereticeffects in the high pressure EOS
to determinewhat role such mechanismsplay in shaping the close-in waveform.
Perform calculations using more physically-basedmechanical models (e.g., effective
stress models, microphysical fracture models) to determine if they substantially
improvematerialdescriptionsover the more phenomenologically-basedmodels.
Compare calculated close-in source function properties with source functions derived
flom experimentallymeasureddata at regionaland teleseismicranges.
Link stress-wave codes with seismic codes to investigate the relationship twtween
close-in waveformsand distant seismic source function:.

.

Bob Basa (SNLA): Figure 1, which shows scaled range versus scaled displacement from

several underground nuclear tests, highlights a key issue at the heart of the modeling

process. As shown in this plot, close to the source (i.e., at stresses above, say,

100kbar), there %not much scatter in the data; the modeling community can do a good

job simulating these results as long as gmd EOS data are available (such a feat was not

possible 30 years ago). Further from the source (i.e., at lower stresses), however, the

scatter in the experimental data becomes appreciable and the applicability of laboratory

material characterization to the numerical modeling prmess becomes problematic. This

5
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Figure L Scaled range vs. scaled displacement for several underground nuclear
tests. At greater ranges, the scatter in these experimentaldata becomes appreciable
and the abilityto modelgroundmotionremains problematic.

issue is evidenced by comparison of Mike Furnish’s small-scaleand Eric Rinehart’s large-

scale experiments:the laboratorysamplesused to derive materialpropertiesare too small to

be representativeof the in situ roclG field-determinedEOSSand release paths are required,

Furthermore, perhaps one should intentionally use “poor quality,” not “high quality,”

large-scale samples. The importantquestion of the relationship of the small-strain lab data

to the large-strainfield data must be addressed.

Further importantmodelingissues include the effects of gas-fdled porosity, cracks, and

loading paths on model results, In addition,Norton Rirnerpresenteda good damage model

that is applicableat ranges at which the pressuresare comparableto the rock strength, The

scatter in the data at scaled ranges greater than about 100 m/ktllg suggests strong,

complicated effects at seismic ranges, i.e., at and beyond the range at which peak stresses

are comparable to the rock strength. What are we to make of measurements in which the

non-radial motions are greater than the radial motions? Are we in deep trouble since we

cannot model these correctly MISSION CYBER and DISCO ELM present such a

problem: velocities, accelerations, and stresses for MISSION CYBER were anomalously

low compared to those recorded for the similar DISCO ELM event, The work of Bill

Fourney, Richard Dick, and Tom Weaver on these events is interesting in that they
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question therneasurements. Theresults from the Non-Proliferation Experiment, when

compared with previous HE and nuclear shots, will be interesting and aid in the

investigationof the nuclear/chemicalexplosionequivalenceissue.

Art Cox (LANL): Jargon is rife in this field and everyoneuses it. Some examples:

SeismicMoment - that time when the earthquakehits and things shake
BlockMotions - offensivefootballline activitiesto preventquarterbacksack
Evasion - the art of answeringquestionson Sundaymorning talk shows
Micmcopic failure - a matter that was not very importantanyway
Radial stress - a physical situationwhen the waist belt is too tight
Comer frequency - the policecar siren stoppinga driver in the next block
Workingpoint - the placewhere we go everyday to eam our paychecks
Representationtheorem - the principleof free electionsfor our government
Far field - a subjeotveryremote from well understoodstellar astrophysics
Shear strength - the qualitythat sustainsus in coping with politicians
Free field - a gardenthat has alreadyhad all the tomatoespicked
Overburden - excessivegovernmenttaxes
Soumefunction . the job of providing things, such as groceries
cavity radius - hopefullythe same size as the dentist’sfilling
scaling - preparingfish for the banquet
Regressionanalysis - an unpleasamreport from the doctor
Sessionchairman - an intelligentpersonwithone eye on the clock
Conferenceorganizer - a verypatient scientist

(And remember that 1 GPa = 10kbar.)

Importantproblemsand futureresearchareasrelated to modelingefforts:

● Characterizationof material response on release from the Hugoniot; specifically,what
is the effect of the Griineisengammaon materialresponse?

● What mechanismsinfluencecouplingand decou ling? The SALMONand STERLING
cl’events provided real evidence of coupling, as id MISTY ECHO. The work of Tom

Dey and Lew Glenn & Peter Goldstein highlighted modeling approaches to this
question,

* What are the effectsof island and mountaingeometrieson transmitted signals?,
● The interrelated topics of strength, joints, cracks, dilatancy, porosity, etc., must be

characterizedand standardized.
c What is the effectof cavitycollapseon RDPovershoot?
● It wouldbe worthwhileto furtherinvestigatedthe propertiesof limestonewith ice,
● More numerical seismic simulations arc needed to obtain a htter understanding of

seismicdiscrimination.

Importantproblemsand future researchareasrelated to proliferationand monitoring:

o Continued funding of the important issues we have discussed and identified is
necessary,

* Permit scientistschoose what technicalproblems are the most important, and monitor
their efforts by requiringfirquent presentationsin conferencessimilar to this one,
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● If possible, detailed studies of possible prolifertmt s! s should be made and made
availableto the modelingcommunity.

Brian Stump (SMU): Where have we been? Although we have learned a lot at this

meeting about material effects, particularly of NTS materials, the transition to elastic

behavior at intenmxiiate-to-lowstresses is still a topic that needs further investigation. For

example, what are the mechanisms responsible for nonlinear behavior at low stresses?

Simple approaches such as those presented by Lane Johnson may be a good f~st-order

approach for many materials, Although nonlinear modeling can be used to quantify

important phenomenology, the predictive capabilities remain modest. The seismic

community has developed good experience tmdcapability for 1-D and 2-D seismic wave
propagation (e.g., Don Helmberger). We am beginning to couple nonlinear stress wave

calculations to seismic wave propagation codes using the representation theorem, as

discussed by Steve Day and Jeff Stevens; this effort is useful in the investigation of the

critical physics. We have begun to study similaritiesand differencesbetweenchemical and

nuclear explosions, as mentioned by IAw Glenn. Decoupling has been modeled and is

supported by _ few observations.
Where are we going? Questionsremainconcerningthe usc of equivalentelastic source

functions for explosims, For example, what is the physical basis for the properties of the
RDP? What arc the effects of heterogeneousgeologyon our inferences? ‘f’he~Mem~y

different source types that have not been investigated by the calculators. For example, it

would be useful to apply the tools and techniques that have been applied to nuclear

explosions to chemical explosions (how do they compare to nucleu$explosions?), mining

explosions (howdo arraysof sources, distributed in space and time, couple energy?), rock

bursts, underground mine collapses, and earthquakes. How do source-generated body

waves and su~fficewaves propagate to regional distances (-200-2000 km)? We need to

develop a physical understanding of discriminants such as M$/mb (surface wave

magnitude/body wave magnitude) and spectral differences. We need experimental

programs to answer well-posed q~estions, so that basic phenomenology and physics can

be resolved, and their implications on regional waveforms determined, The use of

moderate-sized chemical explosions may aid in this cause, in which different materials

(different regions of the world?) could be investigatedin a controlled manner, and the link

betweennear-sourceand regional wavepropagmioncould be investigated.

The bottom lirte of this entire efort is discrimination, i,e,, event identflcatfon, To

perfmn this task, limits must be set as to how small a source is to be identified; e.g., a

10 kt decoupled explosion has rn~ - 3,0-3,5, while a 1kt decoupled shot has m~ -205,

8



Mining blasts (of which there are more than l@/yr) are perhaps the most problematic in

terms of classification. To obtain the information required for discrimination, regional

monitoring (-200 km-2000 km from soume) will be necessary. Further understandingof

evasion scenarios (e.g.,decoupling, masking) will be needed, as will the development of a

physical understanding of useful discriminants. The key issue of discrimination is

highlighted in the view foils provided by Alan Ryan of DARPA, which illustrate the

difficulties associated with identifying the source of the December 31, 1992, event

originatingfrom NovayaZemlya.

As is clear by the comments of the summarizers, many open questions and research

opportunities remain in the field of numerical modeling for underground nuclear test

monitoring. We feel that a high priority for the close-in modeling community is the

problem of accurately describingmaterial response from limited laboratorydata, while the

seismologistsmust continue their workon the all-importantproblemof event identification,

We hope these proceedings will provide some guidance to our colleagues in this field, and

foster future dialogue amongthose involvedin this diversereseamharea.

We thank the presenters for their research and contributions to this volume, and the

summarizersfor their perspectiveson these issues, We kindly acknowledgethe assistance

and cooperation of the session chairmen in running the symposium, We thank Fran

DiMarco and Kim Nguyen of the LANL Protocol Office, and Marie Kaye of the LANL

NuclearTest ContainmentOfficefor their assistancein organizingand running the meeting,

StevenR. Taylor James R. Kamm

Los Alamos, NM

July, 1993
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Numerical Modeling and thePhysicaiBasisof SeismicDiscriminants

MaminD. Denny
U.S. Departmentof Energy,Officeof Arms Controi

Abstract
Accurate seismic event discriminationis critical to detection of nuciear explosions,Numericalmodeiing
appliedto seismiceventdiscriminationcan lead to increasedreliabilityof proliferationdetection. It is
parthdariy applicableto errorbudgetingandto understandingexpiosionand earthquake phenomenolo-
gies. Them also is a need for minimumrequirementsto validate the models used in numericalmodeling.

1, Introduction

Numericalmodelers may need an introduction
to theseismicmonitoringproblemin the contextof
proliferation detection, Whh that, I’m quite sure
that they wiii see many ways in which to make
useful contributions,

For the iongest time, our emphasis was on
monitoring the Russian Federation’s test program.
Shortly after Reagan’s election, I attended a
Defense Advanced Research Projects Agency
(DARPA)meeting where someonesaid very ciear-
iy: “Pay attention, guys, the probiem is yieid esti-
mation, not discrimination,” Vcriflcation of the
Comprehcnsivt?Test Ban (CTB) Treaty had been
the primary conccm under the Catter administra-
tion and that meant, and stiii does mean, discrimi-
nating eanhquskes and quarry blasts from under-
ground nucicar explosions. But times have
chtmgcdagain. Interest is once more focusedon a
CTB with the added dimension of proliferation
detection.

Monitoring for the first test of a potential pm-
liferstor, whether clandestine or not, is a more dif-
ficult msk than monitoring to verify a CTB, Under
a CI’B, the other party has a known nuciear capa=
biiity and infrastructure that can be monitored by
other means, Furthermore, some mechanism
wouid probabiy be negotiated to rcsoive faise
alarms, On the other hand, with a potential proilf-
crator, no such knowiedgc of nuclear capability or
Infrastmcturcmay exist,andfaisealarms wili be a
Mg probicm, In fact, if efforts to detect the teli-tak
signs of production capability have faiicd, there
may bc some segments of our own government
with strong motives to not beiicvc any cvldcncc of
atest,

Slncc there might not be a mcchanlsm to
nmlvc falsealarms, some cicmcnts of the govcm.
mcnt may not wam to act even if the evidcnu is
clcur, !%mcthlng similar to this occumcd during
the Infamous South Atlantic event that
Seymour Hcrsh, in his book, TheSampson option,
culledthe third of three Isrucllnucictirtests, It was
simplyu problcmthe administrationof thetlmc did

not want to deal with,
In some future case we may need to be able to

asseti with a very high degree of cmaimty that an
event was a nuciear test, and that will not be easy.
On the other hand, in some cases, maybe even the
weakest evidence wiii do, Rt!garditxs,it seems to
me that a better theoretical understanding of the
basis of the seismic discnminants wouid raise our
community’s credibility significantly with those
who might need to act on the evidence,

2. How can Numericai Modeling Heip?
Numerical modeiing can help in two ways.

First is the error budget probicm, and second is the
basic phenomenoiogy of explosions and earth-
quakes. To understand how these would hcip, ict
us start with a cursory iook at seismic event idcnti-
tlcation, The chief discriminant,or means to iden-
tify an event as an earthquake, is depth. If a seis-
mic event can be determined to be sufficiently
deep, h can safely be considered an earthquake.
However, when this criteria fails, other techdques
must be used, such as an energy mtio in either h
time or frequencydomain.

I wiil give an example of both time and fre-
quency domain discriminants,but first, a definition
of the seismic source function is needed. In its
simplest form, consistent with a permanent dis-
placement, the source function Is completely
dcflned by four paramctct%,as shown in Figtm 1,
On the icft is a f~quency domain iog=iogpiot of
the source function,with a correspondingtimc-
domainploton theright,

The four parameters are illustrated on the icft
They are the dc icvei Mo, calicd the seismic
moment; the comer frequency fc; the overshoot;
and the high-frequency asymptote n, calicd the
roli.off, In the time domain, the moment controls
the ovcrail ampiitude; Ihc comer frequency con.
trolsthe period;theovershoot,or iuck of It, con.
trois the decay and whether or not a ncgutlvc per.
tltm exists; and finally the mll=offcontrols the rise
tlmc: the faster the KWoff, the iongcr the rlsc time,

The most succcssfhi dlscrimlnant hn~been the
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Theexplosionsconsistentlyseparatefromthe other

Figurei. 8cbematk illustral

L limo

g frquency domain
and time=domain representationof the seismic
sourcefunction.

Ms-m , It is a time-domainmeasurementoriginal-
$ly m e on tcleseismic signals passed through two

narrow-band filters that are separated by about a
factor of about 40 in frequency. This choice of
band passes has a long history and was somewhat
hardware driven and arbitrary, Basically,the low-
frcquency band was chosen to record surface
waves, while the other was chosen to record body
waves,

I’mnot sure who fimt noticed that earthquakes
and explosions tend to form two groups when
body-wavemagnitudes are plotted against surface-
wave magnitudes. It mayhavebeenWilliset al, in
1963,] Figure 2, illustrating the Ms-mb discrhni-
nant, is from Douglas, 1981,2 The body-wave
magnitude is on the venical axis while the surfacc-
wave magnitude is on the horizontal axis, The
scale is the swne in both frames, and the solid line
is the same,

Some questions immediatelyarose, such as:
“What is the physical basis for the dlffenmce?”and
“Do the Populationsmerge at low magnitude ash
appears hem?” It also had its share of criticism,
primarily that its usefulness is Iimitcd to the high
detection threshold of surface waves relative to
body waves,

On the question of the physical basis, Douglas
ct al,, 19713and 1972,4wem among the first to so
on record arguing that differences in the source
mechanism am sufllcicnt to discriminate between
explosionsawl earthquakes, That is, an earthquake
is a shear wave source, whereas an explosion is a
comprcssionalwave soutvc,

Aki, Bouchon, and Reascnberg followed in
1974,5 They concluded that the overshoot ac.
coumcd for the M~-mb succcss and that h would
not work below an mb of about 3 because of the
way the spectrum scales,

In the same year, Pcppln and McEvllly6wm-
parcd wcstcm United States earthquakes with
NcvadttTest Site (NTS) explosions tmd their afler=
nhocksand collapries,as shown in F’lgurc3, The
comparhmns were done at each ~f four stations.

types of eventsdownto mb =3,3anddo not appear
to mergeat low magnitude.Peppinand McEvilly
concludedthat the focal depth and spatial source
dimension seemed unlikely to be prime factors in
the discriminant’s success; that the focal mecha-
nism was a possibility, but that the source time
function seemed to be the most likely causal para-
meter, Thus, nearly 20 years ago the difference in
the source spectrahad some, but not unanimous
support as the physical basis for the success of the
Ms-mb discriminant, If this were true, then one of
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t I
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.** 4
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Figure 2, hl~=mbseismicdiscrimlnants (from
DouglasetA, 1981),2

the two possibilities shown In Figure 4 must also
be true. In this flgm, the vettical lines marked M5
and m indicate the centers of the two passbands,

9If you ook carcfldly at this ftgun%you’ll scc that
one wnscquencc of his assumption is that the two
populations must merge as the events bccomc
smaller, To visualize this, just imaglnc that the
passbands arc held !Ixed at the vcrtictd lines, but
that the spectra arc moved down In amplitude and
to higher frequency as the events get smaller.
Evcntualiy,both passbandswill be operating on the
flat portion of the s~ctru, When this happens,
there can be no acparatlonst

Also In 1974, n new dlscrimlnant was de.
velopcd based on the pnxr.lsc that there Is a slgnlf-
Icant source spectral dlffcrcncc that wntributcs to
the succcss of the M5.mb dlscrlmlnnnti Let’s take
a look at Archambcau’svarlablc iiequcncy magnl-
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Figure 4, Schematk uhowingpotential effectsof the
dSIdC sourcetime fUnCth)IIon the M8.mb dincrimi.
nnnt,

tudc discriminant.7 Its ml beautv is that it could,
in principle, be applied to any i&y phase and so
could be used on even the smallest event, provided
a signalof some sort could be obtained,

Savinoet aL7in 1980applied this technique to
Eurasian events as shown in Figure 5 with good
results. But if you apply the same visualization
eyercise to the spectral sketch on the right-hand
side of the figure as we did on the last figure, you’ll
obseme that at some small magnitude, the separa-
tion should again disappear, The veflical lines
indicate fmqutmciesthat should be held fixed. In
fact, the separation in the data does appear to nar-
row at the bottom. The authors, however, attrib-
uted this to the decrease in signal-to-noise ratio for
smaller events,

For both the Ms-mb and variable frequency

Figure S, Variable frquency magnitudediscrimina-
tion resuitsfor Eurasian earthquakesand explosions
recordedat theLASAarray(fromSavinoetal,).7

magnitude, we have seen that if the differences in
the source spectra are a significant contributor to
the discriminants, then the two populations should
merge at iow magnitude. There is some further
evidence that they, in fact, do, Figure 6 is from
Tayior et d.s where the Ms-mb discriminant has
been applied to regional data, It is consistent with

mb

Figure 6, Re#ional Mg~mbfor NT!iiexplosionsand
weutern United Stiiternearthquakes (from Tnyior et
ai,, 1988),8



Figure 2 fmm IMuglas,2but the merging is cleanx
and the separation is not as gnat.

Taylor et al.9 also applied a spectral ratio dis-
criminant, similar to the variable frequencymagni-
tude discriminant, to several regional phases as
shown in Figure 7. The individual plots show
some overlap t!!at appca~ to be greatest for the
lower magnitudes. Thus the regional data support
the hypothesis of a convergence of the discrimi-
nants at lower magnitudes. However, there is a
problem. The variable-frequency magnitude dis-
criminant and both the regional and teleseismic
Ms-mb discriminants imply explosions have more
high-frequencycontent for the same moment than
do etiquakes. The data from Figure 7 imply the

3 I I
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UIExphmon
o Emthquako-
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3 4 s 6 7
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“.lLAa—L_d
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i
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Figure7. Spectralrutlodlscriminantfor NTSexplo=
dons nnd western United States earthquake for
reglonnlphasesPa, Pn, and Lfl (from Taylor et aIJ,9

opposite.
A possible explanation for the difference

between the data in Figure 5 and Figure 7 is differ-
ences in the source materiats at the two test sites.
Taylor and I publisiwda papcrg attributing the dif-
ferxmcesto the roll-off to be expected in the differ-
ent source materials. But I don’t think that is ‘me
anymore. It does not explain the regional data of
Figure 6. More likely to be the case is that the cor-
ner fttquency is dependent on the material proper-
ties in the SOUIWregion and these are just simply
different for the (WOsets of explosions.

What is really going on? Them are two papers
that set the standard for analyzing the error budget.
The first of these is Stevens and Day’s 1985
paper,10 and the other is by Patton and Walter.11
What Stevens and Day did was to analytically
account for the diffemm.es between the Ms-mb for
earthquakes and explosions and then evaluated
them with f~te difference simulations. Patton and
Walter did something similar, but for the seismic
moment and the Pnmagnitude, They also assessed
the difference only for a few special cases.

As seen in Table 1, there arc three terms in t!!e
Table 1.

EffectsofSourcePropertieson Seismic
Discrimination

PattonA Wailer Stevens6 Day

Diffwona 60UrM bgMo-mb M.. mb

RmliMOn(foodmoohanism) .25 .3sk ,6
MsIorlalproPortiQ$ .51 ,7

Spactium .71 .6

I

analytic solution, not counting the secondary con-
tributions due to the free surface. The important
thing to note Is that MS is measured from the flat
part of the spectrum and should, therefore, be sim-
ply proportional to it, Both studies indicate that
diffenmces in the source region material properties
and In the source spectra co@ibute more on the
average than do the focai mechanism and its resul-
tant radiatloti pattern. The major contribution of
the focal mechanism, as shown by Stevens and
Day, is that it can account for a signMcant amount
of the scatter In the earthquake data, Stevens and
Day’s Ms-mb simulations indicate that the two
populationsmerge at low magnitude,

TWO seems to be plenty of evidence that spcc.
trtd differencesmake a significant contribution and
that the two populations should merge at low mag-
nltudc, But them am also studlcs that don’t show
mcrgingi I frankiydon’t know what they mean. I
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Figure 8, ML vs M. for 173 earthquakes and 128
explosions(from Woodsand Helmberger).12

don’tdoubtthedata,but I don’tunderstandit either,
andwe rwlly need to, This could be an important
Rsult,

Figure 8 was recentlypublished by Woodsand
Hclmbcrgcr,12 Does this meanthat there arc no
differencesin the soumespectra? If this is true,
then the maindifferences must come fmm source
material propertiesand the focal mechanism. If the
material property differences are only a result of
local structure, then a shallowearthquake (i.e., one
at a depth comparable to an expiosion) could be
expected to discriminate oniy on the basis of its
focal mechanism. Therefotv, it would seem that
successful discrimination is nor too likely, and
shallowearthquakeswill probablybe false alarms,

Onethingseismologistscouiddo, thattheyare
not accustomedto doing,is to collectdataon cor-
ner frequency, This hasn’tbeen done routinely be-
cause the narrow-band systems commonly in use
make this a difficult, if not an impossible, task,
There tire also lots of questionsabout the path’s
contribution to the signal and how to treat it,
Ncvcrthclcss,there have been special studjes using
broad-band instmmcnts where eomcr frtqu. ncics
have been estimated and it seems to me that mom
am in order,

This is the kind of cnor budgeting,or physical
accounting,that I think wc have to get much better
at in the futurv if wc am to do a credible job of
identifying events, It is also one way numerical
modeling can help. I can’tbelieve very many false
alarms will be tolerated, A fcw too many and this
community will simply be ignored, It will not be
good enough to simply usc statistics druwn fmm
two populations like these, For onc thing, the CX.
plosion populations only exist for a fcw WCII.
known test tdtcs, Wc need to become much more
confident in idcntlfylng the differences so that nxd-
istlc iimlts can be cvuluutcd for regions where wc

have no previous explosiondata.
The other way numerical modeling can help is

in the identification of criticai mechanisms in
explosion and earthquake phenomenology, For
example, an early expiation of the comer fre-
quency for explosions was that it is determined by
the range at which tensile cracks no longer form,
Butthiswasjust an arm-wavingexplanationbased
on erroneous estimates of the elastic radius. All
the data taken in the free field that I’veever seen,
indicate that the comer frequency is created very
close to the cavity. The pulse shape simpiy does
not change throughout the entire nonlinear rcgicm.
A better explanation was recently suggested by
Lew Glenn, namely, that the comer fmqucncysim-
ply is the result of the end of the cavity growth,
It’s these kind of fundamentals that have yet be
accurately and fully explained that could help sig-
nificantly,

Using numerical simulation to account for dif-
ferences in seismic discriminants would bc very
helpful. However, these simulations are entirely
dependent on the physicai mechanisms modeled,
Howdo wejudge the value of a simulation? Some
standardsan! required.

Any model of a physical mechanism to be used
in a simulation should have supporting laboratory
data, and in the case of explosions, the results
should be consistent with three weli-documented
empiricai quantities of cavity size, seismic mo-
ment, and comer frequency, Any discrepancies
should be fully and carefully explained.

I don’tknow how many times I’veseen a report
when the author claimed to have matched some
free-field data, Usually what is meant is that
somethingciose to the peak particle velocity at onc
or more ranges has been produced, But such a
simple measure of success falis far short of putting
the result into a meaningful content, To me this
means computing the cavity size, the seismic
moment, and the comer frequency and comparing
the calculated values with the empirical ob-
scrvalions,

I’m ICSSsure of what requirements should bc
placed on carthquaiw simulations, but clearly wc
need more empirical information on comer fre-
quency,

‘lb answer the question of how to assess the
value of a simulation wc will have to call on our
statistician friends, Wc had thcm look at the
hydrodynamic yield methodology, and the things
that they lumcd up were simply amazing, It would
be most useful to have thcm get {nvolvcd, Pcrhtips
they coulddevelop some kind of flgurcof mcrh for
how WC1la given model reproduces the known
rwlltst

Finally, if wc are going to mtikc rwti progrws



in modeling for the error budget, it is important to
have an active test program, Expert opinion won’t
do, But, I don’t mean the existing weapons test
program, The trouble with it is that the weapons
developers performed nearly the same experiment
over and over again. The only things that they ever
varied, and then only inadvetiently, wett the gas-
filled porosityof the emplacementmedium and the
yields. No, I mean one that we have control of so
that relevant experimentscan be designed.

To be useful, a test program has to include
materials other than alluvium, tuff, and rhyolite. A
very useful program could be constructed around
intermediate-size chemical explosions of about
1 ton. If these were done in combination with a
laboratory program to test core samples taken from
the emplacement medium, we could learn by leaps
and bounds,

Completion of the Non-Proliferation
Experiment is important. Much smaller chemical
explosions seem to have shown that them is little if
any difference in the seismic signals between
chemical and nuclear explosions when both are
fully contained, The Non-ProliferationExperiment
is located in the midst of many previous, well-
insttumentecinuclear experiments so t..at the dif-
ferences, if any, should be well defined, 1 am
hopeful that the Non-ProliferationExperiment will
lay the foundation for a future seismic discrimina-
tion experimental program, I consider such a pro-
gram essential to make real progress in understand-
ing and modeling the physical basis of seismicdis-
crimination.

‘1’hcviews expressed in this paper am those of the
author only and do not rdlect those of the Offlcc
of ArmsControl.
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MODELING THE EXPLOSION-SOURCE REGION:
AN OVERVIEW*
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Introduction

The explosion-source region is defined as the region sumounding an undetgrou.nd explosion

that cannot be described by elastic or anelastic theory. This region extends typically to

ranges up to 1 km/ (kt )‘i3 but for some purposes, such as yield estimation vla hydrody-

namic means (CORRTEX and HYDRO PLUS), the mnximum range of interest is less by

m order of magnitude. For the simulation or anaiysis of seismic signals, however, what

is required is the time resolved motion and stress state at the inelastic boundary. Various

n.nalytic approximations hav~ been made for these boundary conditions, but since they rely

on near-!ield empirical data they camot be expected to reliably extrapolate to different ex-

plosion site.;, More important, without some knowledge of the initial energy density and the

characteristics of the medium immediately surrounding the exploslon, these simplified mod-

els are urmb to distinguish chemical from nuclear explosions, identify cavity decoupling, or

nccount for such phenomena M anomalous dissipation via pore collapse.

Our purpose here is to prcsemtan overviewof the physics !nvolveclIn simuhting underground

nuclear explosions In whet follows, we first describe the fundamental equations hvolved,

discuss solution methods, coordirmte fmmes and dlmensiondlty. Then we ident]fy the factors

thnt nlost in!luence the ~eismic response, Taking appropriate rock rmrnples,measudng the

rock properties, and developing realistic constitutiw models are subjects importunt enough

to wmrrrmttwo other keynote prcsentntiom, 1Ierc we emphasize the coupling between the

rock propcrtim and the chnrncwistics of the explosion cwity and exemplify this coupllng by

brkfly rrviewing the imporumt subjects of covity dwoupllng and nucleur/chemlcul source

fq~uivnlmw{’,Wr cormlud(~with o brief discussion of the nmln problems ir~obtaining nccurntc

])rtdictiw] of sou.rru-rvgiunrtwp(mw, il~’l,Illul(’riollnhomugenvities and Imprecise knowledge

of nmlorhd propvrtiwi

* Work Imrf(mliod under Ltw mnpi(wmd ttle 11. S, Dopmmcm of IlnwfiyI)yl,~wrence Llvermme

NAthIIIIJLalmratory Imthw ~vmtrnr~ # W.740h.l:nK-IiH

17



Fundamental Equations

In divergence form, the equations describing the conservation of maas, momentum, and total

energy respectively are:

1 D?
=-vu

;T

Du
—=-v(p+p~)+vu+f

p dt

De
–-V. [U(P+PJJ] +V(UIU)+ V[(K+KJJV7’] +QP~–

(1)

(2)

(3)

p ISthe mass density, u the particle velocity vector, p the rnaterkd pressure, u the deviatorlc

stres6tensor, and f the body-forceper unit volume(gravity) vector. PR = aR~/3 Is the ra-

diation pressure, whereaR Is the radiation density constant (7.563x10-15 erg/cm3/(oK)4)

and T is the temperature. e = e~(p, T) + (1/2) u “u + aR~4/p h the totfd specific en-

ergy. The first term in the latter expression,em, represents the material specificinternal

energy, the swond term the specific kinetic energy, and the last term the specific energy

associated with the radlat ion field. K Is the IInear coefficient of thennrd conductivity and

~R = 4DRaR Tg, where DR 1s the Rosseland radiation diffusion coefficient. Q Is the rate at

which energy is generated by the device per unit volume.

11 should be noted that the equations (1) - (3) are not closed until an equation of state,

P = P(P,~t .,,) ~d a Constltutlve model u = ~ (P,~~~, .,. ) are defined. Here E Is the strain

tensor and the continuation inside the pmentheses Is meant to Imply that path dependence,

poros]ty, and rate effects may be also be involved,

Explosion Phases

Simulating the explosdoncon be dlvlded Into 3 phases, since not all the terms In the above

quatlons are sign.lficnntat the same time. This allow operator eplJttlng to be employd

whichcan simplify the calculations; for multldlmenshmal problems, different codes are often

employwl for each phase, The first phase we call the radlatlon-oupkd hydrodynamic phase,

th~ durBt~onof wtdch Is typlcdly O< t < 1!?us, In this period the pressure Is so large that

wr~ngth and overburden effects can be Ignored, deletlng the M. 2 temns on the right-hand-

skiu (R1lS) of equation (2) and the 2nd term on the RHS of quatlon (3), We note that

rudlat[on transport IS nonnrdly dgnlfh ivt only when aspherical mrces are employd and

hydrodyn~rnlc yield estimation Is requlrml or when large (decoupling) cavltles are employed;

In the Inttcr mae the rtidlntlon dltfusm ahead of the shock front and thereby m!tigates the
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hydrodynamic impulse delivered to the wall, The diffusion approximation for the radiation

trans~rt is valid so long w the medium is optically thick. When p~oton mean free paths

become comparable to characteristic structural lengths, such as the cavity radius, a flux

limiter is employed to restrict the energy transport to physically allowable values.

The hydrodynamics phase occurs in the interval 10 AS < t <1 ms/kt 1/3. In thk interval,

not only are strength and overburden negligible, but all radiation efkts are as well. The

pressure is determined strictly by the material quation of state.

The final phase, in which t >1 rns/kt*i3, we iderltify as strength+oupled hydrodynamics.

By this point, the peak pressure haa decreased typically below 10 GPa. The equation of

state and the overall const itut ive model may be CIu.ite complex. The pressure may exhibit

strah-path and / or porosity dependence cmdthe in situ yield strength Is determined by the

(overburden) pressure, porosity, and the degree of water saturation. The subsequent yield

strength (on load]ng and unloading) may be enhanced by pressure and strain hardening,

or degraded by damage and thermal softening. Morover, the initial overburden state may

deviate significantly from Ilthostatir, an important consideration when explosions take place

in 10rgecavities.

Coordinate Frames

The usual procedure for solving source-region problems is to difference equations (1) - (3)

directly In the time domain. Expllcit time dlfferencing, where state variables are updated

strictly from their values at earlier time, is normally employed because of the ease of lmpl~

mentntion and computational speed. An exception is made when considering the radlatlon

dltfusion term In equation (3), where (unconditionally stable) fully impllclt schemes are the

rule, The reason Is that the Courant time step requtred for stable solution of the expllcit

radlatlon opcmtor is many orders of magnliude less than for the coupled hydrodynarn.lc

system.

Thv mesh or grid employed for spatial dlfferwlclng con be either structured, with fixed

connectivity, or unstructured, Three kinds of structured grids have bm used extensively,

‘1’obrlcfly review them, consider the convective operator

%’w’v (4)

where w s u - u; u IS the pm-tich’velocity vwtor tmd u is the local coordinate frame velocity

wtor, If u h eve~wherc = m,w = O und we have a Lagrangian coordinate frame, in

which ~he ~dv~tion operator INt4imlna@d altogether. Although this simplifies the solutlon,
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Lag-rangianframes normally cannot be used throughout because of mesh tangl!ng problems

and btxause the time step rquired for stable solution may become infinitesimal. When this

occurs, a rezoning or dezoning operation is required, which amounts to overlaying a new

grid on the old and Interpolating the field variablesthereon.

Alternately, If s is everywhere = O, w = u, and we have an Eulerhm frame In which the

mesh is stationary. In practice, this is usually accomplished in 2 steps. First the Lagrangian

operator is employed to compute the motion in the material frame; the grid points are

then moved back to their original position and the advectlon operator is used to remap the

field quantities. Eulerian frames petit accurate spatial differences to be computed and

are the easiest to visualize. Their disadvantage is that they require interpolation to define

moving Interfaces and tend to di.lhe inforrnat ion across these interfaces, Moreover,they

are inefllcientin that the resolutionof moving fronts, such as shock waves,rqtires the mesh

density to be fine everywhere since the dhxtion of wave motion is not normally known In

advance. This problem can sometimes be alleviated by employing a multigrid scheme, In

which all wave fronts are tracked, and fine grjds are superimposed only at the fronts,

In the most general case, s and w can be adapted to the problem at hand; in this case

the scheme is called ALE (arbitrary Lagrangian-Eulerlan). ALE schemes allow interfaces to

remain Laqanghm while the mesh IScontinuously deformed elsewhere. Various algorithms

have been employed for optimizing the mesh motion,

Methods that use unstructured grids can theoretically ellm.lnate mesh tangling problems

without introducing excessive dlffuslon, They fall Into two categories, dlsthgulshed pri-

marily by the means employed for cnlculatIng the spatial derivatives. In the Free Lagrange

formulation, nearest neighbor clustering of msas points ISused to obtain standard finite dif-

ference approximations for the gradient and divergence of state variables, In the Smoothed

f-tirtlcle Hydrodynarnlcs scheme, hlonte Carlo thwx-y Is applied to the discrete representa-

tion of mass points In order to obtain a continuous representation of the state variables;

ana.lytlcal dlfferemlatlon then gives the required spatial derivatives Both methods require

ftdrly complex rules for associating po]nts and, at least to date, are fairly slow compared

with conventiomd st.ructtued fonnuhtlons,

Dimenslonalit y

hfost source+eglon problems that genernte boundary conditions for selsrnlc propagation

can be solvwi in I dlmenslon, t.mdasmmlng spherical symmetry, Typically, from 102 to

104 nodes NP employed, depending on the required ~patlnl resolution and the dmulatlorts

cumbe cndd out on n workstntlon In IL few minutes to a few hours. When complicated
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topography or stratification Is important, say for accurate spwtral representatlon, or to

simulate interracial effects such as span, 2D or even 3D codes are required. 2D problems

are normally calculated with axial symmetry although plane strain and plane stress solutions

are also pcdble. Typical simulations employ from 104to 106 nodes and require from a few

hours on a workstation to a fewdays on a supercomputer. Fully 3D simulations that emp)oy

of the order of 107nodes or lesscan be carried out on a supercomputer, and a few problems of

this size have been run on massively parallel machines, howeverh~gh-resolution 3D problems

are still mostly beyond the state-of-th~a.rt.

Factors that Influence the Seismic Response

The factors that most aRect explosion-sourceregion simulations can be divided into two main

categories: properties of the rock media and characteristics of the explosion cavity. The most

import ant of the rock properties is the strength (bet h in shear and in tendon), Moreover,

it is not sufEcicrk to know the failure envelope; the behavior during and after initial failure

is equally important. For example, the morphology might be altered by tensile cracking

which, in turn, could markedly reduce the subsequent resistance to shear. Alternately, as

exemplified by the behavior of certain salt rocks, plastic strain can cause an increase in shear

strength via a hardening mechanism. Still greater plastic strain dissipates su.filcientenergy

to melt the salt with attendant loss of all strength. The strength of the rock is also strongly

influenced by the poroeity and degree of water saturation; strength degradation due to pore

pressure effects is well known.

Other rock features that affect the seismic response include the elastic modu.li, the response

to shock loading rmd release (as determined by the hlgli-pressu.re equation of state), the

overburden state (as determined by the depth of burial and amount of damage surrounding

the Initial exc,wated cavity), and the topography and stratification.

The most important characteristic of the explosion cavity is the Initial energy density, i.e,,

the device energy per unit volume before the cavity walls begin to move, The matimum

pressure in the cavity, p. fi,~, is directly proportional to this quant!ty, For tamped explosions,

PC~Z iS l~m compared With any el~tjc mod~~ ~nd virtually all the energy is dellverw.ito
the rock (via radiative transfer and pdV work). On the other hand, for explosions in very

large excavnted cavities, p.~z can be significantly lees than the modulus and only a small

fraction of the explosive energy goes into work on the wails, This Is the basis of the cavity

decoupling concept,

T\le high-pressure quation of state of the rock signifhmtly affects the ~eismic responm
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whenp~= is su.fliclentlyhigh; its influence is much reducd when the yield-scaled size of the

explosion cavity is increswd beyond a certain point because p~= is then at or below the

eleatic limit and the releme isentrope is virtually the same ea the shock Hugontot, Similarly,

the overburden stress state can have important influence on the seismic amplitude when the

explosion takes place in a large cavity, where the pm= is of the same order as the shear

stress near the cavity wall, but is much less important for well-tamped explosions because,

in the latter case, the shear stress in this region is negligible compared with pm=,

Other aspects of the cavity that may affect the seisrnlc response are the in~~hlmu density

(the sum of the device mass, includin~ inert material, and that of the mrrounding air,

if any, per unit volume before the cavity walls begin to move) and the thermodynamic

characteristics of the cavity contents. For example, a tamped chemical explosion dffers

from a tamped nuclear explosion not only in the initial energy density, but also in the

temperature and composition of the explosion products.

Cavity Decoupling

The fundamental assumption underlying the estimate of explosive yield from an underground

explosion by seismic means is that the seismic amplitude (&) is a unique function of the

yield, That this is not the case for an explosion conducted In a large enough cavity is

understood to mean that, in this case, a fraction of the yield is not deliverd to the rock

medium surrounding the cavity, ie., the explodon is decoupled, For a fully tamped explosion,

however, virtually all the energy in the device goes into the rock. It can be shown* that even

though this occurs, & may not be a unique function of the yield. In the Iindting case of

a perfectly elastic-plsstic medium, for example, the seismic amplitude vanishes altogether

~ the energy density grows arbitrarily large (increasing yield in a fixedhole or d=reaeing

the hole size with fixed yield), The reason for this Is that the energy delivered to the rock,

in this case, is entirely in thermal form,and a Hooke’s Lawmedium only produces pressure

when compressed; thermal energy has no effect. Of coume, real rocks do not behave in

this f~hion, but the effect persiet~, to some extent, even with more realistic materials,
Regardless of the material model, as the inltlal energy density In the cavity Is Increeaed, the

hction that ends up in the rock in thermal form increases, For initial cavity radll greater

than roughly I m/kt li”, the thermal component of the premure in the rock is a rel~tively

small froctlon of the totul, As a consequence, It is in thh rcghne that hcreasing the Inlthd

energy density in the cavity normally producm decreasing selemlc amplltudei But It la also

In this regime thnt the total energy coupkl to the wall dhnhisheu with increedng cavity

size, Thcrnetwo competing effects typically produce a maximum umplltude uomewhere In
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the range 1< roW -Its < 10 m/ktlj3,

For nearly fid.lydecoupled cavities the seismic amplitude is especially sensitive to the am-

bient atmosphere hside the cavity and to the overburdenstate. Large, air-fll.ki cavities

promote pressure spikeson the walls which incresaedamage, thereby weakeningthe rcwk
and increasing~m, These same spikes enhance the high freque~cy content of the seism.ic-

source spectrum and hence reduce the d=oupling factor Athigh frequency. Since the impulse

delivered to the rock face varies ea the squar~root of the cavity-gas mass, evacuating the

cavity, at least in part, reduces the damage, The same efkt can be had by substituting

hydrogen or helium for the air. Either of these measures will extend the radiation phase of

the fireball growth, allowing less energy to go into shock motion. In this way, the pressure

on the wall can be made to approach a step function, with no spikes.

Distinguishing Between Chemical and Nuclear Explo8iona

Chemical and nuclear explosives are fundamentally different in thr~ ways, In the fully

tamped condition, the ener~ density of nuclear explosives can be varied over several

orders of magnitude whereas the value for chemical explosives Is fixed, For example,

row-’ia = 5,22 m/kt1J3 for tamped TNT, whereas the value for nuclear explosives can

be as low as 0,1 m/kt1J3, or even less, Seconu, due to thermodynamic source characteris-

tics, the pressure (at the same energy d, nsity) Issignificantly higher for chernlcal explosives.

And third, dynamic efkts on the cavity wall are much more pronounced with chemical than

nuclear explosive~, Since the impulse delivered to the rock face varies aa the square-root of

the exploslve mass, and the latter la typically 3 orders I r map@tudc higher with chemical

explosives, the prompt dcmmgcto the walls is norrnnlly greater in th.ls case.

The net ekfect le to expect higher seismic nmplltudes for the same exploslve yield with chem-

ical explosive~, Calcuhtions of cxpbslons in Bolt, for example, Indicate that the asymptotic

value of the redu’cd displacement potential is more ttmn S070 higher for u tamped TNT ex.

ploslon than was obgerved in the SALMONevent (a tamped nuclear explmlon In the Tatum

suit domu),x The use of o lowerenergy chemical exploslvo (Ilkepel.fctolor anfo) wouldreduce

the dlffcrencc rwmpwhntbut, to obtain equal omplltudes, the chemical exploslon would have

to bo cnrrlml out In n dlghtly untampwf contlgumtlon, I,e,, in n cavity roughly twice MIImge

M tho clmrgc, Although other fnctmw tiuch w ctmrgc dmpc and dlffercnccs In overburden

nmy NIHOinfluen(:v thn compurhmn, thuw concludons bavc clcnr Impllcatlonrnto ctdlbratlon

und (!vwdollilnmtw!

23



Concluding Remarks

The implementation of computer codes to solve the source region problem has advanced

significantly over the past 25 years. Very good agrmment can be obtained betwtm cal-

culation and experiment when enough information is available. Accurate simulationscan

usually be performed by skilled modelers but, while simtdatlon is relatively easy, prdction

is much more difficult, Part of the reason is that laboratory measurements on core-shed

rock samples may not be representative of the mechanical behavior of the extant rock mass

from which the samples derive, The cores are Invariably of dimension small compared with

the calcu.1atlona.1 elements so that local inhomogenelties, often quite large, must be averaged

to obtain representative values for the material models, Most Important, simulation of ex-

plosions at unidentified (clandestine) locations implies an !mperfect knowledge of the in situ

material properties and emplacement geometry. The main task of the modeler Is to derive

plausible models and to estimate the error under these conditions.
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ROCK STRENGTH UNDER EXPLOSIVE LOADING

Norton Rimer and William Proffer, S-Cubed

This presentation emphtisizes the importanceot’adetailed
description of the nonlineurdeviutonc (strength) response
of the surrounding rock in the numericul simulation of
underground nucleurexplosion phenomenology to the Iwe
times needed for test bun monitoring applications, We will
show how numerictd simulations which match ground
motion measurements in volcanic tuffs and in granite use
the strength vulues obtained from Iubormory meusure-
menrson smull core sumplesofthese rocks but ulsorequire
much lower strength vulues ufter the ground motion hus
interacted with the rock, The underlying physicul mecha-
nisms for the implied strength reduction ure not yet well
understood, ml in fuct muy depend on the purticulur rock
type, However, constimtive models for shock dumuge

und/or effective stress hove been used successfully ut S-
Cubed in both the Geophysics Progrum (primurily for
DARPA) tmdthe Containment Support Rogrum(for DNA)
to simulute lute time ground motions meusured ut NTS in
mimy dit’tkrent rock types,

The DNA hus supported extensive constitutive modeling
efforts iu S-Cubed und elsewhere in u continuing effort to
underwm.1 UGT phenomenology. Of current interest to
DNA is the measurement und numericul simulation of the
compressive residuul stresses hypothesized to sumound
the explosive cuvity ut lute times (upproximwely one
second to muny minutes) und thus prevent rudiooctive
cuvity gtises t’rom esctiplng through the surroundin~ rock,
The extensive dutuobtuined by the DNA in support of their
testing progrom in the tunnels beneuth Ruinier Mesu pro.
vide II unique source of constitutive modeling information
for zeolitized, suturuted tuff, This int’ormution includes
quusi~stutic Iuborutmy muteriul properties ter+tingon core
sumplcs of tuff ulong u number ot’relevunt struin puths und
churucterizution of the tuff microstructure conducted by
Term l’ek, explm+ive tews on one foot diumeter tut’f cyllm
ders in the SRI Iuborutory, M VIM pre” und post”shot
geophyswid und geological invfstigutlons, ml nucleur
wtd high expluslvc ground rnotwn meuwremcnts

Using thi~ extemdve int’ormution, S.Cubed hu~developed
IWOsomewhttt dlfl’en!nt computut tomd tihock dumu~e moth
els for tut’f which dmul,lte the exi~thtg ground motion
mcuwrernents equully we!l yet give dlt’t’erent rekiduul
xtres~es imd fur tlekl signuls, The t’ollowinu wmtury of

th~~model development et’t’ortwill bedirected towurd~ the
CIOWIy rdutd modellng vulidution Iwues Importunf m the
I tn(jpryr(j~lnd ‘1’estMonitoring Et’t’ort The dlwlwhm 01’
uonllw~tltlg modcl~ Icutlx nuturully to conddwutkms ru.

garding the vulidotion of individuid models, the problem
of uniqueness in the models, ~’ndthe dotu needed to resolve
this issue, Volumetric rock response models, i,e. the high
pressure equwion of stute und the hysteretic crushupof gus
porosity so importunt in simulating the peuk stress und
particle velocity uttenuutions with ruditd mnge neur the
explosion, are discussed brietly in the context ofexphiin.
ing the Iimitutions of present models to predict ground
motions,

Material PropertiesTests
Laboratoryquusi-~taticuniuxiidstrtiinloud/unloudtests
oncylindricalcoresumplesot’tut’ftirepertbrmedto peak
confiningpressuresof 4 tibui” to obtuin vulues for the tuft’
giusvoid content (one to two percent on uveruge), muteriid
moduli to represent the porous crush response, und stress
differences which ure used in detining the fuilure surfuce
of the virgin tuff, (Stress differences from more stundurd
triuxitd compression (TX) tests on these soft mffs were
eudier found to be within I () percent of the uninxiul stmin
results, ) The uniuxiul struin (UX)louding, in which Iuterid
(rudiul) struin is prohibited through continuol adjustments
in the Iuterul (contining) pressure, best represents in the
Ioborutory the puth of in si~ushock Iouding, However, the
UX unlouding puth does not represent well the culculutcd
unlouding puth (Rimer, Ref, I ) in which the sumple i$
stretched hmmlly us it is pushed rudiully outwurd from the
explosion,

Luborutory UX tests on cores which hud experienced
multi. kilobur stress levcl~ from wt curlier event (Butters
und LuComb, Raft 2) ~howed substuntiully reduced stress
dit’ferences, purticulurly ut high confining preswes, when
compured with the stress d fferenccs meutwred on tuff
sumples tuken before this event, Underflround mewwre=

mentsofsehmic velocities neurtheevent producer.1ctwity
UISOshowed con~ideruble reduction in the ~heur wuve
velocity, These meusured sheur velocitie~ increused in

mugmtude with runge from the working point.

As II result of II ~ub~tunfhd reseurch et’fort to upproxlmute
these resultw involving Iuborutory tettt~on different stndn
puth~, TetTu ‘1’ekut presm “dumu#es” virgin muterhd in
the Iuhorutory by subjecting virgin core sumple~ to n 11X
loud to 4 kbur followed hy un unlowl ulnrtg u “biuxlul
struin” (BX) puth, T’hl~ HX unloud puth IIOMNthe UXIUI
struln cnnstunr UI Its muximum VUIUC(reuchcd ut 4 kbur),
while rcducin~ the Iuterul contlncment tn ullnw the kumple
to stretch Iutcrtjlly ‘1’udtxumunl the etliwt of thi~ “luho.



rutory dumuge” strilirlpoth on the muteriid, the s~mple is
then reloaded in mioxiul compression 10determine iI stress
di Merence M some confining pressure. These dumtige
experiments show reduction in ruffstrength on the order of
~ fuctor of two tit low confining pressures. but little
reduction Jt confining stresses of 2 kbur or greiuer.

More recently, Ioborutory UX load imd TX loud tests on
cores recovered from near the working point of other shots
showed thut in siw shock domuge wus considembly greater

than implied by the above l~borutory d~muge tests, pw-
ticulurly or high confining pressures, Stunning Electron
Microscopy (SZM) techniques M Term Tek tdso showed
thw the samples recovered postshot hud suffered much
more tseveredum~ge to their skeletal structure thun hud the
hdmuory dumuged somples. Further investigation of the
Iouding paths culcuiated by Rimer (Ref. 1) to occur during
spherically divergent explosive ground motions showed
thut the mtileriul experienced much greutersheurstroins (in
Ibis geometry. equiw.dent to ruditd minus Ituertd strtiin) on
unlotiding from the same petik stress levels thim ure rem
corded in the Iuborwory during UX loud followed by BX
unloud, In the in ,sifu free tlekl case, the uxiul (rudiul) struin
increases in compression on unloud us the muterid dis-
pluces outwurd, while the Iuterui struin increuses drumuti-
cully m tension, Due to theenormousdistortions ulong this
puth, the tuff must be continually fuiling in sheur,

Subsequently, Temu Tek (Ref. 3) conducted u number of
Iuborutory muteritd properties tests ulortg struin paths
suggested by Rimer which upproximuted the culculnted in
,sifu puths by u (JX loud, followed by two distinct unloud
segments; un unloud ut constunt sheur struin of the elastic
volumetric struin built up during the Iouding followed by

u Iurge increuse in sheur struin ut virtutdly conrmtnt volu-
met nc wruln, Struin guuge dutu obtuined from these
Iuborutory tcsfs ulong the lust unloud segment ure, how.
ever, highly suspect due to severe normniform di~tortion~
of these test sumples, The uccompunying !Wes~meusure=
ments indicute thtit thedi~tortion~ prutmbiy begin once the
t’ullure surfuce of the sumple is encountered during the
unloud (und rupid sheur fuilure begin~), Unlike the in ,ritu
cuse, where u tuft element INumtrumed by udjomlng tuff
elemcnt~ due to the spherlcul ~ymmetry, the Iuborutory
sumple In the testing muchitw is not well con~trulned
Iuterull y und the effem of the end cup~ on the mmple ure
not well understood, Thu~, we were unuble to obtuin
reliuble muterlul properlle~ dutu ulon~ Ihe ~truin puth~
relevunt to un underground explowort,

StrengthReducthmModeh
The Impetux hehlnd the developmw~t o! continuum dutn.
u~c n~echunic~tiw the mm.ductllc response 01 rocks und
nlhtir hrtttlc muterluls Ik u &twwrul ucceptunut! Ihut the

theory of plusticiry is not tidequute to cover the nonlineur
response ot’ this cliIss ot’ muterkds. Although numerous
models bused on phenomenology and micromechunics
hove been developed to describe constirutive behuvior for
rock tmd rock-like m~teriids, the pmcticid ~pplicwion of
these theoreticid models in the frumework of existing
ctdculntiorwl c~pubilities is so fur lucking. Most of the
models we either ctdcul~tiontdly intructnble, require the
measurement und use of unobtuinuble muteriul purum-
eters, or ignore the ductile chumcteristics of the behuvior
which are equully importmtt for our purposes,

Therefore, we huve chosen to continue using plasticity
theory (since it htusbeen shown to udequ~tely model some
of the behuvior of tuffs), und to modify the description of
the yielding und failure of the tuff to include u d~muge
purumeter (to represent the brittle processes) which is
busedon theculculuted struins ruther thun micromechunicul
pummeters. A two fuilure surfuce elustic-plustic formula-
tion is used to represent the virgin und dumuged stutes,
with the “dumuge purumeter” controlling UI uny time
exuctly where the fuilure envelope is in relmion to these
two bounding surfuces, The use of iivuiluble Iubortttory
imd in situ muteriul properties dutu for tuff (discussed
ubove) in defining both the virgin und dumuged fnilure
surfuce provides pructicul limits to the choice of this
dumuge purumeter.

Dumuge models of this type were developed by Rimerund
Lie (Ref 4) und Fogel und Pntch (Ref, 5) in order to
sirr ulwe the purticle velocity records from the SRI smnll
SCL Iuborutory explosive experiments in rock. mntching
grout, Subsequently, the ONE TON TNT explosive test
wus conducted by SNL for the DNA in order to provide
ground motion dut~ in Ruinier Mesu tuff for these model.
ers, Numericul predictions mudc using the tuff dumuge
models described in Ref, 6 und 7 ugreed well both with the
ground motion dutn from ONE TON nnd whh the purdcle
velocity record~ from udditiomd SRI experiment~ in cores

of thi~ tuff, For these Himuhttiorth, the muxlmum volumet.
ric struin ~eenhy the tuff element WIMused us the dumuge
purumeter in interpolutlng between the virgin und alum=
uged fui lure w.wt’vce~during unloud, DUIUfort hedumuged
fuilure ~urfuce und for the volumetric rntruin~ut which
dumuge occur~ were obtuined from “luborutory dumuge”
tam on virgin coreN tmmpleN dmilur to thorte deNcribed
Uhove [n thi~ presentutlon, fhht type ofdutnuge model will
be referred to ux the “old” dumuge model.

It is noted here, in putudng, thut dllutunt behuvior, In which
thu volume nt’the sumple uctuully Increu,wstluring ttluxhd
comprewdott, INcommonly NeenIn luborutory testing ot’
tut’f und other ucologlc muterluls und k+usuully the rewlt
nfthc t’orm:lthm undextendon ot’open tmcrocruck~ within



the sumple before microscopic fuilure, Diluttmcy, in the
form o!’ udditlonul volumetric mcreuses (beyond elastic
respon~e). ISUISOseenduring the BX unloud, our current
models o!’ muteriid behuvior do not include this effect,
prlmurily becuuseuvuiluble ground motiondtim is mulched
better when diliutmcy is excluded from the models.

As described in references -limd 6, the ground motion dut~
in both grout and tut’fhave been simulated equidly us well
using un effective stress model originally upplied to the
numericid simuliuion of the purticle velocity records from
the PILEDRIVER event in grunite (See Rimer, eral,, Ref
8 for detuils of this ud hoc effective stress model), Since
dmmge occurs only to the skeleton ot’the tuffund not to the
intersntuul tluid, the concept o!’ et’fective stress could be
used to better model the et’fect~ o!’ pore tluid interaction
with the mtiteriid skeleton. However, opplicution to zeoli-
tized tuff is complicated by rhe difficulty of obtuining
experlmentid duIti on pore presurre or druined strength in
this very low permeublliry milteflul, For the simuhuions
descrlhed m Ret’erence6, we determmed the neededdruined
streng[h Wtu frmneurlier numericid simuhuionsofground
motions In very similurwtl’s, F’orthe purpose of the study
described here, we will ussume rhiit dumuge ucts on the
entire muterid und not just the +eleton,

The New Damttfle Model
In the tibsence of reliuble Iuhorurory dutu on the desired
struin puths. we huve used the very low strengths obtuined
from post-shot core sumples to detine the “in situ dam.
uged” t’wlure surfuce for our new model, This iower fuilure
surthce will be ussumed to be u consequence of the Iurge
shww struins culculuted to occur os u result of the sphcri -
cully divergent geometry of m sifu explosions, Thus, the
muximum sheur struitt (struin difference) will be used us
the dumuge purumeter to imerpolure between the virgin
und dumuged thilure surfuces during both Iouding r,md
unlouding of the tuff element

Signiticunt skeletul dtimuge is hypoihe~ized here to begin
to occur during umuxiul sttwin Iuuding to meun wesses of
1.2 klw, llecuu~e durnugp modeling is initiuted on Iowl.
Ing, this model, urtlikc the older model, results in II con-
tinuous description of Iht! fuilure surt’uceduring the inter-
pulutmn, Nnte, huwever, thut the “upper” or “virgin”
t’uilure M’uce muy no longer be interpreted us the UX
response of the muteriul once dumuge is initiuted on
Ioudlng, This UX Iouthng response beyond the irmiution
d’dumuge is ulwuys some combinutwn of the upper fuilure
surt’uce ml the much lower dumugcd xurfuce, Since the
uctuut shupeol’ the mterpolutcd surfuce Isdependent upon
the hmhng puth, Ihu upper wt’uuc l~nof t!xpllcitly known
II(WI ttw luborutury dutu, 14uthcrwe usc ~lmuhm~m~of the
l(ud.unluul puths I’rottl u peuh prcwurc ot 4 kbur trom the

“luhor~(ory dumuge” tests to define the upper surfucc.
Thus, the new model is made consistent with both the “in
situ domiqy” muteriul propenies dutu und the Iuboratory
dumugc mtiteriid properties dwu ulong the UX IoMUBX
unloud struin puth.

For our inrerpolmion, we detine two piuumeters, ei, the
sheur strain required to initiote domuge, wrd ef, the sheur
struin required for complete transition to iI specitied dum-
uged fiiilure surfuce, No dtuu exists which fully defines
these sheurstroins, Although the wdue ofei isussumed (in
the ubsence of dutu) to correspond to iI specitied meun
stress level from UX loud tests, d~m~ge would IIlso be
initiated in the model ut lower stress levels during uny
unloud (tiomti lower pe~k stress) which exceeds this sheiu
struin. Results o!’ Iuborutory strain puth tests, in conjunc.
tion with SE,M views of the sumples before und ufter
testing, could possibly M used to better determine this
purumeter.

The purwneter ef is much more ditlicult to quantify, T4e
choice of this purameter should ulwtiys be mude in con-
junction with the choice o!’ u dumtiged fuilure surfuce,
Since the requm!d Iurge sheur strums are difficult to
tichieve in the Iuborwory without cutustrophic fuilure of
the test sumpie. wdues ot’efure, for now, best determined
from the muxlmum sheur struins obtuined from free field
ground motion culculutions ut the rwtgesut which strength
measurements ure uvuiluble from post-shot cores, lvleu-
surements from core sumples ut u number of runges, in
conjunction with the cuicuiutions. would ideully give both
the fully dumuged surfuce (und ef) und iI relationship
between dumuge und sheur struin which could detlne the
form of the interpolutins function, [n prttctice, core muy
not he retrievable ut ranges o!’ interest, und the resultin~
strength memurements on rewievuble cores ure likely to
show significant stutter with rungc both due 10pre-shot
inhomogeneities in the tuffund to block motions usuresult
of the event Thus, relevunt luborutory tests would be
useful to define the struin purutneters,

Ruther thun emburking upon u detuiled purutweter study
using the new model, wedccided to pert’orm u few scoping
culculutkms to seewhether theculculuted phenomenology
of interest to corrtuinment (residuul stress tleld~, ground
motions, cuvity motion), were slgntfirxm!ly different from
eudier culculutlons mude using the old dumuge model,
described brie!ly ubove, A complete description of the
purumeters used in bothdumuge models und the results of
thew! scoping culculution~ muy h found in Proffer und
Rlmcr (Ret’Q) h’ivc culculutions were mude with the new
model Model purutneters t’or the Ilrst four culculutlons
UOIIAIMWJof ii ~inglc set ot’ Nhcurstruin purumetcr~t cl und



ef, imd ~runge of damaged strengths varying from ‘“mush”
to upproximutcly one-half ot the virgin srrengrh.

For these cidculi~rions ei was chosen to be 2%, which
corresponds ro iI peuk meon stress of 1,3 kbiu to initiute
durrwge during uniuxitd struin loirdirrg (for the purticulw
volumetric response ~ppropriwe to the ruff of interest). A
value of I ouk, considembiy greuterthmr seenduring biuxi-
ully struin unloads from 4 kbur. wus used for et’, Figure 1
shows the dtim~ged fuilure surfuces find upper or “’virgin”
surfaces used for rhe fi ve ground motion cufculutions with
the newdum~ge models (lubeled Runs 55-59), Also shown
ure rhe virgin imd dumttged fuilurc surfuces for Run 29, for
the current or old dumuge model.

The domuged surfaces for Runs 55 und 56 were obttiined
from uctuul datu from the post-shot core samples m differ-
enr pre-shot rwrges(Run 58 OISOdurmtges the shetu modu-
lus but hus tlilure surftices idenricid to Run 56), Run 57
used tidumuged tidure surface which WM more consisrenr
tit low pressures with the Iuborurory-induced damuge of
Run ?9 thun with rhedour on post-shot sumples, Bwed on
ground motion culculotions whwh show muximum sheur
s[rilins of 20-60%,” it ww+felt that the I ()% sheur strain was
nor consistent wlrh the lowest domtiged fuilurc surfuce,
Run 59, rhe fifth ctilculution, wus mode using iul ef of 30%
for this “mush”’, (ei wus idso chunged to 2,5% to better fit
the dutti),

Compurrsons were mude between Run 29, for rhe old
dumuge model, urld the new model Runs 55-59 ulong the
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Fipurw 1, Fuilurw surf’uccs f’or wwping culculutions with
tmrh current (2V ) und new durnugc models,

UX lotid/BX unloodputh, Unloods t’rom4 kbiupeuk stress
ogreed well t’orull ofrhe partimerersets. However. the B)(
unloud response of rhe old imd new models diverge sub-
st~ntiul!y from peak stresses of 8 kbiu, with rhe new model
giving much lower strengths as the huger sheur struins
ctwse the inrerpolurion to more heuvily weight the d~m-
~ged fuilure surfaces. undeventuully exceed theef of 10%.
The combiniition of lowest d~muged f~ilure Suifkeand
lowest et’gives rhe greutest dispiuity with rhe results of the
old d~muge model. The large difference in the mugrtitudes
of the strength reduction will be reflected even more
strongly in the ground motion resuhs which follow,

Ground Motion Results
The inclusion ot’ u srrength reduction model in the ca.lcu.
l~tions et’fects rhe ground motions M follows:

Final cavity riidius is increused slightly by the inclu.
sion of dilmuge, (Therefore, cuvity pressure is de.
creased slightly. ) Lirtle difference is seenbetween rhe
results with eirher the old or new damuge model,
Cillculoted caviry rtidius remains in good ugreemenr
with measurements,

Cuviry overshoot, the muximum cuvity rudius seen
during the culculution minus rhe tinul cwity radius, is
increusecfusing dumitge This overshoot is a fuctor of
2.4 to 4 times Iurger in the new model runs thwr
culculnted using the old model, The enhunced over-
shoot is u meusure of the reduced resistance of the
dumuged rock core neur the cttvity to the elwic re.
bound of the rock further from the cavity,
Pe& riditd stress (ubove the one-hnlf kbur level) und
peuk purticle velocity ure virtutilly unuffecred by the
introduction ofdumuge, The mutch tc meusuremenrs
is uswdly quite good,
The onset of rebound is significuntl~ .Iuyed so thut
peuk displacements ure cidculured t, oe huger, The
new dumnge model gives brouder positive velocity
pulses, substuntiully higher peak displacements, bur
only slightly larger finul displacements due to un
incre~se in both the negutive velocity pulse umplitude
unddurution, Meusurementsof purticle velocity pulses
to Iongenough durution undcloseenough to the source
ure not uvulhtble to vulidute the models.
Yield rudius und elustic rudius (void crushup) ure
moved further out from the cuvity by the dumuge
models wirh the Iurgest yield rudiuti corrwpondlng to
the greutest strength reduction,
Peuk residuul wresses ure diminished with Increurred

dumuge, und their locutions move outward from the
cuvrry us shuwn in Figure 2 for the culculutions of this
srudy, The mugnitude of the hoop ~trewe~ relutive 10

rhc cuvity pressure (uppro~imutely 95 burs) gives un
Indicurmrr ot the potenriul for u glwhiven flucture m
tweuch the contuinmenr wress tlckl, Thus. the resuit~



using the newer dwnuge formulation imply thut cavity
,.u~es~oUId IN expectwI 10propugute further from [hee,
cavity without slgnitlcunt resistwrce from the stress

field,

Conclusions
The results of the culcul~tions with the new ditmtige model
donor require any new interprewtion ot’the ground motion
phenomenology. Dtimuge. occurnngdue to the puss~geof
the shock witve and subsequent Ititerul distonion of the
rock behind it, is hypothesized to result in ~centrid core of
rock surrounding the event-produced citvity which cannot
suppotl iIs huge stress differences, This core region hw
reduced resisturwe to either the outwurd push of the c~vity.
or the elustic rebound ot’the surrounding rock, resulting in
an erthunced cuvity overshoot. Since the cenmdcore
cunnor support M large stressdifferences. the ctivity pres-
sure must he resisted primarily by muteriul further from the
cuwty The use of the Iuhorutory measurements on post-
shot cores wmply reduces the strength of the core region
while the new sheer struin-biwd damuge purtimeter ex-

tends this core to ktrger rudid positions,

it should be emphasized tigtin thitt the model pyrometers
chosen for these scoping cidcultitions were fitted to give
essen:udly thesumeresultsitlong Ioborotory uniuxiul struin
Ioods to J kbur followed by biuxiid strain unlowl asdid the
olddtimuge model. Thus. these modelsure not sufficiently
consrrwned by the types of Iubortttory mettsurements pres-
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Figure 2 Residuttl hoop stress IWIHUS rudiul positions, For
these plors the vemcirl UXIShus bectt pluced ut thv tinul
C:IVIIY rudius, trot UI the working potnt imsltmti

ently being mi~de. Since the newer sheitr str;tin-dependent
model pitmmeters huve the wlditionid t’eutureot’ ~pproxi-
mitting Iubomtory test dmu on post-shot tutl somples
which have been dumuged by the event itself, our conclu-
sion of this time is rhut the new model. with realistic
mtiteritil properties such usused for Run 56 or59, p:obably
husgreurervulidi[y thim the oldd~muge model currently in
use.

The primary need is to generate moteritd properties dum
thitt better constmin the cidculwionid model. Since lubo-
rutory core sttmples fail cimrstrophicully when driven along
the stmin puths cidcuinted for rhe divergent ground moo
tions, other techniques should be investigated which itre
nor limited by the initdequucy of the physical constraints
on ~ core sumple in the testing mitchines, In sfrli rock is
contined by simihrrock undergoing rhe somestmin pmhs.
Perhtips the SEM techniques, which cleurly show [he
tiddilionul in ,situdtimuge. in conjunction with new luboru-
tory tests. might be used to define the model purumeters,

The computotiontd dumuge models we, of course. phe”
nomenologicid or empiricul ruther thun bused on first-
pnnciples micromechunicid or continuum dumuge con-
cepts und presume thut the tuff behuves us u sti!tisticully
homogeneous continuum with :Jo thult or other block
moliorr. Both dumuge models give reitsolmbie ugreement
with measurements of stress und velocity vmus time on u
nucleurevent, Lute time stress measurements on u nucleur
or Iurge HE event, which ure presently being uttempted
under DNA funding, could be used to choose between the
proposed models or could suggest yet imother modeling
~pprouch. However, smuller scule explosive experiments
ure no[ recommended due to rote-dependent strength ef.
fccts which ureprobubly unimportant on the nucleurscule.

Impllcatlonsfor SeismicMonitoring
At similur rwrges beyond the elustic rudius, the scoping
culculutlons with the new dumuge model for tut’f give thud
displucetnents und therefore stutic RCP’S which Nre ut
mosl 10.1S% huger [bun culculuted using tht older dum-
uge model, und 25% Iurger thun culculutcd without uny
dumuge ut idl, Yet, due to the culculuterf Iurge centrul core
ot’ dumtiged tuff, conftrmed by uctuul muteriul properties
tests on post.shot core sumples, the ctdculuted peuk diti”
pluc?ments Increusegreutly with inct’eu.seddumugei Peuk
urtd tinul displacements differ by more thun u fuctoroftwo
ut the yield rudius und by more thun u fuctor ot’three ot the
elustic rudius, thus implying u smon~ frequency depen.
dence in the RVP truntd’orm, This suggests thut it muy be
mideudittg in sotnecuses tochuructeri~e the seismic source
,+imply by use of the culculuted low frequency RDP,
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Numerical simulations of the PILEDRIVER event in grtt-
nitic rock, for exumple, have shown that some strength
reduction mechanism (from the large strengths measured
on granite cores) is also required [o match the measured
long duration particle velocities. Use of the laboratory
strength ulone gives very nurrow positive und negative
velocity pulses, imd thus too smull displacements und

spectra. Inclusion ofdilatmrcy in the culcukttion improves
the tigreement with velocity pulse widths only slightly but
gives a factor of five huger umplitude spectra. Calcula-
tions mode usiri~ an effective stress mode! (Rimer er u1.,
Ref. 8) to provide the strength reduction after shock
passage, needed IO match the velocity records, gave ex-
tremely peaked spectra. Culculmions mtide without imy
strength reduction mechanism, but using much lower
strengths (200” bars) in the virgin rock, cur be made to
match the positive velocity pulses, but give much shorter
durwion negative velocities (und much less peuked spec-
tru). Figure 3 compores the spectra from these four
circulations Detuiled comparisons betwe:n these cidcu-
httions (and others) und velocities und displacements from
PILEDRIVER muy be found in Ret’, 10. idong with a
theoretical discussion by S.M, Day of the relation between
the weakened core und the overshoot of the spectra.
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Figure 3. Culculuted PILEDRIVER spectru I’or four grun”
ite strength models,

Other continuum ~trength reduction models, such usdun]”
ugeor “joint loosening” ure powible, For hurd rock~, some
comblnutiort of mechanisms, for exumple, upplying either
dumugc or effcrtive stress concepts to the weukerjoim fill
mu~erlul (cluy gouge for PILE DRIVEI? ) while using the
Inhorutory slrenglh for the intuct rock, muy he more physi-
cally uppropriutu, hut certulniy will he more difficult
cf)tllp~llll[ionully our cxpericncc sugge~t~ hnwtver thut
more cotnpliculcd Inndelh WIII rcqulre uddilwnul nwterlul

properties data. which will be difficult or impossible to
obtain. Therefore. we recommend the use of relatively
simple phenomenological models for strength reduction
which incorporate the available laboratory data and have
been validated by comparisons with late time ground
motion measurements in the nonlineur neur source region
for similar rock types.
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A SEMI-EMPIRICAL TWO PHASE MODEL FOR ROCKS
Martin B. Fogcl

SAIC, 10260 Campus Pt Dr., MaIl Stop C-2, % Diego, CA 92121

This model uses a simple description for both the high and low pressure
phases of the material, The specific heat at constant volume, ~ and the Gruneken
parameter, r are assumed constant. We further assume that on the T-O ‘K
isotherm the pressure as a function of specific volume has the Murnahagn form,
Given these assumptions, the free energy per unit nMss has the form,

c2{*[(+y-’-(]+(&%)})}f.a(T-To)++

{()()}
r

+Co- Tso - (zTltl
Tv

~<’ (1)

at T’-To and ~mva,s-so, and e-eo. The cold volume, q), and ambient volume, vu,
a ‘ defined vb the pressure which IS

At V. and T-O the pressure IS zero,
at T-TO, the pressure k 0,1 MPa,

given by

[[)]A k’.l +EZ,
‘o v

v
(2)

The ambient volume, vu, is defined such that

The construction of a single phase model requires the specifkat[on of eight
parameters, eo, so, a, r, VO,CO, To and x. The ambient values, To,eo, and so have
little Impact on the response of a single phase, They are used to define the
equilibrium phase boundary between the two phases, Moreover, it IS only the
differences between the values for the two phases that matter. So of the sixteen
parameters, only fourteen have physical signtfkance,

An ●quilibrium multi-phaw model IS constructed by specifying the
parameters for each phase. The ●quilibrium phase boundary IS defined as the set
of pressure-temperature pairs for which the Gibbs potential of the two phases are
equal, The volume change across the transition IS determined from the individual
phase models by imposing pressure ati temperature ec@brium for each P-T pair
along the phase boundaty,
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Our approach to modeling the measured response of tuff IS to assume that
the Hugoniot tracks a phase boundary, Each phase is described using the above
single phase free energy. The Gibbs potential [s not used to determine th[s phase
boundary, though, the measured Hugoniot is. This boundary IS therefore, not an
equilibrium phase boundary, and the Claus[us-Clapyron equation does not hold.
The mass fraction of each phase at a point on this boundary is determined as in
the equilibrium model, i.e., from the spectiic volumes of the indivkiual phases and
the measured spectfic volume on the Hugoniot.

Hugoniot data and the assumptions of pressure and temperature equilibrium
between the two phases provides sufficient constraints to determine the phase
boundaiy. There are four unknowns; temperature, specific volumes of the two
phases and the mass fraction y. The Hugoniot data provides pressure, the spedlc
voiume and energy of the mixed phase, Mass and ●nergy consemation provide the
additional constraints required to close the system.

On unload the high pressure phase mass fraction remains unchanged until
the pressure drops Suffklei?tly far below the peak pressure attained by the material.
This behavior is incorporated in the model by postulating a transition between the
two phases that takes place at low pressure and that satisfies the G[bbs phase rule.
Th[s boundary lies below the one defined using the Hugonlot data. Once this
phase boundary line is crossed all the hi~h pressure phase is converted back to the
low pressure phase.

The two “phase boundaries” that this model uses can be thought of as
bounding lines of a metastable region, On load the low pressure phase persists
until the Hugoniot based phase boundary is reached at which point some high
pressure phase IS produced. During unload this high pressure phase persists to a
much lower stress which [s determined by its regime of metastabil[ty as
repres~nted by the lower phase line.

This model was used ta f;t some tuff data measured by Sandia[ 1] and
KTech[2]. Comparisons of the response of the model, denoted as HT-073 192,
with this data are shown in Figure 1. The first two f[gures of this set are Hugoniot
comparisons, and include shock velocity versus particle velocity and pressure
versus cornpresslon. The second two show release achabat comparisons plotted as
pressure versus compression. We chose to use compression rather than specific
volume in order to eliminate the difference caused by varmtiorts in the initial density
of the samples. lle model response Is In good agreement with the data. Both the
Hugonlot and the release paths are well matched,

We constructed a second model, called GT-090292, with steeper releases
to illustrate the effect release paths have on the computed attenuation. Given the
form of our model, It IS not possible to change the release adiabats without also
modifying the Hugonlot. The new model’s Hugonlot IS close to the old one and
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matches the data fairly well. Comparison of the two model’s response with the
data is shown in Figure 2.

Model GT-090292 is softer at stresses below 7 GPa and above 25 GPa.
Between those bounds the two models have very similar behavior. Both are within
the scatter of the Hugoniot data, though model HT-073 192 is a better fit to the
data. Comparisons of the release adiabats in Figure 2 show that the new model is
more hysteretic than the old model and the laboratory data.

These models were used in spherically symmetric simulation of a 1 KT fully
tamped nuclear burst. The cavity region was chosen to be 90 cm in radius and a
constant ~’4/3 gas was used to describe the cavity material. Outside this region
was tuff, The tuff region extended to 12 m and was zoned with uniform cells 1.5
cm wide. Comparison of the computed peak stress and velocity versus scaled
range and that measured on several recent tuff events IS shown in Figure 3.

ii

9

——
● \o

\
\

10
SCALEDRANGE(m)

10
n

g

1!
if

1

\

\

u-

\
● \

10
SCALEDRANGE(m)

Figure 3, Peak velocity and stress versus range comparison.

We made no correction to the measured data for bore hole inclusion
effects, Our understanding has been that for these events such a correction IS
small, definitely withtn the scatter in the data, Reported event yields were used to
scale the range of the gauge packages, Only data that can be considered as arising
from a spherically symmetric shock has been included in the plot,
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Model GT-090292 agrees well with the data. The attenuation rate for both
models is nearly the same. The second one, however, produces peaks that are
u,liformly lower. This is caused by the additional hysteresis incorporated into the
second model. The computed attenuation rates are less than the least squares fit
line to all the data. This disagreement may imply that the gas gun data is not
representative of the response of the material in the field.

In conclusion we found that a simulation of a nuclear burst using a model
that matches the laboratory response data for tuff did not ayee well with the field
data There are two possible reasons for this d~sagreement. The equation of state
for the vaporized material or of the tuff at very high pressures (above 300 GPa)
could be wrong. Errors in this regime of the EOS could lead to increased coupling
efficiency and thereby higher peaks. The other possibili~ is that the material in the
field does not behave as one would expect based on gas gun data in the 10-100
GPa pressure range. Both the Hugoniot and the release adiabat data are suspect.
It is not possible to decide among these choices without additional data.
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It’s Material Strength, Not a Negative Griineisen Gamma

Kurt H. P. H. Sinz, William C. Moss
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ABSTRACT

Hydrocode simulations of CORRTEX data (shock position as a function of
time) require a model for the material properties of the medium in which the
explosion occurs. Prior to the BULLION underground nuclear test, Furnish
performed gun experiments on core samples that were taken from a satellite
hole near the working point. We have analyzed some of these data and
constructed a constitutive model that is consistent with the gun data. The
model consists of a MieGrtineisen equation of state that is parameterized
using the Hugoniot, a Griineisen gamma that is only volume dependent, and
a pressure dependent strength model. Previous analyses of these particular
experiments have ignored material strength, because of its lack of influence
on numerical simulations of the CORRTEX data. However, if strength is
excluded, negative gammas are required to fit Furnish’s data, but these
negative gammas give an extremely poor fit to the CORRTEXfield data,

Our simple model, which includes strength, has a positive volume
dependent gamma. The model fits Furnish’s laboratory data and the
measured experimental CORRTEXdata, What is remarkable about the model
is that all of the parameters in it can be obtained from the gun data, indicating
that laboratory experiments of this type (and perhaps others) on core samples
are potentially more useful than believed previously,

INTRODUCTION

Typical simulations of field experiments such as Continuous Reflectometry
of Radius versus Time Experiments (CORRTEX) require the material
properties of the field geology, In this type of experiment the time dependence
of the position of the shock due to an underground nuclear explosion is
measured and this data is used to infer the magnitude, i,e, the yield, of the
explosion. The ability to estimate yields is important for the verification of
treaty imposed yield limits of underground nuclear tests.

There frequently are concerns whether dynamic, one-dimensional, planar
laboratory testing of local soil samples can provide enough constitutive
information about the material to constrllct a model that can simulate the
CORRTEX data, These concerns are justified because accurate simulations of
CORRTEXdata are essential for reliably estimating yields,

‘Work performed under the auspicesd thoUS Departmentof Energyby the Lawrenc@
LivermorcNational Lalmratmyundertx’ntractnumberW-740S=EFJCWl,
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In the BULLION experiment, soil samples were taken prior to the nuclear
event and tested in the laboratory by Furnish [1]. Past efforts to construct a
material model from Furnish’s data have focused on obtaining the Hugoniot,
the effects of Griineisen gamma and possible phase transitions [2,31. Models
that use only the Hugoniot and the Gruneisen gamma have been
unsuccessful in consistently simulating both the laboratory and field
experiments. Here we show that the addition of a strength model to a basic
Mie-Gruneisen description of the material can simulate both the laboratory
data and the field data.

FuRNISH DATA

Figure 1 shows Furnish’s experimental set-up, The experimental assembly
containing the sample to be tested is traveling at high velocity towards an
aluminum buffer that is backed by a LiF window. The experimental data
are the impact velocity of the sample assembly and the velocity time
history data assembly velocity time history data assembly obtained by
using a VISAR [4] (velocity interferometer) at the interface between the
aluminum buffer and the LiFwindow. We emphasize that this is not the
particle velocity in the sample but we attempt to infer the properties of
the sample from this data, Figure 2 shows a schematic sample of the
interface velocity vs. time, While some of tl}e detailed sensitivities
Indicated in this figure will be discussed later, the identity of the main
features of this trace can be readily veritled by following the signal paths
shown in Figure 1. The short plateau level ending at time tA (Fig. 2)
contains the Hugoniot information pertaining to the adumlnum while the
long extended plateau between times tA and tR contains the Hugoniot
information of the sample, The main release of the shock into the backing
foam results in the fall-off beginning at time tR in the vekity profile of
the alumlnum LIFinterface.

The material model combhws the Mie-Grtineisen model with a strength of
materials model [5], Griineisen gamma, the shear modulus and the yield
strength are functions of the volume, No provision is made for pore crush or
other hysteretical effects,

The pressure is given by:

P(V,E)=-- 2Y v
[1

~V +r(v$~ H( )+ UH(V) 1-

where YI.Iis the yield strength, OHh the Hugoniot strew, r is the Grtinehen

gamma and V is the specific volumet 1Ais ghen by y = ~-1 where p h the

density and POis the reference density, The Hugordot @treat,OH, h given by
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p(l+)l)

‘H(v) = “C; (1-(S-I)J

where S is the slope of the Hugoniot in shock-velocity vs. particle-velocity
space. co is the axis intercept in this space. The yield strength on the Hugoniot
is assumed to be the same as off the Hugoniot,

The stress deviators, SIi , the shear modules, G, and the strain deviators, de~i,
are related by

S,l= 2G(V)de,j

This completes

, -,

the description of our material model,

Velwlty Interferometer

Fig, 1 Sketch of Furnish’s reverse ballistic experiment. The signal paths are
shown and start with the shocks generated by the collMon of the aluminum
cup containing the sample with the stationary aluminum target plate, The
release of the shock from the sample Into the foam is Indicated by two paths
since it occurs over an extended period of time, A sample velocity trace
obtained by interferometry along with the Interpretation of the main features
1sshown In Figure 2,
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Fi& 2 Sketch showing the main sensitivities of velocity trace data to the
components of the material model. These sensitivities are determined from
numerical simulation of the laboratory shock data of Furnish.

FITTING THE DATA

We analyze four of Furnish’s experiments. The labeling of these experiments
follows Reference 1 and is BUL-2, BUL-3, BUL-4, and BUL-5. These data are
shown in Figure 3. Pemdiarities in the data traces shown in Figure 3 are easily
visible, They include the deep “notch” between the aluminum feature and
the long plateau. It has been suggested that this notch is caused by a
preexisting gap in the sample assembly [6]. We ignore this feature in our
analysis.

Several traces such as BUL=5in Figt 3 display a “bump” before the long “roll-
offt” Scoping calculations show that a layer of greater density between the
sample and the backing foam could cause such a bump. Speculation as to the
origin of such a layer might include a relationship to water which could be
exuded from the sample during gun firing of the sample assembly, However,
the detailed origin 1s unknown. For our purposes we ignore this “bump”
feature in our analysis of the data.

Furnish used a l=d hydrocode to extract one Hugoniot point for each rock
sample by averaging the plateau data to a single value. The data structure in
this region has been attributed to sample inhomogeneitles [6], Hls results are
shown in Figure 4 along with the fit that we use to define the Hugonioti The
shock pressures associated with the experiments that we analyze in detail
range from 22 kb to 460 kb.

The main sensitivities of the model to the dat- traces are illustrated In
Figure 2. We assume that we know the equation-of-state and the constitutive
parameters for the LIF and the aluminum, so we look for ~hanges In the
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calculated traces as a function of variations in the parameters for our rock
model. The simulations show that the timing of the initial release (roll-off)
from the long plateau is dominated by the shear modulus.

A small ledge, which is identifiable in several of the data traces, is most
stror.gly affected by the yield strength. Too low a yield strength causes this
ledge to be absorbed in the plateau while too high a yield strength causes it to
disappear into the asymptotic release. The detailed path of getting from the
onset of the release to this ledge depends mostly on the Griineisen gamma.
The long-term release from the plateau is probably affected by the hysteretical
properties of the shock-compacted material but is not discussed here.

The Gruneisen gamma which we obtain from fits to the data, is shown in
Figure 5. The lower end of the curve results from an estimate based on
mixture theory [7] while the upper end is simply the asymptotic limit of
gamma. Two curves are shown for compressions between 1 and 2,3. The
dashed curve was obtained by fitting experiments BUL-3, BUL-4 and BUL-5
with each experiment yielding one point as indicated, Linearly interpolating
between these values results in a continuous curve. BUL-2 is not affected by
Gruneisen gamma. When using this set of values in the calculation of the

3 I I I I
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Fig. 3 Velocity traces of four of Furnish’s experiments: BUL=2, BUL=3,
BUL-4,BUL-5,
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field experiment, nearly all of equation-of-state space is accessed While for the
calculation of Furnish data only a small slice of this space is relevant for each
experiment. This caused numerical problems for the simulation of the field
data, that are linked to the Gri.ineisen equation of state and are known to us
from past work [8], The simplest way of dealing with these problems was to
avoid them by using the solid curve for gamma instead. The latter curve
joins the asymptotic region of the dashed curve by linear extrapolation.

Figure 6 shows the strength parameters. At pressures corresponding to BUL-5
strength effects cease to be important probably because of complete material
failure. This is represented by letting the shear modulus and the yield
strength vanish. BUL-3 serves as an example of the fit obtained with our
model in Figure 7 which also illustrates the sensitivity of the fit to the value
of gamma. Both the experimental trace and the model fit are shown. The
model value of gamma for this experiment (compression 1,5) is 1.3. Also
shown are two curves which were obtained by turning strength off, i.e. the
yield strength is set to zero. One curve uses the model value of gamma (1.3
for this experiment) and the other curve uses gamma = O. It is apparent that
without strength the roll-off is late and that a negative gamma is required to
match the timing of the roll-off. The match of the latter two, no-strength
curves to the detailed shape of the experimental roll-off is poor. Figure 8
shows a closeup of the early roll-off. Figure 9 shows another closeup of the
early roll-off and illustrates the gamma sensitivity of our model when
strength is employed. Differences in the value of gamma ranging from 1.0 to
1.5 result in fits to the data of distinctly different quality with a value of 1.5
being the preferred one,

The same plot shows a step in the calculated traces during the very early roll-
off from the plateau. There appears to be a corresponding step in the
experimental trace, The calculated step is the result of the detailed elastic
properties of the aluminum which are not represented in the simple
aluminum model given by Furnish that we used, Use of a full alum~num
model does, however, present us with the following beneficial possibility: this
aluminum feature in the experimental traces could be used as an index to
locate the plateau levels for the Hugoniot fits. Such a strategy could help to
get around the problem of averaging the data which defines the main plateau
to obtain a fit while enhancing the quality of the calculated fits, Irrespective of
this possible improvement, we were able to obtain fits for the BUL=2,BUL-4,
and BUL=5experin~ents of a quality comparable to that illustrated for BUL-3,

CALCULATION OF FIELD ExpER1h4~~’r

A check of the drill logs [9] for the BULL1ON experiment showed that
Furnish’s test samples were taken from the proximal of two satellite holes
which were drilled for the emplacement of CORRTEX cables, The model
which was developed to fit Furnish’s laboratory data as described above was
used to calculate the R-t dat~ obtained also from the proximal hole In the field
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Fig, 7 Experimental trace and model fit for BUL-3. Fits that vary the
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the early roll-off is shown In Figure 8.
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experiment. The calculation was performed with an assumed yield and the
resulting R-t curve was compared to field data. Using the method of
simulated explosion scaling [101 the yield of the BULLION experiment was
inferred within 107o. The normalized yield is shown in Figure 10 as a
function of time. A constant value of 1 would correspond to on exact fit. This
result completes the bridging of the gap between laboratory data, which
characterizes the medium and, the field data. It should be noted that the
scaling algorithm depends on the cube of the radius so that a 10% error in the
estimated yield requires the calculation of R to an accuracy within 390. This fit
was achieved without any consideration of differences in the strain paths
between the laboratory and the field experiments.

We found that the numerical simulation of the field data was in fact
insensitive to the strength properties of the soil but it was very sensitive to
the values of the Griineisen gamma, In the case of the laboratol y experiment,
however, we were unable to obtain a satisfactory fit to the Furnish data unless
we also included a strength model. It was this fit which permitted the
extraction from Furnish’s laboratory data of positive values of Gruneisen
gamma which were used in the successful simulation of the field experiment,

CONCLUSIONS AND RECOMMENDATIONS

We have shown that a single material model can be constructed which fits
both Furnish’s laboratory data as well as a CORRTEX field experiment. Our
model consists of a basic, strength corrected Miffiruneisen equation of state
with a volume dependent gamma. It appears that the detailed features in the
data traces which are associated with the release of the shock pressure in the
sample are physically meaningful. A more complete analysis of Furnish data
is warranted with a model that includes hysteretical behavior of the elastic
properties of the samples. Such effects become evident during the time
asymptotic release from a shock-compacted state. It is likely that this ‘ype of
approach would lead to a more detailed understanding of the behavior of soil
in the dynamic high pressure regime and would reduce the remaining emor
in the calculated R-t data.

This work further demonstrates that laboratory experiments such as the
reverse ballistic experiments done by Furnish can be used to determine the
Hugoniot, the Gruneisen gamma and the strength parameters of a material in
the dynamic, high-pressure regime. The quality of the laboratory data and the
resulting constitutive information is sufficiently good to permit the accurate
calculation of more general field experiments, It is, therefore, suggested that
laboratory experiments may be far more valuable in the prediction of field
experiments than previously believed, The main limitation in establishing
~i~isconnection may, in fact, be the lack of a proper material model and the
incomplete analysis of the laboratory dai~. In our study the laboratory data is
the sole source of the parameters for the material model that successfully
simulated the field data,
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THE EFFECT OF DILATANCY ON THE UNLOADING BEHAVIOR OF
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ABSTRACT

In order to understand the role of rock dilmncy in modeling the response of partially
saturated rock formations to underground nuclew explosions, we have developed a
thermodynamicallyconsistent model for a porous material, partially saturated with fluid.
This model gives good predictions of the unloading behavior of dry, partially saturated,
and fully saturated Mt. Helen tuff, iismeasuredby Heard,I

We define dilatancy as tin increase in porosity and compaction m a decrease in porosity,
Analysis by Bhatt~et al of laboratory datul of this dry porous tuff indicated that pore
dilation can occur when the pressure is positive but decreasing, Indeed, when we ignored
dilatancy in our model, we obtained significantdiscrepancybetween the predictedand the
obselivedunloadingpressure-volumepath.

For the simplest existing model, it can be shown thr! dihmmcyat positive pressureviolates
the second law of thermodynamics, We therefore generalized a simple model to include
the possibilityof diliitimcytit positive pressure. This WMaccomplished bydiminishingthe
Helmholtz energy by u function of porosity, with pummeters determined by laboratory
dilationand compactiondim usingdilutionandcompwvionsurfuces,

In constructing a dilution surface, w: noticed that the data suggests that pore dilation may
begin either immediately upon unloading,Ursoon ufter, To model dilation immediately
upon unloading, we mke the diltitionsurtlweto coincide with the compaction surface, We
interpret the resulting deviations of such iI prediction from the dim M an indication of
hardeningof the dilation surfuce,

Hurdening equations for dihmwy with uccompunyingsoftening during cotr,puctionwere
thereforetiddedwith piminwmrstidjustedto fit the unloudingdry response from the highest
measured pressure (3.9 GPu).

Using the model pi]ranwtcrsderived from the dry response,we obtained good predictions
o!’pwtitillysuturittedtindfully sti~urii[edresponse,

Sphcricidexplosion simuhuions in dry ntff show [hutdihmmcy markedly increases peak
ptirticle velocity, iIt locutions sufficiently fur tiwtiy from the source, This effect can be
expltiinedby observingthat tinek!$ricunloudilg wuvecm propiigutequickly in rm.dilatunf
mmriid to clip Peilkrespomwmore Ihill)iiplmic wuve whichpropugutes~lwdy in Wutunl
tlliitCt’iill,



INTRODUCTION constiintsto predict saturatedarid partially
s:mmted response.

We are interested in assessing the role of
rock dilatancy in calculating the seismic
coupling3 between an underground
nuclear explosionand the region far from
the source. In this piiper,we will describe
the role of dilatancy in modeling the
unloading behavior of Mt. Helen tuff,
and we will examine the effects of
dilatancy on particle velocity time-
histories predictedby sphericalexplosion
simulations. A complete, detailed model
formulation will be given in Reference4,
to be submittedfor publiciitionin the near
future. We will limit the model
description here to simple notions of a
porous model and to the main ideas
driving the modeldevelopment.

We define diliitancy as an increiise in
porosity and compiictionas a decreiise in
porosity. In particuliir,we iire concerned
with inelasfic chiinges in porosity,
associated with the dissipative processes
occurring during pore crushing ond
partial pore recovery. To build our
model, we begin by iissessing the
importanceof dilatancy on the prediction
of the pressure-volume piith during
unloadingof dry porous tuff, By using ii
non.diluttint model us ii test bed unj
building block, wc show Ihiit dllimmcy
ciinnotbe ignored,

However,in order to modeldihwmcyiind
satisfy the second law of
thermodynamics, we diminish the
Helmholtz free energy with a new
function of porosity, constructed from
liibortitor~compiiction/dilutiondiitiii We
Ihus define compiiclion imd diliition
constmintson the pressure,

Furthermore, in order m follow the
observed unlouding behtivior, we find it
neccssurv for the dilution constmint to
exhibit burdening during unlouding iid
sotteningduring reloiicling.

Finally, we discuss the effect of dilatancy
on simuliitionsof sphelical explosions in
dry tuff, and we summarize our results.

BASIC MODEL

Kinematics

We consider a simple model of a porous
miiterial, modeled as a continuum
representinga solid (marnx) material that
occupies a three-dimensional multiply-
connected region of space. With
reference to the present configuration,an
elementalvolumedv of porousmatexialis
assumedto be composed of solid volume
dv~ and pore volume dvP such that

dV = dV~ + dVP (la)
dv = dv~ + dvP (lb)

where dV, dV~, dVP iire the values of
dv, dvs, dvP respectively, in a fixed
referenceconfiguration, The porosity @

iiriditsreferencevalue CDare thendefined
by

(2a)

(2b)

When the porous material is compressed
or expiinded, the solid #olume, pore
volume tmd porosity may change, For
our present purposes, we define pore
compiiction M u process which causes a

decreiise in porosity ($<0) and pore
diliition us u process which causes an

increiisein porosity (&)), Furthermore,
the reliitive-volumeis defined us the ratio
of current volume to reference volume
suchthtit:

J+,, (3il)

Mtitwiiilconsttintsof the modified niodel
ure determined by nuituhing Ioiidingiind dv~ I-O
unlouciing response of dry Ml, Helen J,= ~V; = ~-OJ (3b)

IUM Then we use these siimc nuiteriiil
.
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where, the function f(~) is determined by

CivJ ‘JJr= dv~= SO

(3C)

(3d)

whereJ, J~,Jp, and Jr me the total, solid,
pore, and fluid relative volumes,
respectively, and where the satumtion S
in the referenceconfigurationis givenby:

(4)

Constitutive Relations

Axioms of constitutive theory together
with pri.iciples of conservation of muss,
balance of r,lomenta, conserviition of
energy, and the bahmce of entropy
require that the stresses in the materiu~be
derivable from u thermodynamic
potentitil, namely the Helmholtz free
energy , We wsume th~itthe total free
energy is the sum of the free energy of
the dry orous solid und the free energy

f?of the uid par[ially or fully filling the
pores. Furthermore, we diminish the
total free energy by ii functionof porosity
F(o), This function tillows us to model
pore dilutionduring unlotidingtitpositive
pressure, Pressures in the solid pS(J$)
and the fluid pl(Jl), obtained from the
corresponding free energies, term the
tottilpressurep, given by:

p=(l-o)f),+@Pf (5)

pc=p-pf (6)

In Reference 4, we show thut, for ~his
model, the second li~wrequires thtit:

F(@)and the current porosity , ~c is a
modified effective pressure, and a
superposed dot denotes material time
differentiation, Note that when F(o)
vanishes, the function f(@)also vanishes
and (7) reduces to:

-pc~ 20 (0
This metms that in order for porous
compactionand dilution to be dissipative,
the effective pressure pcmust be positive
during compaction and negative during
dilution, However, the experimentaldata
in Figure 1 for u dry material with pe= p
(pl=O) indicates that dilation occurs
during unloading at positive effective
pressure pc, which violates the
thermodynamic restriction (8), On the
other hand, when f($) does not vanish,

then the modified effective pressure ~0
can remain negtitive during dilation at
positive effective pressure pc, thus
satisfyingthe restriction(7tt),

In the present work, we ure motivated by
[he notion of yield surfaces in plasticity
theoryto introduceiIcompactionsurface
~ctindodilutionsurface gd by

&=PC“ KC s (), (90)

M(l”-ij+vu (9b)

where ~C vtmishes during compaction
imd g~lvtmishes during dilation, The
ptirilnleters Kc tmd Kd tire hardening
putwmeters which in general are
detcmlined by evolution equutions for
their riites,

Given the luborutory pressure.volume
dum (J*,p*) at euch point Aong u
hydrostatic louding.unloudin~curve, the
solid iind !Iuid equntions of state, the
ini~id wduc of porosity0, the kinematic
rclnlions (Sb), (3d), imd the kinetic

rciution(5), wc culcuiu[c[he porosity$ at



each point. Then this data can be used to
determine parameters in the presumed
forms for F(o) iind the evolution
equations for KCand Kd.

For a given volume change, wc first find
the response assuming no change in
porosity. If gc>0 , thenthecompaction
constraint has been violated, so we
reduce the porosity iteratively until gc
vanishes. On the other htind, if gd > (),
then the dilation constraint has been
violated, so wc incrcasc porosity
iteriitivelyuntil gdvanishes, -

Hardening and softening of
dilation surface

m==

0,7 O!u 0!9
Rthlht Vdumr

Figure 1: Effectof not mocielir)g
dihmmcy

Experimenuddw, usshown in Figures 1
und 2, indicutes thtit porosity incre~lws
immediately upon unlouding trom e;~k

?pressures Of I ~p~ Ilnd ~t~ Jh,

respectively, In order to model this
feuturc, we consider the compaction ml

dilation constraints to nearly coincide at
the onset of unloading from peak
compaction, As we unload, wc harden
the dilation surface away from the
compaction constraint. Conversely, as
we reload, wc need to soften the dilation
surface towardthe compactionconst.ra.k

0!6 0!7 0.9 I*O
RdIIlV!’:VOlUat

Figure2: Effectof modeling
diktmncy

To model burdeningand softenin$ of the
dilution surfucc, without violtitmg the
second low, we use the partimeter ~@
introduced in the previous section,
Evolutionequations for softeningduring
com tictionund burdeningduring dilation

fure escribedin Reference4,
Figure 2 shows thtit we can now
re~roduce the observed unloading, when
wc usc dilutuncywith htudening,

CALCULATIONS

Wet response

Figure 3 shows Iouding und unloading

k
redactionsfor neurly fully smurutedMt
elen tuft. Thesepredictions usedthe
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0,?s 0.60 O,us 0.90 0,9s 1,0
Rdatlvc Volume

Figurc3: Fully saturiitcdrcsponsc,

model pummetcrscalibratedfrom the dry
data for unlouding from 3,9 GPu und
equtttions of states for the solid and
water, T’\c prediction shows cxccllcnt
agreement with the laboratorydata up to
about 1,2 GPa, Above this pressure,
wttter is known to undergo phusc
munsitionsl , which werenot modeled.

1!00

0,13

0,00
-0,10 O,tl 0,90 0,$$ 1!00

Figure4: Purtiuily Stituriitecl rcsponst,

Figure 4 shows predictions for lotidin~
tmd unloudingfor pilrtiullysuturtitcdtut!,
The nominul stiturtiticmlevel wus 50%,
f-iowever, we used (}4,I% , based On
mulching the onset of nonzero fluid
pressure, us noted hy the shirrp incretise

in slope in the loading curve. The
loading prediction lies slightly above the
data, because it is known that partially
saturiitcdtuff is weaker than dry tuff, duc
to chemicalwater-rockintcractionl.

Spherical explosion simulation

In order to cwdutitcthe effectof dilatancy
on tuff response to spherical explosions,
tin HE sphericalexplosion was simulated
in dry Mt. Helen tuff, with and without
dihmnt behavior during unloading, The
HE source simulation is identical to the
onc used by Whitc~,in modeling PETN,
which was used in SR16experiments on
limestone. A 0.45 cm radius ball of
dccomprcsscd PETN explosive (with a
(),05 cm thick outer plastic shell) was
ignited at the center of the limestone
sphere, 13,5cm in outer radius,

In our simulittions, the limestone was
rcpkwcd by dry Mt. Helen tuff. The
dihmmcyand hardeningmodelpararnctcrs
were developed above for fitting
measured loading ttnd unloading
pressure-volume states for dry tuff, For
comparison purposes (see Figures 5 and
6), wc UISOdcvelo cd u modified set of

!paritmctersto mode non=dihuuntbehavior
during unlouding; i,c,, maintaining
porosity constant while pressure
dccrcuses from u positive vtdue at peak
comptictedstate,

Poisson’s rutio wus (),16, based on
ultrasonic mcusurcmentsl of shcur tmd
compressionui velocities in dry tuff,
Tensile strength wtM taken us zero,
Heurdlgives only onc point for dry shear
strength, Consequently, u dry shear
strength curve was constructed using the
following three (p,Y) points, where p is
tl~cpressureundY is the muximum stress
differencein uniuxiulstrain:

(u)
!

=(),66 GPu, Y=0,4/1CIPU,from
llei~dl uble411et d ,

(h) p=(), Y-(), for consistency with
zero tertsilcstrcn th

(c) p-(), I d Pu, Y=(),2 GPu, an
urbitrurychoice for pressure und u vttlue
of strength chosen below the tensile
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Figure 5: Effect of diliztiincyon
prcssureresponsc,

fracture limit (Y= ().3 GPiI) for zero
tensile strength, ”
These three points were fitted to u form
developed by Butkovich7 for Yus u
function of mcunstress o:

y(p)= & (1())

with a=0,6/175 tmdb=3,125GPti”l,

Figure5 shows pressure-volume puths
during loading imd unlotiding, I.ocm
from the center of the explosive source,
Notice that for the dilimmt muteriizl,the
unlouding behuvior is primarily plastic,
with tiso!t modulus. On theotherhund,
for the non”diltitant materitil, the
unlouding bchuvior is primurily elustic,
with u stiff modulus,

At the snme location. Figure 6 shows

R’
urticle velocity us u function of time.
mice ~hatthe peukvelocityis smeller for

the non-dilutiznt mweritil thun for the
dihmzntmuterid, Notice also the steeper
dcc;~y in piwticie vcloclty t’orthe more
ciikmmtnwteriull

“1’hescresults show thilt :~nunloilding
wuve truvcls more slowly in dili~tunt
rniueriul thim in non”dil~itwttnmteriid,
becauseof the sottcrunloudingevidenced
by dilutont nltitcriill, This hehuvior, in

turn, causes a delay in attenuationof
particle velocity, showing a higher peak
und steeper decay in the more dilatant
materiul.

i
- 100

o 1, 1 I I

I 11 II 2-II
Tlmc(III)

Figure6: Effectof dihmmcyon
mtemutiono

SUMMARY

In order to model the observed dilatant
unloading of Mt. Helen tuff and satisfy
the second low, we diminished the

Helmholtz free energy by a function F(O)
of porosity, When we applied this model
to simulate u spherical explosion in this
tuff, we found that dilnumt unloading
cizusedu deluy in atttvzuatimzof particle
velocity, showing o higher peak and
steeper dectiy it) the more dilatant
nmterhd,

Further work is needed to compare this
model with other effective stress models
(such us that of Drumheller~) und to
explore the influence of nonzero fluid
pressure, Also, it is desirtibk to extend
the model to UIIOWtreatment of melting
w~dvilporizutionof rock,
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STATISTICAL CRACK MECHANICS

John K. Dienes, Theoretical Division. Los Alamos

Though it is sometimes possible to simulate the ground blast
from a single expiosive shot with a simple computer algorithm and
appropriate constants, the modeillng methods in common use cannot
account for major changes in geology or shot energy because the
fault structure, microcracking, tectonic stresses, brittle-duetiie
transition, water content and many other mechanical features are
not represented in significant detaii. Another problem with simple
computer models is that anisotropic effects resulting from
preferred joint orientation, iayering, and crack coalescence are not
accounted for. An alternative approach tailed Statistical Crack
Mechanics (SCM), which was deveioped as part of the oil-shale
program in the seventies, accounts for crack opening, shear, growth,
and coalescence. The importance of shear cracks is not often
recognized in modelling, and their existence is even questioned by
some, but the ubiquity of visible faults In the eaflh testifies to
their importance, and the paper of Howe et al. (1985) clearly shows
both their existence and importance, That paper deals with the
behavior of TNT, and in such a reactive materiai the role of shear
cracks is clarified by blackened and melted re$ions. A recent paper
by Kalthoff and Winkler (1987) shows that wings develop in shear
cracks at low strain rates, but in high-speed processes cracks tend
to grow in their own pianes. This effect 18 discussed in another
context by Horii and Nemat”Nasser (1986) who are concerned with
Dugdale’s kind of behavior at crack tips. The growth of cracks in
their own planes makes possible the statistical treatment that is
the core of SCM, Without thi8 premise, the statistics wouid be
intractable, Numerous photographs and micrographs show that
shocked materiais tend to involve arrays of planar cracks.

The anaiysis of crack coalescence was treated with a theo~
for the statistical distribution of both isoiated and connected
cracks. The original statistical theo~ wae based on an analytic
solution to a iineer Liouville equation derived for this purpo8e
assuming constant crack size (Dienes, 1976). A more 6ophi8ticated
theory that accounts for the decreasing mean free path that develops
in the later stages of fragmentation has aisobeen developed
(Dienes,1985), A method for determining the permeability of rock
based on the8e results and in addition, 8ome concepts from
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percolation theory has been reported (Dienes,l 982) and discussed by
Gueguen et al (1986) and Gueguen and Dienes (1989).

Though much research has been devoted to brhtle and ducti!a
behavior and to the brittle-ductile transition, we are far from
having a proven constitutive law that accounts for behavior in the
brittle regime and for the transition. Calculations in the ductile
regime can be expected to be fairly reliable, since successful
cratering calculations were reported as early as 1968 (Dienes and
Evans). However, many effects such as melting, thermal softening,
strain-rate sensitivity, and solid-state phase changes are still not
included in most standard codes. A framework for a Unified brittle-
ductile theory has been developed in SCM. The approach generalizes
Reuss’s 1930 hypothesis concerning superpe:ition of elastic and
plastic strain rates for small deformations. !n SCM the concept of
superposition is proven to apply to arbitrarily large strains and to
combined elastic, plastic and fracture behavior. A computer
algorithm representing the theory has recently been incorporated
into the PRONTO code, allowing for the calculation of very complex
geometries, An extension of these ccncepts that leads to
predictions of dilatancy is under development.

The current approach differs considerably from the use of flow
laws, whereby an attempt is made to account for the behavior of
brittls materials by moaifying plasticity theory as discussed, for
example, by Sandier and Baron (1985). That approa~h fails, however,
to account for microscopic behavior, instahlllties, or for the strain-
rate and size effects observed in brittle materials such as rock,
glass, ceramics and grains of explosive. These eff~ct$ come from
crack growth. An early attempt by Drucker and Prager (1952) t~
account for dilatancy by relating it to the pressure dependence of
the flow stress has been shown to bo In confllct with experimental
evidence by Spitzig and Richmond (1984) and by Sandier and Baron
(opt cit.). The premise for the flow4aw approaches is that
materials are microscopically stable and that strain due to cracking
Is analogous to strain due to pla8tlc flow, It Is clear that such
approaches represent only a flret attempt to develop constltutlve
relations - they Ignore the evidence for undabh? behavior given by
crack bursting, acoustic emission, etepplng of etress-etr~in cunms
(Savart=Maeson effect, Bell, 1973), otrain=softenlng and many other
kindo of erratic behavior that are obaewed In the brittle and brittle-
ductlle reglmami In order to make flow Iawa tractable, isotropy 10
ueually assumed, though It Is well=known that this approximation is



appropriate only during initial loading and is not even roughly valid
during unloading or reloading with complex stress paths. In
particular, isotropic hardening fails to account for the hysteretic
behavior observed in cyclic plastic flow.

Whereas the flow-law approach modifies the treatment of
plastic strain rate to account for failure, the SCM approach
considers fracture to reduce the elastic moduli and adds a strain
rate due to crack growth. Thus, the stretching D (the symmetric
part of the velocity gradient) can be represented by the
superposition principle

D= D”+ Dp+Dg+DR+Dn’

where De represents the stretching due to elastic behavior, including

the reduced compliance due to cracks; D‘, the stretching due to
plastic flow; D g, the stretching due to crack growth; D R, the

stretching due to material rotation (Dienes, 1979,1987); and D’”, the
stretching due to nonlinear contributions from the equation of state.
To convert this into a useful computational scheme, constitutive
laws relating the stretching to the stress and other state variables
and their rates are required for each of the terms, This is discussed
in parts II and Ill of the Theory of Deformation, (Dienes 1989, part
Ill in preparation). The final result can be expressed as

6= F(c, D,a)

where the time derivative must be taken and the variables computed
in appropriate rotating (polar) axes. Kinematic hardening is
accounted for with a back stress a. Its rate and other rates are
defined using the theory of polar decomposition in which the
deformation gradient can be represented as a product of a positive-
deflnite part and a rotational part, so that F = VR (Chadwick, 1976,
Dlenes,1987)t It Is particularity Important to account for rotation

accurately when deallng with highly an180tropic materials, a subject
recently addressed by Zheng (1992),

The SCM approach Is sometimes criticized for using more
computer time and being too compiex, but the Increase in computer
time Is only twofold, and the complexity is not dgniflcantly greater
than in damage theories, For this investment we get a
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representation of the physical behavior at the microscopic level that
can account for phenomena such as permeability, fragmentation,
shear banding, and hot-spot formation in explosives. It cannot be
claimed that the treatment of microscopic behavior in the current
afiicle is especially realistic, since there are many simplifying
assumptions. However, the theory is capable of generalization in
many different ways as the need arises, Some of the generalizations
that are in progress are discussed in the penultimate paragraph.

The approach described here provides a way to account for
microstructure and, hence, for phenomena that are not accessible to
macroscopic calculations, such as permeability and explosive hot
spots. Analysis of dynamic geophysical processes such as
explosions, earthquakes, volcanoes, asteroid fragmentation, imp&nt
cratering, and avalanches provide other applications of the theory,
A drawback of the method is that many of the constants required are
not normally known for specific materials, At SRI a parallel effort
by Seaman, Curran and Murri (1985) and many others has involved
experiments capable of generating the data necessary for their
modelling effort. Ideally, theory, numerical calcui,ations, material
characterization, and dynamic experiments should go together, but
most studies have been too fragmented to allow this kind of
modelllng to reach a useful level of sophistication, The urgency of
the cold war was frequently used to justify the absence of long-
term planning. Perhaps the new world situation (1993) will allow
for a more coherent expenditure of research funds,

The treatment of a number of nonlinear processes is under
development in SCM, but some additional study and coding will be
required before they are ready for generai use, Seven examples are
cited here. (1) Dilatancy needs to be investigated, This process,
originality observed by Bridgmnn (1949), is thought to depend on the
microscopic generation of voids under shear (Zoback and Byerlee,
1975)1 It has eluded detalied theoretical description, though some
progress is being made, as discussed by Fischer and Patterson
(1989), A new theoretical approach to dilatancy is based on a theory
of T-cracks, which show8 that they can open under pure shear, and
turns out to yield surprisingly simpie reauits (Dienes, 1993). The
results can be Incorporated into SCM as part of a statistical
treatment in the same way that plane cracks have been previously
treated, (2) Strain-rate effects due to the finite speed of crack
growth are predicted by the approach in thi$ article, but better data
are needed and the reeuits ehould be tested, (3) Size effects are
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well-known to civil engineers but have been inadequately
characterized in constitutive modelling. Much data is based on tests
of ve~ small samples so that the effect of large defects is ignored.
(4) Phase changes and other high-pressure effects need to be
accounted for. (5) The coalescence model described here assumes a
constant mean free path, but it seems clear that in many situations
the mean free path will decrease in the course of fragmentation as
crack size increases. A theoretical approach to this process has
been described by Dienes (1985) but has not been imp~emented in any
computer code. (6) Many practical materials are composites, and
failure of such materials has not been sufficiently characterized.
(7) The brittle-ductile transition depends on a variety of state
variables such as temperature, pressure, and strain rate. A general
theoretical treatment is not yet available though the main features
are known (Evans, Fredrich and Wong, 1990). Those authors include
an intermediate semibrittle regime in their analysis of the data.

Rather than pursuing and attempting to verify the SCM
approach in general, we are applying the method in special projects
where there is enough interest to establish the required material
properties. They can be determined from stress-strain curves and
other standard tests, or back-fitted by comparison with macroscopic
experiments (exploding-wire, impact, etc.), or estimated by analogy
with similar materials. It needs to be emphasized that the
properties of interest are standard in mechanics, and can often be
estimated from handbook data. For many projects we do not require
all the parameters since in many cases oniy a few dominate the
process. For fragmentation studies we do not normaily require a
high standard of prediction - aii that is required is an understanding
of the main effects — still a considerable chailenge. The generai
approach presented here is usefui in allowing analysts to put various
processes into a single context. What is needed now is to impiement
the improved theory in the SCM computer algorithm, better
numericai modeliing, and detaiied materlai properties. The success
of the theory will depend on Its usefulness In a variety of case
hlstoriest it is unlikeiy that any sln$ie theory of materlais can
predict ail posslbie kinds of faliure, but a unified approach helps us
to relate and Interpret many observations that are otherwise
dlsconnectedt In addition, the current approach ailows us to
understand better the variability of materiai properties that results
from variability in defects. This 18 probabiy the most important
applicatlont
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INCORPORATING DAMAGE MECHANICS

INTO EXPLOSIONSIMULATION MODELS

Charles G. Sammis

Department of Geological Sciences

University of Southern California

Los Angeles, CA 90089-0740

The source region of an underground explosion is commonly modeled as
a nested series of shells. In the innermost “hydrodynamic regime” pressures and
temperatures are sufficiently high that the rock deforms as a fluid and maybe

described using a PVT equation of state. Just beyond the hydrodynamic regime,
is the “non-linear regime” in which the rock hag shear strength but the
deformation is nonlinear, This regime extends out to the “elastic radius” beyond
which the deformation is linear, In this paper we develop a model for the non-
linear regime incrystalline source rock where the nonlinearity is mostly due to
fractures, We divide the non-linear regime into a “damage regime” in which the
stresses are sufficiently high to nucleate new frartures from preexisting ones and
a “crack-sliding” regime where motion on preexisting cracks produces amplitude
dependent attenuation and other non-linear effects, but no new cracks are
nucleated, The boundary between these two regimes is called the “damage
radius”.

The micromechanical damage mechanics recently developed by Ashby
and Sammis (1990)is used to wrke an analytic expression for the damage radhs
in terms of the initial fracture spectrum of the source rock, and to develop an
algorithm which may be used to incorporate damage mechanics into computer
source models for the damage regime, Effectsof water saturation and Ioad{ng
rate are a&o discussed,



Recent advances in seismic discrimination and yield estimate of

underground nuclear explosions have been based largely on high-frequency local

phases such as Lg and higher-mode surface waves. This shift in focus to higher

frequencies has stimulated new interest in understanding the non-linear seismic

coupling near the source, and in the mechanics of near-surface spallation which

is observed for most large explosions, While cunent numerical source models

give an adequate representation of coupling and span for sources buried in

alluvium, significant discrepanaes have been observed between model

predictiori and observed ground motions near explosions emplaced in hard rock

like tuff and gm~ite. These discrepandes usually involve the observation of a

much broader pulse than predicted by the simulation (Rimer et al., 1987),and

significantly lower displacement amplitudes (App and Brunish, 1992).App

(1993)has recently identified the shear strength as the most important property

of near-source rocks in shaping the seismic source function.

The problem appears to be that the numerical programs, which do a good

job of modeling the compaction processes which dominate non-linear coupling in

sediments, do not adequately describe the processes of crack growth and

fragmentation which dominate non-linear coupling in hard rock Crack growth is

poorly modeled by cumnt simulation programs for two reasons, FirSt, the

strmtgth of a crackedrock is scale d~pendent --strength decreases as the square

root of crack length, The strength of grardte measured in the laboratory is

significantly larger than the strength of a granitic mass in the field simply

because the length of preexisting cracks are limbed by the stze of the lab

specimen, Hence laboratory mechanical data can not be used directly in the

simulation programs, Also, the strength of the rock decreasesas cracksgrow
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during loading, A second problem has to do with the fact that, where

compaction is a strengthening process which leads to a homogenization of the

strain field, crack growth is a weakening process which leads to shear

localization,

These same scaling problems may also explain why numerical simulations

of spallation in hard rock do not seem to be as successful as those in sediments

(Appand Munish, 1992).Whereas a local tensile failure criterion may work for

sediments, size effects inherent in the fracture controlled tensile strength of hard

rock become important.

What is needed for a more accurate numerical simulation of explosions in

hard rock is a rheology which explidtly accounts for the effects of nucleation,

growth, and interaction of fractures on elasticity and strength. Such theologies

are generally categorized as being “damage-mechanics” based, where “damage”

is a measure of the size and density of fractures, Damage mechanics theologies

can be roughly divided into two groups: empirical formulations which are based

on fracture mechanics but which have many adjustable parameters (Costin, 1983,

1985), and those which are based on a mkromechanica] modeling of the

nucleation, growth, and interaction of fractures growing from preexisting cracks

in the rock (Ashby and Sarnmis, 1990).The advantage of model-based damage

mechanics is that it explicitly accounts for the initial fracture spectrum in the

source rock, and thus deals with the scaling problem discussed above. In Ashby

and Sammia (1990),we have shown that our model gives a good description of

the failure surface for a wide range of rock types with no unphysical adjustable

parameters, The current challenge is to cast the damage mechania into a form

which can be Incorporated into numerical codes which simulate underground

explosions. In this paper we discuss one algorithm which can be used to



incorporate model-based damage mechanics into a spherically symmetric “one

dimensional” code.

However, as summarized in the next section, our current damage

mechanics formulation has several limitations which also need to be addressed.

First, it assumes all the preexisting flaws are the same size. Second, it does not

explicitly include the effects of water saturation. Third, it assumes static elastic

fracture mechanics and ignores dynamic effects on the stress intensity factor

which may be important in the explosion application (see e.g.. Rubin and Ahrens,

1992:Grady and Kipp, 1979).Finally, it does not give a good representation of

the post-failure regime where the material is strain weakening. Possible solutions

to these problems are also discussed.

There have been several recent attempts to model the nucleation, growth,

and interaction of microcracks both numerically (Horii and Nemat-Nasser, 1985)

and analytically (Aahby and Hallam, 1986;Sammis and Ashby, 1986,Horii and

Nemat-Nasser, 1986). The results, which have been tested using two and three

dimensional models of flaws in brittle plastic and glass, are expressed as a stress

intensity factor of the form:

where U1and 03 are, respectively, the maximum and minimum prindpal

stresses, 2a is the dimension of the starter flaws, and I is the extensionof the

“wing cracks” (as we shall call the out-of-plane extensions of the starter flaws

which grow paralIel to u1; these are illustrated in Figure 1), Analytic expressions

of the function Fin eqnt (1) for the nuckation and growth of fractures M
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wtera~on becomes im~ortan~ may be found in Sammis and Ashby (1986)when

the starter flaws are pores, and in Ashby and Hallam (1986)when they are

inclined cracks. For a given state of stress, (al, 03), the wing cracks will extend

until K]falls to K]cwhere KICis the critical stress intensity factor, a material

property. Equation (1) may be rewritten in terms of a dimensionless stress, SI,

defined as

(2)

Ashby and Sammis (1990)have developed a model for the interaction

between growing tensile microcracks when all starter flaws are the same size, 2a.

For their model, the stress intensity factor at the tip of the wing crack is

K, = al m
[((1-cl h) 1+2((D/D#~ - 1)2 -

C2 ((Dmo)lp -1 + ~/ a)3n
( )11.D’t3

(3)

where

C,=(l+v’)’n+p
(l+v2)’n-v

(4)

c’= Ka/yll+P’)’’2-P)”’
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C4 =,~a’fi((l+lw-w)”’

In these expressions, v is the coefficient of friction on the starter flaws and a and

~ are geometrical factors near 1, Note that this expression for CAcorrects an error

in eqn, (29) of Ashby and Sammis (1990),

The initial damage, Do,and the current damage, D, are defined as

Do=$~(aa)3Nv
(5)

D=$rr(l+aa)3Nv

where Nv is the number of cracks per unit volume,

The first term in curly brackets in eqn, (3) is the wedging force opening the

cracks plus the crack-crack interaction and the second is the effect of the

confining stress resisting this opening, Assuming the cracks propagate until Kl

falls to KIC,amalgamating the constants, and using the definition of sl given in

(2), eqnt (3) can be written as

ru3 na
wheress = --——

K,,
and C3 - 2t Note that in Ashby and Sammis (1990)tensile

stress wtis defined as positive whereas here compression is positive,

ln Fig, 2, eqnt (6) has been used to calculate the stress sl necessary to

produce damage D, for a coefficient of friction u = (),6 and for several values of
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the initial damage Do. For values of D near Do, an increase in SIis required to

increase the damage. However, SIis observed to reach a maximum, beyond

which an increase in damage can be produced by a reduced stress. For levels of

damage past the maximum in SI,a weakening rheology causes shear localization,

the details of which are not predicted by the model. The maximum value of SIis

identified as the failure stress. Ashby and Sammis (1990)have shown that this

model gives a good representation of the failure surface for a wide range of rocks

without the introduction of any arbitrary “unphysical” constants.

~30u2ExmQuQKs

The question of seismic coupling is central to the use of seismic waves for

discrimination and yield estimate. The effects of rock type and water saturation

on seismic coupling are usually studied by forward modeling using numerical

simulation. As discussed above, recent discrepancies between simulated and

observed ground motions for sources in hard rmk suggest that crack gr~wth

must be important in these environments. The micromechanically based damage

mechanics outlined in the previous section suggests that the size aiid density of

fractures in hard rock maybe more important parameters in controlling coupling

than the actual rock type

To help focus the discussion, consider the schematic diagram of a buried

explosive source shown in Fig, 3, Three non-linear regimes can be identified: the

“hydrodynamic regime” in which rock flows, at extremely high pressures and

temperatures, the “damage regime” in which the rock behaves as a solid but

stresses are large enough to extel~dex Mng cracb, and the non-linear “crack-

sliding” attenuation regime in which stresses are large enough to produce

amplitude dependent attenuation but not sufficiently large to cause additional

7:1



Preexisting (laws

Rock Deforms Anelastlcal~
but Fractures do not Grow

Figure 3, Schematic diagram of a burled explosive source showing
the three deformation regimes discussed in the text
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fracture. The hydrodynamic radius, ~ depends cm the equation of state of the

emplacement medium and is the subject of high pressure shock wave studies.

The damage radius, rd, is defined by the conditian that the peak radial stress has

fallen to a level just sufficient to nucleate fractures from initial flaws in the

emplacement medium. The damage mechanics developed by Ashby and

Sammis (1990) allows a quantitative evaluation of rd. The equation for the radial

stress or required to initiate flaws when the hoop stress is CJeis

q= CJo+ Clae (n

where c1depends on the coefficient of friction p on the starter flaws

The other constant crois defined as

where, as above, K]c is the critical stress intensity factor for tensile failure and 2a

is the length of the initial flaws in the emplacement medium.

It is important to note that the damage radius is not simply a function of

rock-type, In fact, the parameters Klc and P are almost independent of rock type,

Rather, rd is most sensitive to the size, 2a, of the largest flaws in the emplacement

medium. One of the effects of ground water saturation is to reduce the effective v

on pre-existing cracks which can make rd significantly larger,

The elastic radius relis more difficult to define because there is no

physical cutoff to the non-linear attenuation. However, if amplitude dependent

attenuation is due to motion on pre-existing flaws, then rel canbe expectedto

scale with flaw-size in a similar way as the damage radius since a smaller stress

is required to produce motion on a larger fracturet In fact, if the source



emplacement medium is heavily jointed, the elastic radius could be very large

indeed. The effect of water saturation on the elastic radius is not so obvious since

a reduction in the coefficient of friction allows cracks to move out to a larger

distance but, at the same time, reduces the non-linearity of this slip.

Most underground nuclear explosions are accompanied by spallation of

the ground surface. Span is defined as a parting of near surface layers which

were originally in contact in reqcm.se to the stress waves produced by a

contained underground explosion (Eisler and Chilton, 1964;Day et al., 1983).

Upon reflection at the free surface, the stress becomes t?nsile, and span is

produced when these tensile stresses exceed the tensile strength of the near

surface geological materials. The near-surface material is observed to first

accelerate upward in response to the stress impulse, then to decelerate under the

action of gravity, and finally to “slap down” closing the tensile gap.

The span phenomenon has been shown to have observable seismic

consequences. While Day et al. (1983) showed that span does not contribute to

surface waves with periods in excess of about 10sec., several studies suggest that

it can make a significant contribution to short-period cekmic waves (Patton 1?88,

McLaughlin et al., 1988;Taylor and Randall, 1999)0Based on numerict 1

simulations of nuclear explosions conducted in hard rock, App and Brurdah

(1992)estimate that the kinetic energy associated with span, and potentially

available as a secondary source of seismic waves, is about one fourth that

available for seismic waves radiating out from the point source explosion.

Since recent advances in explosion discrimination and yield estimate are

based largely 011~hort period regional phases such as Lg and higher mode

Rayleigh waves, there has been a renewed interest in understanding the span



phenomenon and in its proper representation in source models. Day and

McLaughlin (1991)have further developed the point-force representation of span

introduced by Day et al. (1983). Their derivation is based on a horizontal tension

crack model, the parameters of which are constrained by observed motions near

ground zero.

There is, however, evidence that the geometry and physical process of

spallation may be more complex than the propagation of a single horizontal

tensile crack. Stump (1985)found evidence from subsurface acceleration

measurements for variations in the depth of span associated with a buried

chemical explosion. Numerical simulations (Walton and Heuze, 19$9;App and

Brunish, 1992)predict that spallation occurs over a roughly conical region which

is deepest beneath ground zero.

App and Brunish (1992)investigated the physical processes which govern

spallation by numerically modeling motion at the free surface above evenb

which span a wide range of test environments: MERLINin desert alluvium,

HEARTS in tuff beneath the WC.~1table at Yucca Flat, ‘lOW.4NDA in tuff

beneath the water table on Pahute Mesa, and HOUSTONabove the water table

in very dense rock on Pahute Mesa. Based on their modeling, they made the

following important observations:

(1)The less than lg “spa]]”accelerations often observed for low yield

events in alluvium may not be true span. Rather, they maybe due to near

surface Coulomb shear failure of the near-surface alluvium,

(2) For the events in detonated in tuff, the span motions observed at

surface ground zero are very sensitive to the thickness of the surface alluvial

cover, but were also observed to depend on rock properties at the source point,

(3) For the two ev~n~ on PahuteMesa(TOWANDA and HOUSTON),

differe~ces in observedsurfacemcxionawere primarilydue to differences in
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saturation and rock strength within a tew cavity radii of the explosion. For

TOWANDA a near-surface low velocity layer appears to have significantly

influenced the span depth.

It is inter~sting that they had the least success in modeling surface motions

for HOUSTON - ~heevent detonated in the hardest rock. Characterizing the

calculations for this event as “largely unfruitful to this point in the study”, they

speculate what the problem may be: “we suspect that our modeling of subsurface

span is incorrect.” In their model, subsurface span occurs in all model elements

where tensile stresses are developed. While this may be a good approximation

for cohesionless alluvium (and appears to give a good simulation of observed

ground motion) it can be questioned for crystalline rock. T& tenstie strength of

crystalline rock should +end on the specu urn of preexisting fractures and

reflect ~cress concentrations associated with growing cracks.

%ump and Weaver (1992)present further evidence that our current

understanding of the span phenomenon is not complete. They analyzed nuclear

explosions detonated above the water table at Pahute Mesa, comparing span

zone velocities, displacements, and dwell times for consistency with a simple

bal!istic gravitational model, They found that the observed displacements may

be as much as a factor of two to four timed greaterthan predicted by the

observed velocities and dweil times, and speculate that this discrepancy may

reflect the continuous nature of the span process and/or the role of material

strength in these phenomena.



In the standard algorithms used to calculate the stress and strain paths in

the source region of an underground explosion, the initial stresses are used in the

equations of motion to find the displacements. These displacements are used to

calculate the strains wi~ichare then used, with the elastic constants, to find the

stress. The new stresses are then used in the equation of motion to find the

displacements in the next time step, and so on. The incorporation of damage

mechanics into this algorithm requires the introduction of a new variable, the

damage defined in eqn. (5).As discussed above, damage is a measure of the

fracture density in each material element of the model. In general damage is a

tensor which reflects the distribution of fracture size and orientations at each

location within the rock. }!owever, for the simple spherically symmetric source,

crack growth can be assumed to be radial.

The flow diagram for a computer algorithm which can be used to include

damage in a spherical source is shown schematically in Figure 4. Each boxed

procedure has been numbered and will now be discussed in turn.

Assume that we are beginning the i~ time step of the calculation. The

stressesfrom the pervious timestep, u&l , are used to find the current

displacementsu~ , which, in turn, are used to compute the new strah c~~~

This step is exactly as in the normal algorithm and is not affected by the

incorporation of damage mechanics,

~~

The elastic constants me used to compute the new stresses u~ from the

strains c~bfound in Procedure 1 above, Theelastic constants are a function of
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Figure 4 Flow diagram for a computer algorithm which may be
used to incorporate damage mechanics Into a spherically
symmetric exploslon source model



the damage, ~ they also depend on whether new damage is being done

during the time step, Consider, for example, the stress-strain cume in Fig. 5. In

this figure, the stress has been increased over the path labeled (1), decreased over

path (2), and then increased again over paths (3) and (4), Note that the effective

Young’s modulus, E = dull / dql , is significantly lower over paths (1) and (4)

where damage is increasing than it is over paths (2) and (3) where the stress is

below that corresponding to the existing damage so that no new damage is being

created. The hysteresis on the paths (2) and (3) is caused by frictional slip on the

starter flaws (see Fig. 1),but the crack extension 4 is constant over these paths.

For paths (2)and (3), where the cracks are not extending, the results of

Budiansld and OConnell (1976) can be used to find the elastic constan@ as a

function of the crack density, ~ shown in Fig. 6 (from OConnell and Budianski,

1974),the elastic moduli decrease as the crack density increases. The crack

()density in their model is e = Nv a3 , which may be expressed In terms of

damage as (see equation (5))

In Rigs.7 and 8 the Young’s modulus and Poison’s ratio predicted by the

B~idi~ki and O’Connell model are plotted as a function of the damage. They

are both roughly linear and may be clod y approximated by
E = E6(1-0.425D) (9)

Vnavo -O.1OD (lo)

where & and V. are the modull of the untracked solid.

In Procedure 2 of the algorithm in Fig,4, the isotropic elastic moduli are

calculated using the damage from the previous time step D1-l in equations (9)

and (10), These moduii are then used, with the current swains, C$ , found in

Procedure 1, to calculate the new stresses c&,
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Figure 5 Schematic stress-strain curve Illustrating the lower
effective elastlc modulus over paths ( I ) and (4) where
crack growth is Increasing the damage,
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The equilibrium damage Di appropriate to the new stress statecr& is

found using a table of damage as a function of the dimensionless pressure p and

maximum dimensionless shear stress, ~. These dimensionless stresses are

defined in terms of the dimensionless stresses s@ as

P=@ll+s22+sss)

=~(sl,+zs~s) wl.en Sm= s33 (11)

T=*(S1l-S33) (12)

and KICis the critical stress intensity factor for mode I (tension) fracture.

Since Ashby and Sammis (1990)assume uniform deformation, the model

is inadequate for the post-failure regime which is dominated by shear

localization. We assume that D remains fixed beyond failure at its peak value,

and that r falls to its frictional value, tf, given by

-
P (13)

Finally, the shear stress can never rise above the yield stiess, Gy,which h

given by

=Y2= *[(cl- U2)2+((72- U3)2 +(U3 -01)2]

= (01 -03)2 when U2= U3 (14)

‘I’heyield strength crycan be derived from the hardness, H, data since Uy=H/3,

At higher values of ~, strain Is accommodated by plastic mechanisms which do

not involve crack damage, It is thus possible that, at very high values of p, the

material could yield while the damage remains at Dot



e 5.. ~th ~

If the damage Di appropriate to C& found in the previous step is less

than or equal to Di-l in the preceding time step, then it was correct to use the

Budianski and 0’Connell (1976)elastic constants given by Equations (9) and (10).

As indicated in the flow chart (Figure 4) the G$ just determined in the ith time

step can then be used in the equation of motion (Procedure 1) to begin the i+l

time step.

However, if Di > Di-l, then the damage has increased during the ith time

step and the effective elastic constant should be less than that given by equations

(9) and (10). In the following procedure we develop an algorithxn to find the

appropriate stress and damage for the strain e~t

* If ~d ~~ lil~

If the equilibrium damage associated with the new stress state& is less

than the current damage (from the previous time step) Di-l, then the damage

remains unchanged and we set Di=12i-1.

~th~

If the equilibrium damage associated with the new stress state cr}~is

greater than the current damage (i,e,, if Dl>D~-~)then we must recalculate the

stress, This is because the elastic constants used to find u~~ from e& are too

large (since they assume no increase in crack density). We do this by relax!ng

ULPuntil the elastic energy released during the it}.time step is equal to the

increased crack energy associated with the increase {ndamage

For clarity, we begin our analysis with the special case of uniaxtal

compression, We will then extend the results to 3-D, Consider an increment of



strain dsl 1 which is caused by the stress al 1.

then

al ldel 1= q Idel le + dWC

The work done per unit volume is

(15)

The first term on

del lo;the second

the right is the work done over the elastic strain increment

is the work done to extend the wing cracks. For del lo we write

dq
dqle = -E (16)

o

The work required to extend the wing cracks from 4 to/ +64 is

[

tid.A+6A t(@l@
dWc = 2NV 21A

E
)

~ 4NV!$&A
E (In

In this expression A is the area per crack at the beginning of the ith time step

while 5A is the increase in this area during the i~ time step. E is the effective

Young’smodulus appropriate for ti-1 (equation 9). K]can be replaced with KIC

since the cracks grow at the critical stress intensity. We can express A and 5A in

terms of the damage as

8A= ‘$:)’{[D’]t -[D’-’]~}
o

(18)

(19)

for Nv we write



Nv=~ [1J- 300
4Z aa

Hence the crack energy becomes

With these substitutions, equation (15) may be written

(20)

(21)

(22)

As indicated in the flow diagram (Fig,4), cqI’is incrementally reduced, a new Dj

calculated, and equation (22) reevaluated until it is satisfied. The relaxed crlIiis

then used in procedure 1 to begin the i+l time step.

Now consider the case of interest: triaxial compression in which

q 1> C22= U33.In this case equation (15)becomes

q ldel 1+ 2a33d&33= UI Idel 1° + 2cr33de33’+ dWC

Writing de33= - vdell we have

(all - 2Vu33)de11 = (all - 2vOu33)de# +dWC

(23)

(24)



If we again use eqn. (16) for del ~eand equation (21) for dWC, eqn. (24) can be

tit-ten:

As in the uniaxial case, we relax ~, and ~33 from their values predicted by the

Budianski and O’Connell theory (equations (9)and (10)). For each inmemental

reduction we recalculate the equilibrium damage D~and then reevaluated

equation (25). The stresses and corresponding damage are adjusted undl (25)is

satisfied. These stresses are then used in Procedure 1 to begin the i+l step.

This triaxial case presents one problem that has not been discussed. Both

~, and ~33 ( Ur, and U@Ofor the spherical source) maybe relaxed, and it b not

clear how to do this in a ncn-arbitrary way. IIW problem, however, is not unique

to the damage formulation and must be faced In any model which has a failure

surface. One of two approaches is usually used: radial return or normal return. In

the radial return scheme, each stress is reduced an amount proportional to its

size. The stress is thus reduced along a radius in p - z space until the energy

equation (25) is satisfied, In the normal return scheme, each stress is reduced in

such a way that the return is normal to the failure surface and thus the reduction

is along the shortest path in p-~space. The radial return is usually chosen since it

is easier to implement and no physical argument has been made for either

scheme.

The algorlthm developed in the preceding section should allow the model-

based damage mechanlci formulated by Ahby and SammIs (1990) to be

incorporated Into current numedcal SOU,ce simulation codes, The approach



taken in this paper has the advantages that it accounts for the size and density of

preexisting fractures in the source rock in a physical way and allows the first-

order effects of water saturation (i.e.. the reduction of sliding friction on

preexisting fractures) to be investigated. However, as presently formulated, the

damage mechanics we use is somewhat limited in that it assumes all fractures are

the same size and it is based on equilibrium elastic fracture mechanics and thus

ignores the effects of high loading rates on the stress intensity factor (Grady and

Kipp, 1979;Rubin and Ahrens, 1992). The inclusion of these effects is

conceptually straightfcnward and will simply add to the complexity of the

algorithm.
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Planar Impact Experiments for EOS Measurements’
Michael D. Furnish, Sandia National Laboratories

Introduction

The communityconcernedwith the numelical modelingof groundshockproducedby underground
nuclear tests must haveaccess to materialsdata to benchmarkmodelsof rock behavior.Historically
the primary source of these data has been planar impact experiments,These experiments have in-
volvedgun, explosiveand electrical launchers,Othermethodsof introducingphmurshocks include
shock driving by in-contact explosives or laser bursts, This paper briefly describes gun lmmcher-
hsed planarimpact methods used to characterizegeological materials at Sandia National Labora-
tories.

A very important part of these studies is the use of time-resolved interferometry techniques’ for
measuring shock wave structures, In addition to Hugoniot data, it has become possible2to obtain
information about yield strengths, shock viscosity,release tmjectories, multiwave structures, sptdl
properties and the strength of materials in the shocked state, Techniqueshtivebeen developed to
determine the dynamic material properties at strain rates of 105to 1()]0see-] m stresses ranging
from less than 1GPoto about 250 GPa, In particular,rate-dependenteffects and release hysteresis
can be characterized, These se~sof data are crucial in evaluating strain-rate-dependentviscoplas-
tic or viscoeiasticmaterial models,

Impact Studies of Geological Materials

Groundshockstudies generally involvegeologiad muteriuls,whichposespecialchallenges for im.
pact experiments, Most importantly,samples ure likely to c(mtain heterogeneities (mm or larger
scale). Theseaffect experiments in ,severtdways, Often u buffer must be used between the sumple
und the diagnostic to protect the diagnostic from the effecLs of an uneven shock, us well us to av-
erage a signulpus,sedthrough the heterogeneoussample, Samplesmust be selected with un eye to-
wurdhaving results reprment the bulk of the uvr.ilablemuteriul,but at the same time the samples
must be unifor,rnenough to U11OWQmetmingfulexperiment (restrictions which mtiybe difficult to
simultaneouslysutisfy), Sample selection gcnerully fuvors the most homogeneousundcompetent
sumples,umi ussuch muy bius the results of unydynumicstudy of the,semuteriu]s,

The effects of heter(}geneitiesare more importunt ut lower pressures, This is true in lubortit[wy-
sculeexperiments wheresmull-sculeinhomogencitiessuch us ,sdectivelyulteredcrystuls muy huve
u more murkedeffect on results ut lower pressuresthtin at higher pressures. It is Au true in the
tield;us intetwt shifts fri}mgruundshiwkbehuviorclose-in to unevent (G>100 kb) to groundshock
behuvi[)rin the stress region tmly slightly ubove the elustic limit (U- I kbur), Iurge-sculeinhon](~-
geneitics such us J}int systems become importunt,

often wuter is un impurtuntcomponentof the muteriulof interest,When it is, theexperiment muy
need to isohte the sumple from vucuum,und possibly from guugcsor reflectivefilms us well, The
sumpk muyneed to be muchinedwithout being ulh~wedto d~, It’the sumple hwuti(mis uhwe the

I This work pwfurtml UI !lamha NIMIMIUI I,nhtwnttwlos kupptlrtwl by b 11,S, 1X)1{ (wI pnrlinlly hy (ha I)etkrnnc Nucleur
A#eIwy) utder col)~rrict #l )F, A(N)I .7bl )PN)7RY,
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water table, the sample may be partially samrated. Such partial saturations are extremely difficult
to maintain, and the only prwtical avenue may be to choose an end-member saturation (ched or
fully saturated) for the tests.

Other important experimental considerations for natural samples may include a need to preserve
volatiles content (especially water), friability of a specimen rendering difficult its fabrication into
a usable gas-gun sample, and whetherthe sample can withstandthe kilogmvity to megagravityen-
vironmentof a gun launch without damage.

Expdmental Configurationsof Interest

The mostgenerally usableconfigurationfor gas-gun testing has a sample in the target,and is shown
below. lt is especially appropriate for measuring loading wave profiles, Hugoniot states and

Gun Barrel Velocity of
this spot is
monitored

+ Velocity and Ground Pins /

=~~optiona
~ w~ndo~

1 (LiF.Samhire,

I
*

Aluminum
or PMMA)

Target Fixture
Impactor Sample

Foam I (e.g. aiuminum)
or void

Figure 1,Forward Ballistic Configuration

strength properties (Hugoniot Elastic Limit for loading, the strength at the Hugoniot state, and the
tensile or spun strength). If a window material can be chosen which is an upproximutcshock im-
pedancematch for the sample (suchus Z-cut supphirefor iron, or lithium fluoridefor slate or gran-
ite), a continuous releuse path muy be measured; otherwise the pressure and particle velocity of u
single point on the releuse (or reshock) of the sample muy be determined, If the sh(wk impedunce
of the windowis chosen as much lower than thut of the sumple, spun propertiesof the sumplemuy
be meusuredU.Swell as Hugoniot properties,

Anulysisof the velocity profilefrom such ntest consists of determiningthe precursor@ Hu~uniot
stwmfrom the trtinsit time ucross the s[lm Ie(hence velocityof the observed wuves),then extruct-

4’ing uvuilublerekuse or spun inftmnuthm , If the window is u fuirly Qlo,seirnpedwwemutch to the
sumpleundthe wuvct’ormsentering und Ieuvingthe sumplcare known(eusiest it’no buffer is used),
Lugrungiunintegrutimtt~tthe wuve velocities yields u tublc relutingstress, struin, time, sh(wk ve-
kwity m! wuvc veiocity3,~Formuny muteriuls,the strainrate during Ioudingvaries uppruximutely

S If bufferswe used,wtivecodcmodeling of the exper=us the fourth power of the Hugoniut stress ,
iment to mutch the obtwrvedwuveformmuy yield the pressure-volumepnth, uithoughthis pr(we-
dure is sornewhutmore luburiousfi,If tie window is u pwwimpeduncematch f’(wthe sumple, the
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averageamplitudeof the waveform“plateau”maybe used witl}the Hugoniotof the windowto cal-
culate a single partial release or reshock state of the sample. Finally,if the sample has spalled, the
amplitude of the pull-back signal may yield the span strength of the sample’.

For conditions where a window matching the shock impedance of the sample cannot be found,
Hugoniotand continuousreleme paths may be measured using the geometry shown in Figure 24,
This configuration,called “reverse-ballistic,”,has been used extensively for measuring Hugoniot
and release properties of rocks and grouts, It may be used witii water-saturated samples (as may
the forward-ballisticccmfiguriition).Hugoniotstates are derived by impedancematching, while re-
lease propertiesare extracted by modeling theexperiment in a wavecodewith an adjustablerelease
description. This method does not give any direct information about loading characteristics, such
as precursors and material strength, and in fact may give misleading results if incorrect assump-

4 For example, if an unanticipated precursor is present, antmns about these quantities are made .
impedancematchcalculationof the Hugoniotstate will give correct values of pressurt and particle
velocity,but the shock velocity and density calculated from these under the steady-wave assump-
tion will not be correct. Under certain conditions, however,a family of such tests can be used to
determine precursorconditions, It is normally most useful if the dynamic strength of the material
is small compared to the Hugoniotstress,

.—
Projectile
Body —

Velocity of
this spot is

3 Velocity Pins monitored

--l
I

Aiuminum
Target Fixture

Al NOSe
~Aiuminum BufferDlatn

Figure 2, Reverse BullisticConfiguration

Strengthsund Lindtationsof Gun ImpactIksts for E(XJMeasurements

Let us tnukeseverulgenerulctm~mentsuboutgus-guntests (wherethe term “gasgun” here includes
p(~wdergunsml 2-stugelightgusguns uswelluscornpressed-gtisguns), Fundumentullythese tests
are uniuxiulstruintestsof hml-specimen-sized wmples. As such. they umnot readily wess large-
,wuk properties of hetert)genetmsbodies, nor uun they directly ussess the etl’ectsof wave diver-
gence (such us the txdet~fhtmp stresses in reducing meun stress uml cuusing pullbuck), Vuriuus
studies huvebeen perhmned to tissessthe rules of heterogeneities,generullyuimedtt~mwlelor ub-
serve u system with (meor u fet~simple structures, ulthoughthe behuvi(~rof fumilies of these fcu-
tures under high struin rutcs remuins uncleur (but of considerubk imp~wtunucf(wstresses netlr the
elastic limit O!these muteriulsh
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Wave divergence effects may be assessed with actual divergent wave environments. While such
environmentscan be producedfrom impact experiments (e.g. propagatinga shockalong a rod), the
more traditional divergent wave experiments (exploding wire or point charge) may allow a more
straightforward relation to physical systems of interest.

On the other hand, gas-gun tests conducted to separate shear and longitudinal properties may be
better experimentsfm benchmarkingindividual parametersin material models for calculating non-
planar wave behavior.These tests normally require generating a plane shear wave by a tilt-impact
or anisotropicshock-processingmaterial (e.g. Y-cutquartz), then coupling this wave into the sam-
ple and out at the other side. For geologic materials, this coupling is more difficult to ensure than
with more uniformsolids, When such experimentscan be made to work, they can constrain a large
set of physical parameters describing the dynamic behavior of the material. They areable, as well
to separate volume effects (such as phase transitions) from strength- and Poisson’s ratio- effects
such as the Hugoniotelastic limit and strength effects upon releme. These effects generallycannot
be separated in a simple longitudinal wave impact experiment.

Stresses are limited by the ability of window materials to remain transparent. The most common
windowmaterials in use, and their useful stress limits, are lithium fluoride(160 GPa +)8,Z-cut sap-
phire ~elasticto 14GPa; may recover transparencyabove 50-60 GPa)g,PMMA (20 GPa; has vis-
coelastic behavior)lO,and fused silica (8 GPa; produces ramp wave below 3 GPa)g, At low stress
ranges (1-3 GPa), hthium fluoride is slightly affected by its elastic-plastic transition.

Within these constraints,gas gun tests am able to producea wide range of materials properties data
for materials undergoinghigh stmin-rate deformation.

In summary, the following waveform illustrates representative properties which can be obtained
for mev~llicor stony geological materhds (representedhere for a forward-ballistic test):

Time ufter impuct
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Longitudinal Sound Speed

\

Bulk Release
* 6P16V

Plastic Modulus
* Hugoniot State

PhaseTransition

PhwticModulus 7f
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m

span
Hugoniot Strength
Elustic
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-

c

POst-Yield
a Loading e Flow
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Figure 3, C(wrespumlenceBetweenWtiveFeuturesand PhysictdPr~~perties
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CALE HIJ GONIOT MATERIAL PROPERTIES
FOR DANBYMARELE

Eric J. Rinehart

Experimental Shock Physics
Defense Nuclear Agency
Kirtland AFE, MN 87115

OBJECTIVES:

HYDROPLUS, which is the methodology for nuclear underground testing yield veriilcations
of non-standard tests, requires accurate stress and particle velocity measurements. The
methodology (Reference 1) also requires material properties and equation-of-state (EOS)
measurements of geologic materials. EOS measurements are to be obtained from laboratory
sample, gas gun testing.

The objective the DISTANT MOUNTAIN test series was to demonstrate the accuracy of
stress and velocity measurements in hard, low porosity rocks. The tests also provided a
compariso of large size (almost in-situ) material properties with those obtained from
laboratory testing of the same material and of materials considered to be nearly identical.
Finally, this test series addressed the problems posed by a material having a clear precursor
wave preceding the main shock wave.

A requirement for this test was to provide a large scale high explosive (HE) test bed, The
experiment should have planar loading so that a clear comparison of stress, particle velocity,
and shock velocity could be made. The material used in the test should have a well known
phase transition or& so that a predictable precursor was established, Finally, the material
should not be dependent upon what filled the air voids so a low porosity rock was needed.
Saturating the rock could not be easily done in the field.

Thetest series consistedof threeindividualtests. Thefirsttest, DM1, established the
material properties of the marble. The second two tests looked at stress and velocity gage
errors obtained when gages were placed in bore holes and grouted. Each test was identical
and gages used in the last two tests that were placed in contact with the rock (not in the bore
hole)couldalso be used to look at consistencyof gages in different, but material from the
samequarry, that is similar material.

This paper only repwls on the material properties gained and the emors that may be
associated with stress and velocity measurement.

To meet testing requirements, low grade, commercially available Danby Marble was chosen,
Physical property testing indicated homogeneity, low voids and a dry material, Previous
smalJ scale testing had been done to high pressures so that an initial EOSwas known for test
design,
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Figure 1. Test bed layout.

The test design concept isshownin Figurel. l%etest bedsize waschosen to allow full
scale in-material gages in the test bed. Since linear dimensions scale as the cubed root of the
charge size doubling or halving of the charge does not really make a substantial difference.
About 20 T was considered the need. Two dimensional lateral (relief effects) were
considered, Lateral dimensions were calculated such that 50 Msecof 1-D plane strain could
be assured at a depth of 3.5 feet. Consideration was also given to the propagation of the
precursor.

Blocks of the marble were designed and fabricated so that gage elements could be placed “in
the rocks” and for convenience of test construction. Calculations indicated that spaces
between blocks should be kept less than 0.01”. For voids gmter than that, the precursor
might be lost or shock attenuation might be unacceptable. The blocks were to be level
because liquid explosive was to be placed in direct contact with the marble.

Approximately 20 T of nitromethane was chosen as the driver. A 24” thickness provided
sufficient shock dumions and an attenuation rate with respect to depth such that gages
recorded stresses in the 100 to 50 Kbar range. Bottom initiation of the nitromethane would
provide a square topped wave-form, but shock arrival jitter developed from firing the pool at
once could not be tolerated. Thus, top initiation was decided upon. Calculations of the
dimensions of a hexagonal booster pattern clewly showed that (to *2%) a planar wave in
boti~amplitude and arrival would be established with a 41/2inch spacing, Each booster
contained 100 g of C-4 explosive.

Testing results showed that the explosive perfoxmed exceptionally well,
across the test bed did not exceed 1.6ps ( s.d.). No jitter was noted in
measurements.

Time differences
the stress or velocity

Measurementof the shock wave was made at 6“ intervals. Bstimates of particle velocity
(UP)and stress (P)i were made, The types of gages and the geometry used allowed
redundancy checks of U, and P, if UPwas also measured The two primary gages used were
flat packs for stress and the KRATZ gage forparticle velocity (Figure 2). Time-of arrival
(TOA)at the stress gages and at elementsin the KRATZgages providedU,. Details of the
electmn.its,etc., are beyond the scope of this paper.
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Figure 2. Showing the two primary gages used in these tests.

Stress tlat packs consist of piezoresistive sensitive material sandwiched between insulators
a.ndhardened steel plates. Because of the mismatch of the marble, the steel, insulators, and
semingelernent, a ring-up period of a few microseconds was necessary before free field
measurement of stress was assured. The stress flat packs were epoxied in grooves machined
into the limestone blocks, Strain sensors, a part of the flat pack, indicated arrivals of non-1-
D effects. The stress flat packs ~.ere identical to those being fielded on HYDROPLUS.

Particle velocity and shock velocity, at a point, were measud with ICRATZgages. The
KRATZ gage consists of one field coil and up to three pick-up coils. The pick-up coils
sense the movement of the field coil and report, up to shock arrival at the pick-up coil, the
particle velocity of the field coil which is the same as the free field. Knowing the distance
between the field coils and pick-up coils, along with the shock destntction time of the pick-
up coil, gives an independent measure of shock velocity. Thus, the P = pOUPU, plane
wave equations-of-motiongives an independent measum of pressure. Individual field and
pick-up coils were epoxied into machined grooves in the rocks. Gage details are given in
Reference 1.

W .TS;

One set of stress time histories are shown in Figure 3, (Additionalstress measurementswere
made on all three events.) Thingsto note are: 1) high peak due to gage/rock impedance
mismatches, 2) precursor, 3) long durations, and 4) consistent stress attenuation with respect
to depth. Peak stresseswere obtainedby intersecting the rise to peak with a line drawn
along the smoothtime decay. Becausethe gages are placeddirectly in the rock, no bore

I

2

h is recognized that vertical stress wea meaaured. Since meaeured strengths of only 5 kbar were noted, it is
convenientto uee P for pressure,

Thatthis is clearly true WMshown by using a thin atrem gage with no armor. Although the gage feiJed early, the
high peak did not exist. Calculations also implythat the peak is real, but due to gage/rockmi~muchea,
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hole interactions are expected. Three stress measurements from thethree different tests, but
at identical levels, show the consistency of data (Figure 4). Stress measurements are
reported to within 10% of each other using

Error = A((P: -~)/ R)”

where P is pressure, m is measurement, and a is average. One set of pick-up K.RATZ
velocity measurements for a field coil placed at 2 ft is shown in Figure 5. Note: the
precursor, the reproducibility, and the duration. (In HYDROPLUS the duration of velocity
measurements is not expected to last beyond the transmission of the shock across the bore
hole, The plane strain in this test probably increase sumival times.) Also, note that the
arrival of the precursor at the middle of the fmt pick-up coil causing a detectable reduction
in apparent velocity, This reduction is not to be confused with true release of the material
but is only an artifact of the type of gage used, Estimates of particle velocity errors are in
the 10% mnge although the number of gages was not as great as stress gages so that a
detailed error analysis could not be done.
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Figure 4. Stress history comparison
for three field experiments, Peak

stress in the free field Is 82 kbar.
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A directcomparison of stress and particle velocity for a depth of 2’ was possible in test 1
(Figure 6). Velocity is read along the right taxisand stress along the left. Conversion of
stress to velocity has not been done. Note, the differences in arrival time$ of the initial
precursor created by strength limits; note the identical arrival times of the main shock.
These data clearly show that initial TOA, even when taken from gages carefilly machined in
rock material do ‘notappear consistent. The material must fail and close around the gage (P
> IQ before any consistent TOA can be estimated. Details of the precursor suggest
stnmgth limits of approximately 6.7 Kbar and phase transitions from Calcite I to Calcite II at
11.3 Kba.r, for large samples (Figure 7).
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Arrival times, peak stresses from flat pack and KRATZ gages, and particle velocities from
KRATZ gages are shown plotted with respect to range in Figure 8, Data from three field
tests were used where the measurements were taken in the rock. (No bore hole
measurements were used in this analysis,) Linear fits to the data wem found applying least
squares criteria. Other statistical models were tried, but the errors attributed to randomness
were not substantially lowered so a linear statistical model was used,

The fits are:

Range = 1,72- 0,0157P

Range = 1,73- 0.0189UP

Range ==3,80-6.89 E- 4 U,

~
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Combining the fits and setting ranges equal, wehave

P =-0.68+ L29UP
for 50 c P < 100Kbar

u, = 3004 + 27.4 UP

C = 5979 m/sat P= llKbar
●

Where P is in Kbar, U, and UPare in m/s, and C is the elastic wave speed of the precursor
due to the strength limit, These quations are the best least squares fkting estimates of UPvs
U, and P vs UPfor the field (not point by point) assuming a linear statistical model.

Figure 9 containsall dry c~citc, Mestone, ~d rn~le ~~ con~~ in the DNA~@ ba~~
Overlainon these data m the best fit P vs UPequationsand data taken individuallyfrom the
KRATZ gage. Also shown are data obtained from gas gun, small sample estimates.

The large DM test data is consistent with gas gun data. The ovemll error of the large
sample data is approximately the same as labomto~ tiu. me mtile *M is different from
data obtainedfrom small scale, calcite, singlecrystal data.
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CONC~USIONA.

1. PrecursoIx can propagate in large block samples, The precursors can interferewith
knowingaccuratearrival timesof the main shockand stress corresponding to strength limits
snd phase changes.

2. Errors in stresses and velocity measurements do not exceed 10% for well planned field
tests. This error was intra-test and inter-test, But these errors do not include physic(’!l
problems in grouting gages in bom holes.

3, Materials known to have precursors wilJ measure a constant shock and particle velocity
with respect to range until the strength or phase changes occur. The constant pmlicle
velocity was used on following test as a velocity gage validation method--one knows what the
velocity really is.

4. Large sample EOS data are consistent with gas gun data.

FIGURE 9, Prenoura varmua partlcl~ valocity for DM,



Any large scale field test includes numbers of players. MU International (D, Keough and P.
DeCarli) integrated the field test and provided the stress gages and rock quality control, I
often wonder if P, DeCarli was just jesting when he suggest these tests over a beer, S-
CUBED (P, Coleman) made and fielded the KRATZ particle velocity gages, New Mexico
Engineering Research Inst. (N. Baum) designed and placed the explosives ,

Defense Nuclear Agency, HYD1’OPLUS Applications Handbook, Draft, March 21, 1991.



Experimental and Theoretical Studies of Spectral Alteration in

Ultrasonic Waves Resulting From Nonlinear Elastic Response in Rock

P. A. Johnson, K. R, McCall, artd G. D. Mecgan, Jr.

Emh and EnvironmentalSciencesDivision,MS D443,bs AlamosNationalLaboratory,

Los Alarnos,New Mexico 87545,USA

Experiments in rock show a large nonlinear elastic wave response, far greater than

that of gases, liquids and most other solids, The large response Is attributed to structural

defects in rock including microcracks and grain boundaries, In the earth, a large nonllnear

response may be responsible for slgnlflcant spectral alteration at amplitudes and distances

currentiy considered to be well within the linear elastic regime.

Recordingsof seismic waves at various distances from the source are used to estimate the

mngnitudeof the source, characterize high frequency roll-off and model source parameters, II is

gcner~ly assumed that beyond a few source radii, seismic waves propagating outward from the
source reside in an elastically linear material, i.e., in a material that has a linear relationship

between stress and strain, A nonlinear relationship between stress and strain (nonlinear elasticity)

implies wave multiplication leading to the creation of sum anddifference frequencywaves, i.e., the

fililureof wave superposition, Thus, if seismic waves propagate at sufficient smins in a suittibly

hwgevolume for nonlinearelastic effects to be important,then impaant features in a seismogram

will be modified by elastic nonlinearity, Estimates of magnitude, assessment of roll-off, und

modelsof source parametersshould be consistent with nonlineareiactic behavior,

Several laborato~ studiesof nonlinear elastic behavior in solids already exist 1, These

studies show that spectrum alteration in the fotm of harmonics increases withwave propagation

disumcei However,study of nonlinearelastic behavior in rock is relatively news-g, In contrast m

IINNsolids, rock is strikingly heterogeneous on scules from millimeters to tens of meters duc in

piir[ to structural dct’ects in the fotm of micrcmacks, gruin Imundnries tmd fractures, These

structuraldefects cause a Iurgecomplianceat~dthereforea large nonllnearelast.lcresponse in rock.

As u result, the cubic anhunnonicity (the first order nonlinear elastic contribution) in rock is

[ypicullymunyordcts of mugnhudegreater than In other solids2~7~l~,

Our gcmiIn this work is to examine the extent to which source frequency content Is altered

during ncmlincur seismic wuve propagation. To this end, wc have conducted ultruwmic

cxpcrimcnts to smdy the spcutrulchunges thut take pluceulongthe wave propugulionpnlh, I;or u
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plane wave propagating in an elastic material with cubic anharrnonicity, the amplitude of the 20
harmonicis proportional to xkVP, wherex is the propagationdistance, k = @c is the wave vector,

and U is the displacement amplitude of the source at fkquency u Our initial experiments focused
on confting this result. We confirmed that the amplitude of the 2~ harmonic scaled with x. At

fixedx, the amplitudeof the 2oharmonic scaled as frequencysquared(kz)and as source amplitude

squared (W). Thus the fundamental prediction for the behavior of the 2t0harmonic il, rock was
confirmed. The compressional nonlinear modulus # was measured to be -7000 *25% (IP is less

than 10 for most solids]D1O).We also observed the strong growth of odd harmonics 30 and SO,

suggestingthat a higher order term in the stress-strainrelationship (quartic anharmonicity) may be

necessary to give a complete theoretical description of nonlinear elastic behavior in rock, We

argue, based on our observationsat ultrasonic frequencies,that the effect of nonlinear elasticity on

seismic wavepropagationmay be large, and should be consideredin modeling,

Theory

The equation of motion for a homogeneous elastic solid, to second order in the

displacement (cubic anharmonicity in the elastic moduli), is derived in several textsl ltla~l~. The

inclusionof linear attenuation leads to a straightforwardmodificationof this equationld~1s)lb, Fm

rIlongitudinal plane wave propagating in the x-direction, the equation of motion in the absence of

attenuationislb

(1)

where~ is the nonlinearcoefficientdefined as

p. M+2(l+2m)
2(a+2p) ‘

u(x,f) is the displacement, c is the compressiomdvelocity, 2 and # are second orderelastic moduli

(Lamecoefficients),and 1and m ure thirdorder elastic moduli (Murnaghancoefficients),

The term on the right hand side of Eqt (1), the (nonlinear) interaction of the disphwmm
with itself, cuuses the creation of sum anddifferencefrequency waves, Equation (1) can be solved

unsdyticully,for example, by an iterative Cireenfunction techniques, Solution to this equation for
u sourceot the origin of frequency o and amplitude U is, to first order in the nonlinearity,
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i(kr-u) + Jyk*xcOkX-2@ ,U(.r,l) = U()(XJ)+ UI(X,f) = Uc (2)

where Uo(x,f)is the displacemcn[solution to the linearized equation of motion and u](M) is the

first order comeclionto Uo(.x,r)duc to tic nonlinear interaction, Note thm a sounx!at the origin of

frequency u and initial displacement amplitude U generates a plane wave al frequency @with

amplitude U and a second plane wave at frequency 2@whose amplitude grows linearly with the

distance of propt~ga[ionx, the square of the fundamental wavevector k and the square of the

fundtuncntalamplitude U, in our cxperimen~we test for these signatures of a 20 harmonic due to

cubic anharmonicityi

Experimental Apparatus

The apparatus used in the cxpcrimcnts is shown in Figure 1, A 2 m long by 6 cm

diameter rod of Bcrcasandstone was used for thecxpcrimcnts, Onc cnd of the sample was tapuwl

in order to minimize reflections, To accommodatethe detectors (pin tranwluccrs), 11small holes

were drilled into the rod at 5 cm intervals,up to a distunceof 58 cm from the source transducer,

A self-monitoringdrive transducercomposedof a picmlcctric crystal with a l’mckloadand

capatilc of direct displacement mcasurcmcnt wm constructed for usc as the sourccg. A small

diameter hole was drilled throughthecenter of the backloadand transducerand a fiber optic probe

was positioned in the hole to dircctJymeasure the rock displuccmentat the source. This probe is

.scnsitivcto 10-9m over a frequency range of ()-2W kHz,

The source transducer was amplified ml drivtm with u single frequency, amplitude

modulatedN cycle wave train; N ranged from 8 to 24, Frcqucncicsof 8 to 24 kHz were used and

care was taken to assure that the mcasurwlsignals were not contaminated by reflectionsfromthe
opposite end of tic sampk!. Dctcctcdsigrmlswere outpu[ to a 16bit wavcforrnanalym, Source

displacements ranged from 1(l-g-I (Y6m. Strttin levels m the source were measured to be

6-60X10-6,and, at the limit of the mcasurcmcntrange (!Mcm), strain Icvclswere ().69x lo~.

Experlmentnl Observations
The most fundumcntalcxpcrimcntal obscrvtitionproviding cvldcncc for nonlinear cltistlc

Iwhuvior in the sumplc Is shown in Figs. 2 und 3. Fig. 2 shows the frequency spectrum

mcusurcd at the source for u drlvc frequency @j2z of 13,75kHz. The five dlffcrcn[ curves

correspond [o flvc umplitudcsof the source transducer varying over tt fac(orof approxlmalcly 50.

?Iw sourcedlsplticcmcntqwctmm Is rchdvcly monochromullcconlalnlngonly u small fructionof

2aIal Iargc drlvc Icvcls (from clccmdc distortion). Fl& 3 shows the displaccmcnl frequency

~rwclrumat M cm, UISOUthwrcusingMvc Icvcl. For dctuckxldl~pluccmcntsa[ [hc !undumcntul
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frequencyas small as 10-8m, the compositionof the displacement frequency spectrum at 58 cm is

extremely rich in httrrnonicsnot present at the source, out to at least 60, Further, these higher

harmonicdisplacement fields have amplitudes that am a sensitive function of the drive amplitude.

Similar results were obtained for 30 frequenciesin the range 8-24 kHz.

In order to emphasize how little wave distortion is required to produce the harmonics

shown in Fig. 3, Fig. 4 shows a portion of the time signal at large input drive level collected at

58 cm (large amplitude solid line) in relation to a pure sine wave of equal amplitude (dashed line).

The differencebetweenthe two signals is the low amplitudesolid line,

The amplitude of the displacement field at 20 was found to increase linearly with source-

receiver distance x. A representative result is shown in Fig, 5, where the relative amplitude R of

the 20 harmonic is plotted as a function of distance from the source transducer for a 13.75kHz

drive, R is the ratio of the amplitude u1at 20 (source frequency of tu)to the amplitude U. at 20

(source frequency of 2u), This ratio was taken in order to correct for detector site effects and

intrinsic attenuation. Accordingto Eq, (2), this ratio is proportionalto the propagationdistance:

R = lul(x,20)l
IU()(X,20)I = x ‘ (3)

The results in Fig. 5 confirm this prediction. Measurements throughout the frequency

range 8-24 kHz showed similar results. ~hc fluctuationsabout the fit line in Fig, 5 are attributed

to positional and frequency dependent elastic scattering from the periodic array of detectors.

Periodic scatterers cause rapid spatial fluctuations in wave amplitude along the length of the rod

and producean effective increase in absorptionin the rodg],

The two other predictions for 2m harmonic behavior in rock with cubic anharmonicity,

described at the end of the theory section, were also confirmed: at fixed x, u] scaledas frequency

squared (N) and as source amplitude squared(W)g. As a consequence of the agreement between

the behavior of the observed 2tu harmonic amplitude and Eq. (2), we are confident that a

significantportion of the observedresponseis due to cubic anharmonicityin the elastic responseof

the rock,

The comprcsaionidnonlincnrparameter~ was calculated from Eqt (2),

(4)

where u I is the amplitude at 20 and M()is the amplitude at tv when the source frequency is o,

c = 2600 ~ 50 m/s, tu/2z = 13,75 * 0.002 kHz, tmd x = 3.0 * 0,1 cm. We find that

P= -7000* 2S(%for our sandstone sample.
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We have used the simplest form of the theory, Eq. (2), to discuss and analyze the data,

neglecting the effects of attenuation and higher order terms in the solution to Eq. (1). We have

availablethe results of a completetreatmentof the theoreticalproblemincludingattenuationldand a

full set of experimental studies of the linear response of our sample. Numbers derived from

experimental results are used in the theory to provide a guide to the conduct.of the experiment.
Values of /3obtained by others are consistent with the above value 2*T,The value of/? is also

similw to that obtained for other extremely nonlinear media such as a liquid containing gas

bubbleslT*18.

The results in Figs. 2 and 3 show spectral growth at harmonics higher than 20, In

particular, we find that the 3@harmonicamplitude grows proportionallywith@, a result which is

in agreement with a second order correction to Eq. (2)16. We also observe strong growth in
amplitude of other odd harmonics and, when the source is excited at two frequencies q and @,

interrnodulation terms such as 2@-a4 are observed to grow strongly in amplitude. This suggests

that higher order terms (i.e., quartic anharrnonicity) in the stress strain relationship may be

necessaryto give a complete descriptionof nonlinearelastic behaviorin rock.

Discussion

What do our observations imply for seismic wave propagation in the earth? In order to

answer this question, we examine some importont considerations affecting nonlinear elastic

behaviorin seismic waves.

How does the nonlinear response of rock vtuy as a function of depth in the earth? ILIS

known from laboratory experiments19that the dependenceof velocity on applied stress in rock is

very large due to structural defects such as grtiin boundaries and cracks which act to make the

material compliant, At pressures of order 0,5- 1,0 kbar, depending on the degree or type of

structural defect, velocity becomes relatively independent of applied pressure, as is the case for

materials such as metals or single crystals, Therefore, if the nonlinear resporlse is similar at

seismicfrequencieswc expect that the strongest nonlinearre~ponsedue to structural defects in the

earth will occur to depths of several kilometers, At deep crustal and upper mantle depths, the

qualm of theprmenccof defects in tLcform of orcn cracks and fractures, which could cause a

large nonlinear response, is under discussion2(~’2I’22’23,Evidcncc suggesting the existence of

open cracks at deep crustal and upper muntlc depths is based on larger than expected (froin

laboratory cxpcrimcnts) clcctrictil conductivity mcasuremcnts2(J~21’22*2~,deep borcholc

observations of open cracks tind fractures24~2~,inferences from metamorphic processes where

chemically bound wtitcr is forced into defects 26, direct obscrwtion of cracks in upper mantle

xcnoliths2T,,seismicsource infcrcnccs requiring Iargc fluid pressures28,und anisotropy in wave

propugtition uuributcd to uligncd cracks and fractures2~, Based on the above cvidencc, i[ is
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possible that a large nonlinear response is present as deep as the base of the crust and upper mantle

due to the existenceof structuraldefects that act to make the materialmore compliant.

Are strains large enough to producea signiilcant nonlinearresponse at large distances from

a seismic source, and will the UPdependenceof the nonlinear response, Eq. (2), make nonlinear

effectsat seismic frequenciesnegligible? We have numericallymodelledthe propagationof a plane

wave produced by a broadband source (Blackman-Harris window) at seismic frequencies

including nonlinear elasticity and attenuation16, We chose ~ = -103, and specific umipation Q

(equivalent to energy loss per cycle) for an active tectonic region of order 102. The initial source

displacementamplitudewas chosen to beconsistent with a typical displacement from a magnitude

5.5 sourceqo’gl. In Fig. 6, we show the evolution of the displacement frequency spectrum at 1,

10, and 100km including the nonlinear response to first order. Note especially the change in

comer frequency with propagation distance, Clearly, the effect of nonlirw~ elasticity on the

displacement frequency spectrum with distance is significant, especially at low frequency and in

the high frequencyroll-off portion of the spectrum.

In conclusion, our results indicate that the progressive effect of no~linear response in rock

on the frequency spectra of seismic waves may be significant for waves propagating in the earth’s

crust and upper mantle, Remote observations of seismic frequency spectra may be substantially

different from the originating source frequency spectrum. Further studies ~Jf ncnlinear elastic

response in rock as a function of pressure, fluid saturation, structuraldefect, and dimension are

forthcoming,

Stress Strain Hysteresis

We have also studied the relationshipbetween applied stnxs and the resulting strain as a

function of time for the case of a continuous sine wave source. The following has application to

modelingof hysteresisobservedin staticstress-straindata in addition to illustrating another manner

of viewingthe nonlinear response for transient or continuous wavcst For this example the external

stressapplied at the origin is

o = 2(A+ 2@U ~ (C@A(M)C-fM’ - x (-QJ A(-%) e-’~’]t

l-km,
A

%(@)= 1 -–-–-–.-–””.- ,
I - (k) ild)fl

(5)

Acan he thought of as the fractionalamount of the displacementderivative that is retarded in time,

r is the characteristic clampingtime, and the k always refers to the sign of the angular frcquencyls,
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By making the assumption that r and A are the same for all displacement components, we are

assuming that Q is the same for both compressions.1and shear waves,and that both types of waves

experience the same velocity shift from low to high frequencies. In the absence of attenuation

Eq. (5) becomes,

u= 2(A+ 2@uk~ cos(*r), (6)

au
We have taken measured strain to be the linear strain defined by m =x. In Fig. 7, we show the

time trace of strain as a function of applied stress, The stress is applied at x = Oand the strain is
calculated one wavelength away (A= 200 m). Fig, 7a is a plot of strain as a function of stress in

the absence of attenuation. Fig. 7b is a plot of strain as a function of stress when attenuation is
present, The input parameters for the calculation were o.)o/2z = 30 Hz, U= 10-3 m,

c=6000m/s, p= .103, ~ = .106 (second order nonline~ c~ffi~ient)sz, ~ = O.O1s, A= ().1, ~

=200 m,and A+2#= 10s MPa, Note that in Fig, 7a, the first order nonlinear contribution to

the strain consists of symmetric lobes about the origin, while the second order nonlinear

contributionis asymmetric,causing the total strain to roll over towardan asymptote. The direction
of the roll over of the secondorder term dependson the sign of the nonlinear coefficient6 which is

always negative for rock in our experience. In Fig, 7b we see that attenuation adds hysteresis to

the linear strain, At these levels of attenuation, the fust order nonlinear contribution is changed

very little from its contributionin the absenceof attenuation,
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Figure 2. Sourcedisplacement spectrum at increasing applied voltages as shown by the different
line types. Driveis at 13,75kHz.
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Figure 3. Dis lacement spectrum 58 cm from source at increasing applied vokges
%corresponding to igurx!2. Note the richnessof thes ctrurn created by nonlinearelasticity in

$the rockduringwavepropagation, Drive is at 13.75 z.
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versus pure sine wave (dashed line). The difference between the two signals is the low
amplitudesolid line.
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Figure 6. Model result showing evolution of the dis lacement spectsumwith distancefora
fbroad-bandsome It sejsmicfrequencies.The80UI’C6unctionwasa Blackman-Han’iswindow.

The pulse propagates to x=1 km, 10km and 100km, respectively, producing sum and difference
fre uencles throu h a first order nonlinear interaction, (a) In the absence of attenuation. (b)

? J’Inc uding attenua on. The initial displacementwaachosen to corms nd to a displacement from
ramagnitude5.5aeiamicsource.Thesharpdropinamplitudenear , 8 and9 Hzmaybedue to

wave inbrference,
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Fundamental Observations Concerning Hysteresis in the
Deformathm of Intact and Jointed Rock with Applications to Nonlinear

Attenuation in the Near Source Region

G. N, BomI()’1”1”

NM Englund Re.wurch, lnc,

Introduction

In order to estimate yields of Itlrgc underground explosions. it is importili,t that
we have t] clwr uncierstimding of the new source phcnonwnn ;md their effects on
regional and telescismic signnlsc While it is generally nccepted thot II consider;ible

amount of attenuation find resultmt wnveform distorti{>n occurs due to nonlineilr defor-

mation nenr the source, nn nrei~ tht hns received little nttention is the hrond envelop-

ing region where modemte stress perturbiltions occur. In this region, where strain per-
turbation amplitudes range from microstrnins to II few millistmins, the resulting defl~r-
mtition of rock is inelnstic and nonlintxrr hut little to m) pernmnent def(~rmntitm results,

Owing to iLs great extent, the modernte stri~in regime hils the potentiiii to influence the

entire frequency bi~nd of the re@mill nnd teleseismic signnls A thus mny be centrnl
to the problem of inferring source chilriwteristics t’rt~m ft~r ticld signnls (A4MLJr cl ul,,

199 1). Detniled rhe{~lt}gici}ldescripti~ms ;wc required in order to understilnci the effects
of the nonlintwities on the spectrni ctmtent of regionn] ilnd teleseisrniu Signi)ls (Wort-
man and McCurtor, lW1; Duy et uI,, 1W),

Little qu{lrttitntiveintimnilthm exists cfmcerning the prt}perties t)f r(wk in this

modcri~tc strnin regime, Here we present experinwntili diltil ctmcerning the thloment:il
nspectrs of the hysteresis in intwt ilnd joinled rocks in the rmdcrnte strnin regime,

Uninxinl stress tests on irttiwt }~ndjt~intedsiln~pltis of Sierril White grunite uml Bcrcn

smlstww we used tt~ illustrate the inlp(wtnnce of nwlin stress A stress nmplitude tm

the bulk properties of rock such }]s the uftkt ive 1/Qi; i~nd nvenlge Youngs m(dulus,

Fundnmcntul obserwitions concerning the Imiing pi~th dependence of the deform~itiort

nre outlined in the form of II pll~nt~mcnol~)giclll model for r(~ukdet’ormntionwhich
includesthe nmplitude ml menn stress effects,

In Wition to the results on intnct rock, comparison of the results front frnctured

ml intoct snrnples provides insight into the rehltive in~ptwtilnce of pre-existing rock

j[~in~s in the rnodernte str}~in rqinw, Of purticuh}r interest is whether jointed rock will

trove chnmcteristics which nre fundnmentnlly ditl’erent t’rtm] those of intoct rtwk, It’

true, mdels bused (m Inb(mlttny dntn using int~~ct rt~c*k will not be cnsily scnhIblc tu

field ~itulltions wilh(wt explicitly Iuvwnting ti)r tlw pr(~pcrties {~f preexisting r(wk

joints, It is found thnt ti~r the cnst of uniuxilll wmlpressi[m, r(wk joints umtribute

surprisingly Iittlt! to III(’ l(WII cnwgy 10ss pvr hmding cyclvl lh)wtwcr, tlw dntll suggvsts

thi~t the presence t}f rtwk jt~ints mny intr(~du~$rslr(mg mmlinenrities In the cl’fediw

clustic m(xlulus which mny be illlp(~rtiltll fi)r wnvt* pr(~pllgntitm in ttw nnderlltv strnin

rt!gime,
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Experimental Procedure
A schematic diagram of the experimental set-up and on example of the loading

history for a typical test is shown in Figure 1. The experiments are being conducted

on a servo-controlled uninxial appamtus operated in load feedback from a foil stmin

gage load cell mounted nbove the snmple. Three spring loaded displacement trtmsduc-

ers are mounted on rings which are atttlched directly to the snmple. The gage length

between the rings is 28.6 mm,

Right cylinders nominally 7,62 cm in dinmeter are used for the construction of

the samples, For samples cont~;ining tension tltwtures, we start with n 7.62 cm diame-

ter by 30.5 cm long core. A 30 degree ll:~ir cwbide tool is used to score ii 1.27 mm

deep groove at the midpoint thong the circumference of the core. The core is then
supported at each end using two V blocks i~ndIonded nt the center point in n hydmulic
press until fracture. This procedure produces ~1nominally flat tension fracture perpen-

dicular to the core axis, After the fmcture h:w been induced, the core is cut m-d the
ends ground, producing t~sample as shown s~hemiltici~lly in Figure In.

An exnmple of the Ionding history for ii typicnl test is shown in Figure 1b, After

an initial cycle to ptmk lend, sinusoid;~] stress oscilli~tions ilre performed hi]ving wlrious

amplitudes and centered nt vnrious meiln stresses, For inti~d si~inpl~s, this type of

experiment is used to chnrncterize bulk properties such ns 1/Qfi nnd nverilgc Yt~ungs

modulus as a function of both the menn stress find the nrnplitude of the stress perturba-

tion, For fractured simples, these experiments provide ii mwwurement of joint stiffness

as well as the energy loss per cycle due to tt]e joint.

Intuct Rock

An exnmple of the stress-stri~in response JIr intnct Beret) silndst(me is sht~wn in
Figure 2, Note thi~tthe stress-strnin reh~tionfor wwh successive cycle overhly tifter the

first qunrter cycle, Thus the hysteresis I!x)ps m to first (m.ler ch)seci nnd repet~tilble,

This is found for both Beren snmistone imd Sierrn White gri]nite, Avt’rnge Y(mngs

modulus <E> ml the effective l/QE versus the nmplitude t~f the stressoscilliltit~nnre
shown in Figure 3, For Sierrti White gr:inite, +> is }1 wenk t’unctitm of stress nmpli-
tudc and menn stress, while for Beren silndsttmc,<E> is strongly influenced by both
stresshmplitude nnci menn stress, For Sierr~l White gri~nik, J /QE is }) strung functi(m

of stress nmplitude but [~ wenk function of tnenn stress, while for B~ren snndst(me,

l/QL is strongly dependent on both stress nmplitude t)rtd menn stress,

A number of t’eutures in the dntn indicilte thnt the rhe~dogy in the mtxiernte str~lin

regime is highly nonlineur, First, the nmplitude dependence ~~f the nttenuntion }md

modulus is n claw indication tlf mmlineilrity, In mkiition, the hysteresis hmps }~re

strongly cusped nnd tt) some extent usytnmetric ~~nd curved (rnther thnn ellipticui ns

wnuld he required by Ii Iincnr rhe(dogy)t Similur results hnve been found for the we

of fihenr stress oscillnti[ms by Bontwr tutd Wattwn(/kNI, ( 1WOu,b)t Ali of these

fetitures suggest thnt mmlimwrilies nre prew~lent in Ihe m(der}~te strnin regime, The
implicnli(ms of thaw n(miincnrities will (rely be underst(~(d through ti}rwnrd m(dcling

bnstxl on reillistic rhc(~l(tgicnl m(d~ls,
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Fig 1:
a) Schematic diagram of the experimental SC+up used for charadcrizing tbc rhcdogy of both

paled ad intactrocksubject to uniaxial stress.
b) Exampleof the time bisloryof tbc axial svcss for a lypi~dexperiment- Aflcr an initial cydc

to peak Ioa& sinusoidal stress oscillations are performed having various amplitudes and
centend at various man stresses.For intact Snmplc% this type of cxpcrimcn( is WSCLIto
da~= tidk properties such = UQ and Youngs m~ul~ Z%a fun~[i~~nof the m~ln
stres and (IW amplitude of the sti~ perturbation. For fmcturcd samples. Ihese cxperi-
mcnk provide measurement of joint stilfness cncigy loss pm cydc duc to the joint.
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Fig, 2:

a) Timehistory of a portion of the cxpcrimcnl shown in Figure 1, NOIC cnch SC( of uscillutions
begins and ends at Ihc zero.crmsing of Ihc pt!rlurlm[iun,

b) Slrcss.Struin response Ior nn inL’Icl s:lmplc;f Bcrca snndstt)nc during the portion of lhc
Imting history shown in (II), NOIC lh~l the slrcss slmin rclntiort (or coch successivecyclc
overlay~ftcr Ihc !Irst~ut~rl~rcycle.Thus Ihc hyskwcsisIwps nrcM Ilrsl tmltr closed[~n~
repeatable, This is found (or tmlh Bcrcn si)tldstot]~ and Sicrro While Mrnnilc,
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Figt 3:

Effcctivc bulk properties for intilcl Sicm While jyynik und Bcrwl sonr,istonc, D{IUI orc plollcd
at various meorrstresses dcnokxl by Itrc dtllcrcrrl symbols, Note lh~tt for Siwru While
granlie, the avcrnge Youngs Mudulus ~ > is [i Wcllk function of sircss omplitudc nnd
mean strfxx!, while for Bcrcn twndslwc, <E> k+ strongly ifrflucnccd by b~llh tilrcs!i nmpli.
tude and mwr slrcss, For Sierra Whik gr[lnite, l/QE is n Nrong function of slrcss
amplitude but a wcok funclion of mcrm slrcss, Jn conlrlW 1/Q is slrongly dcpcndcnt on

6bothstressam Iitudc uncl merrn slrcss Ior Bcrw wnd$l(~ne, ( IIIJI nt II mwn xlrcss of 1
LMPa arc from uup vf al,, IYV2,) .-.



Constructing a General Rheology
The analysis of CE > and I/QE illustrates tht~t rock type, mean load, and stress

amplitude are all important variables which control the bulk prt~perties thought to be

important for wave propagation. However it is clear that knowing these bulk proper-
ties is not sufficient to model wave propagation in the moderate strain regime since

they do not uniquely describe the underlying nonlinearities which may be important in
wave propagation (Day el al,, 1992), Thus we are in need of rheologictl! models
which adequately reproduce the features observed in the Inbomtory in iI wtly which is

also suitable for forward modeling through numerical simulation,

Hcdcornb [1981] and Schofz and Hickman [1983] demonstrated tht~t deformation

of intact and jointed rock in the moderate strain regime exhibits end-point mem~ry. In

its simplist form, this meims that when a sample is subjected to a stress cycle, the sam-

ple will return to a previous stress-strain state at the stress vt]lues of previous extrema,
For complex loading, multiple reversal points cm be “remembered” simultaneously.

The notion that a rock will “remember” nll extrem;l in the past Ionding history leads to

a somewhat cumbersome chore for developing i) general rheology, However, recent
tests on Sierra White grimite imd Beren Siindstmwhilv~ produced t’urther simplitici~ti(ms

to the notion of “memory”,

Figure 4 shows the results of nn experiment designed to test the “memory’” of a

rock subject to changes in uninxial stress, In this experiment, we were pi~rticuiarly

interested in whether the Iocnl Young’s modulus (/S = &~/dt) during k~iding Wiis ii

function of the previous local maximum in stress, Note that the Ytwng’s modulus dur-

ing loading is independent of the previous Iocnl mnximum. The modulus vs. Ioiid

paths during the multiple ionding segments nll overlny, yet et~ch segment was preceded
by a different local stress mnximum, Similnr results nre found for the case of unloid-

ing, where it is found that the modulus during unlowling is independent t)f the previ-
ous minimum. Both Beren snndstone nmi Sierri~ White grnnite }Ire found to exhibit
this beht~vinr, Thus, the modulus versus Iow.i relationship during bt~th kmding nnd

unloading tire to firstorder unique functitms of the Imt Ioxl extremum nnd require nt}

memory of previous extremil$ This irnportilnt result inciicilte$ t!]iit the rheology rnny

not require long term memory of previous Ioiding history prior to the previous locnl

extremum in the stress-time history,

Art ndditionnl experiment which illustrultes some other imp(~rtilnt fwltures t~f t,ys-

teresis in rock det’ormntion is shown in Figure 5, In that tigure, we illust; nte n pcrilme-

terizntkm of the observed hysteresis which etnbtxlies the t’undnmentn] t’etl!ures t~f the

deforrnntion, including the effects t)f r(wk type, nw~ln I(}ild, iitd Ilwl hist~wy, We m}te
thnt there twc [~ number ot’ tisntures t~f the rn(dulus-stress reliltit~nship which cnn ensily

be tnkkn ndv~~nttlge of in pntwncterizing the rhe(~lugy, The developed pnr~lmeterizati(m

cnn he briefly sumrnnrized ~w t’~~lh)ws:

* Dcfl}rmntitm exhihits end point memory und hysteresis I[)(}ps nre clt)sed nnd
reproducihlc,

* With the exceptitm t)f stme c(m~pliclititms in the immedi:]te vicinity of II rever-
snl in lend, the n~[dulus-lold relntitmship during both km(ling :Ind unl(mding
tire well defined by simple Iinenr functions of sutss,



● The modulus E’ defined graphically in Figure 5 is tbund to be il material pro-
perty which defines the modulus upon load reversal in the absence of the
AE effect.

● The parameter B which describes the decrease in modulus with decrease in
stress is found to be a milteria] property which is i] simple function t}f the
previous peak stress.

● Transient stiffening at reversals in load direction (defined graphically in Figure
5 as AE ) is found to be proportional to the amplitude of the local stress
perturbation and decilys as i] simple function of stress during loading or
unloading,

● Once ~’, l!l, and AE have been constrained, the parameter b defined in Figure
5 is uniquely specified by the obsewation that loops must he closed (i.e.
end point memory). Additioni~ily, the parametem A ild a are in effect
arbitrary for the problem at hilnd i)td come out directly through integration,

Examples of predicted loops compared to measured stress-str:lin paths iire

shown in Figure 6, Here we SIX that the effects of h(~th the mean stress i]nd the
amplitude of the stress perturbilti(m on the hysteresis hx~ps ilre well preserved by
the theological description. These figures serve as an illustri~tion that a gemtri~l

rheology is tri)~ti~ble. [mpl)rtilntly, the same p;~ri~nleterizi~ti(ln ~iln be used for
both Sierra White granite ild B~reii sandstone, tw{~ rocks with very c!iftkrent
microstructuml and mechi~niciil pn~perties. The rhe(~logy is formuli~ttxi in il

differential form which ciln be. ei]sily parameterizld in terms of the stress history,
and thus should be well suited for inct~rptwi~ti~m intt~ nurnerkill models of wave
plopagation,

Jointed Rock
A cornpiirison of hysteresis loops for intilct Sierril White b. mite iind a ten-

sion fmcture in Sierri~ White grimite is shown in Figure 7. As in the case of the
Berea sandstone shown in Figure 2, the intilct sample exhibits i~ strongly cusped
shaped hysteresis loop with a fairly “constnrit” Youngs modulus. In contrast, the
tension fracture is chilracterized by cusped loops with il highly nonlinear stress-
dispitwement reli~tion, exhibiting ii strong stiffening at higher loads, In figure 7b,
the joint closure which is plotted is the det’ormation ilttrihuted tt~ the presence t~f
the joint = i.e. the deti)rmntion ot’ the intacl rock has twen removed from the
measured displilce~mt!nt,

As a tirst order model of the potential effect of fractures (m the hulk prt~per-
ties of n rock mms, bulk linear strain for ii fractured r~wk can be derivtd by
summing the contributions t~f the stri~itl in the intilct r(wk with the stri~in which
would result from the di$plii~~tn~nt due to the presence (Jt’ joints. In Figures 7C
ml 7d we illustrate some exwnplc cl)mputntitms Iwsecl tm the d~itii on Sierra
White granite, Nt)te thilt for the ciise of 1 jt~int per meter, the det’tmnati(m t~f the
joints contribute little lo the bulk pr(qxrties of the jointui milss. There is little
noticeable difference helwecn the int~wtresultsuml those which include the dli-
tional deformnti(m of thv joints, In ctmtrust, for the ~i~s~ (Jf 10 joints per meter,

the presence of thti joints noticeddy influences the bulk rheoh~gy (i,e, the clwrac-
ter t~f the hysteresis lm~p)i In this wise, the strtmg km! deptntdwwe (m the
stiffness t~f the j(~ittts is upp:lrcnl by the curved tliltlir~of the inferred hysteresis
loop,”
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Fig. 4:

a) Stress historyof. an experiment designed 10 cesl the “memory- of a rock suhjccl 10 uniaxial
strrss perturbntioms. h th”~ experiment wc were particularly interested in whether the
modulusvrmms load relationship during loading was iJ funclifin of the prcvim.ts Imxal
maximum in stress.

b) bud Yotmgs modulus (iid&] versus axial stress for the cxpcrimcnt shown in (a) m an
intact sample of Berea SwdWmc. BkNc that the Youngs modulus during kmling is
independent of the previous local maximum. This suggest.5that ttw rhcdogy may bc
parameterimd k a way which does not require long term memory of the loading history.
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bcal Youngs mO(hJIUS (dddE) VcrsUs ii~h~~ slrcss for Bcr~i] silndsl(]n~ during three consecutive
4.25 MPa ilmplitudc C)WICS nt il mum Wess O( iIhOUI 5 MPi~, The Ioilding p[llh and
swss-strnin response nre similnr 10 thi)~ lor the first Ihrw cycles illustrated in Figure 2,
Al eoch reversal in Ihe dirccliwr ot’ l[~ilding, Ihcrc is iI ri]pid incrc~sc (discontinuity) in the
local modulus, During the unloiding p(~rti~m 1)( \he cycles, the modulus vemus load reli].
tiunship is upproxim[~tcly I incur (~ =A +B cl), ,Similiirly, durin~ the Iwiing portion o Iincilr
relolicmship is JIISU seem The modulus E, which is dclmed by extending the line
(E-A +Bo) to ihc moximum and minimum svcsscs, qqwrs 10 be iI WCII Ucfincr.1mi]lcri~ll
pruperly, independent of ,Ihe loading ~ii(h used to clc[inc iL For both Berei) siindshnc rnnd
Sicrr~ While gri]nilc, E is found tu k i) unique funclion of il)ti[ll stress, The extra
stiffening AE nwr eilCh revcrwl in stress direction is fL)und [U be ii uniqw function of the
ampliludc of the IOCO1slrcss pcrlurhiilion, The CII’CCIO( this slifl’cning decrcoses during
the first MPa or so of lending or unloildingi The unloiding p:~r(imc[cr 8 is found LOk n
unique function of the lo~ill stress moximum, With Ihcsc three pnrilmrters, wc can gen.
crate a general rheology for tjclk Imling which includes Ihc CI’ICCIScd’slress umplihxlc
andmean s[ress.
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Fig. 6:

a) Poriion of the loading pfilh used Iur comparison hclween mc:lsurcd d:IM ilnd [he model dis-
cussed in the kxt, In ibis CJISCIhc mc;)n slrcss wws opproxim:llcly 5 MPn,

b) Measured ~nd mc~del~~slrcss”slr:linp:](h l’t~r Sierti~ While grilnilc during Ihe loi]ding shown
in (a), The model rcsulk how Iwcn ol’1’scII[}r comp:lrison, NOIC Ih:l[ Ihc gross f’wlurcs of
the dcformnlion orc wII dcs~’rihud by Ihc ,IIMKICI, RclinL’mc!nl L}[ model piirilm~lcrs should
improve lhc fIIi

c) Resulls of fi simililr comp:lrison :IS in (i]) ilttd (h) CXCCpI Ibis Iimc !hc mcon slrcss \VJIS
opproxim:ltcly 9,5 h4Pil, The s~lmc V:IIUCS(If model p:lri~tnclcrs wrc used in hulh (h) urld
(c~cil!uslrilling Ihill lhc mwkl incluk lhc CI’ICCI O( h(IIh muiln stress [Irid slrcss :Impli”

d) Rcsults of iI similitr comparison for B~r~il siind~k~n~ III il mc;ln s[rcss of [ipproximi~lcly 7,2S
MPa. The same p:irnmclcrkthr is ~ilp:llllc 01’ modeling Mh Sicrr:~ White gronik ilnd
Bercosnndswnc,
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Fig. 7:
Comparison of hysteresis loops for intact Sierr~ White grnnile and a Icnsion fmc~ure in Sicrro

White granite,
a) The intact sample exhibits o strongly cuspc~Stinpeu100p M’iih o fllirly constant avemgc

Younga modulus,

b) In contrast, the tension fracture is chnrnclerized by cusped loops with highly non-linear
stress=displxiccmcnt rclntion, exhibiting ti strong stiffening at higher IWICLS,Here, the joint
closure is dcfmed as Ihe dcfurmoiion uttrihutcd to the prcscncc of the joint (i,c, the meus-
ured displacements have been corrcclcd for the dcformtition of the int.ml sample),

c) Bulk linear slrain as n function of uniaxinl swcss derived by summing Ihc contributions of
the strain in the intact rock with lhc disploccment due to 15c Icmiun frocturc, The
responseof the intact rock is shown for comparison, In this ex:lmple lhc computations
assume 1 joint per meter. NOIC that under these conditions Ihc dcfurmntion of the joint
contributes little to the hulk properties of the jointed moss,

d) Same as In (C exccpl compul.ntions are for tI fracture densi~y of 10 joints per meter. For
Ithesecondit ons Ihe presence of Ihe joints nuticeobly influences Ihe bulk rheology, Note

howeverath~teven ~~lh this rcl~tivcly high f’rtwturcdensity, the energy loss pcr CYCICis. . .



It is of interest to note that the additional deformation of the joints adds lit-
tle to the total energy loss. For the example shown in Figure 7b, the energy loss
per loading cycle per square meter of nominal surface area of the joint is found
to be 4.1 J /m2. For the intact rock, intcgmtion of the stress strain response in
Figure 7a indicates that the sample dissipates 92 J /m3. Thus for the case of 10
joints per meter, the ratio of the energy loss due to the joints to that of the intact
rock is on the order of 0.4. Thus, even with this high fracture density, the
energy loss per cycle is not greatly increased by the addition of the joints. The
dominance of dissipation in the intact rock is even more dramatic in Berea sand-
stone, where the intact rock dissipates considerably more energy while the joint
has similar properties to that of the joint in granite. The dnta indicates that for
the case of uniaxial stress oscillations, high fracture densities are required to
significantly increase energy dissipation by the bulk material. It is interesting that
as the stress amplitude increases, the relative importance of joints decrenses. This
indicates that joints will be most important at low mean stress and for small
stress oscillations.

Qualitatively, the dominant effect of joints appenrs to be on the modulus,
were the strong dependence of joint stiffness on the normnl load contrasts with
the relatively weak dependence of modulus on load in rocks. In the examples of
Figure 7, for the case of 10 joints per meter, the overall shape of the hysteresis
loops becomes rmticenbly curved. Such an effect will acid nonlineurities of the
tvm studied bv Johnson cl al, (1987, 1991) were load dependence of the
rnhdulus results-in nonlinear elastic’eft’ec~. ‘

!?mmmury
Experiments have been performed on jointed

Sierra White grtmite to cht~racterize the rhet~h}gy

.

and inti]ct Bereil sandstone nnd
for the ~i]s~ (Jf uni}lxinl stress

oscillations, Ftir Sierm White granite, I/,?~ is ~ktrong function of the t~mplitude
of the stress Perturbiltion iind is Wtilkly dependent on the rneiln stress, The ilver-
age Youngs modulus is equiilly effected by mm stress and stress }Implitude over
the mnge tested. For Bereu snndstorw, 1/QL is II strong function of both the
amplitude of the stress perturbi~tion ml the mean stress. The Iwerage Youngs
modulus is strongly eft’ectedby both the menn stress md stress nrnplitude. Simi-
Inr measurements on snmples containing tension frnctures indicnte thnt joints sub=
ject to normnl Ioiid oscillations will contribute little to the hulk energy dissipation
in fractured rock. The dntn suggest thtlt joints will be more import~lnt in control-
ling the effective elnstic moduli of jointed rock, Studies of the Iocnl Youngs
modulus versus nxinl Ioml during cyclic Imiing have Icd to n rheology for intoct
rock which appenm to describe-tie effects or both
amplitude on the chmcter of the hysteresis loops for
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Nonlinear Hysteresis in an Endochronic Solid
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L oBJEmNEs
Propagationof seismic waves in the nesrtleld where rock rheology is demonstrably

nonlinear raises unique difficulties, Nonlinearity arises
J

rimarily in two forms at
intermediate to large strains: (1) nonlinear elasticity, an (2) amplitude-dependent
attenuation, which is a well documented behavior at intermediate strains and low
confining~ressureolle ~roper representationof nonlinearconstitutive equations for rocks
in this regime is a potentua.llyimportant ingredient of quantitative source models.

Stress wave propagation and attenuation, in rocks and soils, show evidence of
significant nonlinearity at strain amplitudes as low as 10-6,leading in particular to an
amplitude dependence of the apparent Q, most likely associated with friction along
microcracks andjoints [e.g, Bohnott, 1992], Recent quasistatic laborato testing of rock

Tat low strain has permitted detailed high-quality obse~ations of cusped ysteresis loops
in this regime, These issues have been recently reviewed by Mins#er et al, [1991] and
summarized by Martin and Minster [1992], Nonlinear wave propagation in geological
materials has also been observed and modeled in a different context by Bonner and
Wannarnaker [1991], and by Johnson et af, [1991], Our objective is to identify and
validate a theological model (constitutive equation) for rocks, valid at moderate strains,
that explains satisfactorily these various observations,and is appropriatefor incorporation
in numerical source und wave ~ro~agation codes, and apply the theological model to
im rove our understandingof selsmlc source ~hysics,

!Ve have shown in previous work that nonlmesr one-dimensionalwave propagationcan
result in spectral distordons at all wavelengths, but that this effect is strongly pulse-shape
dependent, and therefore call for a 3-D capability [Mirwer etai., 1991]. MOM=entlyt
we have found that our use of an approximate description of the phenomenological
behaviorof rocks in the nonlinear regime is flawed insofaras it is not able to simulate new
high=qualitylaboratory observations of hysteresis loops in both Sierra White granite and
Berea sandstone [Day et al,, 1992], Ultimately, a complete description of the rheology {n
terms of a thermodynamicallyvalid constitutive quation is really what should be used in
numericalsimulations, if it can be developedand validatedexperimentally,

2, NONLINEAR WAVEPItOPAGATIONANDAttenUatiOn
Our earlier numcriad modeling of nonlinear attenuation in the intermediate strain

regime used viscoclastictheory as its point of departure [Mimer and Day, 1986;Waster
e~al. 1991], We review that approach here, in order to highlight its analogies as well as
itscontrastswiththencwapproach reposedin Section4, A furthermasonfor reviewing

rthe numcriwdapproach to viscoe asticity is that, to be acceptable, n model for the
nonlinear inkmrwdiute strain regime should be well behaved in the low strain limit,
Thus, it will bc dcsirnble to develop a numerical wave propugutlon treatment which
rcduccs to lincur visccxdusticityin the small amplitude limit,
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2.1 Broad-bandapproximationof amplitude=dependentattenuatingrheology
Based on a suite of one-dimensional simulations of nonlinear wave propagation

problems Minster et al. [1991] concluded that a simple model in which Q-l is simply
assumed to be roportional to strain amplitude can explain the shape distortion of Lomntz

fpeaks observe in the laboratory at moderate strains, and the apparent superposability of
simple pulses even in the nonlinear regime. They also concluded that, in contrast to linear
Q models for which the spectrum of the “Q operato~’tends to unity at low frequencies, a
nonlinear rheology may lead to significant spectral distortions at all frequencies, and
energy losses can be substantialeven at wavelengthslong compared to the propagation
distance. Thus, even though nonlinear rheology is only relevant within a limited distace
from a seismic source, this raises the possibility that the far field source spectrum can be
af%cted to some degree at all frequencies, including those pertinent to regional phases and
teleseismic body waves,

Those results were based on an attenuation model described by

(2*1)

where &is the strain amplitude, Yis a material constant, and @i represents a linear
anelastic term controlled by mechanisms that mask the nonlinear ones at low strain. This
form of amplitude-dependencedescribes well the bulk of laboratory evidence accumulated
to date, Nonlinear wave propagation simulations were conducted in two steps. First we
used the Pad6approximantmethodof Day and Minsler [ 1984] to convert the stress-strain
relatiun of a linear, anelastic solid, with frquency-independent Q, into differential form,
An absorption band, with Q nearly constant at Qo, and with minimum and maximum
relaxation times ?1 and r~, respectively, yields the following relation between stress
history, c@) and stmin history, ~t)

where MMis the unrelaxedmodulus. We showed that (2.2) can be approximated by

L {ml J*

where the {I’s are relaxation terms governed by the n linear quations

(2.2]

(2.3)

(2,4)

The constants 14 and WI which depend on the order of approximation, n, are given by
Day and Wwer [1984], who also show that the operator defined by (2.3) and (2.4)
converges to the cxnct result (2.2) as n increases, The second step is to generalize (2.4)
by introducinga lineur dependenceof Qoon strainnmplitudeaccordingto (2,1):

(2.5)

Then, (2,3) and (2.5) constitute the stress=strainequations for our one-dimensional finite
difference simulations,



All differential o~rators generated by this procedure can be guaranteed to be causal.
stable, and dissipate. However, that the method performs rather poorly when the
absorption band is much broader than the calculationai pass band, that is, the interval
between the maximum and minimum frequencies resolvable by the numerical method.
For exam Ie, the finite difference method is limited to the frequency band from l/n& to

rroughly 1 rn&,where & is the time step, n is the total number of time steps computed, and
m is the number of time ste s associated with the minimum resolvable wavelength; m is

$typically of the order of O, and n may be up to several thousand for large two-
dimensional calculations. We have devised a simple extension of the method which
renders it suitable for broad absorption bands, without compromising its analytical and
numerical simplicity. Using the Laplace transform in s-multiplied form, we reduce the
stress-strain relation to its operational form:

as) = w(s) as)
(2.6)

Note that the operational modulus ~ has the same dimensions as the step res onse AU.
The unrelaxed modulus MU,the relaxed modulus kfR, the modulus defect, d , and the
nonmdized relaxationfunction #, are given by

M.= M(O)=m(-)
AtfR=~(-) = E(O)

&if=h’fu-h’f//,

(2.7)

* (2*8)

(2.9)
M(t) = MR+&l $(t) (2.10)

We repment the relaxation function in terms of a relaxation spectrum @

J@(t)= @(in l’)exp(-th)d(ln z) (2.11)
m

resuMng in the followingintegral expressionfor the operational modulus:
#m

~(s)=M. -WJa(p)dp
S+p (2.12)

o

where ~(p) = @(/nt”$ . We may now partition of the p integral into 3 regimes,
separatedby low=frequencycutoff pmi~andhigh=frequencycutoff pw~

(2,13)

,,=f* /a=/:* f3=/’* (2.,4,1,,16,

The interval (pm; Prom) is prescribed to coincide with the calculationai pass band, The
middle partition, ?’, is replaced~ith ~ n~ order Pad&approxirnant,as before, but with the

/support interval o intervai of O, (~ , fi’ ), replaced by the interval (p ~ pm) Then II
1and IJ are approximated b Taylor series about m and O,mspectivel , aplncc inversion

{ rleuds to a representation o totul stress as a sum of n+2 internal var ablcs, each of which
satisfies a first order difft!rentiulequation. This permits us to model broad absorption
bandsefficiently and with much betteraccumcythanbefore,
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3. LM30RATORY OBSERVATIONSOF HYSTERESISLooPs

In order to validate the nonlinear models described above, we have conducted
simulations of hysteresis loops measured at several strain amplitudes in uniaxial tests on
Sierra White granite and Berea sandstone. These data have been collected by New
England Research Inc., and have been kindly made available to us by Drs. R. Martin, R.
Haupt, and G. Boitnott. As reported by Day et al. [1992], these simulations brought to
light a serious shortcoming of our approach, namely that it does not produce the correct
loop shapes when the strain amplitude w increased into the nonlinear regime. Various
modificationsof our general approach all resulted in failure, pointing to tie n~d for a
completely different treatment of the rheology, dealing intrinsically with the nonlinearity.

Laboratory stress-strain curves under cyclic loading characteristically exhibit the
following features which a successful model must emulate:
c Hysteresis occurs, implying energy loss, and the effective Q characterizing this

dissipation is strain-amphtude dependent.
● The hysteresis loops are cusped at reversal points, rather than elliptical (as would

typify linear anelastic behavior).
● No yield surface is evident in the loading curves, at least for strains up to about l@.
. Upon reversal of strain path, the tangent modulus is roughly equal to the

instantaneouselastic modulus.
Typical raw laboratory data in the form of stress and strain histories are often rather

noisy, and require filtering. Simple low-pass filtering smoothes the cusps, thereby
masking the onset of nonlinear behavior, and affecting the measurement of moduli at and
near the cusps. We have therefore develo ed a technique to filter separately the loading

1’and unloading portions of the loops. It re ies on the constmction of a longer time series
out of a half-loop-that is a portion of stress-strain history between two reversals, in
which both stress and strain are monotonic. This is done by extending it in both
directions with versions of itself, rotated b b about its end points. The extended time

cl’series is then de-meaned, de-trended, an low-pass filtered usin a phaseless filter to
!avoid introduction of a phase shift, The filtered version is truncate to the original len@h

after restoring trend and mean, and the stress-strain path reconstructed by concatenation
of filtered segments, The rotation by *X of the extensions has the advanta~e of
preserving the continuity of the time series and its derivative, thereby limiting undcswable
end effects. It is important to avoid introducingcusps into hysteresis loops when they are
not present, and to avoid smoothin through a cusp or changing its angle, when one is

tpresent, Too strong a filter will c ange the slope near the end points, and therefore
introducea fictitious cusp. Misapplicationof the technique is detectable Ix.cau*lthis will
create overlaps or gaps between successive segments. The technique ives very

fsatisfactory results for noise levels as large as 10 rcent as we have been ab e to verify
rusin~ synthetic loops contaminated with addit ve noise. This a preach facilitates

8considerably the estimation of the tangent modulus, particularly near e loop ends where
noise contamination ihmost worrisome,

Several of the featur~s described above are evident in Figures 1 and 2, which show
selected sequcnccs of h stcrusis loops in Sierra White and in Berca Sandstone,

Jrcspcctlvcly, udcr uniuxi strcsst In both instances, the strain and sucss time histories
uroshowin in the 10 frame, followed by the corresponding streswitrain paths ohysk!rciss

(floops)cman cxpan cd sale, ufter removal of the mcun slope, in order to emphasise the
kcy nonlincur churactcristics, the bottom frame illustrates the dependenceof thetan mt

!modulus on stmint In the filtered data, the cus ed natureof the reversal points is evi en~
!Also evident is the nour-equulityof the initial oading and unloading slopes. The results

illustrate clcurly the non-clli tical (nonlinear) character of the hysteresis loops at such
Jmoderate strain Icvcls, nnd so bring out clearly the strain hardeningwhich causes the

loops to show upwnrdconcavhy,
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4. ENDOCHRONICCONSTI’IW’X’XVEMODEL

4,1 Introduction
A successful theological model should be capable of matching the features seen in

Figures 1and 2, which am often difficult to see in the raw data, but it should, as much as
possible, avoid introducing a large number of additional model parameters for this
purpose. The endochronic model described in this paper offers, we think, a very
promisingsolution. In light of the observations outlined in the previous section, we have
adopted an approach to modeling the moderate strain regime which departs sharply from
viscoelastic models, yet retains much of the computational simplicity described in
Section 2. We have introduced a phenomenological model for nonlinear attenuation,
based on the endochronic framework of K. Valanis [e.g. Vakzrdsand Read, 1979]. This
model shows considerable success in replicating the main features of observed hysteresis
loops in rock in the strain regime of interes~ Equally important, the model is readily
reduced to differential form, and we have demonstrated that the resulting differential
equations can be readily solved numerically. Thus, this model is suitable for
incorporationinto finite differenceand finite elementstresswavecodes. Note that
numericalsimplicity,efficiency,andstabilityare essentialcharacteristicsof a model
which is to be of practical utility. For example, a single 2D numerical simulation may
need to calculate the constitutive functional on the order of 109times.

4.2 Background to the Endochrordc Formulation
From the outset, we consider the class of constitutive models known as simple

materials. With this restriction, the stress at a point depends only on the strain history at
that point (not, for example, on strain gradients), i, e.,

whereF is a functional relating the stress d to the strain history e(t). For example: if
F is linear and time hnm.rhnt, equation (1) reduces to a convolution, and we have
the usual formulationof viscoelasticity:

u(t) = M(t) * e(t) *

(4.1)

(4.2)
This restriction combined with rate independence constitute sufficient conditions to

ensure reservation of cube root scaling. To specialize 4.1 for a rate-inde ndent simple
J %mnteri , we express the strain history in terms of the strain path length{. en

u(t) = J%@,&O${(l’)S#(Ols (4.3)
The concept of rate-independence implies that there is n-odependence of the ‘ ‘
rheology on the rate ~:

a(t) = fle(~, OS#(tjS#(t)] * (4.4)
where

d$ = (de:g:de)*n (4s)
In other words, ~ is the strain path length, measuttd in‘termsof the metric g.

4,3 The Endochronic MaterialModel
Following Valanis un~ Read [1979], we consider the spccia!cuscin which F is linear

and shift-invariant in thepfastic strain puth length z

dz = (d&g:dO)’n (4,6)
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where

dO=de-~ (4.7)

is the plastic strain increment. The linear, shift-inv&ant assumption guarantees that we
can write 6 as a convolutionpver z that is:

dt) = K(z) * (it/
dz (4.8)

If thekernel K(z)is chosen to have an integrable singularity at z = O,then all the features
noted above am realized:

K(z) = Z-a,0 < a< 1. (4.9)
It is the singular behavior of the kernei that insures that loading and unloading at reversal
points occurs with stress-strain slope equal to the elastic modulus. Furthermore, as
demonstrated below, we ave been able to show that the singular kernel ensures power
law dependence of Q-! on strain amplitude, in accordance with experimental
observationscited previously.

4.4 Amplitude-Dependenceof Q in the Endochronic Model
The power law amplitude dependenceof Q 1is derived by noting that

/

z

~oc (~.z’)-a ‘@z’)dz’.
dz’

Restricting treatment to uniaxial load!ng,

H 1
dz =

so, in terms of the maximum plastic strain z~,

C7- (zltp ●

Fromthe definitionof Q1 in termsof the amaof thehysteresis loop, ~;~eobtain:

— OmL -
and from 4.13 and 4.14, we obtain

Q-] ~ (Cm)a{l-a),

(4.10)

(4.11)

(4.12)

(4.13)

(4.14)
Note that for a = 1/2, we have an approximately linear dependence on strain amplitude,
in agreement with a large body of laboratory observations, The endochronic model thus
appears capable of emulating le,boratoryobservations of hysteretic behavior, as well as
amplitudedependenceof attenuationat moderate strain amplitudes.

4S Computational approach
To be useful for numerical simulations,the convolution form 4,8 must be converted to

a differential constitutive equn~ion, Since the endochronic model has a formal structure
similar to linear viscoelasticity, we can carry out this conversion in a manner analogous
to that used in Section 2. That is, we firstLaplacetransform4.8,

as) = SZ(s)a.s) o (4.15)
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We approximate ~(s) by a rational function ~,(s), where n is the order of the
denominator. Then, we develop~n(~) as a partial fraction expansion

(4.16)

where q andAJ are the poles and residues, respectively,of ~~(s).
Transformationback to the z domain yields the followingsystem of differential equations
for cr:

!$!).+~~(z) = A&
%Eauations 4.6, 4.7, and 4.17 form e set of constitutive

(4.17)

eauations which are solved
n~merically. A convenient numerical scheme for the solutioi of such a system is given
by Murakami and Read [ 1989], and we have successfully implemented that scheme to
compute the numerical results shown in the next section.

S. APPLICATIONTOLABORATORYMD FIELDDATA
To validate the use of the endochronic model, we have conducted simulations of

hysteresisloops measuredat several strain amplitudesin uniaxial tests on Sierra White
granite and Beceasandstone data collected by New England Research Inc.

Figure 3 shows a comparison of such simulations with three observed loops in Sierra
White, at stress levels of 3, 6, and 12 bars, res~ectively. The numerical simulations
(which am symmetrical in stress and strain histories) match well the overall character of
the observations; this includes in particular the increase in attenuation with increasing
strain,

Figure 4 shows a simil~ comparison for Berea sandstone, for which the attenuation
levels are much higher, as illustrated by the 100 areas. With respect to attenuation and

rloop shape, the comparison is quite favorab e. The theoretical loops simulate the
am litude dependence of Q and the non-elliptical loop shapes, including cusps at the

Jen s. The mean slope decreasessomewhat mom rapidly with incttwsingstrain amplitude
for the ex rimental loops than it does for the theoretical loops, Further improvement of

Ythe mode fit to the Berea Sandstone data can be obtained by introducing variations into
the shape of the kernel functio ,

rWe have also calculated Q as a function of strain amplitude for oth rJ~eSierra White
9Clraniteand Berea Sandstonemodels, The Berea model produces Q- nearly proportional

to strain amplitude over the full range shown The present Sierra White model also
exhibits a strong amplitude depe dence of ~*, although it departs sli~htly from the

9expected linear dependence of Q- on strain amplitude, This is probabl~’as a tesult of
ap roximations introducedin our current expansionof the sin ular kernel function.

f a!he singular kernel endochronicmodel reproducessever key nonlinear phenomena
associated with rock hysteresis nt moderate strain, Thea preach represents&substantial

iimprovement over earlier attempts to simulate amplitu e-dependent attenuation usin
variants of viscoelasticity. Although urely henomenological,th~endochronica proac

! CP t
1!

has the decided advanta~e that it ren dy re uces to a set of relatively simple dif erential
eauations which are easdy solved numerically, All numerical results nmorted here were
obtained by solving this ~ystemof differentih equations
algorithm can be upplied to compute stress-strain
propagationcodes.
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As stated before, a 1-D nonlinear numerical model is not easily generalized to 3-D.
For stress wave propagation, there is much more to it than merely including geometrical
spreading, because the rheology itself is amplitude-dependent. Applications of this class
of algorithms to the interpretation of seismological data collected in the field re@re
therefore developmentand validationof a full 3-I) wave propagationcapability. Imution
fails us, or is even misleading for nonlinear situations, so that it makes little sense to
develop such a capability until the model has been fully verified on laboratory data in the
1-Dsituation. We will therefore defer such effort until later.

6. CONCLUSIONS
Existing theory for seismic wave propagation is almost exclusively linear, despite

abundant experimental and observational evide ce of nonlinear phenomena in earth
tmaterials for strain levels exceeding about 10- . Our long-term goal is to make a

significant contribution to filling this gap in seismic theo~. Our approach promises to
provide a stable and efficient al orithm for numerical simulation of nonlinear wave

1!propagation at intmnediate strain evels, with computational requirements only modestly
exceeding those of linear viscoelasticity. The method should enable numerical modeling
to better account for near-source nonlinear phenomena, which in turn will improve our
understandin of source physics for both earthquakes and buried explosions.

fIn particu ar, the importance of nonlinearity in the intermediate strain regime for
detection, identification, and yield estimation of underground explosions remains a
significant unresolved issue. Specific phenomenawhich should be considered include (1)
the effects of nonlinear attenuation on surface reflections (e.g., “depth” phases such as pP
and pS), both for sources sufficiently shallow, so that the nonlinear regime extends to the
free surface, and for the case of strongly attenuating surface layers (soils); (2) effects of
nonlinear attenuation on the efficiency of high frequency cavity decoupling; and (3) the
effect of nonlinear attenuation on the spectral characteristics of regional seismic
recordings from both shallow and overburied explosions. For example, Taylor and
Randall [1989] have identified systematic spectral differences between regional
seismograms from shallow explosions and overburiedexplosions at FITS, The spectra of
regional phases play an imtwtant role in event identification in the context of a
nonproliferation or even a C’I’BTtreaty, and it is thus very important to establish the
physical origin of such spectral differences, Our work is aimed ultimately at
understandingsuch near-sourceeffects,

This project is being undertaken in coordination with experimental work at New
England ResearchCorporation(NER). Our modeling resultc will be used to help guide
the design of subsequent NER experiments, Those model parameter which are found to
be most critical in controlling the seismic si natureof explosionsshouldbe identified and

%targeted for experimental study, Such colla oration has already been initiated, and all the
data sets shown in this report have been made available as a result of it. Experiments
conductedb NER to date have focusedon uniaxial stressgeometries, However, shear

fattenuation s most important in the Earth, so that future experiments in torsion are of
particular im ortance, as well as experiments highlighting the effects of pore fluidsand

\saturation,w ich are essentialat \owstrains. Weare particularlyconcerned with the
ability of the endochronic modd to accommodate such effects, in a phenomenolo ical

tt’sense, In particular, we would prefer not to require a lar e number of addi onal
fparameters to achieve a reliuble representation of the rheology n realistic ch’cumstances,

A carefully designed feedback between modeling and experimentation appears to be the
appropriate strutcgy to achieve this goait
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Analyzing Lagrange Gauge Measurements of
Spherical, Cylindrical, or Plane Waves

John B. Aidun, T- 1 MS B221
Los Alamos National Laboratory

NMUNTM Symposium, Durango CO, 24 March 1993

Material response characteriz~tions that are very useful in constitutive
model development can be obtained from careful analysis of in-material
(embedded, Lagmngian) gauge measurements of stress and/or particle velocity
histories at multiple locations, The requisite measurements and the analysis are
feasible for both laboratory and field experiments. The final product of the
analysis is a set of load paths (e.g,, radial stress vs. radial strain, tangential vs.
radial stress, tangential vs. radial strain, radial stress vs. particle velocity) and
their possible variation with propagation distance. Material model development
can be guided and constrained by this information, but extra information or
assumptions are needed to first establish a parametrized representation of the
material response,

A significant feature of the load paths is that variations with locations
(besides peak amplitude attenuation) are indicative of rate-dependent material
response, Hence, in-material gauge measurements present the possibility of
characterizing rate-dependent behavior, However, it appears that exceedingly
precise measurements are required to quantify rate-dependent response in
geologic materials, One clear exception is noted,

The conservation relations for mass and momentum, which govern wave
propagation, are presented next, The mmlyoisof plane waves has been reported
in detail previously (Aidun and Guptu, 1991) and is only briefly reviewed here.
The steps for calculating the unmeasured dynamical variables in divergent
waves are given and discussed, Finally, wave features that are indicative of
rate-dependent nmterial response are identified and two examples of rate-
dependent response to plane-wave loading are given,

The governing equations for the three classes of waves can be expressed
in the same form by introducing an index n, Setting n equtd to (O, 1, 2) in the
following equations yields the appropriate expression for (planar, cylindrical,
sphericol) waves, respectively, The variubles are: time (t); Logrnngian position
(h); Eulerinn position (r); rndinl particle velocity (ur); radial stress (cr); circum-
fcrentinl stress (6.); density (p = I/v), For plane waves, “rudi[ll”should k
understood to designtite the proptigntion direction,

The pnrticlc velocity is defined m
i)r

()
Ur= ~h, (1)
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Conservation of mass is expressed by
P*

()()

rnik—.—
P ‘h aiit’ (2)

An alternate form is obtained by taking the time derivative of Eq. (2),

P.(:)h = ;[a(:;r)]to (2a)

Taking normal stress to be positive in compression, momentum conservation is
expressed by

‘po@)h ‘(:)n&)t+~$(6r-a8)0
(3)

For plane waves, there are three equations and four unknowns: r, ur, p,
and ~r. It is sufficient to measure one dynamical variable to determine the other
three, Longitudinal particle velocity, stress, or impulse are routinely measured.
Stress measurements tend to have lower precision owing to the difficul: ies of
calibrating stress gauges, Precision of i20V0 is respectable for a stress gauge
measurements, Additionally, (a2cq/ah2) typically must be evaluated from a
few, sparsely located gauge records to calculate density, Together, these factors
usually lead to very low precision density values.

The calibration of electromagnetic particle velocity gauges is absolute,
following from F,nraday’slaw of induction, Precision better than AS%is
routinely obtainable, However, a difficulty develops in calculating stress.
Integrating Eq, (3) yields a constant time integral for stress,

h

~(h,~) - a(hbc$) = - P. J ut(h’,~)dh’ o (4)
hb

hhcdenotes a location at which the stress in known, without which only a stress
difference is obtained, Typically, the wave front, where the stress is zero, must
be used for h~c. Consequently, for times later than the wave front amivtd at the
deepest gauge location, an extrapolation of the measured histories is needed,
This can be avoided when two dynamical variables arc measured, Forest
(1992) discusses this with particular application to simultaneous measurement
of longitudinal particle velocity and impulse,

For divergent waves there are five unknowns: r, ur, p, ~r, andw Hence,
two dynamical variubles need to be measured, with radial particle velocity and
stress being the most feasible choice, When these are measured at multiple ranges,
hi, the remaining quantities are calculated from the following integrated forms of

the governing equations: Equation ( 1) provides a relation for constnnt h = E,
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t

r(fi,t) = h + j U$fi,t’) dt’ .
to

(5)

Equation (2a) yields,
t

1
j[ 1a(rnU)

V(fi,t) = V(fi,to) +—
pofin ah tdt’”

to

Equation (3) provides an expression for Oeat any specified (h,t) coordinate,

(6)

(7)

Equations (5) - (7) are evaluated by first integrating the measured particle
velocity histories along particle paths to determine r(hi,t), Second, surfaces
must be fitted to the discretely-spaces histories of rnurand ~r from which to de-
termine the gradients and the particle acceleration. Equation (6) can then be in-
tegrated to obtain the specific volume v. The algebraic sum of the acceleration
and the radial stress gradient in Eq, (7) provides the stress difference ~r - ae,

Several points concerning the evaluation of I@, (5) - (7) should be noted,
Foremost is that the determination of the needed gradients is the main difficulty
of the analysis because measurements are typically made at only a few, widely
spaced locations, The imprecision in the gradient values affects both v and Ce,
The time integration in Eq, (6) does not ameliorate this. A related fundamental
point is that the evaluation of numerical derivatives for the gradients and accel-
eration make the analysis equivalent to fitting the surfaces indicated above,
notwithstanding the fact that many methods for determining numerictd derivm
tives do not involve curve fitting explicitly. Directly fitting surfaces is encour-
aged because it permits easy, visual inspection of the goodness of the represen-
tation of the data, This extremely important, qualitative, initial check is the
minimum evaluation of the fit that should be made,

In contrast to plane waves [see Eqt (4) ], the analysis of divergent waves
does not suffer from requiring extrapolation of the dtita; only integrations along
particle poth~are needed, A further convenience is that a~ is obtained without
integration in Eq, (7), which decouples the uncertainties at different (h,t) ccmr-
dirmtes, This is important because 66 may be highly imprecise when the accel-
eration and radial stress gradient arc both large, as they usually have opposite
signs, This imprecision is compounded by the imprecision in the stress gmdient
values, mentioned previously, The alternative of directly mensuring 60 is under
development, but, like measuring loteral stress in plane wave:, it is very
difficult to obtain reliable results,

Discussion of wuvc feotures that me indicative of rote-dependent



response requires classifying waves as simple or nonsimple. In simple waves
any dynamical variable can be expressed as a function of another dynamical
variable; there is no explicit time or space dependence. Examples include
steady waves, centered waves, and dispersive waves in linear, anelastic media.
Cowperthwaite and Williams (1971) showed that in simple, plane waves tile
contours of constant particle velocity, stress, and density, projected onto the h-t
plane, are all straight lines, Equivalently, the contour slopes, which give the
propagation speed for an increment of particle velocity, CU,of stress, Cc, or of
density, Cv, are all equal. In nonsimple, plane waves the dynamical variables
have explicit h and t dependencies, the contours are curved and the load paths
vary with propagation distance. Hence, stress, for example. can be expressed as
a function of u and t, but not u alone; the material response is rate-dependent.
See Aidun andGupta(1991 ) for a fuller discussion of this topic.

A practical determination of whether a plane wave is simple, and, hence,
whether the material exhibited rate-dependent response, can be made by assess-
ing the curvature of contours constructed from gauge data. Note, however, that
rate-dependent response can produce simple waves (e.g. steady waves), and that
an experiment can only reveal rate-dependence on the time scale of the mea-
surement, Identifying contour curvature requires at least three gauge locations.
Even so, with real data it can be difficult to judge whether the few discrete
points defining each contour are colinear, In geologic materials, the curvature
easily can be masked by the limited precision of the data. This observation
indicates that the nonsimple contributions to the wave are comparatively small
and that special care is needed to resolve and analyze them, There is one clear
indication of contour curvature, and, hence, a nonsimple wave to make special
note of; namely, a wave feature, besides the peak, that changes amplitude with
propagation distance,

Conceptual guides in characterizing material response to plane wave
loading are provided by the following wave decompositions into simple and
nonsimple contributions.

u

Define, at constant t = l’, F(u,l’)R ~(~Cu(u’,~)/~t du’,
k

(8)
..u,,

Then stress in terms of pmticle velocity on constant h = ~ is given by

u(f Lt) t

Cf(fi,t) - a(fi,to) = p.
! JCu(fi,u’) dll’ + P[J ~(fi,t’) dt’ . (9)

t
U(fi,t,,) 0

The term involving Fin Eqi(9) is the nonsimple contribution. Being related to
contour curvature, F is expected to be small, making the nonsimple contribution
small, However, the nonsimple contribution is definitely not negligible, Its
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incremental magnitude relative to the simple contribution can be substantial, as in a
flot-topped wave shown in the examples,

The preceding conclusions concerning simple and nonsimple, plane waves
all follow from Cowperthwaite’s (1971) derivation of the relation of Ca to CU.
Because this derivation relies on the momentum conservation relation, Eqn. (3),
the distinguishing features of nonsimple plane waves do not obtain for
radial particle velocity and stress in divergent waves (Cowperthwaite, pers.
comrm). Cowperthwaite’sexample of a Primakoff wave (Keough, et al., 1971)
demonstrates that in simple divergent flow contours for one variable can be straight
while those for another can be curved.

The two examples illustrate some distinctive features of stress and stain
histories that can arise in nonsimple, plane wave propagations, The longitudinal
particle velocity histories at three gauge depths shown in plot A of the first ex-
ample are based on measurements in a plate impact experiment on a marble
sample, The attenuation of the first rise with propagation distance makes this
flow nonsimple. The simple form chosen to represent the particle velocity field
permitted analytic solutions to be determined for the density compression and
longitudinal stress fields, The particle velocity was taken to increase at a con-
stant rate in each of two intervals and be constant thereafter, The first rise was
taken to attenuate linearly with depth, The unloading response was not calculated.

In plot B, the density is constant when the particle velocity is spatially
uniform, as required by mass conservation. However, this relation does not
constrain the density gradient, and the denisty is observed to increase with
depth in this nonsimple wave,

The stress in plot C increases much more slowly than the particle velocity
during the second interval. When the particle velocity is constant and spatially
uniform, the stress decreases at n steady rate, This stress relaxation is indepen-
dent of depth, m required by momentum conservation. The finer, dashed lines
in plot C result from retaining only the first term in Eq. (9), Their deviations
from the bolder lines show tha: this simple-wave approximation is not rem
sonable for this wave, Not only are the magnitudes wrong, this result is unphys-
ical: It shows a stress gradient existing while there is no particle acceleration,
in violation of momentum conservation

The stress-density paths at three depths, shown in plot D, diverge when
the flow acquires the nonsimple feature after the first interval. The divergence
occurs at lower stresses for greater depths. The stress relaxation thnt occurs
when the particle velocity becomes constnnt produces the decreusc in stress nt
constant density in plot D, The density gmdient existing during this time causes
the density at which the stress decrense occurs to vnry with depth, The rcleasc-
wnve arrival at ench depth, which follows the vertical decreases in stress on
each path, does not coincide with the point of muximum stress, In the simple-
wave approximation. the stress decrease ot constant density would not be
obtnined, and the relense wnve mival would correspond to the point of
maximum stress on each particle pntht
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In plot A of the second example, the bold lines are particle velocity histo-
ries measured in another plate impact experiment on a marble sample. The
dashed lines show several constant-depth slices through a piecewise-analytic
surface that was fit to these histories up to the onset of unloading. The stress
and density fields were computed by numerically integrating the conservation
relations using partial derivative values taken from the fitted surface The
unloading response was calculated using ~!c simple-wave approximation.

As in the previous example, a density gradient is obtained when the par-
ticle velocity is spatially uniform (plot B) and the simple-wave approximation
yields a stress gradient when there are no particle accclemtions (dotted lines in
plot C). In contrast to the analytic example, the stress in plot C is observed to
increase with time, independent of depth, while the particle velocity is constant
and spatially uniform. The stress-strain pdth~in plot D are more complicated
than for the analytic example and the nonsimple character is less pronounced.

In the higher amplitude experiments on marble samples, the error in the
peak stress obtained from the simple-wave approximation decreased with in-
creasing peak stress. This improvement appears to correspond to the decreasing
relative contribution of the predominant nons: mpleflow feature, the attenuating
knee at 70 m/s particle velocity,
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INFLUENCE OF EQUATIONOF STATE (EOS) AND
CONSTITUTIVEBEHAV1ORON SEISMIC COtJPLING

T. N. Dey
Physics Division

Los Alamos National Laboratory
Los Alamos, NM 87545

ABSTRACT

A seriesof cidculaticms, using ugranite equation-of-state(EOS) illustratethe
dependenceon initiulcavitysize and on shearstrengthof pm.meters commonly
used10describethe reducedvelocitypotential(RW) and reduceddisplacement
potentiti](RDP).

Calculationsfor explosionsin cavitiesin granite supportbm.hthe results of
Terhune,et al. (1979)showingenhunccdseismiccouplingfor initial cavities of u
few sailed meters radii and the results of King, et al, (1989)showingno enhanced
couplingin the hj drodynamicttgime for the sameinitial cavitysizes,

Calculations of seismic coupling for tumped explosions with the sume granite

mt~del except for vuriuti[ms in shear strength show the transition from a strength

dominated regimeto an overburdendominatedregime, When the rock strength is
insufficientto preventa lurgecavityrebounddriven by the overburdenstresses, the
couplingM meusuredby the asymptoticRI)P value becomesindependentof
strength, The RDP overshootpararnettr appears to be u good indicatorof whether
this is occumng. It muy be a useful parameter to filter the dmbw of seismic

records from nucleur explosions when loohing for correlations with rock

pr(qxrtiesi

INTRODUCTION

Two factorsthutinfluencethe seismicwuvesproducedby u nucleur explosion are decoupling

produced by lurger strengths und decoupling produced by detonating the explosion in u lurgc

cavity, A seriesof calculations, using II grunitc EOS illustrate the dependence on initiid cavity size

and on sheurstrengthof parameterscommonlyused to describethe RVPandRDP,



Someof the workon decouplingby cavities showsapparentlycomradicto~ results. Work by
Terhune,et al,ona deeplyburiedexplosionin graniteindicatedthe possibilityof enhancedseismic
couplingfor cavitiesof about two scaledmeters radii as comparedwith fully tamped
configurations,while largercavitieswould producedecouplingcomparedwith the tamped
cofilguration. On the other hand, work by King,et al. on coupling in the hydrodynamicregime
(peakpressuresgreaterthan about 10GPa) showedonly decouplingfor the range of cavity sizes
studied,which was up to about five scaled meters radii, This study did show, however, that
enhancedhydrodynamiccouplingcouldbe achievedif radiationpressureeffects on the equations-
of-statewereomitted. King,et al, speculatedthat the enhancementdemonstratedby Terhune,et
al. for seismiccouplingmay be due to omittingthis cffec~ One of the motivationsfor the work
reportedon here is to resolve this issue. This paper showsthat decouplingin the hydrodynamic
regime for cavitiesnear two scaledmeters radii occurssimultaneouslywith enhancedcouplingin
the seismicregime. ‘he importantconsiderationon whereenhancementor decouplingis obtained
is the comparisonof the mined specificenergyin the air in the cavity m that retainedin the rock
under similar pressureconditions.

The influenceof shearstrengthin the rock mass on the couplingof explosionenergy to the
seismic field ha..receivedattentionin manystudiesover the past few decades,The analytic studies
typically show a sbong dependence of the steady-state RDP on shear strength (e.g., Haskell
196] ), while empiricalstudies (Dennyand Johnson 1991)indicatethat this dependenceis not so

clear in the data. The analyticstudieshave focusedon the influenceof strength, together with
overburden stresses, in preventingcavity growth. This paper shows results for variations in shear
srrengthof the same graniteused in the cavity couplingcalculations,The results of these
calculationsindicatethat strengthis also importantin resistingcavityrebound,but that overburden
stressesmay overwhelmthis effect. These resultsmay help resolve some apparentconflicts
betweenobservationsand theory,

COUPLINC OF EXPLOS1ONSIN CAVITIES

A series of calculationswerecarriedout to try to resolvethe differencesin couplingfor
explosions in cavities in graniteobservedin calculationsfor the seismicregime by Terhune,et al,
and for the hydrodynamic regime by King.et al, A modelwas developedthatattemptedto
reproducethematerialmodel and depthof burialused in the Terhunecalculations. The pressure”
volumeand shearstrengthenvelopesare copies of those in the Terhunereport, The high pressure
EOS usedin the Terhune workcould not be so readilyduplicated,so the Sesametabulti EOSused
by King et al. was substituted instead, Some adjustments in the pressure-volumecurve of Terhunc
in the 5’10.GPUregionwere necessaryto ensurea smcmthtransitionfrom the low pressuretu the
high pressureEOS. The simuluteddepth of burialof 1000 m with an explosiveyield of 1kt used
by Terhunewas also used in thesecalculations,and the computationalmesh was initicdized with
the linearelusticsolutionfor stressconcentrittionaroundartopen sphericalcavity, Radiation
pressureeffects on theEOS arLincluded,but radiativeenergy transfer was not sirnultited,

Couplingin the hydrodynamicmgirnewas estimntedby comparing the runges to peak stresses

between 10GPu tind 100GPtifor culcukttionswith Qcuvitycompuredwith the buselinefully
tampedculcukttion.The cube of the rntioof range to u specifiedpeak stress for a cavity culculution
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to the correspondingrangein the baselinecalculationgives ,nnestimateof the apparentyieldof the
cavitycalculation,The seismiccouplingwasestimatedfrc,n the reduceddisplacementpotential
functioncomputed at sufficiently large ranges, about 150 m, so that the material in the calculation

was remainingin the linearelastic regime.The steady-stateRDP value was used as a measure of

the coupling.

Figure 1shows resultsfor couplingin the hydrodynamicregimeas a function of cavity size,
The results shownhere confirm the results of King, et al, whereonly decouplingwiMobserved in

the hydrodynamicregime Figure 2 shows resultsfor couplingin the seismic regime, In contrast tO
the hydrodynamic regime, enhanced coupling is obsmed for cavitieswith radii of about 1to 4
scaled meters. This confms the resultsof Terhune,et al, The enhti,cemcntobservedin the
calculationsreportedhere,abouta factorof two at the peak, is actually luger than that seen in the
Terhunecalculation,

The results shownhere shouldresolve the issue raised in King,et al, about the origin of the
enhancedcouplingin the seismicregimefor certaincavitysizes. King,et al. speculatedthat the
enhancedseismiccouplingwasdue to the possibleabsenceof radiationpressureeffects in the
Terhunehigh pressureEOS,The King,?t al, positionwas that similarenhancedcouplingor
decouplingshouldoccur in both the hydrodynamicand seismicregimes,The results displayedin
Figures 1and 2 showthat this is not the cme, Enhancedcouplingor decouplingin the seismic
regimr is essentially independent of the same effects in the hydrodynamicregime,The causes for
this behavior,and an explanationof the enhancedcouplingregionfor the seismic regimefor
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Fig, 1, Couplingin the hydrodynurnicregimeM a functi~mof initiulcavity rudius,
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Fig, 2, Coupling,as shown by the steady-stateRDP value, in the seismic regune
as a functionof the initial cavityrndius,

granite,and the relativeItickof such a regionfor tuff, have been tmcedto fcuturesof the relcuse
adiabatic for air and rock,These rCStdL$ will be discussed in a future paper,

STRENGTH EFFECTS ON COUPLING

An accurute nsscssmcnt of the strength of u rock mass is difficult to obtain,while at the swne
time, strengthmay huveimportanteffects on coupling. Denny and Johnsonreviewsome of the
work done on strengtheffects and couplingand note that the observationson couplingof events in
strong rocksare not sttitistictillydistinguishablefrom those involvingweaktwks At the same
time, theoretictilinvcstigutions(i,e,, Haskel])aswell as near field meu+urementsindicatethut
strengthcan have a significanteffect on coupling,

A seriesof calculationswuspcrfwmedtostudythisissue,The baselineconfigurationis the
tmnpcd calculationused in the cavity decouplingstudy above, Calculationswith the shear strength
envelopemultipliedor dividedby vuriousfactorsprovidethevurhtiorw

The RDP functionsnndRVP spcctrufor these calculationsaresh(}wn in Figures3 and 4,
Figure 5 shows resultsfor the stcudy=sttttcRDP as n fwixtim of therntioOftie stn cnvclo~r
in thecalculationin questionto tht b’~$elinewlculutim For strength rutiosgreater -,1 ~bou~0,4
thecouplingasmetisure~byt$isRDPwduc$howsthecxpwtedtrendwith decrmed coupling
with increased strength. For strength rutiosof 0,25 and less, the usymptotk RDP vnlucsure
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envelopeto that for the baselinecase.

vimmllyindependentof strength. The higherstrengthvaluesfollowthe thcoreticultrends derived

in the work of many investigators,while the lower strength behaviorappearsmorecmsistcntwith
the cmpi.riculrcsulttsshownby Denny and Johnson,

Figure6 gives more confidencein thisresult, This figureshows the asymptoticRDP value
plotwdas a functionof tht fmulcuvityrndius. The results fmm all thecall:ulations,regardlessof
men~th,full on the snmcline, This line h~~the same slope, 3 on a log=logplot,as IStheoretically
expctd, indicatingthuttheasymptoticRDPvalues calculated ure consistent with the

displuccmcntsregurdlcssof the strengthu~~d.

For all butthethreesmallestsetsof strtngth~,the finalcwity rudiusincreasesM stren~th
decrwscdas1~shownin Figure7 For the three smnllestsets of strengths, the herd chungcs, The
finulcuviticsure abmptlysmaller thin for moderatelylarger strengths,and the flnulcuvityrudiusis
approximatelyindependentof the strength value. In contras~the mwimum trnnsientcavity rudiu~
showsa monotonictrendof greaterradiuswith lower strengrhin Figure &

For the four calculw.hmswith strengthratiosof 1or greater, the final cavity radius is only
dightly smullerthunthe maximumtransientcavity. ‘Ilteremuinhtgfour Mwlatim, and
pticulurly those thrtc whh the lowe~tstrengths,have final uuvitiessignificantlysmaller than the

muximumtransientcavity.

162



101--- .–A. . ....- A-.i.1 L,L......—.-

Fig.6, Asymptoticvahmof the RDPas a functionof the final cuvityradiusof the
W of calculations,

1:1”- ~’ 1----- ,
,--’, --- q “7—---—

4

~)

(11 , , , I..-., .*. L I , ,., ..1., , , ..I
Fig.7, FhmlcavityrudiususIIfunctionof the ruliuof the strengthenvelope[1]thtit
for the buclinr me.



Fig, 8, Muximum transientcavity radiusasa functionof theratio of thestrength
envelopeto that for theb~wlinc case,

Figure9 shows the roll-off at high frequenciesof the RVP spectraas a functionof thr strength
ratio. Higherstrength is accompaniedby a steeper roll-off for strengthrutiosgrcutcrthan about 1.
At low strengths, however, the roll-off is also steep with a slope of about -2,45.

The changes in comer frequencywiti strengtharc illusunted in Figure 10. The comer
frequencygenerallydrops as strengthdecreases,althoughthere is a discontinuhybetweenthe half

andquwwrstrengthcdculntifms,Th.hdiscmtinuityoccursal thesame strengthraio M the change
frominwcasin~m decreasingRDP with decreasingstnngth occurred.At high strengths, the
resultsappr to be approachinga stcudy+tutevalueof about 200/s, This frequencyis of the right
orderof magrdtudeto accompanyfinalctivityradii of about 6 m,

Overshm in theRDPasafunctinnof strcn~thratioisplottedin Figure 1I. For UNmength
ratimof I m grenter,theovershootis only slightly greater than 1. For smullcrstrength ratios. the
overshoot ynlues incrmc drumutically m strength is decreased, This change in bchuviorQISII
correspondswell witi the change in trend of RDP M functionof strengthand the di.sc(mtinuiryin
thecomer frequencyplm

D1SCUSS1ON

The Iar#ereboundfromthemaximumtransientcavity size to the fhwlcavitysisefor theIIIWCSI
snn$h calculationsindiwue$thesourceofthechangeinbehoviorfromthehi~hcrwcn~th
calculations, Duringthe early part of the problem,when the cavity is gn)win~tt)wardsits
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Fig.9. Roll-off of the RVP spwtrum ana functionof theratioof the strength
envelopeto W for thebssclinccase,

Fit. 10. Cmncrfmqmcy of M RVPqcchummBfwmhrnof he rmdoof the
aren~thenvelope10thntfortb bwlhe cm.
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Fig. 11. Ovcrshf}ot()fthe RDPmafunction oftierati~} oftieswcngth envelopct(~
that for the baselinecase,

muximum transient six, both the cwerhxkn stresses ml the rock strengthare acting to resist the
cavitygrowth After the mu.ximumsize is rcuched,the overburdenstress continues to try to shrink
the cavity. Now, in tidditkm to the resistanceprovidedby the cavity pressure, the rock strength
also resists the reboundof the cavity, For the cavity to reboundby more than a smtdlamount the
rock must fail with a reversesenseof shearfrom ttmtprevailingduring the cavity growth phase,
The culculatiuns with the strongerfuilurcenvelopeshavesufficientstrengthto preventu large
rebound, The low strengthcalculationsdo nothave sufficientstrength,and rebcwndcontinues
until the cavitygusts are sufficientlycompressedso that the cavity pressurenpproximutelybd.mes
the overburdenpressure,n conditionwhich leaves negligibleshenrstresses in the rock muss,
Bectiuscthis firm]stutedues not dependsignificantlyon the rock strength,the seismic couplingus
measuredby the stcudy.stateRDP value becomesindcpcndcntof rock strength,

This conditi(m,where the overburdenpressure is more importantthan rock urqyh in
determiningthe seismiccnuplin& is accompaniedin thesecalculationsby significantovershootin
the RDPcurves,and,to a lesserextent,in chun~esin the rdl=off of theRVP. This suggesL\that
RDPovershootmny be a good indicutorof the dominanceof overburdenpressureover rock
mm~th in theseismicwwplin~process,DennyandJohnsonremarkon the lack of apparent
dgnifiwtrtceof rock type to correlntkmof the steady=statcRDPwduewith yield, ‘k significance
of’rock type may be muskcdif the couplingof munyof the events is domintitedby the overburden
preswreandnut the rock strength, It might be o usefulexerciseto sort the tseismicrecords fr~m~
nucleur events uccording u) whrther there is significantRDPoversh(mtor not and then I(NAf(w
corrclutionsot tic stcudy+uiteRDP wdueswith rock type,
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CONCLUS1ONS

Calculationsfor explosionsin cavities in granite supportboth the results of Terhune.et al.
showingenhancedseismiccouplingfor initialcavitiesof a few scaled meters radii and the results
of King,et al, showingno enhancedcoupling in the hydrodynamicregime for the same initial
cavitysizes.

Calculationsof seismiccouplingfor tampedexplosionswith the same granite modelexcept fc)r
variationsin shearstrengthshowthe transitionfrom 8 strengthdominatedregimeto an overburden
dominatedregime. When the rock strength is insufficientto preventa large cavity rebounddriven
by the overburdenstresses,the couplingas meawcd by the asymptoticRDP value bc%omes
independentof strength. The RDP overshootparameterappearsto be a good indicatorof whether
this is owurnng. It maybe a usefulpmrnetcr to filter the databaseof seismic recordsfrom nuclear

explosionswhen lookingfor comelationswith rock properties.
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Sensitivity of the Close-in Seismic
Source Function to Rock Properties.

(Condensed Version)

Fred N. App
Geophysics Group

Earth and Environmental Sciences Division
Los Alamos National Laboratory

A Condensed Version
Presented at the Symposium

“Numerical Modeling for Underground Nuclear Test Monitoring”
March 2s-2S, 1993, Durango, CO

I. INTRODUCTION

The objective d’ this investigation is to determine and evaluate how rock
properties near the origin of an explosion influence the close-in seismic source
function. This is work in progress that represents one step in the systematic
investigationofparameters ip~portantin the remote identificationof underground
nuclear tests This is a cmdensed version d’ a full report M the same title (App,
1993 ). The reader is encouraged to refererm that report for more details
regarding material properties and cases examined, In the study, the “overshoot”
and “steady state value” of the reduced displacement potential (RDP),and the
“mmer frequency” md “rollofr’d’ the reduad velocity potential (RVP)spectra are
the properties of the source function usedas principle measures of effect, These
are illustrated in the example of Figure 1. A series of one-dimensional,
spherically symmetric alculations are made with the computationid mesh
divided into six phenomenological regions, Figure 2 shows the geometry of the
model, Material properties are modified in selected regions to evaluate source

function sensitivities to properties in those r~ions. A calculation using a well
characterized, nearly saturs.ted tuff in all regions serves as a BaseJine Case, Cases
using other material proprties are compared to the Baseline Case at a Pohit
locatedbeyond the elasticriadiusat 300 m range ( the edit point shown in Figure
2), For the Baseline Case, the peak stress at the edge of the hydrodyrimaic regmn
is about 1 GPa (10 kb ), The peak stressat the outer edge of the cavity region is
about 0.3 GPa(3 kb ), Tabl 1lists the casesaiscumed in this condensedreport,
Qualitative rather than quantitmive differencesare emphasized,i,e,,scalarvalues
for the source function properties am not listed,



1, The
2. The
3. The
4. The

Some Relevant Properties of the

Close-in Source Function

“corner frequency” of the RVP spectra
“rolloff” of the RVP at high frequencies
“steady state value” of the RDP
“overshoot” of the RDP
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Figure 1, Example of four relevant properties of the source function
RDP and RVP These are the four properties selected for use an
“~en~ufes of effect” for this Study,
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Fisure 2. Geometry of the model, Spherical symmetry - indicated
distances are from inner boundary of the energy source region,
which is located 5 fn from the center of the sphere, Case-by-case
source function comparisons are made atthe 300 m edit point,
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TABLE I

DescriptionCase

1

2a
2b
2C
3a
3b
3C

4a
4b
4C

5a
Sb
5C
6a
6b
6C

rce _ - Enerw CO-
Source Region - change cavity gas EOSby changing
effective gamma for gamma law gas.

Dens~
Higher density rock to outer edge of hydro region.
Higl.er density rock to outer edge of cavity region.
Higher density rock in all regions.
Lower density rock to outer edge of hydro region.
Lower density rock to outer edge of cavity region.
Lower density rock in all regions.

ects of ~ Str-
No damage to outer edge of hydro region.
No damage to outer edge of cavity region.
No damage for al! regions.

Granite to outer edge of hydro region.
Granite to outer edge of cavity.
Granite in all regionsi
Alluvium to outer edge of hydro region.
Alluvium to outer edge of cavity region.
Alluvium in all regions.
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II. DISCUSSION

Energy mupling between a tamped explosion and the surrounding medium can
be separated into two distinct phases. Phase 1 is the prompt coupling d energy
kntothe shock wave. Vaporization, melt and the high pressure equation-d-state
(~) play the dominant role in Phase 1 awpling, Phase 2 oo!Jpl@ is associated
with cmuplingd energy from the shock wave into the elastic field, where energy
losses to the medium due to mmpaction and other inelastic processes are
important.

Case 1 specifically addresses the Issue & Phase 1 mupling. It compares the
BaselineCasewith a calculation that uws a revised high pressure FOS,The input
energies and the properties M the solid rock are idel~ticzdfc? the two cases. For
the revised ~, the initial vapor pressure is 25 times greater than for the
Baseline. As the shock wave develops and the cavity begins to form, the vapor
pressures decrease and become very nearly equal by 0.3 ms problem time.
There ISno physicaJbasis for the revised IXJS- the point of the change is simply to
demonstrate the sensitivity of the sourcx!function properties to variations and
unmrtainties in the high pressure regime (>20GPa). Figure 3 mmpares the results
d the two calculations The amplitude of the RDPwaveform is about 42% greater
for the revised IXISthan for the Baseline Case. Separate energy edits in the
calc~lationsshow that }’}:.d the total energy remains behind in the cavity for the
Baseline Case compared to only 40% for the revised KS This means there is
cmsiderab~ more energy available ~ the shock wave for the revised ~. The
higher RDPfor the revised ECHcase is due almost entireIy to the increased
Phase 1 mupiing. This example shows that earfy time, high pressure cavity gas
thermodynamics can affect coupling without affecting the shape of the waveform
or spectral characteristics d’ the source function. In F@ure3, and in all subsequent
figures dealing with the source function properties, the Phase 1 coupling is listed
in the lower right. hand-comer.

The remainder Mthe cases dew primarily with Phase 2 ooupling, Figl*re4 shows
the effect d substituting lugher density material fi~oSele@d regions d the model
(Case 2) The in-situ bulk density is increasedfrom its value of 1.85 Mgt ms for
the Baseline ~uff to 2,7 Mg/m3. This is achievedby decreasing*AQtotal porosity
from 41%by volume to nearly zero. Because d the decreasedwater to rock ratio,
the loading reference curve of the high density rock is cxmsiderably stiffer than
that d the Baseliw tuff, The gas-filled-porosity (GFP)is unchanged between the
two cases (about 1% GIT; Figure 4 shows that the ch~es in source function
properties are quite small, even when all d the Baseline tuff is replaad by the
?Qhcr density material The sourcx?fwtion obviously is insensi~iveto differences
Mthe VOIUmetric response characteristic of saturated or nearly saturated rocks at
both high and Iow pressures
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F@Jre 5 shows the effect cf substituting lcnver density material into selected
regions (Case3). The reduoed density is obtained by increasing the GFPfrom 1%
to 20%. The rock to water ratio remains unchanged, therefore the load~q
referenw curve for the solid component d the rock (rock plus water - no air) also
is unchanged. The effects on the souroe function properties are significant. Both
Phase 1and Phase 2 coupling play a role here, The Phase 1 coupling efficiency is
34% f~ the l~er density rock VS 41% for the Baseline tuff. With material
substitution only into the hydrodynamic region, it appears that about all of the
observed differencax are due to the decrease in Phase 1 coupling For

substitution into the cavity region, about half is due to Phase 1 and half to
Phase 2. Beyond the hydrodynamic region, differences in GFP have a strong
effect on Phase 2 coupling and on both the amplitude and spectral characteristics
&the source function

FQure 6 shows the effect of ground shock damage on the source function (Case 4),
In this amtext, damage is defined as a reduction in the rock shear strength due to
ground shock conditioning. Such weakening is known to occur in Tunnel Beds
Tuff - the Baseline material. In this case, the substitute material is identical to the
Baseline tuff except it is not allowed to damage, The effect is most noticeable on
the overshoot and comer frequency, and then only when the replacement
material is substituted into the cavity region and beyond. The effect is minimal
for substitution only into the hydrodynamic region, For the case cf material
damage, the material is continuallyweakening as the cavity grows outward,
When rebound occurs, the resistance to inward motion is considerably less than if
the rock still possessed its original shear strength; Ihus there is more inward
motion; i.e.,more overshoot. The effect is not so much a damage effect per se as
simply an effect d’ material shear strength. A material that is originally very
weak would exhibit the same large overshoot behavior. In the particular example
chosen here, the steadystate value of the RDPis relatively unaffected.

Figure 7 shows the results for mbstituticm d granite into the selected regions
(Case S). The main difference between granite and the earlier “h@h density”
material is that the shear strength is irwetised to be representative & “good
quality”dense rock Also,in this case,the granite is not aiIowed to “damage”, As
shown in Figure 7, substitution into the hydrodynamic region has little influence
on the souroe function characteristics, However, both the overdvot and cmmer
frequency AC$strongly effected when granite is substituted into the cavity region,
The steady state value d’ the RDPis moststrongtyeffectedin the “allgranite”case,
whichis in marked oontrast to the previous “all high density material” case(Figure
4) This implies that shear strength of material beyond the cavity has a dominant
influenceon the steadystatevalue of the RDP,
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Figure 8 shows the results for substitution of alluvium into the selected regions
(Case 6). There are two significant differences between alluvium and the
previously discussed “lowdensity” material of Case 3, The alluvium has a much
lower shear strength and it has a reduced resistance to pore crush, Similar to the
results & the “low density” case (Figure 5), effects due to substitution into the
hydrodynamic region are due almost entirely to decreased Phase 1 coupling.
Substitution into the cavity region results in a substantial change in the steady
state RDP,overshoot and oomer frequency, The most pronounced effects on the
souroe function properties occur in the “alladuvium“ case, due to the combination
cf low pressure compaction of the gas porosity and low shear strength.

II 1. SUMMARY AND CONCLUSIONS

Followingare some tentative conclusions. 1) The source function is insensitive to
propertiescf the solidrock reference curve and Hugoniot above approximately 1
GPa (hydrodynamic region), 2) The source function may be sensitive to the
cavity gas DS at and above vaporization temperatures, but only in the sense that
it makes the explosive yield appear larger or smaller than it actually is. 3) The
source function is quite sensitive to the gas porosity outside the hydrodynamic
region, 4) The source function is very sensitive to the material shear strength
outside the cavity region, 5) There is a hint that each source function property
has its own degree of sensitivity to the type of coupling and the types of materials
present at a site,

There are some interesting implications. Sin= the very close-in material
properties (within the cavity region) mainly affect coupling without affecting
waveform or spectral characteristics, variations in rock response properties above
1 GPa are not likely to cause a problem in discriminating between intrinsically
different types of events, Material properties in the inelastic region outside the
cavity have a greater effect on waveforms and thus can affect both discrimination
and yield estimation performance, The results of this study suggest the possibility
that, at some leve~ the sourc%function properties may be used to constrain the
size and type of energy release without foreknowledge of the material properties
at the origin,
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Yield Estimation Based on Calculated Comparisons to Particle
Velocity Data Recorded at Low Stress*

John Rambo, Lawrence Livermore National Laboratc’ry

ABsl12AcT

This paper deals with the problem of optimizing the yield estimation
process if some of the material properties are known from geophysical
measurements and others are inferred from in-situ dynamic
measurements, The material models and 2-D simulations of the event are
combined to determine the yield. Other methods of yield determirmticw
from peak particle velocity data have mostly been based on comparisons
of nearby events in similar media at NTS. These methods are largely
empirical and are subject to additional error when a new event has
different properties than the population being used for a basis of
comparison. The effect of material variations can be examined using
LLNL’s KDYNA I computer code. The data from an NTS event provide an
instructive example for simulation,

INTRODUCTION

Such calculations are used for containment analyses and they utilize a
material model initially developed by Butkovich2 which estimates strength
and compressibility based on gas porosity, total porosity and water content
determined from geophysical measurements, We used this model to
determine yields for two nuclear detonations conducted
in the same drill hole and separated in time by an amount that was
sufficient to record separate ground motion features.

For the two devices, the peak p~rticle velocity attenuations are diffe:ent
in regions traversed by both elastic waves and measured by the same
particle velocity gages. The wave propagation from the lower device is
enhanced by the water saturation and by effects attributed to wave
focusing above the water table. These are features that should be and are
simulated by 2-D calculations. The velocity gage data contain information

● Work perfmned under the auspices of the US, Depanmenl of Energy by the
Lawrence Livcrrnorc National Laboratory under contract number W-740S=ENG=48i



independent of yield that can be related to the strength properties of the
medium provided that there are more than two gages recording in the
stress region of plastic deformation of the material. A modification to
Butkovich’s model incorporated approximate strengths derived from such
data. Three calculations spanned the measured yield of etch device by
+-30% for a purely Butkovich type model and three calculations for a
modified strength Butkovich model. The results of the calculations are
discussed showing yield comparisons between the two strength models
and suggestions are made for improving the technique.

PARTICLEVELOCITYOBSERVATIONS

The peak free surface velocities were unusual. The shot was composed
of two devices. The lower event with depth-of-burial, DOB, of 689 m was
detonated about 30 s before the upper event with DOB of 435 m, The
upper event which was about 3 times the yield of the lower device and
closer to the surt’ace gave a lower peak surface velocity (1.01 m/s) than
the lower placed event (1 .43 m/s), Figure 1 shows a symbolic
representation of the relatio~.ship.

Limited data were available for analysis of this event. There were few
velocity gages and some areas of the satellite hole had no coverageg VAas
shown in Figure 2, However, the available gages revealed important
phenomena. The gages above the upper device recorded velocities from
both events and the attenuations of the peak velocities were measured
through the same medium. Geophysical logs (1972) were crude by todays
standards. Review of recent events near the site show
consistently higher grain density measurements . The methodology for
this measurement has improved over the years and L, Mckague8 has
suggested using measured grain density values from one of the nearby
recent everts. Some strength and compressibility measurements on cores
were perfolmed for only a few locations, They did not provide a complete
representation of the geology and were not used in this analysis.

Time-of-arrival (TOA) of the outgoing waves are useful to evaluate
material crushing caused by the lower event that could change the
material properties for the upper event. Where the peak of the particle
velocity is propagating at near the sound speed, we assume that elastic or
almost elastic beha~tor is in effect and either purely elastic compression or
minimal crush and/or damage to the material is occurring. The elastic
onset (the time of the first positive detectable particle velocity) and the
following time of the peak particle velocity arrival are shown for each
event in Figure 3,
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The slopes of the TOA values in Figure 3 translate to velocity of the wave
between points. The onset velocities represent the elastic sound speed of
the material between the measurement points. The slope of the peaks can
be compared to the slope of the elastic onset to determine where the peaks
are undergoing large amounts of plastic failure, Above the standing water
level (SWL) where the gas porosity is high, the lower event peak velocities
travel slowly indicating plastic failure. Further above the SWL the peak
abruptly increases to a sound speed similar to the speed of the elastic
onset. Some minor time spread of the two parts of the wave occurs upward
to a location just below the upper device, Above the upper working point
the onset and peak travel parallel (the same sound speed) until just below
the surface where span obscures the timing of the peak, The fact of the
same sound speed for both onset and peak velocity indicates very little
crush up of the material has occurred above the upper device. The peak
wave velocity from the upper device shows a similar slow velocity for the
pore-crush followed by a higher sound speed velocity to the surface, The
onsets and peaks from both devices travel with about the same sound
speed through the same upper region of the event site.

Attenuation of the peak particle velocity is usually material dependant,
The most important factors are usually gas porosity and strength, where
the peak of the wave is undergoing plastic failure. Where the wave is
truly elastic, the attenuation should be R-1. Particle velocity attenuations
from calculations usually show an abrupt change in attenuation to R-l
when the stress falls below plastic failure into the elastic regime. This is
accompanied by a sudden change to elastic sound speed at the same
location, However, the data for the quasi-elastic attenuations do not follow
the calculations in quite the same way,

A comparison of peak velocity vs range for both devices is shown in
Figure 4, The log-log plots assume R=O is at the depth-of-burial, DOB, of
both devices and the attenuation is determined from a power fit to the
data, Up=aRb, where b is the attenuation exponent and Up is the peak
particle velocity, The upper #vent attenuation, b, is about -2,9 and uses
three data points above 9 m/s and one point almost in the span zone
(0.7 m/s), There is no information on the attenuation between 0,7 and
9 m/s, However, the attenuation of -2.9 compares well with a current

event of CORNUCOPIA with the value~o of -3.2, The
upper event particle velocity values above 9 m/s were scaled to the
particle velocities of CORNUCOPIA and resulted in a yield estimate very
near the official yield,

185



INTERPRETATIONOF THE DATA

From the scaling and the similarity in attenuations, the upper device data is
interpreted as “normal” for an alluvium event and the material was not
significantly changed by the lower device. The porous alluvial events
experience strong energy attenuation because of the material failure and
PdV work that accompany pore-crush. This dissipates the wave’s kinetic
energy in the source region and this decoupling is observed at seismic
distances as well, The gas porosity in the source region is used to correct
seismic yield estimations 1I.

The lower device data show some unusual attenuations. Data zfrom both
devices have about the same particle velocity value at about 110 m range.
Velocity (a% a function of range) from the upper device attenuates steeply
in porous material at a higher yield while the lower device velocities
attenuate less steeply in a saturated material at a lower yield to get to
about the same particle velocity at 110 m range. Above the 110 m range,
the lower device data attenuation exponent is about -9,0 due to the gas
porosity above the water table, The attenuation changes to -1.4 at about
the place where sound speeds occur for the peak. An interesting
observation is th~t the attenuations in the regions traversed at similar
sound speeds are different for both peak velocity data sets as shown by
the thickermd lines of Figure 4, Since the upper data are normal and the
material was not significantly changed by the lower event, then the lower
device attenuation of -1.4 appears unusual, The first objective was to
understand this unusual attenuation,

The second objective was to test scaling yield from event data to
calculations based on limited knowledge of modeling parameters such as
strength and compressibility, Suppose that good geophysical information is
available. That is, assume information exists sufficient to provide
continuous values with depth of total porosity, saturation, gas porosity,
density, longitudinal velocity and possibly shear velocity, There is also
some geologictil knowledge of the rock or soil type at the site of interest.
The question posed is; how accurately can a calculation determine the yield
with no knowledge from core measurements either of strength or of
compressibility,

MODEL

A material model which was first developed by Butkovich, estimates
compressibility based on density, water content, grain density, Poisson’s
ratio and longitudinal velocity. Strength in terms of the compressive elastic
limit is estimated and the user can estimate shear strength from the



compressive elastic limit and Poisson’s ratio if uniaxial strain is assumed.
Additionally, strength can be estimated from particle velocity data where
gage records are relatively close together and the peak velocities indicate
plastic failure. Fortunately, botb device data sets show plastic failure.
Yield scalings were performed with calculations in two modes. One
calculational set uses only the default strengths and the other set adds
strength information derived from the particle velocity data. Each set of
calculations was composed of three yields (+30%, actual yield, -30%) to test
yield scaling. The +-30% yields are arbitrary. Three yields were calculated
each for two strength cases and for both devices.

The calculational model consisted of several horizontal layers designed to
capture some of the nuances of elastic properties and the gas porosity.
Figure 5 shows some of the logging data to get material properties used in
the model. The trace of the density, longitudinal velocity (DHAL)*, acoustic
impedance and wt% of HzO are shown next to the rock type. The units are
mixed between English and S1 because the original logs are in English units
from an unpublished document . The depths of the layers are given in
meters and the working points are shown in the left margin. The calculated
value of gas porosity was derived from density ,
wt%iH20, and grain density from nearby holes. The most significant
modeling of gas porosity was the water table interface at 574 m depth,
Above the interface the gas porosity is 13 vol% and it has a large infhence
on the wave attenuation. The default elastic limit strengths from
Butkovich’s model are shown, as well as the rvodified strengths derived
from the particle velocity data, The modified strengths are considerably
weaker than the default values and were used only in the layers for which
the strengths could be estimated from ‘the data.

DEFAULTSIRENGTH CALCULATIONS

The default strength model did not produce velocities that scale well to
either set of device data. The upper device data scales 60% high and the
lower device is a factor of 2 low, The velocity data, except for the span
region, were scaled to each calculation of known yield and the average
yields from each calculation were then averaged. The standard deviation
for each of the three yield calculations did not accurately point to the
actual yield calculation as the best fit This was primarily due to the
systematic errors in the model from strengths that were too high.

Figure 6 shows the data and calculations for both devices. The upper
device calculations show lower peaks for the particle velocities above

* DIYliok ACt)USliC Log
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9m/s. The calculated values cross over and above the lower data. Both
device calculations are symptomatic of strengths that are too high. High
strengths near the cavity restrict outward displacementlg and also the
peak velocities. High strength, as the wave propagates outward to lower
stresses causes the wave to propagate linear elastic at a position closer to
the source. The calculated elastic attenuation rate tends to r-l, a value
much greater than the data (r-z-g). Thus the calculation crosses above the
data at lower stresses. The lower device calculations show reasonable
agreement to the higher particle velocity data. These calculations tend
to r-1 at the lower particle velocities and the calculations also cross above
the data (r- 1●q). The interpretation of strength being too high for both
calculations is aided by the knowledge of the yield being within +-30% and
by strength estimates from the particle velocity data.

MODIFIEDSTRENGTHCALCULATIONS

The modified strength calculations are shown in Figure-7 and demonstrate
a better fit to the data. The upper device calculations are still below most
of the upper particle velocity data and the near surface modeling implies
strengths that are still too strong. The lower device calculation scaled quite
well to the data, The average of the standard deviations is about +-50% and
is about as good a fit as can be expected with limited knowledge of the
material strengths employed in this simple modeling approach to the
scaling issue.

AGREEMENTOF CALCULATEDPEAK SURFACEVELOCITYTO DATA

The agreement of the actual yield calculations to the peak free surface
velocity data from both devices was good. The tables in Figure-8 show the
agreement. However, considering the simplicity and approximations of the
model, the very close agreement was fortuitous, The upper device data did
not model the near surface span region very well and wave forms in this
region were not well matched. The data from the lower device showed
much better agreement with wave forms,

FOCUSINGABOVETHEWATERTABLE

The calculations were useful for explaining the high surface velocity from
the lower device. Shock waves usually travel slower in porous
material and fast in the satu. Jted material for plastic stresses less than
500-MPa. The slope of the compressibility relationship, P vs mu, is quite
different for saturated and porous alluvium for the pressure ranges
occurring near the water table. The shock wave travels at high velocity
and low attenuation up to the water table interface and with slow velocity
and high attenuation above. The effect of slowing down can be seen in
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velocity contours of Figure9. A circularcontourline has been plotted over
the second contour line to emphasize the shape difference below and
above the water table (SWL). The wave is generally spherical in the
calculation relative to the center of the explosion below SWL and has
flattened considerably above.

The wave above the !$WL is spherical as well but relative to a geometric
center below the actual center as depicted schematically in Figure lea.
This is partially due to a Snell’s Law effect at the SWL and has the analogy
of focusing of light by a lens. The spherical divergence changes above the
SWL as shown schematically with the solid radial lines from both
geometric sources. Both 1-D and 2-D calculations have been compared
using the same model parameters, The 1-D] A calculations produce a
spherical interface which eliminates the Snell’s Law effect on the
calculation. The attenuation effect of divergence above the SWL is shown
in the schematic comparison of Figure 1(lb. The 2-D calculation agfees well
with the 1-D calculation radially to the SWL. Above the SWL the 2-D
calculation shows higher velocities and lower attenuations.

AXL4LPREFERENCEOF PORE COLLAPSEF’LA’IT13?WTHE WAVE FRONT

There is a second effect that contributes to focusing. The path between the
lower device and the water table is shortest in the axial direction, The
stress at the water table is greatest at that point and diminishes
horizontally along the water table as the wave takes longer paths (with
more attenuation) to arrive, The highest stress, axial path at the SWL takes
the longest porous crush-up time and distance to attenuate to elastic stress
above the water table, The other paths take less crush up time and
distance as shown in Figure 11, The crush up distance between the SWL
and the curved line representing the location of elastic stress diminishes
witfi horizontal distance, The decreasing time in the crush up has been
observed from surface gages on the TYBO event 1s, The particle velocity vs
time from locations along the ground surface showed greatest time
separation between the elastic portion of the wave and the remnant of the
plastic peak at surface ground zero (SGZ), Other observations on TYBO were
very high S(3Z surface velocity and a pronounced reduction of the peak
surface velocities with horizontal distance.

SUMMARY

The surface velocities from both devices at first appeared anomalous,
Comparisons with nearby alluvium event data indicate the upper
device is a “normal’ alluvium event and the velocity peak attenuation is
similar, The sound speeds indicate that the alluvial material was not
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significantly changed by the passage of the stress wave from the lower
device prior to the detonation of the upper event. The lower

event has high peak surface velocity because of lower peak attenuation in
the saturated medium below the water table and the 2-D effect of wave
focusing above the water table. The focussing is attributed to two effects;
Snell’s Law and the preference of the shock to run slow for a longer time
during the pore-crush in the axial direction.

Calculations using Butkovich’s model were used to test scaling the event
data to the calculations of +-30% of the actual yield. The default strength
model gave poor results and modified strength did better. The best yield
estimates one could expect still contain errors of +-50% and in different
geologies, severe systematic errors may dominate.

Significant improvements to the default modeling were due to well
placed velocity gages from which strengths could be estimated. Future
improvements for this event modeling are possible but most involve model
changes based on the calculator’s experience and are not easily justified
without core measurements, There are measured strength data from core
at some locations at the site which could be incorporated in simulations, This
might resolve the issue of the importance of core samples, Other models
developed for nearby events could be employed (such as a damage
model)lb to examine their sensitivity,

Improvements in the general process for a new event would require more
velocity gages coupled with simulations to further develop material
models, Perhaps analysis of Lagrangian measurements] 7 (multiple velocity
gages) could be employed to obtain better in-situ material properties. Core
measurements at appropriate locations which include strength and
compressibility would also be valuable,

I wish to thank John White for reviewing the paper and for general
technical discussions, Discussions about the wave propagation above the
water table were very useful, I also thank Ted Butkovich for his help with
the computer calculations and post processing,
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Summary

Hydrodynamic calculations of an asymmetric nuclear explosion source were

propagated to teleseismic distances to investigate the effects of the asymmetricsource

on seismic signals. The source is an explosion in a 12 meter long canister with the
device at one end of the canister and a metal plate adjacent to the explosion. This

produces a strongly asymmetric two-lobed source in the hydrodynamic region. The

hydrodynamic source is propagated to the far field using a three=step process. The

Eulerian hydrodynamic code SOIL was used by LANL to calculate the materiai velocity,

density, and internal energy up to a time of 8,9 milliseconds after the explosion. These

quantities were then transferred to an initial grid for the Langrangian elastic/piastlc finite

difference code CRAM, which was used by S=CUBED to propagate the signal through

the region of nonlinear deformation into the external elastic region, The cavity size and

shape at the time of the overlay were determined by searching for a rapid density

change in the SOIL grid, and this interior region was then rezoned into a single zone.

The CRAM calculation includes material strength and gravity, and includes the effect of

the free surface above the explosion, Finally, far field body waves were calculated by

integrating over a closed surface In the elastic region and using the representation

theorem, A second calculation was performed using an initially spherical source for

comparison with the asymmetric calculation.

The results of this study show that the effect of an asymmetric explosion source

of the type modeled In this study has no observable effect on the far field body waves

from the exploslon, Two factors are responsible for this effect: the Initially asymmetric

source becomes more symmetric as tho shock propagates through the nonlinear region;

and the dominant frequency of the far field body wave Is low enough that it is insensitive

to details of the exploslon source,
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Introduction

Under the Threshold Test Ban Treaty (TTBT), a nuclear explosion may be

d~ionated in a canister that is limited to a length of no more than 12 meters and a radius

of no more than 1.5 meters, The internal design of the canister is unrestricted, however,

so it is permissible to arrange the devicti in ways that are designed to confuse

hydrodynamic or seismic yield estimates. In this study, we investigate a case where the

nuclear device is located at the upper end of the canister, and a heavy metal plate is

located just beneath the device. Upon detonation, the plate vaporizes, absorbing some

of the energy from the explosion, and impacts with the opposite end of the canister

causing, in effect, a strong secondary source beneath the explosion, This results in an

asymmetric source that complicates CORRTEX estimation of the explosion yield. In this

study, we look at the effect of such a source on seismic yield estimates,

The asymmetric explosion source described above was modeled at LANL using

the hydrodynamic code SOIL. In Figure 1, we show the density profile in the

surrounding material at 0,1 msec after the explosion, and the pressure profile at 9 msec

after the explosion, The density profile shows the highly asymmetric source that exists

at early times, At later times, the source becomes more symmetric, but it is still quite

asymmetric at 9 msec.

A total of three calculations were performed h? order to evaluate the effect of the

source asymmetry on the seismic signals. The first, denoted RHY1, is the propagation

of the LANL calculation. The second, denoted RHY2 was a two-dimensional calculation

of a tamped spherical source with the same yield in the same external medium. This

calculation was performed for comparison with the RHY1 calculation. The third

calculation was a one-dimensional calculation using the same initial cavity size and

material properties as in the RHY2 caiculatlon, This calculation was performed for

comparison with the other calculations to assess the effect of the free surface

InteractIon on the far-field body waves,

Propagation Method

Propagation from the hydrodynamic region to the far field Is accomplished by

using the ground motion from the Eulerian hydrodynamic calculation to drive a

Lagranglan elastlc/plastlc flnlte difference code, carrying out the ground motion

calculation to later times with material strength and gravity added, calculating the

ground motion in the Ilnear region surrounding the region of nonllnear deformation, and

flrmlly using the representation theorem to calculate the far field body waves,
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S-CUBED has performed a number of studies using the representation theorem

to propagate the results of nonlinear calculations (Stevens, et al., 1991). Propagation of

the hydrodynamic source adds several additional steps to this procedure, The first step

is to determine the initial size and shape of the explosion-generated cavity at the end of

the hydrodynamic calculation. The cavity is then rezoned into a single zone, and the

ground mction in the external material is rezoned and ovedayed onto the CRAM grid.

This procedure must be performed carefully to avoid any artificial loss or gain of energy

in the process, Also, since gravity is included in the CRAM calculation, care must be

taken to ensure that the entire grid is in equilibrium after the overlay is performed. The

S-CUBED hydrodynamic code STELLAR reads the output from the SOIL calculation,

rezones it, and transforms it into input for CRAM. CRAM was modified to use the same

equation of state as SOIL to ensure compatibility between the two runs.

Propagation to the far field (Figure 2) is based on the representation theorem (Aki

and Richards, 1980) which is stated mathematically as:

W(xIt) = J[ui(~It)* cijpq vj dqGnp(x~~4)

x (1)

-GnP(x,~4)* qqp(~,t) ]dZ ,

This equation gives the far-field displacement? uno(,t) at the observer’s position x in

terms of spatial and temporal convolutions of the near-field displacements ui(~,t) and

stresses alp(~,t) monitored at positions ~ on the surface Z with propagation Green’s

functions GnJx,t;Q, The Green’s functions are the displacement responses in the n

direction at x due to point forces in the p direction at & In Equation (1), v is the unit

vector normal to the surface Z and cijk[ are the elastic coefficients, For the axisymmetric

calculations presented In this report, the surface Z Is a cylinder whose axis is verticai.

The C3reen’s functions are appropriate to teleseismic body waves, calculated using the

methods of Fuchs (1 966),

In practice, the explosion simulations are saved on a cylindrical surface far

enough removed from the source that the ground motions are Ilneariy elastlc, Equation

(1) Is evaluated numerically at the desired Iocatlon x, using analytlc formulas for the

Green’s functions (Rod, 8/al,, 1978; Bathe, e?al.,1982; and Day, et d., 1983, 1986),
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Overlay and CRAM Calculations

The overlay of the LANL calculation onto the RHYI CRAM grid was performed at

8.9 msec after the start of the hydrodynamic calculation. The “cavity” size and shape

were determined by searching for a rapid density change in the LANL grid, and this

interior region was then rezoned into a single zone. The CRAM grid at the time of the

overlay is shown in Figure 3. At this time the cavity has an irregular shape with an

average radius of about 33 meters. The RHY2 calculation started with tna source

energy concentrated in a spherical cavity containing vaporized rock using an empirical

vaporization radius of 10.1 meters (also shown in Figure 3 for comparison). A significant

difference between the RHY1 and RHY2 calculations was the total mass of rock initially

in the cavity. The equation-of-state used in the RHY1 calculation resulted in

approximately twice the initial cavity rock mass of the RHY2 calculati~n. This resulted

from an unrealistically high value for the adiabatic expansion constant, gamma (1 .5), in

the calculations, and led to a final cavity volume for RHY1 that was 50 percent iarger

than the RHY2 cavity volume. Due to the larger initiai cavity in RH\’d, displacements at

the boundary of the CRAM grid were 20 percent higher in RHY1 than in RHY2, in both

cases, however, the final cavity boundary was neariy sphericai and the region of

noniinear deformation outside of the cavity was simiiar in shape and size, in Figure 4,

we show the finai grid, cavity size, and region of piastic yiaiding in the RHY; and RH2

calculations.

l%r Field P Waves

The expiosion simulations were saved on a cylindrical surface far enough

removed from the source that the ground motions are iineariy elastic. In these

calculations, the radius of the cylinder was about 1194 meters and the depth to the

bottom of the cyiinder was 1414 meters, The motions and stresses were p~opagated to

observation iocations beiow the calculation grid, Far field body waves calculated from

the RHY1 calculation at three takeoff angies are shown in Figure 5, together with the

body waves from the RHY2 calculation, For the reasons mentioned above, the bed,

waves from the RHY 1 calculation are about 10 percent larger than the body waves from

the RHY2 c~iculation, however they are very similar in shape and duration, and there is

no apparent increase in variation as a function of takeoff angie due to the initial

asymmetric source. There are two reasons for this, First, although the initial source is

asymmetric, most of these effects damp out as the shock propagates through tha

noniinear region, and second, the dominant frequency of the W=fiold body wave is iow

enough that it is insensitive to detaiis of the explosion source, In Figure 6 we show a

comparison of the RHY 1 body waves with those from a one=dimen8ional ~ource and an
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elastic free surface reflection. The differences between those two cases are quite

pronounced indicating that nonlinear free surface effects substantially affect the body

waves in contrast to small scale source variations which have minimal effect on far field

body waves.

Conclusions

Near source asymmetries of the type modeled here have no observable effect on

the far field body waves. Two factors are responsible for this effect:

1, The initially asymmetric source becomes more symmetric as the shock propagates
through the nonlinear region;

2. The dominant frequency of the far field body wave is low enough that it is insensitive
to details of the explosion source.
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Ground Motion Analysis of OSSY

Robert P. Swift
Charles M. Snell

Los Alamos National Laboratory,EES-5

Abstract

The On Site Seismic Yield experiment, OSSY,
the viability of a high-explosive technique to help

was Performed to investigate
estimate the yield of nuclear

explosions, We have ‘analyzed rec6rdcd da~a and conducted numerical
simulationsof the 100-poundOSSYexperiments pcrfonned in hole UE-10HY3#3
at the Nevada Test Site, Particle velocity wave forms from these experiments
show a distinct dual-pulse structure in the close-in and far-field re ions, with the

#amplitude of the second pulse bcin as large as or larger than the wst pulse. To
fgain some insight into the cause o the dual-pulse feature, wc examine how the

explosion-inducedclose-in response is affected b (1) certain features of inelastic
{rocldsoil constitutive models a plied in the near- ield region, (2) the Iargc length=

!to-diametercharge ratio of 8, (.) the charge and gauge packa e emplacement, and
%(4) geology (e, ,, layering) in the vicinity of the explosion, ur resu]t$from 1-D

!and 2-D simu ations show the following: (a) The response, measured by
accelerometws located above the charges, is significantly influenced by the
charge length-to-diameter ratio out to a distance of 8 m, (b) The grout
emplacement of the charge has very little effect on the response, (c) The geologic
layering serves mainly to phase the arrival of the pulses, (d) The second pulse can
be best accounted for by applying a dilatant feature that allows for pore recovery
durin unloading

t
Other material property variations do not provide any

contri ution to the formationof a .sccondpulse,

Introduction
Reliable estimates of yield for underground nuclear cx Iosions, based on seismic

[data, require knowledge of how close-in inelastic be avior can influence the
characteristics of explosion-induced ,scismicwaves. Small high explosive [HE] charges
dctoruued in an emplacement hole provide u why to calibrtitc the seismic chamctcr of a
articular site prior to a nuclear explosion, A technique, denotedason Site Seismic

! icld experiment [OSSY] Rcf, 1, was developed to assess the usc of small HE char es
1!for the purpose of improving the seismic estimate of under round events. Using HE as

tan advantageover other seismic murcc gtmcrators, suc M the airgun or vibroscis
methods,in that it provides a calibration that includes nonlinear material behavior,
During HE loading, a material region surrounding a charge is compacted irrcvcrxiblyand
fails in shear and/or tension in a manner similar to that for a nuclear explosion.

onc act of USSY cxpcrimcnts, wmJuctcd in Scptcmbcr 1989in hole UE=10 ITS #3,
had four six-shot charge strings arrIIycdovor u depth interval from 578 m u to 110 m,

\Etichstring consisted of three churgc puirs of 100.poundund lo-pound C4 H , Spucin
bctwum each chiu’gc air WIN40.3 m, with 8,7 m scparution between the lo-pound an

!
II

100-p(mndchurgcst he char CNoti cuchstringwere A!tonatedwqucntially from the
!dwqwstto the ~htillowcstiA iscu~sionof twrfucc Wa obtained on these cx v+mcnts

Rfrom (hrcc=comporwnt~ci~micrcccivcrx arruycd at various locutions about c hole is
given in Rcf’,2, The dtitu wc urc Mh’cssing herecamefrom the two middle chargv
stringti,shown in PiguR 1, that had 14accclcrometcrgauges~panninga di~tunccof 1I m
ml starting 1,36 m above the top 100-poundchargct Particle vclocity WIIVCform~from
thww gauges showed IIdi~tinc(dual=pulw ~tructurc, with the umplitudc of tho scc(md
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pulse being as large as or larger than the first pulse. The dual-pulse feature was also
observedin the far-field surface measurements.

The objective of the present study is to determine a reason or reasons for the dual-
pulse structure and to establish whether the feature is caused by constitutive behavior of
the material, charge aspect ratio, grout emplacement influence, layering in the vicinity of
the explosions, or a combination of some or all of the above. We accomplish this
objective by a brief analysis of the OSSY down hole accelerometer data and by
performing 1-D and 2-D numerical simulations. The results are summarized as follows:
(1) The respon,sefor gauges closer than 8 m from the nearest 100-pound charge is
significantly influenced by the charge length-to-diameter ratio. (2) The grout
emplacement has only a minor effect on the response,withtheexce tionofcharge-string

f3, whoseresponsewas greatly affected by borehole sloughin an an inadequate grout
dbonding of the gauge package to the borehole material. (3) eologic layering does not

contribute to the development of the second pulse but does play a role in phasing the
arrival times of both the first and second pulses. (4) The second pulse can be best
accounted for by applying a dilatant feature that allows for pore recovery during
unloading, Other material property features do not provide any contribution to the
formation of the second puke.

OSSY Resnonse
A schematic of the two middle OSSY charge strings 2 and 3 with down hole gauge

arrays is shown in Figure 1, The lower string containedshots 7 through 12and the upper
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string contained shots 13 through 18. The even shot numbers correspond to the 100-
pound charges and the odd numbers to the 10-poundcharges. These shots were within
the tuff units with the upper string gauge array being near an alluvium interface located at
229 m depth, where considerable sloughing of the borehole occurred in this region. A
detailedanalysis of the data for these two charge strings is given in Ref. 3, Briefly, wave
form shapes for both strings are similar, but the amplitude and time-of-arrival [TOA] of
the upper charge-string 3 responses are significantly affected by the sloughing of the
borehole, Charges 17and 18 closest to the gauge package were directly coupled to it via
the excess grout poured in the S1OUhed region. However, the low amplitude response

fand late arrival time for charges 1 through 16 indicated that the gauge package was
decoupled from the surroundingmedium.

Because of the borehole sloughing problem, our modeling effort focuses on the lower
charge string 2 data, and specifically, on the 100-poundshots 10 and 12, Some of the
particle vebcit~ wave forms recorded for these events are given in Figures 2 and 3,
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The data obtained for the close-in gauges on shot 12, Figures 3a-c, are affected by their
C1OSCproximity to the charge which has a length-to-diameter ratio of 8, Beyond 8 m in
shot 12, Figures 3d-e, the evolving response is similar to the dual-pulse structure
observed in shot 10,Figure 2, and in the other shots for this string.
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Figure 3. Pmiclc velocity wave forms from OSSY shot 12,

Numerical Simulations
To invcsti ate the cause of the dual-pulse structure ob.served on OSSY, wc performed

!’I-D and 2-D mhc-clcmcnt simuhuions, Our goal was not to replicate the wave forms
exactly, but simply to address the dual-pulse structure ualitativcly by assassin material

! fproperty effects Ior a simple constitutivc model, The -D ctdculutions wccrta ned what
constitutivc fciuurcs could provide a reprcscntativc dual-pulse response, The 2-D
simulations addressed the charge aspect ratio, grout cmplaccmcnt effeCL$,and the
infiucncc of hiycring, Details of the constitutivc rnodcls, simulation configuration, and a
thorough ditscuwionof the results arc given in Rcf, 3,
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A constitutive feature that best accounts for the dual-pulse structure is dilatancy
associated with partial recovery of compacted pore volume during unloading of the
material. Specifically, we compare the calculated responses for the three different types
of unloading behavior illustrated in Figure 4, One is unloading with constant porosity
and the other two are unloading with different degrees of dilatant elastic pore recovery.
The calculated 1-Dresponses are compared to data for shot 12at 9.5 m in Figure 5.
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Figure 5. Comparisonof data for shot 12at 9.5 m withcalculated
rcspon.scfor different unloading conditions,

‘k constantporosity unloading (long dush Iinc) does not induce a ronounccd ,swnd
(pulse, The oru recovery feature for unloading dots cause a si ni cant second pulse,

i! Pwhich is hig Iy ,scnsitive to the chumcter of the dilatancy. The di atant B condition gives
better agreement to the data, und it ahmg with the constant porosity condition will bc
examined in the 2-D simulations.

First, wc define the cxtcn[ of the region where the dilutancy B cf~cct is important,
Figure 6 compuws the cuiculatcd response for [hc cusc where the region of dihitancy is
r@.rictcdM the nonlincur ortion of the prohkm (i.ci, over I m to 2 m beyond the cfivity)

rwith the response when di Wmcy WLS over the cnt.h?grid, &!in the above culcuiutions,
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Figure 6. Effect of distance from charge over which dilatancy B acts
on the calculated OSSYresponse at 9.5 m,

For a 1 m restriction, the fmt pulse is narrower and the second ulse is less pronounced
!’in comparison to dilatancy acting over the entire region, but stil more apparent than for

no dilatancy. For a 2 m restriction, the response is very simiiar to that with dilatancy
acting eve where. The influence of dilat:ncy is confined to a region around the charge7where suf icient compacting occurs to allow pore recovery, No other constitutive
property has as much of an effect in generating a dual-pulse structure as does the
dilatancy feature.

The effects of char8e geometry, grout emplacement, and layering on the response are
obtained with a 2-D axisymmetric configuration. The influence of the 8-to-1 charge
length-to-diameter ratio is shown in Figure 7, which compares data to the calculated up-
axis response (directly above the charge) and to the waist response (same distance
horizontally and at the charge mid-point), The 1-Dresponse for dilatancy B acting within
2 m of the chn.rgeis also superimposed. While the shape of the f~st puke for the waist
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Figure 7. Comparison of 2-D rmponsc with charge aspect ratio of
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response is similar to the 1-Dresponse, but with a higher peak, the second pulse is very
different. The up-axis response, being sinusoidal, is more representative of the data, and
is analogous to the 1-D response in the second pulse. Neither the waist nor the up-axis
responses have the large negative peak that the data and the 1-Dcase exhibit. Phasing of
the response is also poor. in contrast to these differences between the 1-D and 2-D
calculated responses for a large aspect ratio, Figure 8 shows the similarity of the 1-D
spherical response to the 2-D response for a cylindrical charge with an aspect ratio of one.
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The calculated influcncc of the grout emplacement is shown in Figures 9a and b. The
influcncc of the grout on the close-in response is apparent in Figure 9a, with the up-axis
response having a higher peak when grout is omitted. At distances beyond about 4 m, the
responses with and without grout, shown at 9.5 m in Figure 9b, arc very CIOSC.
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The influence of layering examined in 2-D simulations included the 18 m thick
Wahmonie tuff layer just below the gauge array and the shot 12 charge, see Fig. 1. This
layer was modeled as being stronger and less compressible (see Ref. 3) than the
Paintbrush and Tunnel bedded tuff units, which were assumed to have identical
properties. Figure 10 compares the measured response at 9.5 m for shot 12 to the
calculated responses for uniform and layered geology. A similar comparison is given in
Figure 11at 41.9 m for shot 10.
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Very Iittlc difference is noted for the responseat 9.5 m, with the exception that la ering
)’causes somemodificationto the negative base and the second pulse, Also, thes ightly

earlier TOAnoted incomparisonto the 1-13calculationin Fig. 5 is due to coarser zoning
for the 2-D case, The layeringeffect on the calculatedresponseis more renounced for

fshot 10, shown in Fig. 1I, providingtw improvedTOA and phasing o the calculated
waveformsto (k data,
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Conclusions
We have conductedanalyses and numerical simulations of the OSSY experiment, that

used HE charges in hole UE-10ITS #3 containing different tuff layers. A large variation
in the amplitude of the OSSY response from charge string 3 to that of charge strin~ 2 is
attributed to borehole sloughing in the vicinity of the gauge package for charge string 3
and a probable failure of the grout poured in this region to properly couple the gauge
package to the surrounding medium. We find that the close-in OSSY response is
significantly influenced by the large length-to-diameter charge ratio, but that the grout
emplacement of the charge plays only a minor role in shaping the response, We find that
the effect of layering on the response is more important for the shots below the
Wahmonie layer and that the calculated phasing and TOA are greatly improved when the
layering is accounted for. We find that the large second pulse in the dual-pulse feature of
the response may be due to a dilata.ncymechanism that allows for pore recovery during
unloading. This feature appears to originate in the nonlinear compacting region close to
the charge and is maintainedout to the far field.

It is surmised that the spectral content from the measured close-in up-axis response
will be affected by the charge configuration; however, it is doubtful that the effectiveness
of OSSY as a seismic tool for calibrating an explosion site will be deterred, This is
because the technique described in Ref. 1 uses a Green’s function approach which
removes the influence of the propagation path between the source and the seismic
stations, i.e., the nuclearexplosion is proportional,not to the absolute value of the seismic
spectrum, but, to the ratio of the long-period spectral levels of the nuclear source to the
HE source. Other uncertainties that may affect OSSY are local geology and the
variability of source coupling. We have not addressedsource coupling here, but we note,
that decoupling of the gauge package in charge string 3 gave a response an order of
magnitude less than that for charge string 2, A decoupled source could give a similar
reduction in response amplitude, The dual-pulse feature could be important in
understandingcoupling and helpful in the discriminationof underground events. Hence,
further study of its physical mechanisms and implications for event discrimination would
be very beneficial.
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EXPLOSIVE SHIELDING BY WEAK LAYERS
W. L. Fourney, R. D. Dick, and T. A. Weaver

Group EES-3 Los Alamos National Laboratory

ABSTRACT This paper presents the results of a series of
computationswhich were carried out to determine the effect that a
layer of extremely weak rock embedded in an otherwise strong rock
matrix would have on the displacements and velocities which result
from the detonation of a nearby explosive source. The motivation
for the study was the apparently different measurements obtained on
the Mission Cyber Nuclear Event when compared to results obtained
from other events of equal yield in similar geologic media.

INTRODUCTION While investigating various reasons which might be
responsible for the apparent differences in the experimental
results obtained by Sandia National Laboratories when measuring the
close-in stresses and accelerations from nuclear events in P Tunnel
at the Nevada Test Site it became apparent that there is an
extremely large variation in the properties of tuff from the Rainer
Mesa Area.

Figure 1 is a graph depicting relative strength of tuff
obtained from a vertical core hole near the Mission Cyber Event.
The values of strength shown were the authors estimation of what
the strength might be based upon examination of the core from the
surface to a depth of 1000 feet which was well below the working
point for the Mission Cyber Event. Figure 2 presents a comparison
of the relative strength values assigned by the authors with actual
strength values as obtained in testing conducted by Terra Tek [1].
Terra Tek values for both unconfined strength and strength as
determined from tri-axxal tests are shown. The relativa strengths
from the Terra Tek data were determined by finding the numerical
average of the strengths and assigning that strength a relative
strength value of 5. This resulted in some values being greater
than 10 but these values were plotted as a 10 in Figure 2. Note
that where strength values are available that the relative
strengths assigned do correlate well with those assigned by the
authors - except in the area of the working point. Near the
working point the strength values as determined by the authors are
considerably higher than the results obtained by Terra Tek. Note
also that there is a wide variation h the values of relative
strerigthas assigned. The relative strengths go from very ‘.OW
values (less than 1.5) at the surface up to 7.5 at a depth of 140
feet and remajn at that value until a depth of 440 fe~t is reached.
There the strength begins to decrease and actually reaches a value
of zero from 720 feet to 760 feet and then begins to increase. At
the working point the relative strength was found to be quite high
(7.5)but relative strength again drops to zero after that point is
passad, Figure 3 shows photographs of the best and the worst of
the core as determined from our examination of the vertical core.
As can be seen from the photographs, the weakest core resembles a
crumbly sand while the rock that was assigned a relative strength
of 7.5 1s competent rock with high unconfined strength and tri-
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axial strength values. Figure 4 shows relative strength values
determined from a horizontal core hole which was located near the
Mission Cyber Event. In this case there is very little variation
in the relative strength values assigned.

The large variations in strength were surprising and it was
felt that such variations might provide a possible reason for the
differences obtained frcnn experimental measurements during the
nuclear events. We therefore conducted a numerical study of the
effect of weak layers such as those observed in the core library
could have on the velocities and displacements resulting from the
detonation of an explosive charge.

NUMERICAL STUDY The code that was used to predict the rock
response was WONDY V, a one dimensional finite-difference wave
propagation code developed and maintained by Sandia National
Laboratories. The code integrates the one-dimensional Lagrangian
differential equations of motion by use of finite difference
analogs. We used the code in a spherical geometry and used an
equation of state which was based on the P-alpha concept of void
removal upon loading. This is the same equation of state utilized
to predict response from nuclear events. The particular version
that we used did not account for either strain rate effects or
strength redt,ctiondue to damage caused by loading.

Figure 5 shows the model used in the computer code. In this
particular case 3/8 gram of PETN covered with a thin jacket of PMMA
makes up the explosive source. This is a geometry that had been
used by Miller and Florence [2] at Stanford Research Institute to
calibrate computer codes to predict the response of geologic
material to explosive sources. We chose to run our computations in
an Indiana Limestone material since this is one of the materials
investigatedby Miller and Flerance [3]. Notice from Figure 5 that
the weak layer is located 5 cm from the center of the model. For
the case shown the thickness of the waak layer is 0.25 mm but in
the study the layer thickness was varied from zero to 6 mm, The
failure surfaces for both the weak and the strong layers ara shown
in Figure 6. Also shown in that figure are experimental results
obtained for Indiana Limestone from stat~u tests [3]. The three
sets of experimental data are for dry, 50% saturated, and 100%
saturated Indiana Limestone with the strongafit rock being the dry
limestone. The failure surface chosen reprwients the dry limestone
but the failure values ware increased to refl~et the fact that the
limestone is stronger than the utatic values at the high strain
rates of the explosive tests. Notico that the strong rock has a
strength of about 12 kbar for a confining (maan) stress value of 10
kbar. The weak rock on the other hand only has a yield of 2,2 kbar
at a mean stress of 10 kbar. This is a reduction in yield strength
of six. The other strength factors shown in Figure 6 are for the
elastic pressure P, and the crush pressure Pc. For the strong rock
the elastic pressure was taken to be 0.6 kbar and for the weak rock
0.06 kbar. The crush pressure for the weak rock was also reduced
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by a factor of 10 from 24 kbar to 2.4 kbar. The reduction in yield
surface and in elastic and crush pressures are merely a best guess
and may or may not be accurate representations of appropriate
values.

RESULTS Figure 7 presents typical velocity values obtained from
the calculations. In this case the radial particle velocities are
shown for various thicknesses of weak rock layers located 50 mm
from the charge center, When no weak layer was present the
velocity at 65 mm fr~m the charge center was 5 m/s. A layer of 0.5
mm thickness at 50 mm resulted in a decrease in velocity to a
little more than 3 m/s while the thickest layer investigated (6 mm
thick) reduced the velocity to about 1.7 m/s (or to about one third
of the value if no weak layer were present). Figure 8 shows the
loss in velocity as a function of weak layer thickness and Figure
9 shows the similar information for displacements. In this case
the loss of velocity and displacement due to the presence of a weak
layer are shown as a function of layer thickness. The presence of
a layer of thickness 0.25 mm results in a loss of 1.2 m/s of
velocity and 0.0006 mm of radial displacement. This is about 22 *
of the velocity and 33.3 x of the displacement if no weak layer
were present. As can be seen from Figures 8 and 9 the presence of
a 6 mm thick layer results in a loss of about 67 % of the velocity
and 60 % of the available displacement.

For the case being investigated the material at 50 mm from the
charge center is under a state of elastic stress. In fact, an
examination of the decay rate of the velocity with respect to
distance from the charge center shows that the material between the
charge center and out to about 25 mm undergoes large plastic
deformation and the decay rates are large. From 25 mm outward the
decay rate ~s much smaller and indiaates elastic or low plastic
loading. The above descr~b.d cornputat~ons were repeated with wfaak
layers located at 3!!nunfrom the charge center and at 10 mm from
tha charge aenter. The results for the weak layer at 35 mm were
similar to those obtained when the weak layer was at the 50 nun
location. At the 10 mm location the pressnc~ of the weak layers
caused reductions in the magnitude of the velocity and unlike the
results for the SO mm and 35 mm loaations the tima duration of the
velocity pulse increas~d significantly as the layer thickness
increased. Fiqure 10 shows the velocities that are predicted at 25
mm from the charge center when the weak layer is located at 10 mm.
Notica that there is very little difference between the no layer
case and the case for the 1 mm thick weak layer. As the layer
thickness increases, however, the pulas width hcraa~ez greatly.
For this caae there were reductions in the displacements but they
were not as severe as the reductions at greater distances from the
charge center. Figures 11 and 12 give a summary of the results
obtained in all three cases from the standpoint of
velocities (Figura 11) and displacements (Figure 12), As can be
seen from an examination of these figures when the layer is located
at 50 mm the loss in displacement increases very rapidly up to a
layer thickness of 1 mm and then continues to increase as layer
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thickness increases - but not so rapidly as between O and 1 mm.
The same is true for the case when the weak layer is located at 35
mm. For the case where the weak layer is located very near to the
charge center (@ 10 mm) there is a rapid loss of displacement for
layers up to 1 mm in thickness (20 % loss) and then little
additional loss. This is because at that location the loading is
severe enough to cause the rock to behave hydrostatically
irrespective of the strength and the net effect of adding the weak
layers is not as great as At is at greater distances from the
charge. This unusual behavior at close in locations is also
evident from observing Figure 11 where two different regimes seem
to be represented by the velocity loss curve for the case where the
weak layers are located 10 mun from the charge center. In the first
regime (for thinner layers) the presence of the weak layers on
velocity is very small. In the second regime (for thicker layers)
the affect on velocities seem to agrea more with the results from
the two more distant locations

When scaled to nuclear
significant. Figure 13 shows
device fer the situation where
from ground zero. As shown an

for-the weak layers.

explosions the results are quite
the results scaled to a 1 kiloton
the w~ak layer is located 68 meters
8 meter thick weak layer results in

a loss in displacement of 58 %. Figure 14 shows aifiilarresults.
In this case two displacement versus time curves are shown that
would exist past the weak rock layer. Here the thickness of layer
was only 1.33 meters but the 10ISS in displacement was 41 ~. From
our ●xamination of the core (in tha vertical hole) it is not
difficult to find the presence of weak roak layers significantly
larger than 8 meters in thiokness,

Figures 15 mid 16 show the effeets of ths various input
parameters when changed separately. For the study just desaribed
three parameters wera all ehangad togethsr -failure surfaoe,
●lastie remure, and orush prasmre.

r
In Figure 15 the failure

surface ● held oonatant and both tha ●lastie and mush pressura
ara changed, Thera is vary little difference batween tho first two
cases in whioh the ●laatie prasmra is 0.3 )cbar●nd the arush
pressure is 12 kbar vmmis the eaaa where the ●lastic pressure is
0,6 kbar and tha orush premura is 24 lcbar, For the last two oases
shown in Figure 15 wher~ tha orumh pr,mura is decmeas~d to 2.4
kbar and tha ●lastia pressure to O and .1 kbar the ●fiaot on
velocity is quits dramatio. Figura 16 demonstrates that the most
important input parameter with regard to shielding from an
explosive souro~ h the crush prassure. As shown in the figura for
the same ●lastie pressure (O kbar) a rodu~tion in crush pressure
from 12 to 2,4 Icbar reduoas the veloaity by nearly a faator of two.
Changes i.n tha yield mrfaoe wera found to affeat the velocity and
dlsplaccmants but not nearly MO much as tha aruah and ●lastic
pressures,

CONCLUSIONS The study ind~catea that tha prasanao of w~ak layers
of raarnonabl~ th~cknessa~ appear to hav~ s~gn~ficant ●ffects on
$ualocitiem and diaplaoementm from an explosive source (and

230



pzamamably ●lso on ●oaalazat$on~ ●nd stroosao). Th. sxaxaination of
tho coro from th. Tast Sit. ●lso indicat~s that most of th. weak.x
tuff is novoz tostod (it ia too weak to maka specimens) and,
thor~foro, is modd.ad with groatas uneortainty in calculations of
nuclear avont-. Fusthormor. our oaloulationssoom to indicato that
tho prssmao of thaso weak layers ●hould b. Lncludod Ln tho numerical
calculationsrolat~d to oonfinoment ●nd v.rLfLeation. W, 88y this
sinca ● dmplo ●varaging toohniquoto ●acount for ths prosanco of tho
weak lay.== would not provido ● good ●stbato of tho .ffoots as
dettrminod from our ealmlations.

From our examinations of the core in the vicinity of Mission
Cyber the apparent differences in the events in the P Tunnel
Complex is not felt to be due to the presence of unaccounted for
weak layers since if anything the tuff nearest to Mission Cyber was
better than that observad near to the other events in P and N
Tunnel - especially in the horizontal direction where the
instruments were located.

For the future we are planning to conduct laboratory tests on
the sand like tuff to determine more appropriate values to use for
the elastic and crush pressures. We also will conduct explosive
tests in models in which we have embedded a very weak layer between
otherwise strong rock layers. These tests will aide us in better
predicting the effects of weak layers on wave propagation from
explosive sources. we also plan to run two dimensional
calculations for similar geometries to determjne if the
transmission of the signals through the stronger layers above and
balow the weak layer prevant these large reductions in velocity and
displaeoment. Additional details on the computations aonductad can
be obtalnad from [4].
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Atmospheric Signals Produced by Cavity Rebound

Eric M. Jones, Frederick N. App, and Rodney W. Whitaker
Earth and Environmental Science Division

Los Alamos National Laboratory

Presented by E, M, Jones at the Symposium
“Numerical Modeling for Underground Nuclear Test Monitoring”

March 23-25, 1993, Durango, CO

1. INTRODUCTION

An analysis of the atmospheric acoustic signals produced by a
class of low-yield tests conducted just below the base of the alluvial
cover in Yucca Flat of the Nevada Test Site (NTS), has revealed a clear
manifestation of an elastic, cavity rebound signal. We use modeling
as the basis for understanding the observed phenomena,

11. DISCUSSION

A typical underground nuclear test produces surface ground
motions which, near surface ground zero (SGZ), are characterized by
an initial period of positive accelerations followed, successively, by a
period of purely ballistic motion (acceleration = -9.8 m/s2) and a
sharp, span closure (slapdown) signal. A typical example is shown in
Figure 1, A pressure gauge located at an altitude of 10 kilometers
and a horizontal range of 15 kilometers would, in this typical case,
detect an acoustic signal characterized by a broad, weak positive
phase followed by a deep broad negative phase and, finally, a sharp
positive pulse, The predicted pressure signal of an atmospheric
acoustic wave for the case shown in Figure 1 is presented in Figure 2.
An analysis of a set of such simulations has shown that the negative
phase is produced by coherent amivals of acoustic signals generated
by the ballistic motion of the surface near ground zero and that the
amplitude of this negative phase is proportional to the square of the
peak particle velocity at S(3Z (Jones et al, 1993). Similarly, the sharp
positive phase is produced by slapdown motions in a region away
from SGZ, The amplitude of this slapdown-related feature is
proportional to the fourth power of the peak SGZ velocity,

Some of the acoustic energy that propagates outward at low
elevation angles is refracted at altitudes of 40 to 50 kilometers and
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can be detected with microphones at ground stations located a few
hundred kilometers from the burst. Figure 3 presents the wind-
corrected amplitudes measured at one such station for a selection of
NTS tests plotted against the peak SGZ velocities measured on those
same events, The solid line represents the results of an analytical
model for the near-field negative phase, corrected for propagation
effects. At high velocities, many of the points lie above the line and
all show strong slapdown signals in the near field. At low velocities,
most of the points also lie above the line but, for these tests, at least
part of the explanation is the presence of a strong cavity rebound
signal which adds energy to the acoustic signal.

Virtually all of the “low velocity” tests were conducted in the
Ammonia Tanks Tuff geologic unit which, in Yucca Flat, underlies the
alluvial valley fill and is located well above the water table. In
Figure 4 we show the ground motion records for a typical shot of this
type. The most noteworthy feature is the presence two intervals of
ballistic - or nearly ballistic - motions separated b~ a relatively
sharp, positive acceleration pulse, We note that, for the indicated
peak velocity of about 0,7 m/s, a slapdown event would have been
expected about 0,1 seconds later than the arrival of this “extra”
pulse, In order to investigate the phenomenon, we performed a
simulation of an event of this type. In Figure 5, we present a
comparison of the measured and calculated surface motions. This
comparison indicates that, although there are differences due to the
preliminary nature of the material models used in the calculation,
the overall character of the observed surface motions are
reproduced. There is an initial spa]], followed by span closure, which
is in turn is followed by an almost equally strong second span phase.
It is the double span that is common to this type of event. Figure 6
is a representation of the subsurface conditions produced in the
simulations at times of 400 ms and 520 ms, Spalled regions are
shown on the left (stippled) and the direction and magnitude of
motion, represented as vector fields, are shown on the right, By 400
ms, the initial explosion produced stress wave has reflected from the
surface as a tensile rarefaction, resulting in the first span, However,
by this time a second pulse, indicated by the heavy, upward directed
vectors just below the span zone, is causing some recompaction to
occur, By 520 ms, recornpaction is complete and we observe the first
slapdown signal at the surface. Not only is the second pulse the
cause of premature closure, but it is strong enough to cause the
surface material to enter u second span phase immediately after the
initial slapdown, In the simulation, the second pulse is due to an
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elastic rebound of material in reaction to the initial outward push of
the cavity, with some of it’s motion directed upward toward the
surface by the gradient of overburden pressure.

111. SUMMARY

A computer simulation has been instrumental in explaining the
origin of a second span observed at the free surface for a particular
class of NTS events. Rebound following underground explosion is a
well known phenomena, and it is considered an essential element in
the creation of the compressive residual stress field that is so
important in the containment of underground nuclear tests. But
prior to this investigation, rebound had not been identified as the
cause of the double span signature at the ground surface. In
previous ground motion simulations done in support of nuclear test
containment, the timing and magnitude of rebound has been found to
be sensitive to such factors as yield, depth-of-burial and material
properties, Therefore, we would expect that the time at which the
rebound associated second pulse arrives at the surface, and the
pulse’s amplitude, are influenced by these same factors, For the “low
velocity” tests conducted in unsaturated tuff, the timing of the
arrival of the rebound pulse appears to be near optimal for causing a
second span and increasing the total duration of span, and this
results in an enhanced atmospheric acoustic signal, The timing and
magnitude of the rebound would be different for other classes of
events (deeper, different yield, different materials), and thus the
influence of the rebound pulse on spallation, and on the atmospheric
signal, would also be different.

IV. REFERENCE
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Figure 1. Ground motion accelerations measured at surface ground
zero (SGZ) for an underground nuclear test with relatively high yield
that was fired in saturated tuffs in Yucca Flat. The first pulse
consists of three amivals: an elastic wave, a plastic wave, and a
cavity rebound signal. This positive phase is followed by an interval
of ballistic motion and then by span closure and slapdown. The peak
positive particle velocity for this case is about 5.6 m/s and the peak
upward displacement is about 3.7 m.
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Figure 2. Near-field presture history predicted for the case shown
in Figure 1. This is the signal which is expected for an observer
located 18 kilometers from SGZ at an elevation angle of 33 degrees,
The broad negative phase is the result of coherent arrivals produced
by ballistic motions in a region near S(IZ while the sharp positive
phase is the result of coherent arrivals produced by slapdown
motions at locati~.]s removed from S02,
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because of a cavity rebound signal described in this paper, Readers
should note the four tests with log vpk between 0.5 and 0,7 which
fall well below the model line. AH four have well=defined ground
motions with substantial intervals of ballistic motion. The reason
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Modelling of Nuclear Explosions in Hard Rock Sites
Wendee M. Brunish and Fred N, App
Geophysics Group, Los Alamos National Laboratory
LOS Ah’TIOS, NM 87545

This study represents part of a larger effort to systematically model the
effects of differing source region properties on ground motion from
underground nuclear explosions at the Nevada Test Site. [n previous work
by the authors the primary emphasis was on alluvium and both saturated
and unsaturated tuff ([1], [2], [3]). We have attempted to model events on
Pahute Mesa, where either the working point medium, or some of the
layers above the working point, or both, are hard rock. The complex
layering at these sites, however, has prevented us from drawing
unambiguous conclusions about modeliing hard rock.

In order to learn more about the response of hard rock to underground
nuclear explosions, we have attempted to model the PILEDRIVERevent.
PILEDRIVERwas fired on June 2, 1966 in the granite stock of Area 15 at
the Nevada Test Site. The working point was at a depth of 462,7 m and
the yield was determined to be 61 kt. Numerous surface, sub-surface and
free-field measurements were made and analyzed by SRI [4], An attempt
was made to determine the contribution of span to the teleseismic signal,
but proved unsuccessful because most of the data from below-shot-level
gauges was lost. Nonetheless, there is quite a bit of good quaiity data from
a variety of locations.

Our previous modelling efforts have indicated that it is difficult to
characterize how hard rock will respond to ground shock from the
traditional methods of laboratory tests on core, and geophysical logging.
Hard rock tends to have inhomogeneities in material properties on a fairly
large scale, due mainly to fractures and faults. The core samples,
therefore, tend not to be representative, particularly with regard to sound
speed and shear strength. In order to obtain reasonable agre~ ment with
the waveform data obtained from a nuclear underground test, It is
typically necessary to model the rock as being considerably weaker in
shear than the core values indicate, Also, the sound speed, based on the
times of arrival of accelerometer or velocity gauges, is often lower than the
values obtained from core, presumably due to the influence of faults and
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fractures. The rock may also undergo considerable damage from the
strong shock, so that its response, after the passage of the outgoing shock
wave, may indicate even further weakening of the rock mass. This study
attempts to confirm and better quantify these effects. Our preliminary
results indicate that the granodiorite at the PILEDRIVERsite is not
significantly stronger than tl]e welded tuffs and rhyolites present on
Pahute Mesa. In fact, the granodiorite may be more subject to fractures
and joints, making it more easily damaged and weaker after damage. In
particular, the near surface layers seem to be severely weathered, resulting
in lower strength and greatly reduced sound speed.

A schematic diagram of the PILEDRIVERshot and most of the ground
motion stations is shown in Figure 1. The data quality is, for the most
part, very good. For several locations we have velocities both from
integrated accelerometer traces and from velocity transducer gauges, and
the agreement is generaliy excellent. The surface stations shown were all
on a line bearing N58E from surface ground zero (SGZ). A few other
gauges located at a bearing of S5E were situated across the Boundary Fault
from SGZ to investigate possible motion along tfie fault. We have not
included these gauges in our study at this time.

We have performed a series of calculations with different layering,
physical properties and material properties in an attempt to determine
which properties are most important in shaping the observed waveforms.
Although this study of hard rock is far from exhaustive, and we have so far
only looked at the PILEDRIVERwaveforms, some conclusions are already
apparent.

The treatment of damage is extremely important, i.e., the amount of shear
the rock can support after the passage of the Initial “shock” wave, as well
as the strength of the shock required to damage the rock. Calculations
were performed for HARDHAT,in a slm)lar granodiorite to that found at
PILEDRIVER,by Wagner and Louie [5]; they found that despite numerous
variations in the way the equation of state of the rock was modeled, they
were unable to match the slow drop of the trailing end of the velocity
waveform. They concluded that “shock conclitlonlng” was an important
rnjssing component of their model, More recent work by Rimer et al. [6]
among others, has confirmed the importance of how damage is modeled
on the resulting waveforms.
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Another important aspect is the presence of the near-surface vveathered .
layers. Both the dispersion in the waveforms themselves and the arrival
times at the near surface stations confirm the degraded condition of these
layers. The arrival times for the stations in the “zero” hole indicate that
while the sound speed at depth is near 6000 m/s, the sound speed within
50 m of the surface drops down to about 1600 mls. An intermediate layer
has an acoustic velocity, based on arrival times, of about 4500 m/s.

In the calculations we performed for the present study, we varied the
strength, the amount of damage and the compressibility of the working
point layer, and the thickness, the sound speed, the compressibility and
the shear strength of the weathered layers. Some of the more important
parameter variations are shown in Table J

Some of the results for the aforementioned calculations are shown in
Figures 2 through 5. In all of the plots, the solid lines are the
calculational result and the dashed lines (or symbols in Figure 3)
represent the experimental data,

Figure 2 shows best vertical velocity waveform matches achieved so far
(for calculation PD12 as shown in Table 1). In Figure 3, we show a
comparison of peak vertical velocity versus range f~r this calculation and
the PILEDRIVER data,

Figure 4 shows the waveforms obtained when we use “good quality”
granite, as described by Hock and Brown [9], for the working point
material (calculation PD11), Th!s is the same material response model
used by App [8] in his 1-D study of material property effects on the
seismic source function. The calculated waveforms are much more
Impulsive and hack the broad tail seen in the experimental data, The
granodlorlte at PILEDRIVER,based on the characteristics of the recorded
\vaveforms, is considerably weaker than the type of rock that is usually
characterized as granite, Apparently the PILEI)RIVERmedium is not “good
quality” granite,

Figure 5 shows some of the surface ground motion for the PEJ12“basellne”
calculation and for a calculation (PD18) where the weathered layers were
modeled as slgnlflcantly slower and weaker than the working point
material. The weak near surface layers spread out the waveform, Also, we
see In the data that the overall slope of the velocity decrease Is not
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TabJe 1.
PILEDRIVER calculation material properties

Calculation

PD1l PD12 PD18

Weathered layer:
thickness (m)
initial crush pressure (kb)
sound speed (m/s)

Working point layer:
max. unconf. strength* (kb)
initial crush pressure (kb)
sound speed (m/s)

35 150 50/150
0,10 0,10 0.10/0.05
2100 2100 1600/4700

2,52 0!945 0.94s
0!10 0,40 0,40
4000 5500 5500

PDI1 - “good quality” granite
PD12 - weaker, easily damaged granite
PD18 ● like PD12 but thicker, weaker surface layers

‘ maximum stress difference material can support in triaxial loading
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consistent with a -1 g span, but closer to -1.2 g. Heuze et al. [10]
successfully captured the greater than -1 gspall observed for the SHOAL
granite event using a discrete element code. Our finite difference code
apparently lacks some of the physics necessary to capture a greater than
-1 g surface acceleration obsexwed at some hard rock sites, including
PILEDRIVER. In fact, the calculated behavior when we use a very weak
near-surface layer (PD18) is more similar to our earlier calculations of the
MERLINevent in alluvium ([1], [2], [9]), where we faund that observed
span closure accelerations of less than -1 g were due to shear failure,
associated with the initial surface rarefaction, in ve~ weak near-surface
materials, While the surface layers at Fii&DRIVERappear to be weak, they
are not so weak as to allow a less than -1 g acceleration.

in summary, we have been able to obtain relatively good agreement with
the experimental PILEDRIVERwaveforms. In order to do so, we had to
model the granodiorite as being considerably weaker than “good quality”
granite, and it had to undergo considerable weakening due to shock
damage as well, In addition, the near-surface layers had to be modeled as
being weak and compressible and as have a much lower sound speed than
the material at depth. This is consistent with a fractured and jointed
material at depth, and a weathered material near the surface.

The authors would like to thank Tom Tunnel and Albert Martinez of EG&G
for the rapid and excellent digitization of the PILEDRIVER waveforms. We
would also ilke to extend thanks to Charles Snell for providing us with
copies of many reports on ground motiori in hard rock. Thanks are due to
Norton Rimer for supplying us with information about some of his
calculations and for helpful discussions, We are grateful to Jack House
and the Nuclear Test Containment Program and to Tom Weaver and the
Source Region Program for supporting this work. And thanks to Marie
Kaye for her help in preparing this paper, This work was performed
under the auspices of the U. S. Department of Energy by Los Alamos
National Laboratory which is administered by the University of California
under contract W-7405 -Eng-36.
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EFFECTS OF EXPLOSIONS IN HARD ROCKS*

F. E, Heuze, 0. R Walton, D. M. Maddix, R J. Shaffer, and T. R. Butkovich
Lawrence Livermore National Laboratory

1. Introduction - Dynamics of Rock Masses

This work relates to explosions in hard rocks (ex: basalt, granite, limestone...). Hard
rock masses typically have a blocky structure created by the existence of geologic
discontinuities such as bedding contacts, faults, and joints. At very high pressure-
hundreds of kilobars and abov~these discontinuities do not act separately, and the
rock appears to be an equivalent continuous medium.

At stress of a few tens of kilobars and below, the geologic discontinuities control the
kinematics of the rock masses. Hence, the simulation of rock dynamics, anywhere

but in the very-near source region, should account for those kinematics.

2, Options for Analysis

In the very high pressure range continuum-based analysis is appropriate. In the
discrete motion range one could consider:

. an equivalent continuum approach with anisotropy and plasticity. However, this
is unlikely to provide the right kinematics

● embedding discontinuities in continuum models, such as using joint elements
and slip surfaces in finite elements, Typically, these are limited in terms of the
separation of elements which may reconnect arbitrarily to new elements

. complete discrete methods; ex: discrete elements, discontinuous displacement
analysis (DDA), Discrete elements have progressed further than DDA

We have chosen to develop and apply discrete elements models to explosion
phenomeuology in rocks,

3. What is ● Discrete Element (DE)
It is a mechanical model which can accommodate the interaction of a multitude of

independent particles undergoing large motions, and which may separate from or

collide with each other. DE models am characterized by the ability to search for and
update contacts between the many elements, and to perform appropriate
momentum exchanges, DE models originated In molecular dynamics, with linear

*Workedperformed by thr Lawrence Llvetmorc Nat{md IAoratory undw contract W=7405=ENG41
with the U.S,Demrtment of Enmwv. Vfit.1



momentum exchangest Ingeomechanics, block interactions mayinvolvt? highly

nonlinear and hysteretic block contacts, and particle breakage.

4. The LLNL DIBS Model

DIBS (Discrete Interactive Block System) is a 2-dimensional discrete element model
developed at LLNL for solid flow modeling, and extended to the analysis of
explosion effects in blocky or particulate media. DIBSuses explicit time integration.
Its main features are:

● Voronoi grid generation
. polygonal blocks with rounded corners
● multi-material capability

o silent boundaries

● non-linear and hysteretic block contacts

. gravity loading, and arbitrary stress or kinematic boundary loading
o excavation capability

DIBSis currently being enhanced by adding deformability and fracturing inside the
blocks.

5. Applications

‘he four applications presented below all relate to chemical or nuclear explosions in
basalt or granite. The salient results from these simulations are:

5.1 W (1963)

The SHOAL event was a 12.5 kt explosion, 350-m deep in granite in Nevada, We
simulated a SHOAL-like event, with an approximation of the blocky granite geology
as shown in Figure 1. We loaded a 22-m radius cavity with a pulse of total duration
15(3ms to give a peak surface velocity of 5.66 m/see.

This calculation had two highlights:

o as shown in Figure 2, return span acceleration was calculated well in excess of -lg

at surface ground zero (SGZ). This is precisely the phenomenology that was
observed in granite tests In the 1960’sbut never satisfactorily modeled

. we also showed how the blocky rock mass creates a very strong anisotropy of

energy propagtition (Figure 3), The gra4te testsof the 1960’s in Nevada also were

noted for strong azimuthal dlftkrwms in observed motions,
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5,2 - (1964)

SULKYconsisted of 90 tons of nuclear explosive detonated at a depth of 27m in dry
basalt at the Nevada Test Site (NTS), Peak span velocity was measured at 26m/sePt

We estimated cavity size at 9 to 1lm diameter from hydrocode calculations and
chose 10-m for this analyses. We heuristically adopted a cavity loading function, that
matched span velocity, Basalt properties and contact friction were estimated from
published values for basalt, The simulation is shown in Figure 4, It captured the
mam features of the SULKY retarc including matching its height and central

depression. It also showed a very large reorientation of surface velocity vectors

towards a vertical throw out, as seen on films of the event.

543 ~RIVEI( (1965)

PILEDRIVER was a 61kt structural effects test in granite at NTSt For DIBS
simulation, we selected a particular tunnel section (DL 0+70) which had seen

significant roof fall and floor heave, The 735-biock grid was loaded under in-situ

stresses, the tunnel was excavated, and the dynamic Impulse was applied to the left

boundary, The calculated tunnel response is shown in Figure 5, The nature and
extent of the c.lamape is consistent with that observed h the actual tunnel sectlont
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STARMET consisted of the detonation of 1980 kgs of high-explosives in a planar
array ofll boreholes (Figure 6). The event took place in granite about 100kmSE of
Albuquerque, NM. The surface was transected by a shear plane with a strike nearly

parallel to the array, and dipping toward it. Ground motion instrumentation was

placed on either side of the array, We illustrate the results of the DIBSsimulation by

looking at the motion of a point (C) close to the trace of the shear (Figure 7). The
DIBS results for the vertical displacement history of point C fall within the range of
values measured in the field for points along the trace of a vertical plane parallel to
the array and going through C. (The UDEC calculations were performed outside of
LLNL, with another discrete element code), A very detailed comparison of the
calculated and test results is provided in reference [1], which also expands on the

SHOAL, SULKY,and PILEDRIVER simulations.
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[1] Hwze, FE,, et al (1990) “And ysh of Explosions in Hard Rocks: The Power of

Discrete Element Mm.icling”, Lawrence Llvermore National Laboratory, ~-K’-
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MODELING UNDERGROUND EXPLOSIONS IN POROUS LIMESTONEaJ

John W. White
March, 1993

Introduction

This study consists of two parts. In the first part, we describe our simulation of the small sale

dynamic experiments performed by SRI’, and how these simulations produced the parameters
that were used in our computer model for 16% porous limestone. The second part dexibes the
simulation of an underground nuclear explosion in which the limestone model is used to examine
the sensitivity of yield estimation to the uncertainties in the computer model.

SECTION I: Simulation of Small Scale Experiments

Characterization of the SRI Tests

For the computer simulation, the SRI experiment was considered to be perfectly spherical. At
the center of the rock sphere was a 1 cm diameter ball of decompressed PETNexplosive. The
PETN was ignited at its center, and a detonation wave proceeded outward driving a shock into
the rock. Detectors were placed at 9 radial locations in the rock, and the computer model was

required to simulate their measurements of particle velocity as a function of time. The radii
employed were: 10, 15,20,25,30,40,50,65, &80 mm,

The limestone was tested in four different configurations: dry (air filled poresat room
temperature), saturated (water filled pores at room temperature) and frozen (both dry and
saturated). The samples had 16% porosity; and the four configurations gave three different
results, Bothdry configurations(frozen or room temperature) gave similarresults. Limestone Is
composed almost solely of calcium carbonate. If no water is in the pores, there is no rehsonfor
freezing temperatures to significantly affect the mechanical properties, The results from the
SRI research on Indiana limestone are summarized in their most recent rcportl.

A Limestone Material Model Description

Ttw KDYNA2 computer code was used to model the SRI cxpcrlments using EOS # 11and
material model #23 in oursimulation~,HOStill describes the volumetric portion of the
matwial rwponsc, rulating the pressure (P) to the comprcss{on (p); with p defined as p/pO -1.

Hcvc p is the density and pO is the density at 1 bar. The model allows for the Ioadlng and
unloading history of any rock clement to be different after failure occurs. TM can happen
when porosity IS squcczcd out of the dry limestonematcrlalusedInSRItests. Malcrlalmodel
#23dcscrlbcs the rock’s elastic propwtics and Ihc manner by which It falls, TM particular
model msumcs that the Poisson’s ratio is a constant. I@ more matcdal model details such as

shear or tcnsllc failure, stress relaxation etc. ace the KDYNA manual,

‘f’hc above approach is not un{qu~; ItIsonc of several possible chokes. It was chosen bccautw h
IS idmplc, fairly general and Lwcausc the Iimcstorw data dealt with Pores that contained either
air or watw (but not boltt), For example, when dcallng with rock having a ndxturc of air and
wakr in d~c pores, an rffccllve stress model might have proven advantagmust

a!Work pwfornwd under the ausplccs of the U, S Dcpartmunt of Energy by
IAIwrcncu I,{vumwrc National Lalxmttory under contract llW?405-Eng48



Model Parameter Constraints and Sensitivity

There is a wealth of experimental data for limestone that constrain the input parameters for
the above model. A good example is given by the limestone compressibility and failure data3
gathered by Heard, Abey and Bonner. The SRI experimenters were also able to determine
many of the material properties for their specific limestone samples.

The type of data described above has been synthesized by Butkovich4 in a computer program
that will generate P-V curves and strength curves for silicate and carbonate rocks having a wide
variety of porosity and water content. The initial selection of parameters for simulations of
the SRI limestone experiments came from the Butkovich program or directly from the SRI
measurements, Many calculations were run to test the sensitivity of parameters in matching
the SRI experiments. Most parameter variations produced little change. On the other hand,
both the determination of the onset of failure associated with pore crush and the shape of the
shear strength curve required a departure from the Butkovich program.

Calculational Set-up and Results

The PETN explosive had a 0.45 cm radius and was divided into 13 equally spaced zones.
Lighting times were input to produce the appropriate detonation speed. A plastic shell was
just outside the PETN; it was 0.05 cm thick and was split into two zones of equal thickness. The
Iimcstone extended to a radius of 13.5 cm, and it wt.s divided into 444 uniformly spacedzones.
Numerical controls (such as artificial vi.. My) were used to damp numedcal noise and to
insurenumericalstability. Convergence of the numerical scheme was successfully verified.

Both the experimental data and the computer model have Hmltations. Thus, it makes no sense
to have a computer model match the experimental data perfectly. Still, as seenbelow, the
calculational results are in surprisingly good agreement with the data.

Figure 1 shows the experimental velocity time histories of the middle detector location (at a 30
mm radius) with our modeling study results; the key output are the modeling parameters that
were required to produce the match. The model parameters were all in good agreement (within
15 %) with the values produced by the Butkovich program, the data of Heard et. al. or the
measurements provided by SRI except for the two previously mentioned strength parameters.
See figure 2 for the shear strength curves used by the model. The surprise is that the salumted
limestone reiains significant strength until the 10 &b pressure hwel is reached.

The frozen wet Iimcstone Is stronger than wet Iimcstone at room temperature by a factor of two;
and at low pressure its shear strength is higher than that of dry Ilmcstone. Ice appears to add
some strength, but both wet limestonesIosc their strength near NJkb, and little difference
rcmalns between thcm at hlghcr pressures. Beyond a pressureof 10 kb, both saturated
limcstcmc strength curves diminish to coincide with the quad-static data of Hc~..d. One
hypothcds is that the water acts as a lubricant in a way that depends on the strain rate. The
stress wave acts on the rock In the small scale cxpdment so briefly that the water (at low
pressure) may not penetrate the cracks quickly enough to eliminate the strcngtht As the
pressure rcachcs a sufficiently high vitluc (10 kb); the water Penetrationof thecracksIs
cxpcdlted, If thishypothcdsis true, weMuslbecomermdruiih rn~llmsof smle because field
experiments will {nvolvc Iongcr time scales and and slower strain rates.

‘l%c comparison O( mlcuktcd results with cxpedmcntal data shown k flgurc 1 Is typical of the
comparisons at all dctuctor radii+ Agrccmcnt is improwxf sllghtly at smaller radll and
dcgradd slightly at krgcr radilt Note that a small change In the strength curve occurs when
the wet rock is froam, but this produces a sizcablc change In the wave shape.
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Also interesting is the effect produced in the particle velocity time history when the shear
strength “hump” (below 10 kb) is removed. For pressures less than ten kb, let the strength
vanish as is the case for the quasi-static experiments with limestone. The result shown in
figure 3 is different from that of figure 1. The rock now behaves more like a fluid. The wave
propagation properties of the material are very sensitive to the strength at low pressure.

SECTION II: The Effect of EOS on Yield Estimation

Set-up and Results of Yield Estimation Sensitivity Study

We want to determine the effect ‘f EOS parameters on yield estimation for experiments of 10 kt

or less. This means that we must now examine the sensitivity of yield estimates to EOS
variations in the pressure range of 100 kb to 10 kb and below. For pressures above 100kb, the
effectof EOSvariations on yield estimation is dominated by the need to obtain an accurate
determination of the Hugoniot plus the release adiabat. These are most strongly affected by
porosity and water corttent. Strength effects contribute only in a minor way to the yield
estimation process at pressures above 100 &b.

In this study,weisolatethemid-to-lowpressureregime(below100 kb) by running calculations
with three regions, and the inner two regions are only used to produce the desired boundary
conditions for the limestone. The inner region is an iron gas of 1.0m radius, and a 1 kt energy
source is deposited within it. For the second region we arbitrarily chose a tuff similar to that
used in the Bristols analysis. The radius of the tuff extends to 4.6 m, and the limestone extends
beyond to a radius of 50 m. With this arrangement, the peak pressure reached at the inside of
the iimestone is 100 kb for every one of the limestone calculations; and a peak pressure of 10kb
is reached at a radius of about 10 meters. Figure 4 showsthe calculationallayout,

Figure 5 shows the calculated peak velocity (and peak pressure) attenuations for the different
forms of Iimcstone. ‘IT,~’ ts~~osaturated curves are similar, but the frozen one displays faster
attenuation because its failure curve is strong~r and more energy is dissipated in shear failure.
Our dry calculations show strong velocity attenuation in the mid-to-low pressure regime, lltis
is because uur P-v and strength curves provide severe dissipation as the pores are crushed.

Scaling does not apply rigorously for layered geologies. Layer thicw?sses would have to wale
as tt,e cube root of the yield for scaling to be fully ~ppropnatei Still, scaling provides a cmde
way of calculating how the EOS uncertainties affect the yield estimation process. We used
cube-root ‘caling to examine the effect of freezing on the saturated rock as portrayed in figure 5.
For example, suppose we mistakenly used the EOS for wet rock at room temperature instead of

the EOS for frozen wet rock, This would result in a significant error in yield cstirnation6.

On-Site Y!eld Estimation

Although this study }tas not presented any new calculations on the effects of layering, reference
5 pertains directly The Bristol experiment was fired in a heaviiy layered mcdiu~. (tuff) with
the amount of air filiud porosity varying from layer to layer, Its CORRTEX cable was located
to sample Ihc diverging stress wave in the regime of peak pressures from 100 kb to 10 kb. Five
rock Iaycrs were rcquircci to model the outgoing ‘hock wave so that the calculated yield
cstirnatc was within 15%, A variety of single layer calculations were unable to match the
y{eki to within 50%, layering must be included for experiments that are mcar~t to simulate
tests that work in tht?mid !040W prwwurc range,

As dctuctors are placed lurlhw from the dcvicc, they cxpcricncc weaker signals, Different
errors in I% KX arc encoun!cred that mustbecwwidcrcdin addition to the previous cnore,
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This leads to a compounding of error accumulation as signal interpretation is removed farther
from the explosion site; although there is the advantage of avoiding aspherical sourcespoofing
at largedistances.CORRTEXis usually assessed as having a yield uncertainty of 30% (two
sigma at 90% confidence level) with a standard canister. But the combination of difficult
geology (lots of air filled porosity with partial saturation) that is poorly characterized
(particv’a:ly with respect to layering) might result in worse yield estimation accuracy ( a
factor of 2 or 3 ?). On the other hand, the Russian site at Novaya Zemlya maybe geologically
friendiy ]or verification procedures because most of the NZ rock has no more than 1% or 2%
porosi~ and those pores are filled with frozen water. The water table is near the surface and
the soil and rock are in the permafrost state to a considerable depth. Both tht P-u curve and
the strength curves are relatively simple for saturated rock, and they can be estimated
reasonably well .

SUMMARY

We examined the effect of limestone’s EOSon the yield estimation process for waves with peak
pressures beiow 100 kb. This is important in extending the verification program to yields below
10 kt. We have found that porosity and water content continue to be major factors, but strength
is now also important. Strength can be affected significantly by the degree of ~tllration and
temperature. Furthmwwc, we have seen that s?mratrxi lirn~”!ci,e may retain significant
strength *: .ml moderate pressure is attained. The low pressure regime is also more sensitive to
the e%ts of layering because the limitations of scaling become pronourmd.
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Figure 4, The above diagram shows schematically the (spherical) geology used in
the calculations for the study of yield estimation sensitivity to uncertainties in our
material models, The peak pressure reached al the interface between the tuff and
the Iimcstone is 100 kb, The limestoneexperiences peak pre$sures of 100 to 10
kilobars and below; and this is the regime in which wc are interested,
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Using neural networks to infer the
Hydrodynamic yield of aspherical sources

B. Moran and L, Glenn

Abstract:

We distinguish two kinds of difficulties with yield determination from
aspherical sources. The first kind, the spoofing difficulty, occurs when a fraction
of the energy of the explosion is channeled in such a way that it is not detected
by the CORRTEX(l) cable. In this case, neither neural networks nor any expert
system can be expected to accurately estimate the yield without detailed
information about device emplacement witl)in the canister. Numerical
simulations however, can provide an upper bound on the undetected fraction of
the explosive energy. In the second instance, the interpretation difficulty, the
data appear abnormal when analyzed using similar-explosion-scaling and the
assumption of a spherical frcmt. The inferred yield varies with time and the

confidence in the yield estimate decreases. It is this kind of problem we address
in this paper and for which neural networks can make a contribution,

We used a back propagation neural network to infer the hydrodynamic
yield of simulated aspherical sources. We trained the network using a subset of
simulations from 3 different aspherical sources, with 3 different yields, and 3
satellite offset separations. The trained network was able to predict the yield
within 15% in all cases and to identif y the correct type of aspherical source in
most cases. The predictive capability of the network increased with a larger
training set, The neural network approach can easily incorporate information
from new calculations or experiments and is therefore flexible and easy to
maintain, We describe the potential capabilities and limitations in using such
networks for yield estimations.

Introduction:

The use of artificial neural network methods in hydrodynamic yield
estimation methods has been discussed by Dowla et al(a), In that report, 24
explosions in tuff for which there are experimental CC)RRTEXdata, were
analyzed, The events ranged in yield from approximately 71 to 1150kt, and were
all well tamped, Here, we extend the analysis to include simulated explosions
inside canisters which me permitted within the standard geometry constraints
imposed by the protocol of the TTBT(3).

‘k current US methodology is based on a piece-wise point source
analysis, This rule-based methodolo~y howwwr, cannoteasily incorporate
iniornmtit-m from new calculations or experiments and is therefore somewhat
rigid, In this paper we cxplor~ the uw of a neural network to akhwss the



problem of yield determination from aspherical sources and describe our
experience with the data sets calculated by Hill et af(4).

Difficulties with aspherical sources:

There are 2 kinds of difficulties with yield determination from aspherical
sources. The first kind, the spoofing difficulty, means that there exists a center of
energy (COE) for which the inferred yield is invariant with time bllt that the
magnitude of that yield is incorrect. This happens when a portion of the energy
of the explosion is channeled in such a way that it is not detected by the
CORR’IEX cable. Obviously, neither neural networks nor any expert system can
be expected to detect this kind of difficulty without some knowledge about the
canister,

As an example of a spoofing configuration, consider the case where the
device is at the top of the canister and a baffle is placed below the device. Figure
1 shows that ~uch a configuration can produce widely different shock fronts
depending on the areal density of the baffle. Although the top portion of the
shock front for these calculations are all spherical, the speed of propagation of
the front and hence the time it takes to reach the satellite cable depends on the
areal density, A qualitative explanation of how a plate below the device reduces
the speed of the shock front, and hence the inferred yield, is as follows: During
the energy production from the source and deposition in the ambient material,
the plate acts as a tamper which confines the energy of the device, A spherical
shock front centered around the device, then begins to develop, Impulse on the
tamper however, imparts a velocity to it which uses up some of the device
energy and decreases the driving pressure behind the main shock. Since for a
given impulse imparted to the plate, its velocity and its kinetic energy are both
inversely proportional to its mass, we can expect that a decrease in the plate areal
density will increase the energy preferentially channeled down the empty
canister, The fraction of the total energy which remains around the device to
drive the main shock thus decreases with a decrease in the areal density of the
plate. This q~alitative explanation is not valid in the limit of zero plate areal
density, In that case, the early transport of energy down the empty canister
generates a nearly cylindrical wave front which can be analyzed at late time to
produce a good estimate of the correct yield, Figure 2 shows the fraction of
energy detectwl using the US methodology,

The second kind of difficulty, the interpretation difficulty, means that
regardless of the chosen CC)H, the inferred yield varies with time, This indicates
that either the standard curve used in explosion scaling does not represent the in
situ rock or that the source is asphericalt Itis this latter scenario which we
address in this paper and for which neural networks can make a corttribution,
Thu important determination of the “best”standard curve through the use of
~rtificial rwural networks or other techniques will not be d~scussedhere,
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Simulated configurations:

We considered the three aspherical configurations suggested by the Soviet

white paper(5) and shown in Figure 3: the first is LC1,a device located at one end

of al, air filled, 12 m-long canister whose outside diameter is 2.5 m. The second is
LC6, a similar configuration to LC1 except that a partition, with an areal density
of 52,5 g/ cm2, is placed so as to confinethe initialhohlraum to a length of 1.7 m.
The final configuration is LPI, a 1.7 m long and 2.24 m diameter device
connected to an air filled LOSpipe 7.65 m long and 0.508 m diameter. Each of the
three configurations was simulated by Hill ef alf4) with an input yield of 105, 150,
and 195 kt and three different horizontal offsets for the satellite COR.RTEXcable:
8,10, and 14 m, The device in each of these 27 data sets was at the bottom of the
c~.~ister, thus ensuring that all the explosion energy would be detected by the
COR.RTEXcable.

Building the neural network:

We used a commercially available~6) back propagation software package
to build a network that can predict the correct yield and recognize canister
configurations. The input to the net consists only of data that would be available
in a verification scenario: The standard curve, the surveyed horizontal offset of
the CORRTEX cable, and the cable crush length-versus-time data. A major
difference between this network and the one discussed by Dowla ei uI(2)is that
this network was designed to “see” the whole yield- versus-time curve thus
considerably enhancing its ability to predict the yield of an aspherical source,

Preparation of the input consisted of the following steps:
1) For each configuration, calculate the explosion horizon (itet vertical offset) as
the location of the first cable-crush, For the simulated explosions, that location is
the lowest v~rtical coordinate which indicates crushing, it makes no assumptions
about the location of the device within the canister,
2) Use the surveyed horizontal offset and the vertical offset to calculate a radius-
versus-time curve for each configuration, yield, and horizontal offset. We used
the exact horizontal c)ffset for the simulated calculations and discuss the effects of
uncertainties in the offset in the next section,
3) For each radius-versus-tim~ curve, use explosion scaling and the standard
curve to calculate a yield-versus-time curve,
4) For each yield= versus=timecurve, make a coordinate transformation to a yield
versus vertical distance above first crush and interpolate that curve to find the
yield ~t vertical distwwes of O,3,6,9, 12, 15, 18,40, and 50 m above first crush.
‘llww locations, although arbitrary, were chosen to provide representatiw’ data
from the early and th{$late time portions of the curve,

Thu input to the net consisted of the horizontal offset, the yield at the first crush,
tmd thu differential yield at the othw H)omtions described above. The differential
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yield is the difference between the yield and the yield at the first crush. Using
differential quantities for input improves the accuracy of the network,

We used one hidden layer with 10 nodes. We found that using 2 hidden layers
produces a faster training but poor generalization, The output consisted of the
simulated yield and 3 variables, each between Oand 1, that describe the
probability of a given configuration,

Yield estimation results:

We trained the network using a subset of the 27 simulated data sets and tested its
predictive capability on the remaining sets. We found that choosing a
representative subset for training enhances the predictive capability and that
increasing the training subset from 18 to 26 decreased the maximum error in the
estimated yield from about 2570 to 15’ZO, All the results reported henceforth are
from training using 26 data sets and predicting the yield of the 27th set,

Training was stopped when the estimated yields from all the training set were
within 10% of the exact values and typically took about 15 minutes on a Mac IIfx,
We found that training to a smaUet error did not improve the predicted results.

This is due to the relatively small number of training sets and the tendency of the
net to “memorize” rather than “generalize” in such cases,

Figure 4 shows the predicted yield as a function of problem number. On the
same graph we show the results of the US methodology. Note that the maximum
error using the neural net is about half that of the US methodology and whereas
the US methodology results show a distinct bias, the neural network results do
not,

We have tested the stability of the net by slightly changing the horizontal offsets
and found that the predicted yields change only slightly,

Summary and conclusions:

We have built and tested an itrt,ficial neural network that was capable of
predicting the yield from a limited number of aspherical sources, Although the
network was trained using a limited number of examples, it has demonstrated
improved accuracy with increasing size of the training set, Such a nutwork is
us~iul when it is suspected that the source is aspherical,

There are tw(} issues that need to be addressed when using such a network: The
first is how well does one know the standard curve and the second is a question
of uniclueness of the solution,
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In all our calculations, the standard curve and the simulated aspherical
explosions were modeled using the same equation of state for the rock. In a
treaty mode, the standard curve needs to be constructed from various
measurements of the rock and thus has some uncertainty. An important
question that remains to be answered is how well can a neural network be
trained to choose the “best” standard curve,

The uniqueness issue addresses the question of whether it is possible for two
different configurations of different yields to produce CORRTEX data that
appear very similar to the neural net. Our experience with the 27 data sets
indicates that this can only happen when the source is at the top of the canister.
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Comments on Statistical Issues in Numerical

Modeling for Underground Nuclear Test Monitoring

WL Nicholson and KK Anderson

Pacific Northwest Laboratoy, Ricnland, WA 99352

The Symposium concluded with prepared summaries by four experts in the involved

disciplines. These experts made no mention of statistics andlor the statistical content

of issues. The first author contributed an extemporaneous statement at the

Symposium because there are important issues associated with conducting and

evaluating numerical modeling that are familiar to statisticians and often treated

successfully by them. This note expands upon these extemporaneous remarks.

Statistical ideas may be helpful in resolving some numerical modeling issues.

Specifically, we comment first on the role of statistical design/analysis in the

quantification process to answer the question “what do we know about the numerical

modeling of underground nuclear tests?” and second on the peculiar nature of

uncetiainty analysis for situations involving numerical modeling.

The simulations described in the workshop, though associated with topic areas, were

basically sets of examples, Each simulation was tuned towards agreeing with either

empirical evidence or an expeti’s opinion of what empirical evidence would bet If

agreement was no! reached, that is, if the tunin~ was not successful, a discussion was

provided of what was lacking and how the model should be embellished in order to

reach agreement, Whiie the discussions were reasonable, whether the

embellishments were correct or a forced fitting of reality is unclear and illustrates that

“simulation is easy,” We also suggest that these examples of simulation are typical

and the questions concerning the legitimacy and the role of knowing the reality are

fair, in generai, with respect to simulation, The answers will heip us understand why

“prediction is difficult,”
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Successful prediction demands comprehensive understanding of the relationship

between the situation used to develop the model and the situation to be predicted sc

that in some sense prediction is interpolation (or not-too-gross extrapolation). This

brings us now to the first issue with statistical content: with respect to a specific area

from numerical modeling, how do we determine what we know? Some sort of a

systematical evaluation is in order. Statistical design/analysis offers a tool for such an

evaluation. Consider for example a relatively simple and hopefully reasonably well-

understood area, that of one-dimensional hydrodynamic modeling, what we must

accomplish for simulated yield estimation within a spherical geomet~. We think

conceptually of the set of simulations that could be done to encompass the reality of

1-D hydrodynamic experimentation, Each point in that space, here called a parameter

space, is defined by a set of material propetiies and modeled using well-established

mechanisms. The systematic evaluation begins with a check-off in that parameter

space. Where have simulations been done? Where have such simulations been

validated by being compared to experimental data? Looking across the simulations

that have been done, to what degree is there compatibility? Where in the parameter

space are there simulations that In some sense are anomalous and do we have

explanations? For example, an interesting and impofiant fact is that in some cases,

simulations do not agree with reality, because input parameters, such as material

properties, are determined by tests conducted in the laboratory. Glenn [Ref. 1]

showed laboratory mechanical behavior that was distinct from the b~havior of the

same material in a field exercise. Thus in some sense the simulation was piaced at

the wrong point in the parameter space,

Once this systematic description of what simulations have been done and the level ot

agreement is established a plan can be formulated for “filling In the holes”, that Is, for

increasing what we know, At that point, because budgets are finite and ever

shrinking, we must be economical in our attack In filling in the holes, We need a buy

in from the modelers and so that the Increased level of knowledge is attained in an

efficient, timely, and economical fashion.
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A possible interesting application of empirical or statistical modeling here would be to

develop a model that would predict the results of a numerical model based on a fit of

the numerical model’s outputs on the input points in the parameter space [Ref. 2].

Such “modeling the model” approaches have been successful in complex reactor melt

down catastrophe situations [Ref. 3] where each simulation of a catastrophe is very

computer intensive so that it is realiy knpossible to cover the parameter space in a

timely and economical fashion.

The second statistical issue we wish to discuss is uncertainty in the context of

numerical modeling, Uncertainties are usually measured by the degree of agreement

with an experiment or other description of reality, Uncertainties are either random or

systematic. In the context of numerical modeling, random uncertainty, usually thought

of as measurement error, is an explanation for why empirical measurements do not

exactly agree with a correct model. Random uncertainty is the more familiar, being the

one that is usualiy treated in the statistical literature. Random uncertainty is reduced

by doing more of the same, The simplest exampie is independent repetitions of a

simple experiment to estimate a single unknown quantity. That quantity is estimated

with the mean over all the repetitions of the experiment, Quadrupling the number of

repetitions of the experiment halves the uncertainty as measured by the root mean

squared error. In more complicated situations, say where the random uncertainties

are correlated from repetition to repetition, the reduction in root mean squared error is

not as dramatic, However, in general, with enough repetition, a pre-specified root

mean squared error can be attained,

Systematicuncertaintyis much more complicated. Here the same error is present in

all repetitions, averaging over more does not reduce such error. In the context of

numerical modeling, systematic uncertainty as a problem is some fundamental

difference between data and model. Systematic uncertainty indicates that deeper

thought is necessary, possibly more physics, in order to construct and/or improve the

model to include an explanation for the systematic effect, The critical poird is that in

comparing numerical modeling to reality most of the uncertainties appear to be
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systematic. The solution is either to improve the models so that the systematic

uncertainties are eliminated, or to understand/bound the maximum size of systematic

uncertainty and, hence, the maximum disagreement that is possible between model

and reality.

Hydrodynamic yield estimation provides an excellent example of the uncertainties that

appear to be present in the results of numerical modeling. Figure 1 is such an

example of yield estimation as a function of time, determined by yield scaling a

hydrodynamic standard to a CORRTEX radius-verses-time curve at each time point.

The random uncertainty in the raw CORRTEX crush length data is only several

centimeters on a mean squared basis. The several familiar characteristics of the cuwe

are systematic. The sho~ term oscillating pattern is unexplained, but conjectured to

be the result of ill-understood dynamics in the cable crushing process. The shape and

amplitude of the pattern seems to be dependent on the type of cable. The steep initial

rise in yield and low frequency oscillation are systematic discrepancies between reality,

the CORRTEX radius-versus-time, and simulation, the hydrodynamic modeled radius-

versus-time. Thus, yield appears to be a moving target. The final yield value, usually

attained as an average over the analysis window and here illustrated as the horizontal

line, clearly depends upon where the window is located.

A critical issue here is, what do we do if we do not know the yield and truly have to

depend upon the CORRTEX experiment and the modeling of that experiment with an

appropriate hydrodynamic calculation. One might argue that if there is a monotone

trend across the time window, then whatever the discrepancy is between experiment

and hydrodynamic model, it changes sensibly in the same direction as the shock front

moved out to the satellite hole, Hence, the time with the ioast systematic is the early

time, Of course one can argue just as logically for other time windows, The reality is

that we do not know which time window gives the best yield estimate, In particular,

seiection of a time window because the yield-versus-time curve Is fiat over that window

Is no more logical than other selections,
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CONSTRAINTS ON EQUIVALENT ELASTIC SOURCE MODELS FROM
NEAR-SOURCE DATA

Brian Stump
Dept, of Geological Sciences, Southern Methodist University

Dallas, TX 75275-0395

Abstract

A phenomenological based seismic source model is important in quantifying the important
physical processes that affect the observed seismic radiation in the linear-elastic regime.
Representations such as these were used to assess yield effects on seismic waves undera
Threshold Test Ban Treaty and tohelp transport seismic coupling experience atone test siteto
another. These same characterizations in a non-proliferation environment find application in
understanding the generation of the different types of body and surface waves from nuclear
explosions, single chemical explosions, arrays of chemical explosions used in mining, rock
bursts and earthquakes. Seismologists typical begin with an equivalent elastic representation of
the source which when convolved with the propagationpath effects produces a seismogram, The
RepresentationTheorem replaces the true source with an equivalent set of body forces, boundary
conditions or initial conditions. An extension of this representation shows the equivalence of the
body forces, boundq conditions and initial conditions and replaces the source with a set of
force moments, i ]e first degree moment tfinsorfor a point source representation, The difficulty
with this formulation, which can completely describe the observed waveforms when the
propagation path effects are known, is in the physical interpretation of the actual physical
processes acting in the source volume. Observational data from within the source region, where
processes are often nonlinear, linked to numerical models of the important physical processes in
this region are critical to a unique physical understanding of the equivalent elastic source
function.

The focus of our seismic source studies has been placed on the utilization of near-source
seismograms for the constraint of the equivalent elastic source function in the form of the first
degree moment tensor, Such studies minimize trade-offs that can develop between source and
propagation path effeCL$since the problem is linear in both terms. Data from within the source
region can be used in the interpretation of the equivalent elastic source function, thus improving
its physical understanding. The Coalora explosion (11 Feb. 83) in Yucca Flats at the Nevada
Test Site is used as an example of such a near-source data analysis designed to quantify the
equivalent ela!!ticsource function in terms of moment tensors. The isotropic, deviatoric and span
contributions from the source arc separated and quantified with the inverse modeling of the near-
source data. Moment tensor inversion produces an isotropic source strength of 8X10zodynes,
which is 5-10 times larger than the deviatoric component. A secondary, longer period arrival is
found on the diagonalclcmcnts of the moment tensor with the largest contribution on the verticul
dip~lc. This contribution can bc interpreted in terms of the tensile failure of near surface luyers
or span. Span source strength from the waveform inversion is within a factor of two of forward
span models developed from acceleration data within the span zone.

In order to better interpret these equivalent elastic source representations in terms of the
importunt physical rocmcs in the source region, results of numerical cxpcrimcnts and datii

1’from within the non incur zorwmust bc intcrfuced with the ciastic zone data and interpretations,
The quantification of processes such as sptdl, sourcfi asymmetries and material failure
mechanismscon only hc taken into account with such intcrdisciplinurystudies.
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Overview

This paper is a general discussion of the equivalent elastic source representation that
seismologists typically utilize with particular application to seismic waveforms generated by
underground nuclear explosions. It follows closely the theme of several other presentations in
particular that of Steven Day. The theoretical aspects of the representation will be further
illustrated with an empirical study of a Nevada Test Site (NTS) explosion. The key point to
emphasize is that the representation will be linear in both the source and propagationeffects
thus providing for trade-offs between these two. In our case we are particularly interested in the
explosion source function but are forced by nature to observe this phenomenon through many
different propagationpaths.

Past motivation of these studies has been the quantification of seismic coupling under a
Threshold Test Ban Treaty monitoring scenario. Today, we find increasing interest in
nonproliferation monitoring, which means that we must understand differences between nuclear
explosions (possibly decoupled), single chemical explosions, mining explosions, mine induced
events, and earthquakes, Our source representation must provide the opportunity to identify
such differences—possibly the relative excitation of P and S waves—and use these results in
development of discriminants. In a nonproliferationenvironment our community maybe called
upon to monitor and discriminate as many as a thousandevents per day. The key for completing
this task and where I see the contribution of the calculators is relating the equivalent elastic
source function of seismology and the resulting discriminants (often empirically developed) to
the physical processes in the source region.

Source Representation

First set aside a source volume, VO,in which an equivalent set of body forces, initial conditions
or boundary conditions can be used to represent the displacement field given the propagation
path effects or Green’s functions for the medium. All the nonlinear source processes are
included within this volume, One form of the general representation theorem that relates the
observed seismogram (un) to the source and propagationpath effects can be expressed as:

Un(x’,t’) = H - G~i(x’jt’;x,t) P(X)fi(x,t) dt dV +
V. -

HG~i(x’,t’;x,O)P(X)b“i(x)_ dv +
V. 6~i(X’?t’;X*O)f)(X)lJ”i(X)1

J/[-G~i(x),t$;x)t)Ti(x,t) _
Gnj,j(x’,t’;x,t)cij~](x)Uk(x,t)n,1

ddv

avo -

(1)

The first source term includes the body forces (fl), the second term the initial conditions (Uoiand
U“i,and the third term the boundary conditions (Tiand Uk) that make up the equivalent source
representation,

by the Green’s
The propagation path effects between theSource and receiver arc accounted for
functions (G~i). The initial and boundary conditions can be WSLinto a form that
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resembles body forces and thus a body force representation is taken as the most general source
model.

Un(x’,t’) =
LI

mG~i(x’$t’~,t) f)(X)fi(x$t)dt dV (2)
V. -

The source volume, VO,is where the real and equivalent sets of body forces that make up our
source are localized. Our goal is to determine the set of forces from the observed motions in the
linear-elastic region. The unique physical interpretation of these forces that represent the source
can only be developed with some understanding of the linear and nonlinear processes inside the
volume Vo. It is in this region that additional observations and numerical simulations can be
used to aid in the interpretation.

In order to simplify the representation, particularly when the radiated wavelengths are long
compared to the source dimensions (point source assumption), the body forces are used to c~eate
force couples and dipoles. Force moments are defined as follows:

JMij(O,t) = v Xjfi (x)t) dX3
o

(3)

The resulting moment tensor (six components since it is symmetric) simplifies the source
representation in Equation 2 representing the displacement field as a convolution of Green’s
functions with the six elements of the second degree moment tensor—a linear representation.
This simplification assumes a point source representation where the wavelengthsof the observed
motion field are long compared to the source dimension:

Un(x’.t’)=Gni,j (X’,t’0,0) @Mij(0)t’) (4)

In this paper the above equation will be applied to a set of observations (un) with a set of Green’s
functions or propagation path effects (GniJ)to determine the equivalent elastic source function or
momen[tensor (Mlj). The equation will be applied in the f~quency domain since convolution in
the time domain is equivalent to multiplicationin the frequency domain:

Un(x’tf)=Gr,i,j(x’,f;O,O) ● Mij (O$f) (5)

Moment Interpretation

Before proceedingsome simple interpretationsof the moment tensor will be given. It can always
be divided into an isotropic and deviatoric component (Figure 1). The isotropic contribution
(Mil/3) is the part of the source that is independent of coordinate transformation and is
diagramed in Figure 1 (MI)as 3 orthogonal dipoles. It is linearly relfitedto the commonly used
reduced displacement potential, ~(t), The deviatoric component of the source (M;) in many
instances can be related to a simple system of force couples, representativeof a shear dislocation.
A third source, possiblr important for contained explosions, is the opening of a tensile crack, If
the crack surface is normal to the vertical direction then this model might account for near
surface span (MT).
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These source models may be useful in interpreting our seismic source function particularly if one
can interpret these representationsphysicaUy. Inside our source volutr ~,Vo, many processes are
ongoing—some of which are nonlinear. me interpretation of the moment tensor in terms of
these processes may be quite nonunique—which is where the interface of this meeting resides.
These processes within the source volume can include the hydrodynamic response, radiation
coupling, pore crush, shear failure, tensile failure, driven motions on planes of weakness, tectonic
strain release, cavity rebound, cavity asymmetries and free surface interactions.

COALORA Data

The focus is on seismic data and tne resolution of the moment tensor or source representatio~
using the equations developed. one can observe seismic radiation from the explosion in the
nonlinear zone, at near-source (fr-l km), regional (within a country) or teleseismic distances.
We will focus on the near-sourc. ..ata since it provides the simplest propagation path effects
(Green’s functions) and the opportunity to heavily instrument explosions in an experimental
fashion.

The Coalora nuclear explosion was detonated on 11 Feb. 83 in area 3 of the Nevada Test Site.
Its announced yield is less than 20 kt. The near-source array designed to measure three
component motions at a number of azimuths and distances is diagramed in Figure 2. This
instrumentation array was specifically designed for recovery of the six elements of the moment
tensor.

Our ultimate goal is to compare the equivalentelastic source function with the physical processes
inside Vo. One such process is span or the tensile failure of ~ear surface layers. In the case of
Coalora a number of gauges were placed in the span zone so that the depth and range of the
process were constrained, span mass and momentum estimated, and an equivalent spa.11moment
rate determined which can be compared later to the moment tensor determinations using the
near-source, linear elastic data. The span zone data from Coalora are reproduced in Figure 3.
Using this data from within the failure zone, the mass of the span zone is estimated to be 1.2-
4,4x 1010kg. The peak velocities within the span zone, the duration of span, and its spatial
extent are used to constrain ‘thespan moment rate to 0.9-3.4x1 021dyne-cm/s.

A portion of the near-source observationaldata that will be used in the inversion for the moment
tensor components is reproduced in Figure 4. In this example the radial (R), vertical (Z) and
transverse (T) displacements at three of the near-source recording sites illustrate the simple
waveforms and thus validate the application of layered Green’s functions for the purposes of
moment tensor retrieval, The vertical and radial components of displacement show significant
azimuthal symmetry reflective ~f the isotropic part of the source function (Ml), The transverse
displacements show changes in polarity with azimuth as a result of the deviatoric source
component (M;).

in order to complete the moment tensor inversions,a set of Green’s functions or propagation path
effects must be calculated for the near”source region around the Coalora explosion. Using
downhole acoustic logs in Yucca Flats, geological models of the region, and reflection surveys
in the source area a plane layered velocity-density model was developed and Green’s functions
calculated, These numerical propagation path effects in combination with the observational data
were substituted into Equation 5, which was solved frequency by frequency for the six elements
of the moment tensor. The resulting moment tensor can be multiplied by the Green’s function to
produce a synthetic displacement that can be compared to the observational data. This
comparison can be used to judge the adequacy of both the source and propagation model.
Comparison between the observed and calculated near-source ground motions for the Coalora
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explosion are reproduced in Figure 5. The fit to the data is excellent. Since the original
representation (Equation 5) is linear in both the source and the propagation, trade-offs between
the two can exist while the good quality of the fits to the data is retained. For this reason it is
important to constrain the Green’s functions or propagation path effects as tightly as possible
with supplementary information as was done in this case. It is also important to explore the
physical interpretation of the source model for consistency with additional observations from
withinthesource volume or nonlinear region.

COALORASource Representation

The moment rate tensor (time derivative) and moment tensor for Coalora as determined by the
inversion of the near-source data are reproduced in Figure 6, The diagonal elements of the
source or isotropic components (MXX,Myy,MZJ are found to dominate—its peak strength is
8x1020dyne-cm. In order to use this isotropic moment characterization of the explosion seismic
source in couplingstudies,inversionsofdatafrommanydifferentexplosionswouldhavetobe
conducted.

The force couples (MXY,MXZ, Myz) are at least an order of magnitude smaller—not much
earthquake-like motions (driven motions/tectonic release). It is this part of the source
representation that is used to model the transverse motions that were observed from the
explosion.

The moment tensor displays a secondary, longer period arrival that is largest on the M33
component, The size of this secondary sourcefalls right in the middle of our estimate of moment
from the span zone data. Its time delay relative to the initially spherically symmetric component
of the moment tensor is also consistent with the span secondary source model. This comparison
of the moment tensor with source information within the nonlinear region illustrates how the
seismic data and data/models from within the nonlinear region can improve one’s cor,fidence in
the interpretationof the moment tensor resulting from data reversion.

Conclusion

The analysts of near-source data from the Coalora explosion has been used to illustrate how
seismologists produce their equivalent elastic source representation, its relationship to
propagation path effects, and its physical interpretation. It is really this last point that I see as
the focus of the Durango meeting. Weseismologists sit outsidethe source region, VO,making
ground motion measurements. Inside VOare many nonlinear,dynamicprocesses thst must be
taken into account when interpreting the source model,

The moment tensor representation provides a linear relation between the source and propagation
path effects, With a set of numerical Green’s functions, observational data from the elastic
region can be used to constrain the source model. The importance of secondary sourceprocesses
such as span can be quantified by such a procedure, particularly when data and calculations from
within the nonlinear zone are available to aid interpretation,
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SIMPLEMOMENTTENSORINTERPRETATIONS
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Figure 1. Siqde decompositionsof the momenttensorare pictoriallyillustrated. Anymoment
tensorcan be decomposedinto an isotropic(MU)anddeviatoriccomponent(M;). TIMisotropic
component is proportional to a purely volumetric source while a shear dislocation can be
representedin termsof the deviatonccomponent. In the case of explosions,the secondaryspan
sourcecan be representedas the openingof a tensilecrack (MT)0
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Flgur’e2. Planviewof an arra of three-componentaccderorneteradeployed at the free mrface
2aroundthe nuclearexplosion, OALORA.
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COALORASPALLZONE DETERMINATION
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Ffgure 3. Vertical section displaying accelerograms from downhole and surface circles
representvertical accelerometerrecords that showedthe characteristic-1g dwell indicative of
span. Solidand heavydashedlinesare assumedboundariesfor the dcyh of the span zone.
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F@urt 4, Displacementwaveforms(accelerationsinte rated twice)at time azimuthsfrom the
//source and at a range of S49m. Vertical(Z), radial( ) and transverse(T’)displacementsare

given.
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COALORA FITSTONEAR-SOURCE DA’1’A
549m range

8

FI ure S. Observed and calculated seismograms from moment tensor inversion of the
C(?ALORAdata.

COALORAFULL MOMENTTENSORINVERSIONS

F@e 60 ‘Ile momentrate (~u) and moment(MU)tensors frofnu Inversionof the fnornent
tensoris highlightedwith a bar.
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2D and 3D Numerical Modeling of Seismic Waves ffom Explosion Sources
K, L. McLaughlin, J. L, Stevens, T, G. Barker, S, M, Day*, and B. Shkoller

S-CUBED,P,O. BOX1620, La Jolla, CA 92038.

*Departmentof Geological Sciences, SDSU, San Diego, CA 92182

Introduction

Over the last decade, nonlinear and linear 2D axisymmetric finite difference codes
have been used in conjunction with far-field seismic Green’s functions to simulate
seismic waves from a variety of sources. In this paper we briefly review some of the
results and conclusions that have resulted from numerical simulations and explosion
modeling in support of treaty verification research at S-CUBEDin the Imt decade.
We then describe in more detail the results from two recent projects, Our goal is to
provide a flavor for the kinds of problems that can be examined with numerical
methods for modeling excitation of seismic waves from explosions, Two classes of
problems hove been addressed; nonlinear and linear near-source interactions, In both
classes of problems displacements and tmctions are saved on a closed surface in the
linear region and the representation theorem is used to propagate the seismic wave’;to
the fttr-ticld,

Nonlinear SouifceModeling
4 In one class of problems, nonlinear near-source physics hius been modeled using
2D axisyrnmetric nonlinear finite difference codes such as CRAM and STELLAR,
These codes include the effects of geologic layering, the free surface, nonlinear yield-
ing, pore crushing, tensile failure, and gravitational accelemtion. This class of prob-
lems has focussed upon the nonlinear sources of seismic waves. The motion is pro-
pagated outward from the nonlinear source region by finite differences to a region of
linear elastic motion, The displacements and tractions are monitored in this linear
region on u closed surfnce and then the representation theorem (Aki and Richards,
1980) is used to propagate seismic waves to regional or telescismic distances, Some
of the work conducted on these problems is reviewed in Stevens et al, (1991). Issues
of interest that have been cxumined using these methods include:

explosion triggered tectonic strain releuse

nonlinear free+iurt’aceinteraction (spdl) and dependence upon depth of burinl

effects of depth of burial including cmtering upon seismic radiation

effects of topography obove the explosion and dependenceupon depth of burkd

decoupling in ellipsoidal cavities and

complex hydrodynamicsources.

Both teleseismic and regional waves have been simulated from these sources
using far-field body wave propagator, modal summution, and reflectivhy Green’s func-
ti.ww A few of the results from these numerical investigations include:

a model wus developed for tectonic releuse M u mechanism for long-period Ray.
Icigh phase shifts ml Love excitation from explosions (Duy et d,, 1987),
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tectonic release was found to be insignificant forshort-periods (McLaughlinetaJ.,
1988),

span was found to be an insignificant source of long-period radiation (Day et al.,
1983),

a detailed seismic model for span was developed and applied to P waves and Lg
(Barker et al., 1990a 1990b.and McLaughlin et al. 1990),

the effects of cratering on P waves was quantified (McLaughlinet al., 1988),

seismic radiation was found to be insensitive to hydrodynamic source complexity
(Davis et al,, 1993),and

Lg excitation from nonlinear free-surface interaction was found to be insensitive
to scale depth of burial, and topography above the source.
In each of these investigations, nonlinear source models have been propagated to

the far-field using the representationtheorem. We now briefly describe some results of
nonlinear numericaJ simulations !Oexamine the sensitivity of Lg excitation to scaled
depth of burial,

Lg Excitation As A Function Of Scaled Depth
Based on empirical obsenmtions RMS Lg has been recognized as a stable and

reliable yield indicator (Hansen et al,, 1990; and Patton, 1990), Several nonlinear
. simulations in granite were used to examine the theoretical basis for mb(Lg):yield sta-
bility against variations in near surface topography above the source and in variations
in scaled depth of burial, Figure 1 illustrates the numerical problem. Three calcula-
tions were conducted at yields of 14 Kt and depths of 144 and 261 m, One calculation
was conducted at a yield of 28 Kt and a depth of 144 m, Three of the calculations
were performed with a 6,7 degree sloping free surface, One of the calculations (14 Kt
and depth of 144 m) was performed with a flat free-surface,

Figure2 illustratesthe volumes of nonlinear yielding that were predicted by each
calculation. Dark regions illustrate the volumes that initially yielded under compres-
sion, Hashed regions illustrate volumes of rock that failed in tension, Note the rings
of tensile failure parallel to the free surfnce. These rings of tensile failure am related
to the sptdl of moterial as the compressive wuvc reflects off the free=surface M a ten-
sion wave,

Displacements and tmctions were monitored on n cylindrical surface surrounding

the region of fuilure and the representation theorem was used to compute synthetic
seismograms at n distance of 400 km. Modal summation was used to compute the Pm
SV Lg signals in the Oto I Hz bandwidth, Modes 2 through IS are shown in Figure3,

The RMS Lg signal strength was then computed for each synthetic seismqra.rn
The results indicate a remarkable insensitivity of the RMS Lg amplitude to scaled
depth of burial, The three 14 Kt simulations differ in RMS Lg amplitude by less than
II% or less than OiOSmagnitude units, The RMS Lg amplitude from the 28 Kt simu-
lation is 2,05 times larger than the 14 Kt simulation. These results show remarkable
stability of RMS Lg m variations in scaled depth of burinl and/or a sloping free-
surfocet These nurntxicul simulations show that the observed RMS mb(Lg):yield
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stability has a theoreticaljustification.

It is believed that much of the Lg excitation is from the non-linear free-surface
interaction. Detailed modeling of the noniinear free-surface interaction in these calcu-
lations and others have shown that spail momentum is proportional to yield over a
wide range of scaled depths of burial. The combined results from these and other
numerical simulations in granite and tuff spanning the range from 1 to 125 IQ and
scaled depths of burial from 47 to 260 m/KI”3 indicate that span momentum is gen-
erally between 2 and 4 x 1010Nt-s/Kt. These numerical experiments indicate that
scaled depths of burird in excess of 260 m/KI”3 are required to significantly reduce
span from contained nuclear explosions.

Linear Elastic Near=Source Modeling

In a second class of problems, linear finite difference codes are used to model
elastic wave propagation near the source. In these linear-elastic scattering calculations
lateral heterogeneity near the source introduces complexity into the seismic radiation
that is observed in the far-field, For several applications, the representation theorem
has been used to propagate modes and body waves to regional and teleseismic dis-
tances, Both 2D axisymmetric and 3D scattering problems have been considered. In

two applications, a I%esnel-K.irchoff integral method is used to propagate surface
waves from 3D calculations (see McLaughlin et al, 1992a), A few of these problems
include:4

2D axisymmctric long period surface waves from explosion sources within moun-
tains cnd within islands (Steven? et al, 1991),

2D axisyrnmetric long period surface waves from explosions in low velocity
basins surrounded by high velocity country rock (Stevens et al, 1991),

2D axisymmetric high frequency waves from explosions in high velocity salt
domes surrounded by low velocity sediments,

3D long period surface waves from explosions located in a subduction zone
(McLaughlinet al, 1992a),

3D long period surface wave propagation across the Burents Sea (McLaughlin et
all 1991),

3D strong motion shaking in low velocity basins surrounded by high velocity
couny rock (McLaughlin et ali 1992b), and

3D seismic mdiation from M explosion source located behind a quarry fact.

Although 3D finite difference modeling was conducted as early as the late 1970’s
(see I)uy 1980), 2D finite differences have remnined the standard modeling tool for
over a decade bectiuse of limited memory and speed of computers, However,as corn=
puter speedand memory has increased, 3D modeling hm increasingly becomefemible,
3D modeling WASinitially limited to Iong.period seismic waves but with recent
advances in recursive grid refinement (RGR) wc find that we can perform useful 3D
caiculutions with ubout the same amount of memory and computer time that ure
required for u conventional 21) culcul~tion, The usable bandwidth of 3D calculations
hm rhe~fore been significantly increattedin the last year, In the followingsection we
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describe a recent calculation that explores seismic radiation from behind a quarry face.

An Explosion Behind A 3D Quarry Bench

As seismic verification interests turn to the problems of monitoring small events it
has become clear that large industrial blastsare an important part of the detectionand
discrimination problem. Large quarry blasts must be identified and separated from the
background of earthquakes. Besides the problem of identifying these events by
seismic means, large quamy blasts could be used to hide small clandestine tests. h is
unlikely that these clandestine tests will occur in areas where we have extensive
experience in discrimination of explosions and earthquakes. Therefore it is necessary
to understand the physics behind seismic characteristics of large quany bkts, explo-
sions, and earthquakes in order to formulate a rational approach to identify these
sources by seismic means,

Some recent work at S-CUBED hats focussed on the importance of rock move-
ment ~spall) from quarry bl~sts M a seismic source as well as the nature of the explo-
sion behind the quarry face, We have found that in standard quarry practices the span
of material from the quarry face should an important a source of seismic radiation
(Barker, et al, 19930 In addition, it WMfound that the presence of a steep free-
surface interface adjacent to the explosion can have profound effects upon the radiation
from a point explosion (Barker et al,, 1993b), Barker et al, (1993b) show that the
presence of a quarry bench adjacent to the point explosion results in an appaxent

‘reduction of the horizontal couple perpendicular to the quan’y bench. This results in
enhanced SV radiation over that of an explosion in a half-space and the P waves are
reduced in directions perpendicular to the quarry face, This previous work was based
on 2D finite differences and could not address 3D aspects of the problem, To this end
we have conducted 3D finite difference simulations of elastic waves scattered from an
explosion located immediately behind a quarry face.

Seveml 3D linear elastodynamic calculations were performed using TRES-3D
wi[h recursive grid refinement (RGR), TRES-3D is a full el~stic-plastic 3D finite
difference code modeling the complete elastic field including all orders of reflection,
refraction, and scattering, TRES=3Dhas recently been updated to function with RGR,
Calculations arc designed to investigate the effects of an explosion behind a quarry
face compared to an explosion in a half-space, FiSure 4 shows the geometry of the
explosion source behind a quurry face. The explosive source is introduced as a pres-
sure excess with a specified time history in a zone behind the quarry face, The qurry
face is 80 m tall and the quarry is 800 m square. The plane through the source per-
pendicular to the quarry foce is considered a plane of reflection symmetry for the pur-
poses of the calculation,

Tiwee levels of RGR were used (see Figun 5). With RGR, finer grids are placed
within coarser grids to refine the regions of interest. This is a useful strategy for this
problem because the model velocities increue with depth (increasing Z) and bectutse
we wish to describe the quarry face with finer detail than is required to propagate
waves at depth in the model, Accuracy of the finite difference equations require that
wc muintuin Q minimum number of zones per wavelength Q( the upper frequency of
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interest. Therefore we choose a coarse gridding that is sufficient to support
undispersed waves at depth and we choose finer zoning near the surface where the
wavelengths are short. The velocity model chosen has a P wave velocity of 2500 mh
at the surface md 4000 m/s at depth. For this calculation the coarsest grid (level 1)
has a zoning of 160 m spacing Grids on levels 2 and 3 have zonings of 80m and
40m respectively, The finite difference calculations are therefore accurate to about 3.6
Hz at the surface and 1,5 Hz at depth. Each grid was the same logical dimension of
60 by 40 by 40 zones, We used 1 grid at level 1, 2 grids at level 2, and 6 grids at
level 3, for a total of 9 grids. In this manner, a total of only 0.864 million zones were
required instead of 6,144 millicm zones that would have been required with conven-
tional uniform gridding of 40 rn throughout the volume. Because we wish to avoid
reflections from the outer grid boundaries, we use a volume large enough that
reflections from the outer boundaries can be ignored. By using RGR we save com-
puter memory (0.864 vs 6.144 million zones) and the total number of zone-cycles is
reduced by two orders of magnitude (27 million vs 2.5 billion zone-cycles), Each cal-

culation required about 8 hours of wall clo~k time on an SG1 Indigo R4000 worksta-
tion. Comparison benchmarks on the fully vectorized TRES-3D (with RGR) indicate
that these computations would require about 15 to 20 minutes of CPU time on a Cmy
YM-P. Consequently, not only hus 3D modeling become economical, 3D modeling
has become feasible on workstationelms computers with reasonable turn-aroundtimes,

Figure 6 shows the free-surface vertical velocity at time = 0.8 see during the cal-
culation for a region 4960 m by 3360 m corresponding to th~ top of the level 2 grids
surrounding the quarry. The rectangular region of the quarry is clearly visible in the
plot since it has no motion at this level in the grid, The mction near the source has
been clipped to make the motion funher away from the source more apptuent Note
the asymmetry in the radiation, Radiation across the quarry is substantially reduced.
Figure 7, shows seismograms illustrating the differences in the P-wave radiation from
the quarry, Although preliminary, analysis suggests that the presence of the quarry face
introduces art apparent radiation pattern to the explosion and SH radiation is gcnemted,
The apparent explosion couple perpendicular to the quarry face is reduced and the
explosion acts like a compensated linear vector dipole (CLVD)source. Our plans are
to compute far-field motion from the source using the representation theorem. Using
these calculations M a guide we can formulate simple models for the seismic excitat~on
from quarries,
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Figure 1. Four nonlinear 2D axisymmetric simulations of
qbions in gmnite were conductd at 14 K’Tand
28 KT, depths of 144 or 261 m, and fr~urface
slopes of 6.7 or 0.0 degrees.
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Figure 2. The regions of failure are shown around each
cavity. Regions that failed mainly in tension and
compression are highlighted. In all four cases. them
was significant span at the free-surface.
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Figure3. Vertical component Otol Hz synthetic Lgwaveforms at adistance
of400kmareshown for the foursimulations. Lgwassynthesized by
modal summation using modes 2 through 15. The fundamental
Rayleigh (mode 1) was not included to emphasize Lg, The RMS Lg
amplitudes vary by less than 11”/ofor cases Slope 1, 2, and 4, The
RMS Lg amplitude of Slope 3 (28 KT) is 2.05 times larger than Slope
1 (14 KT). 306
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Geometry of the explosive source behind the quarry face. The quarry face
is 80 m high, and the quarry is 800 m square.
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Figure 5. Three levels of nested grids are shown in 3D. The coarsest grid (level 1) is
zoned at 160 m, level 2 is zoned at 80 m, and the finest level is zoned at 40
m. Eachlevelhas a refinementof a factor2.Thesourceand the quarry are
located at the top of the model in one of the finest zoned mids,
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Figure 6. Vertical free-surface velocity from a grid immediately surrounding the quarry. The region disptayed is 4960
m by 3360 m. The motion near the source has been clipped to make the wavefront further from the source
more visible. Attenuated propagation across the quarry is readily apparent.
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component seismograms are shown at the same scale and the same. . . . .
range. At the top io a receiver behind the bench of the quarry, in the middle is a
direction along the quarry face, and at the bottom is a receiver across the quarry.

The initial P wave is severely attenuated for directions perpendicular to the face
of the quarry consistent with the theory that the quarry face reduces the effective
explosion couple perpendicular to the free-surface,
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DIRECTIONAL EXCITATION OF Rg DUE TO RIPPLE-FIRED EXPLOSIONS:
2-DIMENSIONAL FINITE-DIFFERENCE SIMULATIONS

Ron@ong Jih (Teledyne Geotech Alexandria Latxiratories,314 Montgomery Street, Alexandria, VA 22314.1S8 1)

INTRODUCTION

A major issue for the Non-ProliferationTreaty is the discriminationof largechemicalexplosions
frompossibleciandesflneor smallnucieartests. Unless discrimination is possible, the numerous mining
blasts could give ample opportunity for concealing clandestine tests. Rippled-fired explosions are com-
moniy used to fragment rocks during quarry and open-pit mining, The periodicity inherent in the ripple
firing could produce a seismic reinforcemer~t at the frequency of the delay between shots or rows. It has
been suggested that the convolution of a single explosion with a combfunctionof variablespacingand
variableampiitudecanbe usedto modelthedistinctivesignatureof ripplefiring(Stump,1988;Anderson
and Stump, 1989:Smith, 1989;Hedlinetd., 1990: Chapman et 8/., 1992; Reamer et 8/., 1992; and
many others), Baumgardt and Ziegler (1988) delicately demonstrated that the incoherent array-stack

spectra can be used to identify some multiple shots recorded at NORSAR, By superpositioning the
waveform due to a single shot with proper time deiay, they were able to model the source multiplicly
under the assumption that the spatiai spreading cf the shots is negligible with respect to the distance to
the receiver. The work by Stump et 8/. successfully characterized the major features of the wavefieid
due to ripple firings at near-source ranges,

There are, however, some other wave excitation characteristics of ripple-fired explosions which are
not predicted by such spectral or waveform superposition approaches. In this study, the linear finite-
difterence (LFD) method is utilized to seek some insights into the rippie4ired explosions using various
possible combinations of the experimental setwp, The LFD method has the advantage that the soiution
contains all conversions and all orders of muitiple scattering, It permits examinations of fairiy generai
modeis with arbitrary complex variations in materiai properties and free.surface geometry, Furthermore,
it doesnl require many assumptions commonly invoked in other theoretical approaches, The basic Iimi”
tations to the LFD method or the finite-eiement method are the computational cost and memory require=
ments. These constrain the size of the grid and the number -f time steps that can be calculated over a
reasonable time frame Several nonstandard features have been incorporated into the 2.D LFD code
used in this study: [1] explicit bounda~ conditions for the polygonal free+urface topography (Jib el 8/.,
1988), [2] a pure Rayleigh”wave packet as yet another initial condition (McLaughlin and Jib, 1988,1987;
Jih et al, 1988), [3] the marching grid technique for extending the propagation distance in the lateral
direction (Jib et al,, 1969), and [4] the strain filter for far-field body wave synthetics (Stead and Helm-
berger, 1989: Jih el 0/., 1989),

SIMULATION RESULTS

Several previous theoretical studies with spectral superposition approach (e,gi, Smith, 1989;
Greenhalgh, 1980) suggesl that for ripple tirings with simpie configurations and precise delay,the spec.
trum will be reinforced at every l/AtHz, where the Alis the delay time between the shots, However, our
numerical experiments indicate that even with a very simple, iinearly distributed shot array in the halt
space, the frequencies at which the amplitude reinforcement couid occur aiso depend on the reiative
azimuth angie &nd takeoff angle with respect to the rupture dkection, Figure 1 gives the spectral ratios
of P-wave synthetics to thal due to a single explosion, II is clear that the reinforcement does occur at
exactly every 50 Hz along the orthogonal dirf?clion, consistent wllh Smith’s prediction (1987, 1989), For
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other directions, however, the frequency at which the enhancement would occur is affected due to the
Dopp/ef ErYect, Suteau-Henson and Bathe (1988) and Smith (1989) reported that the spectral scalloP
ing from mine blasts may not always be obsewed, Kim et a/. (1991)also found that seismograms from

the same quarry recorded at the same station could have distinct spectral characteristics. This
phenomenon has been generaily attributed to the considerable fluctuation in deiay times and sub-charge
sizes. Alternatively, Anderson and Stump (1989) suggest that different Green’s functions must be utiiized
for each of the sources in an explosive array. Such spatial effects can iead to significant azimuthai varia-
tion in the radiated wavefield, as illustrated in Stump and Reamer (1990). Resuits shown in Figure 1
appear to be in agreement with Stump’s observations

Figure 2 gives the verticai component of the displacement fieid of 7 rippie-fired explosions. Of
interest is that both R9 and S* are strongly enhanced in the fotward direction, In fact, one of the stan-
dard industrial practices in reducing potential damage caused by ground vibration is to detonate ripple
shots in a direction away from the structures of concern (Dick el a/,, 1983). An immediate implication of
this exercise on the discrimination problem is that the iack of F?9is not necessarily indicative of deep
sources, The Rg could be weak simply because the blast was set off in a direction away from tho
receiver, Furthermore, although path effects such as the anelastic attenuation and the scattering by
shailow heterogeneity and topography In the upper crust can reduce Ug Sk!n{f{cantk,as dern~nstrated ~Y
Jih el d, (1988) and McLaughlin and Jlh (1986, 1987), the reported iack of Rg In many seismograms
from known quarry blasts couid also be due to an inlrinsic source effect (such as the shooting pattern)
rather than the path effects alone,

For the 7 rippie-fired explosions shown In Figure 2, the peak ampiitude of the fundamental Ray-
ieigh wave packet in the fonvard direction Is typically three times as iarge as that of the backward direc-
tion, as Indicated by Figure 3a, ii the ripple shots were embedded in a model with moderate topography
(Figure 4), the topography wouid behave just like secondary sources to radiate the scattered energy.
The peak amplitude of Raylelgh wave Is then reduced by a factor of 3 and 10 In the backward and for-
ward directions, respectively, However, the surface wave In the forward direction still has a iarger peak
amplitude (Figure 3b),

PRELIMINARY CONCLUSIONS

The analysis of these r)imulatlon results is stili In progress, tiv all conclusions given at this time
must be considered preliminary. It seems that the ratio of seismic phases (8,u., Lo.to.n could vary
significantly due to different configurations of the shot array, which could expiain the observed different
degrading and enhancing pattern of various seismic phase8 of different biasta from the same iocatlon,
Aiso, the frequency of spectrai enhancement due to rippie firing could be shif!ed even when the delay
between shohahows is precise

Rlppie firing could excite directionally dependent /?9 and S’, Thus the lack of RP may not be
always indicative o! a deep sourcei Rather, It couid aiso be due to the shot pattern, Howtwer, the
enhanced i?. in the forward direction of rlppia firing can be strongly attenuated by lateral heterogeneity
and surface topography, The scattered R@energy could Ihen couple into the crustal wavegulde as Ls
and other phases (McLaughlin and Jlh, 1986, 1987; Jih and McLaughlin, 1988), Since such scattering
mechanisms are commonly present in many quarry slles or mines, it is not surprising that the directional
enhancement of f?~ may not be alwaysobservable, The spali could obscure the azimuthai dependency
of /?9 as weil, Previous LFD modeling studies (McLaughlin and Jib, 1986, 1987) sugqest that the near-
source HP+o.S scattering Is usually stronger than that of l?P40+? which couid provide e piausible expla”
nation as why quarry blasts and mining biasls should dlscrlmlnale less weil from earthquakes than would
conlalned nuciear explosions Further quantitative analysl!i along this ilne could be very usefui,
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Equivalent Elastic Treatrncnt of Near Source Propagation

L.meR. Jdinsm

Ckntcr for ComputtilionidSeismology,Ltiwrcncu BcrlwlcyLaboratory.
and SeismographicStation, Univcrsi(yof California,

Bcrkclcy, California 94720

lnt reduction

The relationship between the energy of an explosive source and the amplitude of
the seismic waves which are radiated into the far field has he-ena primary interest of
the verification program since its beginning (Latter et al,, 1959). The problem is made
difficult by the fact that the seismic energy represents only a small fraction of the total
energy. Most of the energy of the explosion is deposited within the elastic radius by a
series of complicated non-linear processes. Given that the wave propagation problem
beyond the elastic radius is essentially solved, the primary difficulty concerns the treat-
ment of the non-linear region surrounding the source. A number of computer codes
have @n developed for modeling this region, but they are fiiirly complicated, involv-
ing hydrodynamic effects, shock waves, and non-linear equations of state. Because of
the basic numerical approach which is followed in these codes, they do not readily
provide insight into questions about which parameters are playing the critical role in
determining the radiated elastic waves. This has motivated the investigation of an
alternative method of modeling this region immediately sunwunding an explosive
source.

The basic approach being investigated is to use an equivalent elastic treatment for
the region between the original cavity radius and the elastic mdius. This concept of an
equiwdent elastic medium has been used quite successfully by ewthquakc engineers to
model the non-linear behavior of soils that occurs during strong ground motion. The
present attempt uses constraints on the energy flux M an uid in selecting the reh.wnt
elastic parameters. The complete solution for the case where the density and ciastic
constantsvwy in an itrhitmry manner as a function of radius has been derived. Thus it
is possible to make the matmial properties a function of the stresses imd strains in the
outward propagating pressure pulse and obtain the results ill the form of a simple
numerical propagation of the mudyticulsolutions. The prctsentt’ormuhuion rclit[cs den-
sity and hulk elastic properties to the peak cwcr-pressure in the pressure pulse and
shear und unclastic properties to the maximum shear stress. The mutcriid pmpcrtics
urc adjusted in an itcrtitivc process so tho[ the appropriiuc propcr[ics tire present in the
vicinily of the propi~gtitingpressure pulse, While this approuch is only iln tipproximti-
tion to culcultitions with hydr(xlynwnict!quation-of-stti~ccodes, i[ hos [Iw tidvimttigcof
providing simplt tinulytic rcsulls in which the role ol’ vwious model pwmwturs tire
L!iNily invcstigim:d. This is ililpollillll when (mc wunts l{) Lxmduct u scnsilivi(y illlillYSiS

ttvcr Uwide rtingc t~l’cxphwi[msires illld l!lillL!l’iill pwumwrs,

I@uivuknt Kltistic ‘J’rw~tmwlt for Compression
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dcpcndmwc upon pressure as

p(P) = p,, - (pU-p,, ) e“”

where

A=~l
VP:PU-PO

and p. and VP are z.cropressure values. Thccomprcssiona] vckityas afuncticmof
pressure is

[ 1
‘A

VP(P)= v; + -+ + +/n(&]
Pu

Equivalent Elastic Treatment for Shear

kt &aX k tie small strain shear modulus. It can be obtained from the small
strain shear velocity by

umax = PP2

Then let ~~u be the maximum shear stress that the material will sustain. Define the
reference strain by

Then
yields

T maxer=—
Mmax

the simple hyperbolic stress-strain relationship (Hitrdin and Drnevich, 1972)
the effective shear modulus

y(e) =
1

‘max 1 + e/e,

Similarly, the effective damping is

The damping ratio is related to tic attenuation hy

Q;l= 28

+ -462

Hysteresis Curves

The equivalent chtstic trcatmcn! cim k churtictcriml in terms of hysteresis curves
thtit chimgc as a function of stress, The first figure shows such hysteresis curves l’(w
tin rquivolcnt elastic trciumcnt ol’wet tu((, In the cusc of comprcssimmlstress, there is

u slight incrcww in the rcul ptirt of the modulus M the stress incrctiscs imd the imu-
glllill’y purl ulso incrctiscs. In ttw ~iis~ ()(’ shear stress, them is a murkcd dccrwtsc in
thu rut] pitrt O( the m[dulus ml on incruusc in tlw imu’!inwypwt M ttw Icvcl of the
slrcss ilwf’l!ilws,
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Elastic Wave Propagator Solution

The use of the cquivalcn[ cl~stic method requires thiu the dwtodynamic equations
of motion be solved for an explosive source in an inhornogencousmedium. Standard
propagatormethods can be used to solve this prot-krn.

Assuming a series of spherically symmetric homogmmus shells, the displacement
and radial traction in any shell can he written as

[1 []
~(1)

u

tr
=An n42)

where the shell matrix An involves spherical Hankel functions and the material con-
stants of layer n, and the coefficients a (i J and a(2) rtpresent the amplitudes of inward
and outward propagating waves, respectively. The requirement of continuity of dis-
placement and stress between shells leads to

[1
*“(I)

[1
~p=Bn(~)Bn-l(co)““.B2@) ~ f2)42)

where

Bn(o)) ~ A~*(~n,CD)A.-l(~” ,w)

Then, by specifying the boundary condition at the inner shell (pressure history) and the
outer shell (outward propagatingwaves only) it is possible to obtain the complete solu-
tion to the problem.

Method of calculation

The flow chart in the second figure outlines the basic steps of the computational
scheme. After initializing the parameters of both the material properties and the explo-
sive source, the elastic wave solution is obtained in the surrounding material. In gen-
eral the stresses associated with this solution will be large enough so that the initial
material properties are not appropriate. Thus the mtueriitl properties are adjusted on
the basis of the calculitted stresses and the entire process completed, After conver-
gence of the process of adjusting the mattirittl properties, the source radius is also
adjusted to allow for the inelastic growth of the citvity, Then, after a final iteration on
the mitteriitlproperties, the final solution is ohtitincd.

Experimenttil Check of the Method

This met.hocfo! citlculating !ichls ot itn explosive source is illustrittcd by some ini-
tiitl culculutions in the third [igurc, Thc upper ptincl shows the first 10 m.sccof mcus-
urcd pitrticlc velocity wi[hin u ICWmuters (i it huriul chcmic;il explosion, white the
l(~wcrpitncl shows the results of simulti~ingdwsc mctisurcnwnls with fin wutlyticul
code that employs cquivtilcnl cltislic mulcriitl pr{qwllics, The ditt;i were ohtoirwd tlur-
ing the 0SSY2 cxpcrimcnts (JI’191~I,

Sttirting with tlw mutcriitlprt)pwlics i)tlluinc’d I’rom Itw ( )SSY2 cxpcrinwnts
tiitl v:duus, the clilstic wave s(duti(ms were ot}lililWdoul 10 d tfistmx 0140

322

as ini-
mctcrs



Initialize Material Properties

Properties: p, VP, V.r, QP, Q~
I12pcndencc: material type, saturation, confining pressure
(depth)

+

Initialize Source Properties

Properties: explosive size, adiabatic constit,
cavity radius, source geometry

4-

*

Solve for J31asticWaveSolution

Ualculate as function of position:

1 peak overpressure

~ maximum shear stress

4

Are stresses compatible with material properties?
I I

1! Adjust MateriaI Properties

Yqs

I Dependence: peak overpressure, maximum shear stress,

ultimte density, shear strength, maximum dampingb

Is cavity radius compatible with matekial properties?

I
YES NO ~ Adjust Source Radius

-—

Solve for Final Solution

~dlCUlillL’ ilS fuflcli Ofl Of posiliof]:

vul~~~’l[i~s

(11SlllilC(!lllL!lll S

SII’L’SS12S

-., (?!l~ tlux—-- —- .—.

Static cavity pressure = Iithosttitic pressure
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from the source point. Using the stresses [hat resulted from this solution, the material
propctiies were adjusted according to the method dc.scrihcdunder the equivalent elastic
treatment. Then a ncw wave solution was ohtaincd using the modified material pro-
perties. This process was repeated until there was essentially no change in material
propefiics between iterations.

The equivalent elastic modification of the matcriid properties was most pro-
nounced in a region that extended out to about 2 meters from the shot point. In this
region the density and compressional velocity were increased by up to 5% while the
shear velocity and shear quality factor were decreased by over 90%. At larger dis-
tances there was little modification in the density and compressional velocity, although
there were significant but decreasing effects upon the shear velocity and shear quality
factor out to distances of about 10 meters.

The next step was to calculate a new effective cavity radius for the soume. The
criterion used was that the static cavity pressure should equal the lithostatic pnxsure.
This resulted in the cavity radius incmsing from 9 cm to 20 cm.

Using the effective material properties and the effective cavity radius, a final
wave solution was obtained to yield the results shown in the figure.

The agreement between the observed and calculated velocities in the figure indi-
cates some promise for this type of an approach. The recordings at the two closest
distances of 1.5 and 7.2 meters are somewhat suspect, so the comparison here may not
be valid. The accelerations at the first gage was in excess of 8000 g and there is a
suggestion on the acceleration record that the gage may have broken loose and gone
into ballistic motion. The acceleration at the second gitge was greater than 2500 g and
the maximum acceleration occurs during the second pulse that is delayed by about 4
msec, which is very difficult to explain in terms of an outgoing pressure wave, At the
three outer gages the observed records seem more retwonahlc, indicating an outward
propagating wave that changes slowly with distance. The simulated records agree
quite wel) in amplitude and period in this range, although the asymmetry in the
waveforms in somewhat different for the observed and calculated results. One possi-
ble explanation for this difference is that the dispersion associated with the anelastic
properties of the medium has not been properly modeled in the simulations, This,
along with many other aspects of the simulation calculations, need considemhly more
investigation,

Conclusions

The approach dcscrihcd here is nol a substitute for complete equation-of-state
codes, hut it does provide an cffcctivc method o! investigating some of the basic elc-
mcnLs of wmw propagation ncitr WI cxpiosivc Source, The computer codes arc quite
cfficicnt, so that it is possitdc to run cxtcnsivc simulation studies in which t.hcrole of
vurious pitmmctcrs is invcstigtitcd,
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of this type for various soils, bul comparublc dtitu pcrtuining to hard rocks hus not yc[
been Iocatcd.
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SEISMIC WA~FORM MODELING OF EXPLOSIONS
AT DISTANCES OF 10 ● 100 KM

Robert B. Herrmann
Ghassan A1-Eqabi
Kevin Hutchensen

Department of Earth and Atmospheric Sciences
Saint Louis University
3607 Laclede Avenue
St. Louis, MO 63103

ABSTRACT
Theclassification of shallow teismic sources in terms of size and mecha-

nism is not trivial when the sources are small in size and recorded at djs=
tames Iem than 1000 km, Current operational techniques serve ta distin-
guish between spatially distributed industrial chemical explosions with inter-
shot delays and point sources on the basis of spectral scalloping, Data sets
used for algorithm validation are not robust ●nough to contain both shallow
(c 2 km) and deeper (> 2 km) crustal earthquakes, large point chemical explo.
sions, as well as arealy distributed chemical explosions, Wave propagation
theory may make up for these knowledgegaps,

Perfect event discrimination is not presently possible, The suite of all
recorded seismic events can be, and is being, culled on the basis of depth,
spectral characteristics indicative of delayed shotc and spectral ratios
between different phases in different frequency band,, leaving a whet of

events requhing fbrther examination, if possible, The application of wave
propagation theory can assist in the amalych of some of the remaining eventt
to do the following:

1) add more information to the procedure by estimating the absolute
source spectrum; 2) use the absence of short period surface waves together
with source ~pwtrum to constrah depth; 8) use the shape of the spectrum
near 1 Hz to distinguish between eventa of large spatial extant from point
sources(e,g,, industrial explosions which do not exhibit spectral modulation)
from point explos{onoand small earthquakes; 4) quantifj the equivalent yield
of sources,

The need for tlmther research ultimately depends on the level of intaeDt,
If the magnitude of a 1 kT explosion h approximately 4,0, then the applka=
tlon of current waveform modellng technique. to broadband recordings may
be very useful, ●ven out to 1000km, to ●ssist discrimination. The challenge is
to be able to cladb events of smaller magnitude / y{eldover the same dis.
tance8,

INTRODUCTION
The purpose of this paper is to review the resulte of processing some

explosion and earthquake data in the 10=100km distance range, to highlight
obmwkions that may be of uae in the identification/diacrhrdnationproblem
and to indicata problem areas, This preaentat.ion is not all incluuive of
research efforte, but wvea to indicate ~omeaapecta of the problem,
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SHORT PERIOD SURPACE WA~ STUDIES
We have looked at some short period surface waves generated by 1 ton

chemical explosions in the state of Maine as part of a USGS sponsored re&ac-
tions study. Figure 1 shows the various shot points and lines. At short dis-
tances the vertical component time histories are dominated by the fundanlen-
tal mode surface wave. The interesting feature of this data set was the
appearance of lateral variations in the surface wavetrain, Figure 2 shows one
such data set, This data ~et is characterized by a well defined shear-wave
arrival as well as the surface wave.

-70,95 -69,95 -68.95 -67,95 -66,9S

●70,9s ●69,95 ●68,9S ●67.95 ●66,95

Fig, 1,Mnp showing USGSthot points and rofractlon lines in Maine,Tho~hotpninti are
indicated by tho numb.rod triangles, ‘I’ho oonaorlocatlons aro indloat.adby tho omall doti
omnnating horn the -hot points,

The surface wave data show good dispersion, but closer examination
showo that the dtapwwionchanges laterslly, Distance uegments indicating
uniform dispersion were used to define inter+kation disperailm horn which a
ahear=wavevelocitydepth profile wan derived for the segment, The reoultn for
all segments were used to define a laterally varying model, lb emphaeize the
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lateral variation, the percentage deviation about a spatially uniform model is
plottid in Pigure 9. The large changes and their spatial locations correlate
well with changes in surface geology.

A test of this model and its depth resolution is made by making forward
synthetics by tracing rays through the two dimensional velocity structure

(Figure 4). The predicted S-wave arrival times are indicated in Figure 2 by
the near horizontal curve that lines up with the shear-wave arrivals. The
agreement is excellent, considering the fact that only the surr’ace=wave,and
not the S-wave data were used to defl.ne the model. The ray tracing gives
confidence in the inverted model to depths of 2 km. The isotropic source
model cannnot account for the excitation of these S waves, although it is
interesting that they become very apparent at about 8 km, where the model
undergoes-a aigniknt lateral chknge.

‘0’,00 4’.00 O’*6$ 1’2.00 t’6*M :’0000 a’4ooo aiooo A
DIST (KM)

sot

Fig,2, Onedataset hornUSGSline, Shot Point 1 ● NW,The obmvod tmos and the pre=
dic~d tmcm am diown, In ●ddition the rnod.1pr.dicbd S.wavOtivsls ●ro shown.Both
observed and synthetic timo historios u. lowpm 91tarod●t 6,0 Hz to emphasizethe fun=
damsntal modesurfacewav.

. Betides obt$ning ~e shear-wave velocity model, shallow shear=wave Q
canbe estimated,aswellu theisotropicsourcemoment, Figure6 shows ●

data set horn Shot Point 6 to the~outheast.Figure8 ohowstheinferredlab
oral model variation; the predictid traces are also shown in Figure 5, Figure
7 ohowothe observed and predicted falloff surface-wave amplitude with dia.
tance in different fkequency bands, The agreementindicataathatthederived
ehemwave Q model is acceptable,
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t. 3. Lstaral variation of the M* model derived for the Shot Point 1. NW profile. The

ndhg indicata the ponmn~e labra.1 vadation in the shear-wave velocity for each
mr. with rospoct ta ● base model.

The data of Figure 7 areI aloo used to estimate the seismic moment in
difl’erent fkequency ba.nda, with the conclusion that a simple stwp source pres-
sure time function would describe the obaemationa in the 0,6 -6,0 Hz band.
Thus an isotopic moment can be estimated fkom the data set.

Figures 8 and 9 present the yield normalized isotropic moment and W-
mtimateti for the Maine data set bgether with other eatimataa available in
the general literature. The mmface=waveinferences fit well, and also indicata
the scatter pomible different ootimates of isotropic moment for nominal
ton shots, when the porosity of the host material, degree of tamping
depth of burial are not w?]] constrained.

SHORT PERIOD EARTTIQUAREAND EXPLOSION SIGNALS
We recently recorded iocal oarthquakem and mining oxploaions at

stationm of the regional seim.ic network run by Saint Lou.ie University,

one

and

T?;
earthquakes and- explosion were at ●pproxi-mtely the name location in
iouthwosbm Indiana. The trues ar. shown in Figure 10. TheI P=wave
amplitude spectra at the two ~t.ationn are given in Figures 11 = 12. The
920616 blast P=waveopectra at WDIN ~hows mpectral modulation in the 1 ●

10 Hz band that maybe indicative of ripple fired ahotui
The interesting feature 10 that the two -ource aignaturw, blast and

emthqua.ke are cigrdficantly M’erant, Thiu is obvious at ohort d.tetancea at
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4.@e 8.@b Ia. oo 19.80 ao.oo
DIST (KM)

Fig. 4, S-wave rays tracd through the latarally varying mrth model,

WDIN but ia also apparent at larger distances at WDIN. The earthquakes
have a flat spec~- in the 1.10 HZ range while the blast spectra falls- off as
f-2 in rw~y the ~~e band. Similar differences are seen in the Bpectra
obtained f’kom the S-wave window. Since the high frequency levels (- 10 Hz)
are approximately the aamo for all eventi, this could be intaprebd by saying
that the blast hw a lower comer frequency and higher seismic moment than
the earthquakes, When M9rpreting ea.rthquakea, the inverse of comer fre-
quency is taken to be proportional to source dimenuion,

The implication is that it may be eaay b distinguish between spatially
large and small sources if one can a~uat for source aeimuic moment. Typical
large mining explornona are spatially large and have sign.i!ka.nt timo delays
between the first and last charge fired, The cauca.f ic that there must be -ome
absolute source meamre so that the comer fkequency could be Merpretad in
tanna of source dimerwion,

CONCLUSIONS
TMs prmentation shows the ability b dofi.nethe source spectm.m &om

array data by an~lylng the fundamental rn~e R@gh surface wave. The
Um of amay dab WSIvow important bocaum thh porm,itbd tho definition of
the velocity and attenuation charactmist.ics of the transmiaoion medum inde=
pendent of knowledge of source opectru.rn level or shape, uince theoe were in
turn subsequently derived fkom the data set, The derived itotropic moment =
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yield relation for these point chemical explosions agreed dth other eati=
‘mates, No attempt was ‘made to model the P“wave-ari]plitudes at higher
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Fig, 6, Derived lateral variation in earth model, The percmtage late, al variation about the
horizontal average for each layer is shown,

frequencies and the mechanism of the SV-wave generation by the explosion.

Theoretical and numerical work on the equivalent seismic source repre-
sentation for a chemical explosion in a cylindrical borehole would assist in
understanding the SV-wave generation and might help distinguish between
spherical point explosions and the explosive deployments typical of mining
operations,

If three component data had been available, then inferences on non-
symmetrical aspects of the source process could also have been inferred from
the relative generation of SH and SVwaves. This might also be useful in dis-
tinguishing mining explosions from point explosions.

The examination of the limited P-wave spectra data set showed differ=
ences between the mining blasts and the earthquakes, which could be inter-
preted in terms of source dimensions, A point explosion would be similar ta
an earthquake in that both would have smaller source dimensions than a
spatially distributed mining explosion for the same seismic moment, This
this observation may be rdevent only in its ability to definitely classify some
events as mining explosions and hence to remove them from further analyaist

This presentation reflects only the interests of the senior author, and is
not inclusive of past and present research going on, In line with this caveat,
he would like to ask for information and also to propose an experiment ta
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Fig. 7. Comparisonof observed and predicted amplitudes with distance in different fke-
quency bands, ‘Ib do this, both observed and synthetic data were bandpass filt sred, and
the peak amplitude was read off,

provide data for analysis,

Basic Information Required
● In order to properly focus seismological studies, it is necessary to have

guidance on the minimum size of nuclear explosion to be identified, Is it
to be a lkT decouple event or a 0. lkT coupled event (coupling refers to
the ability of the explosion energy to be detectid seismically)?

● If decoupling is a significant concern, what is the minimum size of a
decoupled event that is of interest, and what are the characteristics of
the event in the elastic range in terms of equivalent eeismic forces in
the frequency range of 0,02- 1001{2?

● Although the decoupling factor is usually described in terms of low fre-
quency kwels, a more fundamental question concerns the spectral cor-
ner frequencies of coupled and decoupled events of the same size. If the
comer frequency is not affect~d by decoupling, then this may be a
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Fig, 8, Comparison of yield normalized isotropic moment estimates, The Maine results are

indicated by the SP symbol end the Kaiser Quarry results of Johnson are indicated by the
KQ symbol.

discriminant between coupled and decoupled events.
● Can any differences in the physics of chemical and nuclear explosions

be disc&med in the zone of elastic wave propagation?
● For completeness, what would be the seismic signature of a large point

explosion is set off in a soil instaad of rock?
● What is an allowable mis-identi?lcation ]‘ate?

These address the problem of detectin~ the seismic signal in the pres-
ence of earth noise and the proper interpretation of that signal. Und(w suit=
able continuity of the upper crust, broadband seismic signal analysis should
be vwy simple out to 1000 km for a nominal lkT coupled explosion eince the
signal would be well recorded, Smaller effective source sizes will require
other analysis techniques and perhaps especially designed seismic d da
acquisition arrays, They certainly require an understanding of the process of
seismic wave generation by the source and structural heterogeneities
between the source and receiver,

A Fun Data Acquisition Experiment

Significant work has bean done by B, Stump, Lt Johnson
instrumenting explosions in the distance range of O-10 km for

and others on
the purpose of



‘lg.9. Comparison of yield nomndlzed W- ostimatat,

understanding the ecmivalent seismic source. They eeek to define the non-
iaotropic comfionenti ‘of the aou.rw as well as secondary source phenomena,
such as apall,

In addition, aa described above, tie deployment of amaye in the 10-100
km range pemitu recovery of source spectrum from wrface wavea since the
shallow hear-wave welocity and Q models are easily derived. The data seti
am.l~ed here were horn vertical inatxumenti, and hence questions of non-
ieotropic source radiation could not be addressed,

Finally, arraya and broadband i.nstrumenta at 1000 km may be able ta
d.iacem source charactm+tics, but not with the same detail aa fkom short d.is=
bceso

The experiment, Figure 19, would be to deploy three types of data ncqu.i=
dtion ta monitor the wavefields in the 0-10, 10=100and 1000 km range~ for a
large point and a large distributed, delayed shot, Each data set would be
analyzed ta define the source process, The remdt would be a teat of what
near-field Dhenomona can b discerned at short distances, The effecti of
wavefleld &attaring on obmerwationswould be
mechanisms of S-wave and Lg.wave generation
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Fig, 10, A~equen~of four ve#,wlcomponent time histifies rewrded at~tations BPIL
and WDIN. For each station, the upper two tracas oorre~pond to two different blaot, and
the lower two traces to two different earthquake recordings, Annotation shows distance
(DIST), azimuth (AZ),maximum ground motion (in cmhec) and sample rata (IIT h see),
The low frequency Rg coda is very pronounced in the blasta at WDIN, The Rgcodah not
at pronounced at BPIL for the two blaste, but the S phase arrivals on the two earthquakes
are more distinct,

Herrmann, R. B,, G, Al=Eqabi, and K. Hutchensen (1992), Quantification of
mh for small” explosions, Scientific Report No. 1, Phillips Laboratory, Air
Force Systems Command, PL-TR-92=2109,47 pp.
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Hemmann, R, B., G, A1.Eqabi, and K, Hutchensen (199S). Quantification of’
mu for small explosions, Final Scientific Report No, 1, Phillips Labora=
tory, Air ForceSystems Command, (submitted).
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1000

Fig, 13, A schematic data acquisition expwimant to tett the ability of different data mt~ to
discern tho complexityof tho explosion sourco process, The experiment monitors a point or
delayed oxplodonwitha dense array within 10 km of the shot point, A oecondexperiment
consists of three.oomponent inotrumenti deployed h thr.oarrayrnhorn10.100,Thelast
sotofjnotrumentimonitorstheoxploaion at the regional distance of 1000km,
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Modeling of Tamped and Decoupled Explosions in Salt
(Simulation Is Easy. Prediction Is Di~cult!)

P, Goldstein and L.A, Glenn

LawrenceLivcrmore National Laboratory

Abstract

We compare predictions of the strain hankning model of Glenn ( 1990), with and without
damage, to free field and seismic observations of SALMON,STERLING,and64 kt
(tamped)and 8 kt (decoupled)explosionsin an Azgir salt dome in the former Soviet
Union (F3U), We find good agreement between the model (withoutdamage) and
observationsof both SALMONand STERLING, In contrast, the average spectral ratio of
the tamped to decoupled Azgir explosions is systematically smaller than predicted by the
strain hardeningmodel without damage. Much better agreement is obtained when
damage is includaii in the model of the dcoouplcdAzgir explosion,

Introduction

Recent napers by Adushkin et al., (1992), Sykes (1992)and Glenn (1993) have pointed
out significantdifferencesbetweenthedecouplingfactorsfoundhorn the
SALMON/STERLINGexperimentanda tamped/decoupledexplosion experiment
performed in an Azgir salt dome in the former Soviet lJnion (FSU), In thispaper,we
explainthisdiscrepancyin termsof differcrtcesin strength of the medium for the
deco@ed explosions, The explanationof discrepancies such as this are important
because they help improve our understandingof explosion sources and increase
confidence in our predictive capabilities,

We compare both frccfield and seismic recordingsof nuclearexplosionsin salt with those
prdictcd by Glenn’s (1990) strain hardeningmodel for salt. This model was developed
in two steps, Fhst, laboratory strength data and elastic properties measured in the field
werecombined with thermodynamicproperties of salt to obtain a first order model. In
this first order model, yield strengthwas ussumedto be pressureand strainindependent,
In this case it was not possible to simultaneouslymatcn the observed and predicted cavity
rtidii,pcnk displtv:emcnts,and par?iclevelocity waveformsof SALMON,~lenn (1990)
obtuinedmuch better agreement by Implementinga linear smtin hardeningmodel, the
motivation for which was the fuct that the observed plastic wavespeedin SALMON
significantlyexceededthe bulk wave speed, Hopkins (1960) showed thntwhen the yield
strength takes the form Y= Y,,+ H’ c,, where s, is the quiwtlent plastic struinand H’

the hardening modulus, the ratio of the ptustic-to.bulk wnve spceds is u unique function
of the mtio of hardening to bulk moduli, The hardening modulus therebyderived ww
employedonly for pltisticstruins below those mcmm.d in the lubortitory;for
I’P>1,4Sx 103, cxtrupolated experimcnttil dnta were used.
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For gauges within 600 m of SALMON,predictionsof Glenn’smodel are comparable to
those predicted by the modelof Rimerand Cherry (1982), which assumes that strength is
a function of plastic work. However, at ranges beyond 600 m, the Rimer-Cherry model
had plastic wave speeds equal to the bulk wave speed, in disagreement with the
observations,

Following Wells (1969), damage was includedin this model by modifying the stress field
in the vicinity of the cavity to account for plastic unloading, Yield strength at the cavity
wall was constrained by the Wells (1969) solution and was varied sigmoidally from this
value to the dynamic hardening value at the edge of the microfracturezone (Glenn,
1993).

SALMON and STERLING

SALMON and STERLINGwere a pair of explosions,conducted in salt, that were
designed to study the potential for evadingdetection of a nuclear test by cavity
decoupling, SALMON was a 5,3 kt nuclearexplosion conducted in the Tatum salt dome
near Hattiesburg, Mississippi (Figure 1), STERLINGwas a 0.38 kt nuclear explosion
detonated in the 17 m radius cavity generated by SALMON (Table 1), Free field
recordings of both explosions were obtained at distances ranging from 160 to 660 m
(Figure 1). SALMONand STERLINGwere also recorded at a variety of surfuce
locations (Figure 1),More detailed descriptionsof these experimentscan be found in
Springer, et. ~1, (1968), and Dennyand G&odmtm(1990), ‘
a) Ib) _
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Figure 1, Surkc (a) and frdicld (h) instrumentationIocadonsfor SALMON and STERLINCI, Flagged
surfucclocationsrccrmlcd both SALMON and STERLINO. Frcefickf inrurumcnuuion Ix.mholcs were at u
vuricly of ti~imulhs but arc shown itl the mrnc vcrtkal cross-section, Ikeficld stationsurc Iabclcd by their
sluntrangeand name,

E=
SAIL.
STERLINU
A-111 A?, ir
A=IH&

Table 1, SOurccPurumctcrs of SALMON, STERLINO, and the Amir cxnlo~ionw
I Evcnl Dule Dcplh (m) Yick! (kl) R*w-lf~( IIVM Ij~~*

MON I (v22/(fl W 5.3 -0,2#&,** I2/3/60 1128 (),311 ! 23,7
) W7 64 1-0,2

(A?gir) 9H7 Itl I Illol
140* the inilitil ctivily rudius and W iv lhc yield,
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We compare both free field and seismic observationsof SALMONand STERLINGwith
predictions of Glenn’s( 1990)strain hardening model. We begin by comparing calculated
and observed, free-field reduced-velocity-potentialspectraof SALMONat two stations at
distancesof approximately660 m (Figure 2), Agreementbetween the model and data is
reasonably good, given the scatter in the data.

Y/W(m
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Figure 2, Comparisonof calculated yield.seated rcducudvelocity potentiil spectrumfor SALMON with
observedfree-field data in the nonlinear zone,

In contrast to SALMON, all the free field data from STERLING are in the linear elastic
zone (e.g,, Glenn 1990), Since all the gauges are in the elastic zone, reduced-
displacement-potentials,their derivativ~s,and correspondingspectra should be
independentof distance, Although there is some scatter, this appem to be u good first
approximation, Busedon this approximation, wc computeda mean reduced velocity
potcntittlspectrum from all the gauges in the free field wtd found good tigreementwith
the predictionof the model (Figure 3),
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Figure 3, Comparison of calculatedreducedvelocity potential spectrum for STERLING with the mean of
free-field data in the range: 1KhxR< 660m, The dashedlines repwcnt t 1 standarddeviation from the
observedmean.

SALMONand STERLINGwere also recordedby the U, S, Geological Survey and U.S,
Coast and Geodetic Survey at a numberof surface sensors,at distances ranging from 10
to 110 km (Figure 1). We used spectralratios to assess the agreement between the strain
hardening model and the data recordedin the far field, Spectral ratios were used because,
in principle, they arc insensitive to geologicheterogeneitiesbetween the source and
receiver; once the signals have reachedthe linear elastic regime, The seismic
displacement amplitude spectrum f./(fo)can be writtenas U(O.))= Sell) where,
S(a)) is the source spectrum and H(o) dcscribcs path effects, Then the spectral ratio
S/?(0) is,

w(o) =w =$(~)H(o)
LID(o)) s~(tl)) H(o)

where the subscript T is for tompedand D is for dccouplcdi

(1)

As indicated in Equation 1, the contributionto the far field sptwtmlratio due to the path
cmncclsout of the numeratorand denominator,Effectsof recording system responses can
tdso be eliminated in u similur wtiyprovided the instrument responses were identicul in
the frcquency bmi of intcm,

Comparison of the ctdcwlutedspectral rutiowith those from fur field recordings of
SALMON and STERLINGtire shown in Figure4 There is excellent ttgrecrnent hctwecn
the observed iindprcdic~edspectral rutiofrom ()to 20 }12,Spcctrul rtitios for SAl,,MON
ilflds’r~.~L[NCJWe 1101 W’UIW2 tihOVC20 ]{~ bCCUUSCof k?w Sigtl[d to lK)ISC h!VCIS if) th~
SA1.MONdut~~()llmlf{ml MCI Woolson, 1979),
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Figure 4. Comparisonof the calculated spcctratratio with the averageobtained from seismicobservations
of SALMON/S’IERLING in tic mngc: 10cRc 110 km.

Spectral ratios are also of interest because they arc directly proportional to the amplitude
decouplingfactor,

f(~) ■ ~ ~~(o) (2)
Y~(@)/w~ = w~/w~‘

where W is the spectral rcprcscntaticmof the reduced displacementpotential and W is the
yield, The static wduc (w= O) is the conventiomdseismicciccouplingfactor, and is
approximate y 70; in good tqyecment with previous studies (c,g,, Denny and
Goodman,1991, and Springer et al., 1968).

Tamped and Decoupled Azgir Explosions

In this section we compare predictions of the strain hardeningmodel of Glenn (1990),
with and withoutdamage, to seismic observationsof a tamped and decoupled explosion
pair that was detonated in an Azgir salt dome (Adushkin,et al, 1992), A-III had a yield
of 64 kt, WMSdetonated on Dcccmber 22, 1971 (Sykes, 1992), and created a cavity with
equivalent rudius of 36,2nl. Approximately five years later an Hkt device (A-111/2)WIN
detonated inside the cuvity gcnerutd by A-III, Additional source parttmetcrsarc listed in
Tublc 1, Digitized 3-component seismic recordings of these explosions, tttdistances
rtinginghctwecn 1und 1S4km were mudcavailublc to us by Ivan Ki!ovof the Russiun
Actidemyof Sciences,

As in the previous sccticm,we focus on spectral rtttim of recordings ut approximmclyco-
Iocntedstutions bectiuscthey are fuirly insensitive to puthimdsite effects, In Figure 5 wc
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from 7 co-located seismicsrationsin the range 2< R c 113 km, Tho dashedlines show t 1 sumdard
deviation. The heavy black line is rhcsimulation (without damage) and theheavy gray line is rhc
simulation (with damage). The horizontal line derives from Sykes’ (1992) estimate basedon telcseismic
data.

Three stuticmswere excluded from our spectral ratio estimates because of significant
differences in the waveforms of the tamped and decoupledexplosions below both of their
comer frequencies, At these low frequencies,and at the distances in question (2, 18.2,
and 40 km) it is unlikely that thesedifferencesare sourcerelated, Alternative
explanationsare that these stations were not really co-locatedand/or their instrumentation
malfuncdomx.1 or differed between thtse everlts, Including the 3 stationsin questionin
our mdysis does not change the mean spectral rutio significantly, but it does increase the
variuncein the 1 to 5 Hz frequencyband,

As indicated in Figure 5, the strain hardeningmodel without dumugepredicts u grettter
low frequency spectrul rutio (or cquivulentlydecoupling factor) than is observed,
Althoughthere arc signifhmt uncertaintiesin this spectrtd rtttio estimu[e, its mctm viduc

is consistent with the umplitude ru[io obtnincd by Sykes (1992) who used time dornuin
umplitudcrulios (nIh(Pm)) tind tclcscismicdtitu, When dumage was included in the struin
hardening m(K{(*l for A-111/2, much better ugreementwusobtuined,The most noutldc
discrepancy thitt rcnwins is ncw 2 I IZ close10Ihc comer frequencyof Ihc Iurgcrsholo
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Basal on the mean low frequcmcy spectral ratio and a yield ratio of 8 the conventional
seismic decoupling factor is approximately 12, much lower than expected, based on the
strain hardeningmodel and our experience with SALMONand STERLING(Glenn,
1993).

Additionalobservations that are consistent with darnage as an explanation for the smaller
than expected spectral ratios and decoupling factor include: 1)first motion amplitudes of
the decoupledexplosion’s waveforms that are much larger than predicted, 2) Yield-scaled
final cavity radii of SALMONand A-III that are consistent with the strain hardening
model withoutdamage, and 3) thermal diffusion calculations that indicate that the
temperatureof A-IH/2’s cavity walls was high (2 100CC)just prior to the explosion,
Suchhigh temperatures are expected to reduce the strength of the salt (Glenn, 1993).
Glenn (1993)also points out that decoupling factors estimated from the COWBOY
chemicalexplmion experiments are consistent with the Russiandatum from A-III/A-
111/2,

Conclusions

Based on comparisons of observed and predicted, free.field and seismic waveformsand
spectra, Glenn’s(1990) strain hardeningmodel, without damage, provides good estimates
of the ground motions and decoupling factor corresponding to SALMONand
STERLING. However, the a crage spectral ratio (or decoupling fi~ctor)of a
tamped/decoupledexpiosion pair in an Azgir salt dome is systematically lower than
predictedby this model, Much better agreement is obtained when the model is modified
to account for damage (induced by the tamped explosion) to the walls of the decoupled
explosion’scavity,
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Addendum

On April27, 1993we learned from V, B, Adamskii of the All Union Scientific Research
Institute of Experimental Physics (Arzamas-16)that the yield of the decoupled explosion
(AIII-2) may have been 11.5kt, not 8 kt as reported by Adushkinet al,, (1992). This is
being investigated.



Coupling of an Ovardriven Cavity

H, Douglas GarM

Seismic and Ground Motion Div,9311
Sandia National Laboratories

Introduction:

II is well known that when a nuclear testis conducted in a sufficiently large cavity, the resulting
seismic signal is sharply reduced when compared to a normal tamped event. Cavity explosions are
of interest in the seismic verification community because of this possibility of reducing the seismic
energy generated which oan lower signal amplitudes ai,d make detection difficult, Reduced
amplitudes would also lower seismic yield estimates which has implications in a Threshold Test Ban
Treaty (llBT). In the past several years, there have been a numtwr of nuctear tests at NTS (Nevada
Test Site) inside hemispherical cavities. Two such tests were MILL YARD and MISTY ECHO which
had instrumentation at the surface and in the free-field, These two tests differ in one Important
aspect. MILL YARD was completely dewupled, i.e. the oevity wall behaved in an elastic manner. It
was estimated that MILL YARD’s ground motion was reduced by a factor of at least 70. In contrast,
MISTY ECHO was detonated in a hemispherical oavity with the same dimensions as MILL YARD,
but with a much larger device yield. This caused an inelastic behavior on the wall and the explosion
was not fully decoupled,

The question of whether patlial decoupling exists has not yet been resolved, Earty calculations by
Rodeanl suggest a slight signal enhancement may occur in an overWiven cavity above an
equivalent tamped explosion, His decoupling cuwe also present a sharp increase in coupling near 10
m/kt 1/3 cavity radius, Thus It appears that an explosion Is either completely decoupled or completely
coupling radius (radius at which the exploaiin beoomes fulfy deoouplect) is 10 rWld‘h, to oomplet~iy
evading a TTBT at large yields because of the volume required. If it is assumed that the scaled
coupling radius ( rad”us at which explosion becomes fully ooupled ) IS 10 m/kt 1/3, to completely
decouple a 150 kt explosion requires a spherical cavity with a radius of 53 m. This would demand a
very expensive mining operatiol, if not carried out In salt, Even a 10 kt shot would require a 22 m
cavity radius,

Recently, a paper by King et, al.2 suggests that parlial de$fiupling may be a viable option, The
calculations were oarried out to a scale rudius of 3,4 m/kt which gave a 40% decrease in coupling,
Thus, if full decoupling Is not neoessary, but a reduotion of the seismic output ISdesired, cavity
explosions become a feasible option, An estimate on the oavlty size can be made by a straight line
extrapolation of King et, al, curve, This Is represented approximately by equation (1):

W/Wo= l-R/10 (1)

where WO = the aotual yield
W = the seismically measured ylel

?R RIthe scaled oavity radius ( m/kt /3),

This expression Indicates that a scaled cavity radius of 5 m/ktl /3 would tmffioe In reducing the
seismic estimate by a half, Under these oonditlons, a 150 kt exploslon In a why with a 27 m radius
would appear to have a yield of 75 kt, This Is still a rather large volume to mine, For a 200 kt testto
behave as Is it were at the present 1SOkt treaty Ilmlt, a cavity of only 144! m Is required, Figure 1 Is
a plot of the cavity radius as a function of yield If one wanted all explosions above 150 kt to appear
to be at the present Iimlt, Because of the posslblllty of parttal deccupllng, a closer look at the data In
overdrlven cavltles ISwarranted,
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Figure 1 Required cavity radius for presumed nuclear yield to be within TTBT 150 kt limit.

Although the calculations that produced the above estimates assume the existence of partial
decoupling, data have not oonfirmed this result at seismic ranges. In previous experiments at NTS,
decoupling was measured using surface accelerometers for both the reference and cavity
explosions. The analysis of this data indicatedthat MILL YARD was completely decoupled and the
overdriven cavity of MISTY ECHO produoed no measurable decoupling. Both events used
DIAMOND BEECH as the reference explosion, DIAMOND BEECH has several significant
advantages as a referenoe explosion for its use with MILL YARD. Fimt it was detonated only a
couple of houm after MILL YARD and the same surface gauges were used to measure the ground
motion of both explosions. This utilization of the same gauges insured that the signals of both
explosions traveled through similar stmcture and propagation path differences are minimized. In
contrast, MISTY ECHO is located about 1 km from DIAMOND BEECH and measured ground motion
al different gauge locations, This spa!ial separation oan accentuate signal differences not associated
with the source, If the path of the oavity and reference events are substantially different, then
variations that occur in the signal may be the result of the path properties, not the source propedies,

EXPERIMENT DESCRIPTION

To avoid extensive layering along the signal paths, free-field data obtained in the MINERAL
QUARRY experiment is used for comparison with free-field MISW ECHO ground motion. Both
MINERAL QUARRY and MISIV ECHO had accelerometers located in the free. field near the same
Iavol of their respective working points, MINERAL QUARRY had only two dtes instrumented in
this experiment, These were located at ranges naar enough to be considered in the free-field and far
enough for the medium to respond linearly, The experiment consisted of two triaxial aoceleralion
packages, Each were placed in 10 m deep bore holes located in the right rib of thf bypass drift, They
were at ranges of 700 ft (215 m) and 1000 ft (306 m) from the working point, The packages were
aliurmd in a manner to produce radial, vertical and tangential signals with respect to the working
point (WP), The accelerometers are designed to work in environments as high as 200 g which is well
above the expected amplitudes,

The free-field gauges in MISTY ECHO were looated al similar ranges, Their ranges are 170,350 and
363 m, The gauge located at 170 m may ?e in the ncn.elastic regime, I am assuming a nonlinear
behavior’ for stresses above 0,25 kb and the 170 m station has a stress estimated at about ,5 kb, The
other Iwo me situated on the opposite sides of a fault which is thought to have moved vertically, The
radial sigmds did not exhi’]it differences in ground motion that the vertical components displayed,
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RESULTS

Three component acceleration data were obtained from two Iocatims on the MINERAL QUARRY
event. Plots of the radial channels are shown in Figure 2, A tots. of about 0.8 seconds were
recorded but only 0.4 seconds are shown on the plots. The radial components gave the largest
amplitudes. The peak acceleration at 215 m is about 36 g and 15 g at 308 m. The data have very
goud signal to noise levels, Spectral calculations indicate the frequency content is good out to about
250 hz, Above that frequency, the signal amplitude resolution is too insensitive,

RADIAL SIGNALS OF MCJ
s —---

U0215

;i

-!-,. v:
–-———-—r————
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Figure 2: MINERAL QUARRY Radial Signalsat215 and 306 m

Both the vertical and tangentia! signals were predictably much smaller than the radial amplitudes,
This is an indication that the gauges were aligned fairty well, The inilial vertical peakat215 m is
about 4 g and only ,3 g at 306 m. Similarly, the tangential signais are aiso smaller than the radial
data,

M!STY ECHO recorded signals from gauges located at ranges of 170, 350, and 363 m, Figure 3 is a
comparison of 350 m radial data to the acceleration record of MiNERAL QUARRY at 306 m, Both of
these signals are used In the decoupling analysls and the wave forms are quite simiiar to each other,

Figure 3 Radiai Acceleration Comparison
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ANALYSIS

Before the decoupling analysis can begin, some operational definition of the phenomenon should be
made, This is done by imagining an idealized experimcmt, Suppose we measure the ground motion
due to a tamped device of a known yield with gauges located at various ranges. Let us now excavate
a cavity about the working point of the tamped explosion and perform the sameexperiment. Ignoring
the changes in the medium due to the first explosion, decoupling is defined as the spectral ratio of
the ground motion due to a reference event to that of a cavity event with the same yield detonated at
the same location with instruments at the same ranges. Obviously, this idealized state is never
realized since tests are not dedicated to decoupling. In general, the tests differ in all three aspects of
yield, location and range. Thus, to make an estimate, the reference data (MINERAL QUARRY) is
cube root scaled to the yield oft he cavity explosion; i.e., MISTY ECHO, The general relationship for
scaling acceleration is:

u,(rm/s,:/s)=s* u(rv ,t) (2)

where: u = measured MINERAL QUARRY acceleration,
us= MINERAL QUARRY acceleratiwi scaled to MISTY ECHO,

rmq = range of gauges with respect to the WP,
t = time,

and the scaling factors is given as:

S=(Wmq/Wme) 113 (3)

Wmq = MINERAL QUARRY yield,
Wme = MISTY ECHO yield,

The procedure requires scalinq not only the acceleration, but also the time and ranges, In additional
tcicube root scaling, a geometric spreading factor is done so the raoges of MINERAL QUARRY and
MISTY ECHO are the same, The final scsling expression is:

u,(rm ,~)= u(rm/s,o)”rWJsirm (4)

where: rme = MISIY ECHO ran~e,
rmq = MINERAL QUARRY range,

0) = circular frequency,

The ralio of I us \ ume I gives the decoupling as a function of frequency This technique is applied

only to acceleration data and avoids difficulties with the permanent displacement or any linear trends
in the signals,

The value of the scallnq factors Is dotormlnut from the yields as ~iven by the sponsoring lab This
produoed a eoallngfactornear on., The calculated decoupling curvo la glvon In Flguro 4, Thlo
particular plot is an average over four possible pairs of ratios (2 MISTY ECHO, 2 MINERAL
QUARRY signals) t The data al 170 m in MISTY ECHO is not included because it may be In th~
nonlinear range, The two outer curves are the 1 standard daviatiorw of tha four pair overages a
frequency, The straight line 1sthe average decoupling over the total frequency range shown Note
that this curve’s average is less than 1 which implles coupling enhancemrtnt,
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The decoupling Is g;ven in Figure 4 exhibits a oonstant ratio over the lame frequency range.
Previous experimental analysis has shown low freouency decoupling to be s!gnifioently higher than
at the lower frequencies. MiLL YARD was deooupled by a factor of 70 near 3 Hz and only 10 at 30
Hz.
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Figure 4 MiSTY ECHO Deooupiing, MINERAL QUARRY Reference Case

In addition to the above analysis on the aooeleration, calculations were also done using the Reduoed
Dispiaoement Potential (RDP), This quantity is defined by the relation:

[1
(?~r)

d(r, t) = ~- –;-- (s)

where + is the Reduced Scsiar Potential
d ■ radial displaoament
t=time, ~=t. r/c
r a range

c = *wave velocity

1 tr,ta t I,$l(j 1,’{ )tjl(ll ‘,1111(11

I
‘i

“!, ,, n

Figure 5 Displacomenls in MiSTY ECHO and MINERAL QUARRY
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The form of the RCP plots are similar to the displacement result, The displacement curves are
shown in figure 5 and the RDP wrves are shown in Figure 6, Because of the permanent offsets at
late times, the Fourier Transforms are not calwlated directly. Instead, wwes are fit to the RDP
shown in Figure 6 using the Haskell expression, This is given as:

a)(a) is related to the permanent radial displacement u(m) by:

U@) = F u(m) (7)

The function f(x) is given as:

f(X) = 1 + X + X212+ X316+ Ed (8)

For these relations to be useful, three constants need to be determined, U@), ~ and B. @(oo)can
be found either by the late time value of O(t) or through the expression (7), K and B are determined
from the RDP curves, The Fourier Transform of equation 6 can be written as:

An average spectral function is found for both MISTY ECHO and MINERAL QUARRY, MINERAL
QUARRY is scaled and the ratio taken, Figure 7 is the RDP s,pactral ratio of the two events, The high
frequencies have dwoupling values near the acceleration analysis. The low frequencies are higher
but still less than 1, indicating coupling enhancement, This ,snalysis Is subject to the same low
frequmcy criticisms expressed with acceleration,
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Figure 7 MISIY ECHO RDP Decoupling, MINERAL QUARRY Reference Case

Explosive coupling Is not just a function of whether it occurred in a cavity, Granite is a better coupler
than tuff, However, the matertalproperties of MINERAL QUARRY and MISTY ECHO are quite
similar, Table I is a list of some of these properties with the corresponding values, One important
property that Is missing In this table is the material strength, However, the properties that are listed
are almost identical although the two explosions occurred about 1 km apart, This gives added weight
that signal enhancement Is due to the cavity,

Table I

Physical Propetiies of MISTY ECHO and MINERAL QUARRY

.
MINERAL QUARRY MISTY ECHO

Tunnel U12n,22 U12n.23,

Depth 389,4 m 400,2 m

Medium l’uff Tuff

L,lhologic Unit Tunnel Bed 4 Tunnel Bed 4

Dcnshy (C3rain) 2,46 MglmJ 2,45 Mglma

Density (Bulk) 1,88~g/m4 1,91 Mglmd

water Ccmtont Vol,% 2w— 10,1%

ESl(y Vol,% 39,0% - 38a7%—

—. .!—
Saturation Voi,% “-97,0% 09,4%

sonic Veloclty
.—— . .

2920 mlsec 2800 mlsec

*
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CONCLUSION:

One of the prime objectives of the MINERAL QUARRY seismic experiment was to obtain ground
motion data {n the free-field to investigate the possibility of partial decoupling in previous oavity
events. This part of the experiment has been a SUCOSSS,Using spectral ratios of the cube root scaied
referenoe event ( MiNERAL QUARRY) and MISW ECHO indioate a ooupling enhancement of 2,
The RDP oalcuiated for each event was fit to a Haskeii type souroe funotion yielded similar results,
Whether *his is due to the cavity or materiai properties is unclear, but most of the media propetlies of
the two events are aimost identicai, The low frequency data does not reveai the expected higher
deooupiing which may be attributed to the window iength and offset or trends in the reoords,
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surface waves prmiumd using a discontinuous basis 10 thosv with a trigcmonwtric Imsis and an

exp]ici! frw surface condition.

2 Spectral Methods

ln the equations that follow. (;rot’k silkripts denolc spatial inordinate directions, and n[~ is ii

unit vector in the ij direction, Iloldfacv subscripts and superscripts on summations and integrals

represent a tt]ree-dirtleI~si(Jtlal SOI O( illtqgt!rs, e.g. k = (ki, h,h), so that ~k r{!prcsmts a triple

sum. Summation over repealed indirw is assurrwd, aI)d t.ho syrnhd i in i~ll cxponenl represents

/=.
For a spectral solution to 11~[’t’last{)(iy[~al]lic Oqutitions of fllotion, W(I oxim.n(i wick component

of the displacement fieid in a truncated serim of trigonometric funrtions over thu voiurrw VA =

~&l Xj, of th[’ simtial domain:

(1)

“J’tlc position X iilld hoflcx’ th(’ wiivonullltwr ‘2mk arc IIIMI() unitless hy [Iorrnaiizing otich rxxmlinat,v

with respect trI tho corrosimndirlg domairl iongth .4”JI. ‘1’hcexi)an~ion ro~fiiciwrts iirottwn

J(“’(,(k, t) = ~ f-’yrk’x tJ,,(X, /) ff:]r.
()

(2)

Woot)la.irl tlltlg(J\’I’rlli rlgt’(llltitif)ll for Illosf’(()(’lfici(’rlls by f+ulmtitulirlg th!lflXi)illlSioll ofvquatioh

(l)ir~tot ti~’v;iri}ltioll; il” Stiil~’lllf’111 t) flllt)trl(’t~l llrtlcollh(*rvtitiotl:

/
l~/)(x)ij( x,l)hil”(x)+ f7(x, f) A!.”(x) f(x,l), hu”(x)]ft’r

()

-./
I t(x, /), Au”(x)d,s = (), (3)
,<”

/:,,,4, /.,(x ) ““” A(x) A,,,d,l, t /t(x) (A,,(h, t tf,,,~(lh )1 (1)

(!))

I h,,,t )’jhk.,)ji(k k)ll’,,(k,f) /,,,( k,/) [) ((i)
.,.. I
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prOducts in ttm spatial domain have tmonw cotlvolutions in ttlf’ waw’nulillwr {lOmaiIIl Their gmc’ral

~(k) = ~~;(k -k)i(k) (7)

k

itnd tlIey can IXI computed with L’1’’l’s,

3 The Collocation or ~seudospectral Method

If w{’ solw’ ttlc governing equations in ttw Spittiid domain instead Of in tlw wavenumkr dolllain,

tmt,ll domains arc discretized, T}w two domains are rclatt!d by a discrctc O’ourim series, Suck a

trmtment is called a collocation rnctkd, but it is also rcfwrod to its ii pswidmpcctra] rnctkod for

reasons dwirrilmd below,

1,01 ttl{’corltinl]ollssl)acf’x = $[jn[t ho discrc’tixtvi into I,hc posili(ms J~lAJljn~j, with ~[i (’(dk)

(’ittioll pOints evenly spa(w(l by a distanci’ Szlj akng lh(~ dirwtioll Ij, ‘1’IIv wavunumkrs :m’ tlwn

(Iiscrctizd M ‘+~n[~ for mp = _A’,j/2+ 1,,.,, N(J/2, fiII(l A’lt ~ h’i)~~(~. ‘1’hospntially disrwtiml

(Iisl)la(ofl]ont is

(!))

( l(l)

N/d
n,,(x,/) ‘- ~ (’,,(111,1)(’2”’”X

III- N/ti II

(’),,,l,, (X,,) % ~//,l(,,,,/,,,Yn lll,,)l’J’l”~
Ill

:.1) Ill ill

(11)
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The discrete Fourier expansion coefficients [In(m, ocan IN regarded as approximations to the

continuum field coefficients (/m(k, /) of the previous I “wtion, whore the trapv i(ial rule is used to

evaluate the integral in equation ( !2). Provided that the continuous Fourier sel it’s rrpresontation of

the field converges to the value of thp field at the nodal positions jPAzo, then th(’ disrrt’tc sp~co

and continuous space coefficients are related as

since the higher rnodc coeffkients J-;”(m + N “j) alias the mth mode at the node positiol ,iAx/jrllj.

l~vidently the representation of the coutinuum field of (’quation ( I I ) involves two a])l)r(Jxirl~atioIls:

one due to truncation of the Fourier series, as in tlw spectral method, and cm duc to the inter-

polation. Ilowcver, Canuto, et. al, [1]fiiscuss how in spite of the difi’erenm in i~pprt,xinlation

error ktween the two methods, as suggested by ( 14), tho interpolating polynomials and the trun -

rated Fourier series have similar convcrgcnc{! prop{! rti[!s and share th~! same asymptotic behavior

as N .+ co. For a homog(’neous full space tho two solutioil methods are identical, To illustrate

thww similarities, w~ will discuss the a,ccurary of the two methods for approximating a t raction-fr(!o

boundary,

Instead of usilig the formulation of quation (6) f(w cofllputatio[l$ wo rxdvc two first-ordvr Oqua-

tions for stress and velocity, rmportivoly, %lving for the struss tensor cornponenth simplifies ttw
computatinrlal schernc at sornc cost to corv mmory sloritgo, hut it allows for the inciusiol) of amdas

tic attcnuatioh by the method of Ihnnwrich itIId Kortl [3]4 W soivo for velocity values instml of

(Iisl)lti(tt’t;l{’llts ill order to sirnulatv iibsorhil]g (ott}l)~lt;ltioti:il” grid Imundwrics hy tho method sug.

gvstwl hy (’orjan, (’t. al. [2]. ‘1’IIv velocity fi(Ild is atlvllufitod within h Z(mt! of grid points ncwr ttw

houtidarics, and th(’ ~mount of attenutition increa.ws as IIIU wiivcfiold approach~!s the Imut]darics,

III tmfnh of vf’]ocity ~nd strvss, tllc rr)lhwation Ilwth(]d itlv[Jvwi numoricid]y solving th(’ quatioll of

motion

i~(j)~,,(jtf) -+ ~ ( -t2r?rl,t )l~,,t( k,l)(’2n’’’J ~Jlhlflfl - J(j, f) = () (15)
Itl

iind I hv gvllvr}d rwfitit ut ivv rvliitirm

(1(i)

(17)



spatial strain field be composed of ii total of f~-[j nonzero wavenumlwrs ill t II(I dirw-tion ij. Sinew wc

require that the stress and strain fields have the same bandwidth, the indiuw k and k in equation

(7) have the same range. The rangy of tbc index difference k[~ - ~T17011 ttw modulus is t bon - 1(0 t{}

Iiti, and a stress field bandlirnited to +K~/2 wavenumbcrs samples the modulus spectrum up to

& 1<~ wavcnumbers. If the bandwidth of the modulus exceeds +Klj, then the ( obvolution in (7) will

he aliased. For the collocation method, in which equation ( 16) is solved instead of(7), aliasing from

the convolution cannot be avoided if the bandwidths of the materiaf structure and the wavefkdd

are the same. The term pseudospectral was used by Orszag [6] to describe such a rncthod, since

wit h aliwing the tnet hod is not a complete spectral method.

In our spectral-domain simulations, we initialize the matorizd moduli and density with a wavmum

her bandwidth of +1(0 for a wavefield bandlhnited to *A’o/2, and wc compute the convolutions in

equation (6) using an FFT. The FFT array that contains the coefficientsof the f~o positive and KO
negative moduli or density wavenumbcrs must include at least A’o/2 mrow to avoid wraparound
from the periodic nature of the FFT [7], Hence an array of length 5~~j/2 is required to cornputv
the discrete convolutions in (6) with the given rnoduli and density sampling If w(’ truncate thv

sampled bandwidth of the material structure to only *KO/2 wavcnurnbers, then tho required 1~’1~1’

array length is only 3A’fl/2, and the wavefield and material wavwlurnlwr spw-tra have the sanw

bandwidth, In a pseudospoctrid method, where the material paramctvrs and t ho waveficld vari-

ables are dcfinwi at the saint’ spatial locations, alias-free convolutions ran he ron]putcd, hut for

iYfl collocation points in tho dirwtion (j the material structure must bo l)i~ndlirnited tO within the

wavcnumb(’r range of *2 N(j/;j, ( For com~utations on a staggered grid [!)][8], t ho material paratn.

otors are defined at different hmations than the wavcficld varial)lcs but their biiti(fwid~h is citlwr

gr(later than or equal to tho wiivofhdri bandwidth ), Thcrcf(m. comparing alias frw computations

in t ho spec~rid domain to a rolloration method for the siitnv spatial wavefiold handwidt h, thr sp~tial

rwdution of ttw structure can bt’ higher for spectral.domhin computations thiiil for it collocation

111(’tho(i,

In order to avoid (:ibhs oscillation in the ~tructurc’s spatiad r(!l)r(’s(:llti~tioll from an abrupt

Irunr-atiot] of its wavenumtwr spoctrurn , we apply ii low.pas~ filtm to smooth thv chos(’n .structurv’s

spwt ru m, ‘1’hv v(’rtically.layor(’(j struct uro in Figure 1h was bandlimitod illld smcrot hod to prOduct’

t II(I structuro in I“iguro ~~, Any titructural variations “sharpvr” thlm thoso of I:igur(’ Y{Lwill result

it) aliasing Prror for ttw givwl discrete spatial sampling, but iWCUrilt(’ sOlut, ions lllil~ IJ(’ ohtainwi in

t ho prwtlro of NOmv a,lia..ing, K!otim how ttw sharply dimmtinuous structur(! of l“iguro 1 a rmuit h

in grhduul wnihilial ion of th(’ body w~ve~ in thr Hynthetit svismOgrarnfi rihuwn in 1b, which wcrv

pr[durod I)y h l)N(’ll(ioNJ)($~tril] ni[’t. ho(l in 2.1) atld have a nlkximuttl frwluoncy C(]ntonl, of I l{z, ‘1’ho
o~l)l(jsivo r+tjllrcp funrtiot~ was ikpplid at 8 (J(tpth Of 500” nwtvrs, ill c~)ntrwl, tht’ snl[){)t hvr filrllrlllrl~
of l“i~lirv 2t} r~~lllth it) goo(!” ~gr(wnwnt ht!tw(!(~ll th(’ l~~(!u(losj)(’ctr}ll ti(dutim iilid iI Nortliid Moil(”
cidt Illill it)t~ [4] fOr I ho hutllu slrurturf’, vvon thOugh HOtIw dia~it~g [wcur, duv I.(I Inodvrtitvly sharl~

kl rllrl urv (M ur$’k, ‘1’INI I w(l k(dul ions m mrnpmd in B’iguro ;{ for it mhxituunl frwluvhc:r of 1 Ilz,
I’orhapk t ho ~H’iit (Ihl drawlmrk It) ii Npfwtrhl or prwuhporl rd ml’th(d i~ th(’ difficulty of if]

rluflihu il lriwti(~wfrf ’v Sllrfil(’(’ rot]dilio” . If n cr)ll~’f’tltiotltil lrigt~tl(~ttlt’tri( lmsih is IIHWI, I II(’ frvv

~llr(a(o :tful{lili(}tl is (1(~1]1 ViLIOlit III il m~l(viul dimmtinuity thtil ~lLUS~% illitihitlg ils disrussw! ill) f)V(l,

Movvrl !Iolmh, W’ Ililt’{’ {}l~t iiitlwi Illv Illf)st wcurhtfj HUrfiLC(’ Wi&Vt’holllliollh” llHitlK I hv lmvlldtIsl)IIrl r;ll

IIIVI lIod wil h iIII vxl~liril zor(~ t rtict i{]li ctmditioll 4donK M r4inKlo Iin(’ I)( NIJllliiLl n~Aw, in (t}lllrhhl, IiII

{,~l)li(,ll y,[lr(j tril(li~)ll (,lll](lililjll III 11111 hl)tt(’lrikl-({olllilill NolU[it)ll (I!)l’h 1)()( 1)1’[NIII(’V $\t’Cllf ’ilt(l hllrfll(’t’

w; IvIIs, It lh{lrllfl~rv illll)llilrh I,llal 11111l~~(~tl(lo~l~(’ttrlll tllf’lh{}tl’s orrfjrs irt~ttl I rutlc~~li(~tl 1111(1 illlt~f’pl)lil

lil~ll that WII dlhl’llhkti(l MIN*’:v !:III(VI ill Ihv prwwtlco ttf IIH i’x~~lirit II(’(I hurfhrv rf~lldititjl~ AJIIR II Iillfl

01 hl)aliai tII)(lfIh, ‘1’IIv {’;tll(’t’lli~tit)ll ik Rurh thht thv orrvw dul’ Ill ldi}lhlll~ ih rvlhtivvly httlldl, ( ‘I)llll)ill
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ing the Rayleigh waves in Figure 3 for the pseudospectral s(dut ion and the accurato Normal Mode

solution, it appears that aiiasing errors in the pscudospcctral method causcdclays in the Rayleigh

wave arrival,

An alternative approach to satisfying the frt’esilrfiac~’collditioll is tochoosca hasis set in the

variational formulation that provides rapid convergence 10 tho governing equation’s solution and to

the boundary conditions, and to simply nqirjcct the surface integral in equation (3). A discontinuous

basis set is appropriate. A Chebychev basis is one exa.rnple [5], but it requires the costly use of a

fourth-order or higher time integration schmnc. We have chosen as ii basis set in 2-D the complex

exponential of equation ( 1) for the horizontal direction and cosines for tho vertical direction ( a

“mixed” set ):

K/2
Ua(x, t) = ~ f)(,(ii ,)d’’’lrl Cot,(*k,x,) ; (.)< z,, <1 0 = 12? 9, (18)

k=- K/z

The cosines above are the eigenfunctions of the 1L) wave equation with stress-fme endpoints. A

spectral solution with this basis sot producm the I,amh’s prohlvm solution of Figure 4 for vertical

particle velocity recorded at the surfww of a homogeneous half sl)ii~(~ and for an impulsive line load

at the surface. The analytic ILayleigh wavo solution is symrnet .ic ahout the poriitive velocity peak

and does not change in time. The UOIUIion is not as good as one produced with the pseudosp ?ctral

method with an explicit free surface, hut it does cmphasiiw thv importance of the chosen basis set

ill approximating the boundary conditions, In this rogiird, ww aru investigating other discontinuous

hasrissets to improw’ the ]{aylcigh WilVC solut iun,
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Summaqv

This study is designed to develop both linear and nonlinear wave propagation

methods that can model the excitation and propagation of atmosphericandseismic waves
fromexplosionand earthquakesourcesin rcalisdc,complexmediamodelswhichinc!ude
stronglateralvariability,randomnessand nonlinearrcspnsc effects.

In modelingthe excitationof the atmosphereand ionospherewe include the usual
non-linedrtraqort effectsas wellas ionizationandekmmagnctic interactionsin order
to infer secondarycloctromagneticefkts pmkad by large amplitudeneutralwaves
propa@lg Upwaldinto * ionosph fkomSlufaccor near surface explosionsoulWs.
The overall objectives of the atmospheric-ionosphericmaic)ing am (a.) to predict
Ihwtuadonsin the Ckctmn densities and ionkadon layer pdtions in the ioxdsphcrc
wuakmhtiti* dwm@tig~-mdm@@; m@a
~Wfiekt e4nk4ms ~icmandckctron movcrrmts induced by the large
~lbk atmosphaic WaVCSti bclow. H= ho idea is to evaluateanddesignactive
andpassiveE-M sensingmethodscoupledwithseiandomethodsto detie ● monitoring
envimuncnt which will allow large industrial explosionsto beedy Mcntkj based on
the strengthsand characta of the seismic and atmospheric-ionosphericdisturbancesprm
duced

The objectivesof the seismic wave propagation tnodding are to takeacoount of
near source non-linearphenomenaand topographiceffects, medium randomnessand
stronglateralvariability in the earth structure,particularly in the crust and upper mantle.
We hope to obtain close fits to thecompkx seismicwave fields observedat regional and
tcleseismic distanw and in so doing, to generate a basis for refined detection and
discriminationof smallseismicevents.
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Basic Conceptsand Approach
If small nuclear tests arc detonated in a dcco~lplingcavity, ticn their signals, in the

low ficqucncy range below 5Hz are rcxluccd by nearly two orders of magnitude. In this
case the dccouplcd nuclear explosion produces signals of the same size as common
industrialexplosionsof which there arc many thousandspm year in industrial arm.
Cmscquently,it will be nccesstuyto be able to seismicallydistinguish between these
numerousindustrialexplosionsand possible dccouplcdnuclear tests if a treaty banning
such tests were to rely pMcipally on seismic methods for vcriiication. At the present
time there is no well documentedmethod for such discrimination,although it is likely
that seismic (spectral)methodsemployingnew high frequency (.5 to 50 Hz) seismic
detectors,operating with very low internal noise and deployed at depth or as “tight
arrays”to reduoc highfkcquencyearthnoise,will makeit possibleto distinguishbetween
these typesof explosions,as well as betweensmall earthquakesand dccouplcdnuckar
explosions. In this study we seek to build a firm understandingof the regional seismic
wave fields produced by different types of seismic sources in order to pmpcrly dcfie
discrimiMtiou rncthodsand proccdutesand bc able to test and predict their variability
andsensitivity in diffctent regional structures.

In additionto seismicmethodsfor event and identificationthere arc otherpossibili-
ties that arc beginningto ~ive seriousconsideration. Clearly,sensingof acousticsig-
nals from large industrialexplosions is a possible means of identifying tksc events,
sinceneithernucleartests nor earthquakeswiii pmducc such a large signal in the atmo-
sphcm. However,bccausc of signal attenuation and high acoustic noise levels at the
earth’ssurface,even relativelylarge acoustic signalshm most industrialexplosionsof
intcmt maynot be observablebeyonda few hundredkilometers. Nevertheless,acoustic
sensorslocatedquite near active mining areas would bc very uacfid in identifyingthe
large near surfaceexplosionsthat arc of gmatcstimportance. Since large scale mining
smasarcdatively ram,one wouldned to monitoronlya fewareasusing thismethodto
achieve neuiy total monitoringcovexageof the largest industrial explosions. C!onse-
qucntiylocallydistributedacousticsensor arraysaroundmqjormining areas can provide
critical data fw monitoring,psrticuiariywhen coupledwithsimilarseismicmonitoring
Srrays.

Evenquite smallindustrialexplosionsatnormalminingdepthswill producea much
larger signal in the atmospherethan a decoupled nucltar tcs~ Fun.her,whileeven the
largeracousticsignalswill bc small dative to noise after propagationover a few hun-
dred kilometersin the atmospherenear the earth’s surface, this iJ not the case for the
amustic wave field propagateddirectly upward into the upper atmosphcm and iono-
sphere. In thiscase the fact that the air densitydecreasesrapidlywithaltitudecausesthe
ampiitudcof an acousticwave to increaserapidlywith incmaaingheight and to strongly
perturbthe ionosphereover M am of the orderof 100 kilomctcn in mdius aroundthe
sourceepicenter.Ckmequcntly,remoteEM sensingof the ionosphereusingrach b
quency transmitter - receiver systemscan detect ionosphericpctturbations duc to the
acousticwavesfrom industrial explosions, C)bscrvationaliythe acoustic wavesproduce
ionosphericbounduy motions resulting in dopplcr shifts in the rcflccta! EM signals
rccordcdon theground, By placing radio fkquency mceivcrs and tmnstnittcrtiin a distri-
butednetwork,comparabletom in - country seismic monitoring network of about 30



stations,it appearspossibleto provide complete monitoringcapabilityon a continental
scale. In principalit shouldbe possible to identify large industrial explosions with high
probabilitydue to the EM signal shifts observcti Coupled with seismic monitoring then,
the occurrence of an event that had an explosive seismic signature but that producedno
ionosphericEM effect would indicate a probable decoupled nuclear test.

Besides the possibility of active monitoring of the strong perturbations in the
reflecting layers of the ionosphere by radio fkquency sounding,it is possible to detect
secondaryEMemissionsfrom the sourceregion and the ionosphere, Thus,passiveckc-
tromagneticmonitoringof the clcctromagncticenvhcmmengparticularlyat lowradio&e-
quencics,offersyet anotheropportunityto address source identificationand discrimina-
tionissuns.

In this study wc focus on modeling the atmosphericand ionosphericdisturbances
producedby near.surfsccexplosionsof various types in order toprovide an understand-
ing and quantitativepredictionof the magnitudeand characterof theseeffects. Basedat
least partly on such results, we can then hope to define and test particular methodsof
acousticandEMmonitoringthatcan be effective.

At:wwphericandIonospheric Modeling

Becauseof the exponentialdecrease of atmosphericdensity with hci:h~ buoyant
puked gravitywavesgeneratedby surfaceor subsurfaceseismicsourcescan be of appre-
ciable amplitudethroughoutthe atmosphere. Furthermom,above lookm”in heigh$ these
flow transientsaffect the ionospheric E-M fields throughchanges in the distributionof
the chargedparticles, The basic equationsgoverningmotionsof the neutralatmosphere
are the conservationlaws of mass,momentumand energy togetherwith the ideal gas
equation of state, The spccMc notdinear continuum equations incorpomtc nonlinear
advcctivetermsas well as the gravitationalfield gas compmattibility,viscosityeffects
and thermalconductivity,Forelectronmotionsin the ionospherea 6rst-ordercontinuity
quation is usedwhichassumesthatelectronsmovewith the neutralatmosphem,

The set of partial differential equations for theatmosphereareanvertcdtoa
conespondingsetoffinkediffdenceequationsinordertoeffectnumericalintegmtionin
h andspace. The iton-iincartermsare tteatednonlocally on the latticefor stability,
effwtive]y controlling,internally,the instabilities. In addition,mndom velocities and
pressuresare attxibutcdto the inherenthe scale turbulence in the atmosphereand are
inunprated in the trmdaiingas am meandrift particlevelocities. IIIparticular,in order
to account forthe inherentturbulence in the atmosphere, the flow vsrisbles at a point are
decomposedinto a mean flow,governingwinds, and a patubed flowthat hmporatcd
the turbulen~, A new approach designed to include turbulencehas been developed
using randompenurbations,obtained from a randomnumbergeneratorwhichare input
directly into the finite differencequations. TurbulenceiSa&o produced by a random
distributionof tempcmtureat the surface which produce thermalstructureswith upward
anddownwardflov’s, Horizontalwinds, impactingon ● variable and random topogra=
phy, aksoproduceupwardand downwardmotionswhichhave a randomstochasticchar=
actcr,

The setof nonlinear partial differentialequationsare convened to a corrmponding
set of finite difference quations for numerical integrationin time and space Upwind



differencingis used for first order spatial gradients with the advcction velocity terms act-
ing at the upwind print. However, if the velocity operates on its own velocity gradient,
such non-linearterms are treated non-locally on the lattice for stability, effectively con-
trolling internallyany unstable growth.

There am at least three typesof boundaryimportantto the modelingof fluidflows.
Theair-groundsurfaceis topographicallycomplexwitha turbulentboundarylayerof the
order of a few metersat the interface. At this boundary,verticalvelocitiesare random
both in time and at spatial locations. Because of the presence of the lower boundary
layer abovea complextopography,horizontalvelocitiesare not taken as zero but incor-
porate winds and turbulence effects. The top atmospheric boundary is open with
decreasingdensity. The topmost boundary should mimic the conditions for an open
atmospherewith specilic considerations for buoyancy and field gradients. We have
examinedvariousoptions including Mng velocities and densities and their gradients.
However,we haveadopted the generalopen flow boundarysuch as we also use for the
artifdal side boundaries.The aideboundariesare arti6~ due to grid restrictions,and
must mimicown boundariesthat allow fkeeflowin either direction. We have adopted
the moreusualapproachwhereinthe dependentvaxiablesare constrainedto stayconstant
at theseopenboundaries,

Explosivesouxvesat and below the ground are simulated and their resultant effects
on the atmospheream integratedupwardandouward Variousvelocitysourcesare used
at the lowerboundarywithdifferingtime,amplitudeand radialdependence, The stan-
daxd input is a source, comprised of the first diffbmntialof a gaussian in time, that
approximatesthe initialpuke from an undergroundexplosion. Cartesiancoordinatesam
usedto model the3dimensional systemwiththe sourceat thecenterof the bottomplane.
The resultsof the atmosphericmodelingfor effects of a surfaceexplosioncan be sum-
- as follows:

(l.) A dms dependenttransientpulsepropagatesupwardwithincreasingamplitude
relativeto the ambientpressure, This produas asymmetricflowswhichcontrolthe
flowdevelopmentand the upwad propagationof the transietm The initialpositive
densitypulseis propagatedupwardmare slowlythan the followingnegativedensity
pulse whichhas increased buoyancy. This initiates a sequenceof circulationpat-
terns that developsthroughwhatappears to b asymmetrictriangularmodesacross
the horkntal cross-sectiomme circulation patternsfor the phenormna are charac-
terizedby upwardcentral motionsof the lighter matter,which,at the neutralbuoy-
ancy lwe~ push outward to the si&. The centroid of the uansientpuke initially
moves upward~aptdly,but slows down to the group velocityX of soundin the
atmosphere. The advected air mass tries to remain in its horizontalstratikation in
order to minimizechanges in its gravitationalpotendalt However,it appean that
energyand momentaam transportedthroughtravelingwavesin the Circulationpat-
tern. Similareffectshave been observedin the real atmospherewhen thermalspr-
opagateupwardfromthe Earth’ssurfacewithsimilarcirculationpatterns.
(2,) Aftera modeldependent characteristic time a bifurcadoliof the flow occurs
with the eventualreversalof the velocity directions, The bifurcationphenomena
occurs,in this model, every 1(X)seconds, so that h has a period of just over 3
minutes. A drag fome Is input in order to model the effect of the inherentbaclc-
ground turbulenceof the atmosphere. A drag force, which removes 2% of the
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cotnponcnt velocities at each computational grid point at each time step, removes
the periodic bifurcation and a standingwave is formedin the atmospherewithcon-
stant fieldpatterns. However,with a 1%removalrate, thepatternsarc periodicwith
similar bifurcationsas in the zero drag case. Bwausc existing atmospherictur-
bulenceacts on the transientgravity wave as a perturbation,wc havealso modeled
its effect by imposinga randomcomponenton each fieldat each timestepandgrid
poirw The usual bifurcationsarc obtainedbut withdifferingpatterns fromthe zero
turbulencecase. However,the appcamnccof thepressureanddensity fieldsis more
realisticdue to addeddiffusionand randomcomponents.

As the transientpulse moves upward in the atmosphere,it magnifiesin amplitude
relative to the exponentiallydecreasing ambient pressure ‘flus, the level at which a
specificpressureis located will oscillate as the transientpressure pulse moves through.
To the 6rst order, the electmts in the ionosphcmarc assumedto move with the flowof
the dominantneutrals. Thus the change in the electrondensitycan be calculatedfrom a
conservationlaw, whose integration in time gives the total electron density variation,
The ambientelectron density is approximatedby the Chapman function which has a
maximumelectrondensity at 3SOkmand effatively zero electron density below about
90km. For reasonable synthetic velocity sources at the ground surface, we find that
changesin electrondensity from 100kmup tuc of thesameorderasthoseobservedby
E-Mexperimentsoonductcdover surface and subsurfaceexplosions. In this rcgar&Fig-
ure (!) showsan exampleof the prcdictcd fluctuationsin tcmpcraturcand electronden-
sity in the ionospheredue to a near surface undergroundexplosion. In this case the
explosionwas taken to be a tampedundergroundnuclear test at a depth of 3(N)meters
with a seismicbody wave magnitudenear5. (Muchsmallerindustrialexplosionsvery
nearor at theearth’ssurfitccwouldtypicaliyproducecomparableor even largersignals.)

CoupledAtmosphere-SeLrndcModeling: Amospherk Generated Seismic lVo&se,
In orderto investigatethe prduction of seismicnoiseby atmosphericprocesses,the

atmosphericcodes were linked with the linear elastic acismiccodes. The lower atmo-
sphem,composedof a @time turbulentboundarylayer witha height of 2 ~ is simu-
lated with a rmtdomsm”ace topography. Winds, blowingon this topognphy, induce
upwardand downward flow velocides. Random temperaturechanges in space on the
groundmtrhce alsoprduce tlowsthataolf-organk into phuncsthatcoalesce above the
boundarylayerinto largersoak thermals,Togetherwithrandomturbulencein the boun-
dary layer,Mac flowsinducepressureand velocityeffectson the groundsurface. These
effects are the input into the seismic modeling code which integrates in time from the
topmostsurfacebounduy,

Pmlitninaryrcsuks indicate that the seismic noise that is pmduccd decreases in
Jitude with depth and, as shownin Flgum (2), producesa spectrum thathaaa trend

that decrcascs as l/f with irtcrcasingfrequency, in the range from about 1 to 50 Hz
Belowabout40 metemthe sciatn.!cnoise appcarato interact in such manner that much
smoothervariationsin spatialdistributionsam obtalmxl thanat thesurfaceandwhhasso-
ciated decreasingfluctuationsin time. Both topographyand winds are found to be of
major importancein terms of amplitude and characterof the noise, From preliminary
results, it can bc cxpectd thattimeot daywill alsobeimportantdueto thechangeof the
turbulentboundarylayerwiththe heatingof the Sun and its temporaldependence.

. . . ..
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ANALYSIS OF NEAR-FIELD DATA FROM A SOVIET
DECOUPLINGEXPERIMENT

By

Chandan K. Saikial, James P. McLarenl and Donald V Ilelmberge#
lWoodward-ClydeConsultants, 566 El Dorado Street, Pasadena, CA 91101

‘Seismological Laborato~, California Institute of Technology, Pasadena, CA 9 i 125

ABSTRACT

Recently Adushkin er al, (1992a) presented some results on a decoupling experiment

performed in a salt dome in Azghir near the Caspian Sea. A large coupled shot (64 kT) was
followed five years later by a decoupled shot (8 kT) fnd in the cavity formed by the earlier

event, Both events were recorded locally and this data has been provided by the Soviet scientists
in a cooperative effort to better understand the seismic coupling problem. This data, in
conjunction with WWSSN observations. is analyzed in an effort to determine the RDP’s and an
estimate of t“, Our preliminary results suggest that RDP appropriate for the large event is quite

similar to that of LONGSHOT (80 kT event), Their teleseismic observations arc difficult to

distinguish in waveshapc, The MSfor LONGSHOT is 3,9 whik that for the coupled Russian
event is 3.3, The ~ for the LONGSHOT (5,8) is slightly smaller than for the Russian event

(~=6.0, ISC), This comparison of m~:M~appears to be common to most Azghir events as

compared to the US experience, The t’ appropriate for Amchitka ({=0.9) was established by
near-field and tcleseismic modeling of waveform data similar to this study where we obtain a
tO=0.5to 0,6. The RDP for the small event is less well resolved but appears to be only partially

decoupled, Prior estimates of decoupling fac:ors range from 30 (based on this data by Adushkin)

to 70 (for the Sterling/Salmon experiment), Our analysis produces a decoupling factor of about

15 using near-field data which is similar to the telescismic modeling result,

INTRODUCTION

The open exchange of seismic data between the US and the Soviet Union marks the

beginning of a new era in the field of nuclear seismology and monitoring (Adushkin, 1992). In
the past, all empirical studies of nuchmr seismic data were restricted to the US and French test

sites, Although the compa,rati$testudies of US and Soviet sites were limited to anaiysis of

teleseismicdata, someof the most revealing studieshave been based on near field and regional

dimt, [n many wuys, the less that the seismic energy propagates through the laterally varying

eunh, the more can be determined about the initial source, For example, Figurw1displays a set

of synthetic wuveforrns for u spherical and asphericalcavity explosion (Iabcledexplosion, prolate

ttnd ohlatc) with the dtitu tit new-in distances for the CANNIKIN event, The prolw! und oblutc
ctivity synthetics were producd with quadrupolc comction for asphericity, both fixed w 40%

!,
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contributions (Stead and Hclmberger, 1988). The modeling of these waveforms can be used in

conjunction with teleseisrnic P-waves and long-period body waves and surface waves to establish

appropriate RDP’s and the effective attenuation operator t’ (Figures 2 and 3), Figure 2 shows

a set of short-period WWSSN records for the Amchitka event LONGSHOT (Lay et al., 1984a).

In Figure 3, wc present four representative types of short-period MII.ROW waveforms in the

four columns, At the bottom is shown the synthetic seismogramscomputed using varying t* and

a near-field source model (K=9, B= 1, Helmberger and Hadley, 1981) given by

v ( t) =qI -{1 -e”Kc[ 1 +Kt+( Kt) 2/2-B (Kt)31 }

where the comer frequency parameter, K, scales as predicted by the Mueller-Murphy model

(197 1), B is a parameter related to the amount of overshoot in the reduced displacement
potentia4, and ~. is the measure of the long-period esti,nate. Figure 4 shows the soling of

parameter B with yield, i.e., for increasing yield (~- for LONGSHOT is 0, 137x101~cm’, for

MILROW is 1,4x1011 cm3, and for CANNIKIN is 5.69x1011 cm3) and depth of burial, the

broadband estimate of B is inversely proportional (Lay et al., 1984b). But, what is impo~~
in Figure 3 is that as the value of t* incrrases, the interference of the second upswing, which is

pP, becomes less apparent and the dominant period of the signal increases.

Our long term objective is to repeat this type of analysis at some of the former Soviet

(i.e., CIS) test sites. The initial data set comes from a decoupling experiment performed in a
salt dome in Azghir just north of the Caspian Sea (Adushkin el al,, 1992), Figure 5 shows the

locations of many CIS peaceful nuclear explosions (PNE) as well as the Azghir test site. The

yield of the coupled event (Dee 22, 1972) is 64 kT and the depth was 1 km. Figure 6 shows
the cross.section and physical properties of the borehole where the testing of this event was

carried on, A decoupled shot of 8 kt (March 29, 1976)was fired in the same cavity which was

roughly 38 m in radius, This decoupled event was dislocated to the North by about 350 km and
identified as an earthquake by the lSC,

DATA

Our study is based both on the analysis of waveforms recorded at near-field stations from
the above two explosions and teleseismic data recorded on WWSSN stations, However,

additional near-field data are expected to be available from eight other CISexplosions (1%.Jen’y

Carter, Center for Seismic Studies, CSS, personnel communication), The data that have been
mdyzed so far were obtaintd from Adushkin via CSS and were digitized by the Soviets using
the recently developed sctinner technology at the California Institute of Technology. Both
vertical and radial compcmentdata of these two events are shown in Figures 7 and were recorded

(m the standard recording channel consisting of a short-period pendulum seismometerwith an
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electromagneticallydamped coil transducer (VBPP-seismometerof strong motion, USF, SM-3,
S5S)witha naturalperiod in the range of 1104 secondsand galvanometerswith naturalperiod
in the range 5-20 Hz. This produces a flat instrument response in the range 0.5-20 Hz.
Following personal communication with Dr. Ivan Kitov from the Institute for Dynamics of the

Geospheres, Moscow (IDG), the peak amplitude of the original &ta was multiplied by a factor
of 4/3 to account for an inconsistency between the resolution of the scanner and the amplitude

measurements of the digitizing program,

There were 17portable seismic stationsrecording the decoupled explosions in the distance
range of 1 to 154 km. The locations of these stations represented two profiles, one oriented

to the north-east from 1 to about 84 km and other to the north-north west from 26 to 154 km,

The information on the in-country geology and technical conditions were made available
to us by Dr. Ivan Kitov (personal communication). The depth of the sediment above the shot

location is approximately 275 m with210 m of shale and sand (Vp=l 800 to 2000 m/see) and 75

m of gypsum and anhydrite with standard properties. The salt layer is approximately 2-3 km
thick (average Vp=4400 m/see). Beneath this salt layer, there is a limestone layer of about 15
to 20 km thickness with a Vp of 5 krn/see, The total thickness of the crust is approximately 40

km and the apparent velocity of Pg is 6,2 km/see, This estimate of Pg velocity was obtained
from the seismic measurements obtained during the explosions inside the salt dome.

MODELING OF SOURCE RDP FROM NEAR. FIELD DATA

The objective of this section is to model the RDP for the two events by keeping the

complexity, possibly caused by the variation in the cmstal structure, at a minimum, The data
appears to have some limitations as described below, For example, by inter-correlating the

source of the coupled event with the records of stations 8 and 9 from the decoupled event and

by inter-comlating the source of the decoupled event with records of station 8 and 9 from the

coupled event, we produce two similar appearing seismograms at station 8 but two differcnt-
looking seismograms at station 9 (Figure 8), If the paths am the same, the resulting waveforms

should look similar, This suggests that the seismograph at Station 9 may not have been replaced

at exactly the same site when recording the decoupled event,

To minimize the path effect and to calibrate source RDP’s, we have initially used the
waveforms recorded at station 1 and 6 for both coupled and decoupled events, We modeled

the waveform from the coupled event recorded at station 6, even though the station is 4.6 km

away from the source and not the closest station, because the decoupled event is sufficiently large

for the initial P signal to have long periods, and close enough not to be affected strongly by

the structure, To demonstrate the consistency of the derived source model, we have then

modeled the data recorded at stmhms 2, 3 and 5 for the decoupledevent,
We used the tiequency-wavcnumberalgorithm (Saikia, 1993) to compute the medium

377



response which was convolved with the Helmberger-Hadley source as discussed above to

synthesizethe near-field seismograms. Two crustal models (IVAN,Oand IVAN.5,Figure 9) were

used in this investigation, The model IVAN.O was developed based on the geophysical

parametersprovided by Ivan Kitov, The IVAN,5 model is a slight modification of the IVAN.O
model, especially in the top layer, These two models produce synthetic seismograms which are
similar in both shape and amplitude. However, we feel that IVAN.5 produces a better fit in the
frequencycontent, although the improvement may be only marginal. The strategy to model the

SO:MCSRDP was to construct a set of synthetic seismograms for a suite of source models by
varying the parameters K and B.

Figure 10 shows a suite of synthetic seismograms from the above two models at several

distances, Clearly, the surface waves are poorly developed. The largest discrepancy appears
to be the strong surface waves at stations 8 and 9 (18 km) relative to the direct P arrivals at the
near-in station 1 and K This effect is apparently caused by 2D structure where the sediments

thicken away fkom the dome and traps energy (Stead and Helmberger, 1988). Ivan Kitov is

presently working on some possible 2D structures appropriate for these more distant stations.
Figure 11 shows the preliminary agreement between the data and synthetic seismograms

computed for the two events along with the map view diagrtirn of the stations dative to the sh~
location. The source RDP’s are also listed, At this stage, we have used /3=1and the Amchitka

scaling law to derive ~-. The coupled event is similar to the LONGSHOTexplosion (80 k~
B=l, K=16,7 and v.=0, 137x1011cm’, Lay et al,, 1984)at Amchitka and so the source RDP’s of

the two events appear consistent, The synthetic for the IVAN,Oand the preferred models are

displayed. While the agreement at station 6 is reasonable, there is a clear mismatch at station

1 for both the events in the duration of the signal following the initial P wave. This station is

located at a distance of 1,03 km from the shot point and it is possible that the station is within

an inelastic limit.

Figure 12 shows the comparison between data and synthetics for the decoupled event at

the other three stations using the same source RDP, l?w amplitude and wavcshtpe at thetse

additional three stations have also been modeled,

To estimate the RDP of the coupled event we held the value of B at 1.0 simplify our

assumptions. By modeling the wavefotm shapes of the coupled event we established that the

optimal fit in near-field waveform for that event was obtained with a A’ of 26.43 and a ~- of

0i66x1011 cm’, This RDP was used as described in the next section to mablish the t“ for the

source region.

MODELING OF TELESEISMIC WAVEFORMS

While tile short-period P waves for the coupled event could be observed at several

teleseismicWWSSN stations, the decoupled event was too weak to be recorded at these stations.
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Although we did not have an exhaustive collection of WWSSN waveforms available for the

coupled event, we were able to rerneve and digitize data from 12 stations, namely BAG, BUL,

ESK, KTG, MAL, MAT, OXF, PRE, PTO, SDP, SHK and WIN. These WWSSN waveforms
in conjunction with the derived source model given in the previo~s section for the decoupled

event was analyzed in an effort to estimate the appropriate value oft* for the Azghir area. With
the source parameters of the coupled event established by near-field modeling, we were able to
vary the t’ until we produced a suite of synthetics whose m~was identical to that measured by
the ISC.

Several seconds of short-period P waves were digitized and were modeled using the
generalized ray theory (Langston and Helmberger, 1975). The ~ of this event is 6.0 (NC

bulletin) and to match this ~, we needed a t“ of 0.53 seconds to map the source RDP of the
coupled event. Figure 13 shows a comparison between data at several WWSSN stations and

synthetics computed at the teleseismic station WIN located at 75.5” away from the shot. This
t’ estimate is significantly lower than the t“estimate obtained of 0.9 seconds obtained by Budck
et al. (1984) for the Amchitka site, The ~ for LONGSHOT(5.8)is slightly smaller than that

of the coupled event. On the other hand, LONGSHOThas a large ~ of 3.9 as compared to 3.3
for the CIS event,

DECOUPLING FACTOR

The event of March 29, 1976 was detonated in the cavity formed by the explosion of the
December 21, 1971, It is expected hat the seismic wav~sfrom the 1976event is affected by the

air-filled cavity, the decoupling being directly dependent on the cavity radius and the media

properties (Latter et al., 1961), For example, Latter et uL, have estimated a decoupling factor

as large as 200 or 300 in very hard rock and 150 in salt, Similarly, for the Sterling event, a

decoupling factor of about 70k20 was estimated by Spri ~geret d, (1968), In a recent study,
Adushkin et al, ( 1992b) estimated a decoupling factor of 30 for this decoupled event based on

the energy calculation consistent with a decoupling factor of 20 based on the amplitude

measurements, The energy decoupling factor was calculated as the ratio of actual yield of the
decoupledexplosion to that of the effective yield estimated on the basis of statistical relationships

established for the tamped explosions,

In this study, we have used two independent time-domain analyses for both near-field and

teleseismic data separately to estimate the decoupling factor, To determine the decoupling factor
from the nmr-field data, the announced yield (64 kT) of the coupled event is scaled to account
forany amplitudedifferences,possiblycausedby the inadequaciesin thechosen one-dimensional
velocity model IVAN,5, This is done by adjusting the yield by the ratios of the vector sum of

inititd P displacements in the vertical and radial seismograms of the data to the synthetic

waveforms, We determinedthis ratio usingstationat 1,03 and 4,6 km. The values of (Z2+R*)1n
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for the initial displacements recorded at these two stations are 3.33 cm and 1.10 cm,

respectively, and their corresponding synthetic values horn IVAN.5 at the two stations are 9.67

cm and 1.48 cm, respectively, The mean of the two ratios, which is 0.547, is used to rescale
the announced yield when computing the synthetics, thus reducing 64 kT to 35 kT. To
determine the apparent yield of the decoupled event, we use the near-field surface waves recorded

at station 8 and 9, The ratios of the surface wave amplitude of the decoupled event to the

coupled event at station 8 are 0,007244 and 0,01903 and at station 9 are 0.01787 and 0.01912

for the vertical and radial components, respectively. If the yield is directly proportional to the

amplitude, then the effective yield 35 kT multiplied by the mean value of the surface-wave
amplitude ratios at each station would measure the apparent yield for t!!edecoupledevent, which

is 0,46 kT estimated at station 8 and 0,646 kT estimated at station 9. Since the announced yield
for the decoupled event is 8 kT, the average decoupling factor from this analysis is about 15.

For the teleseismic analysis, we made an adjustment to the Amchitka scaling law to

account for the difference in t“, i.e., 0.9 for the Amchitka event and 0.53 for the Azghir even4
same as the t* estimated for the Shagan River test site by Murphy e~a/., (1992). The regional

m~ for the decoupled blast is 4.0 (Sykes and Lyiubomirskiy, 1992), which consequently rwults

in an estimate of 0.55 kT as the apparent yield for the decoupled event when the modified scaling
law is used, This is equivalent to a decoupling factor of 15.

CONCLUSIONS
One of the importantconclusionsof this study is that the decouplingfactorsobtained in

this study based on both teleseismic and near-field data are smaller than the value estimatedby
the Russians (Adushkinet al,, 1992b), Thus, the coupling is quite strong compared to the
coupling estimated for the United Statesexperiments, The near-field seismograms show variation

of the waveform and a complex cmstal structure is needed to model the wavefotmst
Nonetheless, wc could use the waveforms recorded very close to the shot point to minimize the

propagation effect and determine the source RDPof the two events.
The t’ measurement which wc determined from modeling 12 staticms h 0.S3 seconds,

which is significantly lower than the t“previously established at Amchitka, The t“ measurement

is based on a limited set of observations and more telcseismic observations from other events

need to be analyzed to reduce uncertainty in this estimate.
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Figure6. Cross sectionof borchole for the coupled explosion

filled cavity was created by this explosion and was used for the
with yield of 64 kT.

decoupled event.
‘he air-
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INTERCORRELATION OF 71/1 2/22
SOURCE WITH 76/03/29 RECORDS
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km (sta09). Note the mismatch in timing and amplitude.
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Azghir Decoupling Experiment

Decoupled Event 76\03/29 - Nearfield Data
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FREE-FIELD GROUND MOTION MEASUREMENTS IN THE
NONLINEAR-TO-ELASTIC TRANSITION REGION

Kenneth H. Olsen and Anthony L. Peratt

On Site HydrodynamicYield Rograrn, Group P-15, MS-D406
Los Alamos NationalLaboratory,Los Alamos,NM 87545

Equivalent elastic seismic source functions experimentally determined from close-in free-field
observations have been made on fewer than about 20 U.S.underground nuclear explosions—and most of
these were done prior to 1970, Yet there are several fundo.mental aspects of explosion source
phenomcnolojjy of importance to current seismic verification problems that remain incompletely
understood. To help obtain a more detailed understanding of several basic source mechanism questions,
we are conducting a series of experiments in the N-tunnel compiex at Rainier Mesa (NTS) in which stress
gaugesand triaxial accelerometer arrays are deployed simultaneously in free-field geological environments
at shot level as well as on the mesa surface above the explosion. Long-term scientific objectives are:

● To improve detailed understanding of basic physical processes involved in shaping and attenuating
stresswaves as they propagate in the free-field from a hydrodynamic region very close to the explosion,
through a zone where solid-state material failure (crush and shear) is highly non-linear, and finally into
a region of purely elastic behavior. These types of data also have gmt utility for containment diagnostic
assessmentaswell as for nuclear test-ban verification applications.

● To simultaneously compare details of free-field waveforms with near-field, strong-motion (but still
-elastic domain) seismograms obtained at the ground surface within a few depths-of-burial (but mainly
outside the span radius). The goal is to test whether near-field surface ground motion observations are
adequate to constrain explosion source functions for r:gional and telcseismic verification purposes
without requiring detailed knowledge of nonlinear processesin the flee-field,

In this presentation, we report preliminary analyses and comparisons of free-jleld seisrno rams
[obtainedon three low-yield nuclear events in wet tuff (MISTYECHO, 1988; MINERALQUARRY, 199 ; and

HUNTERSTROPHY,1992—we also will make similar measurements on the nearby CHEMICAL KILOTON
experiment), We deal here almost exclusively with our free-field observations at ranges covering the
transition from the distal portion of the uonlincar zone into elastic response, i,e,, peak radial stressesfrom
about 1 kilobar (kb) down to less than 100 bars, (The coordinated mesa-surface observations are
discussed separately elsewhere by Brian Stump and his collaborators,) Although an im rtant component

Tof our study is the interpretation and modeling of the free-field waveforms by means o two-dimensional,
finite difference calculations which follow partitioning of energy and evolution of stress waves through
non-homogeneous geologic structures characterized by non-linear material response, we here want to
focus mainly on an overview of the experimental accelerometer data themselves and to suggest only
general interpretations which later must be tested by detailed calculatiomd modeling, Preliminary
interpretations of some of these data based on 2-D modeling will be made elsewhere by F, App,
W, J3runish, and co-workers.

Although several detailed waveform analysis rocedures are undema , including frequency spectra
\ Jand estimates of reduced displacement otential ( DP) for etich free-fiel station und component, most

[com arisons to date are based on pea” transient values of accelertition, particle velocity (integrated
racceeration) and displacement (doubly integrated acceleration), On initial inspection of the dutii, thu most

striking aspect is the rwt dcpartutt from the dominantl y radial motions common] assumed in and yticul
ftreatmentsof source unction theo ,

7
Even within the nonlinear zone less than 1& m from the working

points, vertical com orients of’ @ccceration tind velocity are between 10 and 30 % of corresponding radial
tcomponents. R and componentsbecomenearly

7
ual at themostdistantstations(-1 km range) ttnd etich

follows a ruther well defined power-law am htu c decay with slant range (tmgential components are
rusually < 10% of R but tire poorly predictable , This stron

!
R-Z component correltition is cdl explained

iby the presence of a strong veloclty gradient in the wet tuf immediate beneath tunnel level w ich causes
istron upward refraction of initially down-going ra s near the SOUKC, Ithough all three shots are within 1

# 1km o each other in the same tunnel complex, si i icantdifferencesseem to exist in peak amplitude decay
l!”rates from shot to shot which may suggest a h gh rmsitlvity to tippwently subtle variations in materiul

R
roperties and/or to tamping conditions new’ the working points (e,g,, MISTY ECHO was detonated in u
emispherical cavity),

!?07



Peak transient free-field data (Figs. 1 - 6)

Three previewsnuclear events in N-tunnel complex during 1988-1992 have been subjects for our
coordinated free-field and mesa-top ground motion experiments,For each of these, from 6 to 8 new tri-
axial free-field accelerometer packages were grouted into special boreholes at depths about 6 m below
tunnel floor-level(in order to minimizeperturbationsfromtunnelwall motions).For each new installation,
the majority of accelerometerpackages were positionedprimarily to span the transition zone between the
non-linear (crush and shear) material failure regime of wet tuff and the more distant ranges expected to
exhibit nearly-linear,elastic responsefor that particularshot.Anadditionalconsiderationin layingouteach
array was to achieveas widean azimuthaldistributionas possible. Because these free-field instruments
and associated cabling were never subjected to shot-time stresses greater than 100 kilobars (kb), most
smived and could be reactivatedfor the next shot. (Theywere then usually well outsidetheelastic radius
for the new wor~ing-point,) Thus, the number and range-interval of free-field observations has grown
with each succeedingevent until we will be recordingabout25 free-fieldsites for the CHEMICAL KILOTON
event.

Figure 1 compares the directly measured first peak accelerationsfor each R, Z, T gauge component from
a singleevent, MINERAL QUARRY,Power-lawfits have been made for each component. Even though we
expect the peak radial stresses in the wet tuff medium (not shown)to exhibit a change in amplitude decay
rate as a function of range (r) fkoma proximatelyrz in the crush/shear region to r 1in the elastic range in

fthe range intcmal between 100and 00 m (the “elastic radius”), such a decay-rate *’kink”is not apparent
for either acceleration, particleVelocity,or peaktra.nsierttdisplacementdata sets shown here.

Figure 2 displays the companion set of peak velocities and peak transientdisplacementsfor MINERAL
QUARRY. These are derived by time integrationof the accelerogramsfrom which the data points in Fig. 1
were obtained.

Figure 3 compares observed radial-component peak acceleration values for the three different nuclear
events. Significant differences are apparent between the three shots. For classification reasons, only
directly observed data can be shown here instead of yield-scaled values. Nevertheless, when the data arc
scaled by the respective yields, significant differences in fitted slopes and scaled amplitudes remain. The
reasons for these differences are being explored by non-linear 2-D numerical modelmg programs ~nd by
conventional seismic ray-tracing and synthetic seismogram calculations. Preliminary results su~gest that
observed variations may be due to a varietyof effects, includingemplacementcavity geometrydifferences
and/or apparently subtle small variations in wet tuff material properties in different parts of the tunnel
complex,

Figure 4 presents the vertical-component accelerations for the three events. The strong relationship
between radial and vertical components for all three parameters (acceleration, velocity, and displacement)
of these data sets are chiefly due to the stron u ward refraction caused by the steep velocity gradient in

$kthe tuff just below tunnel level in this part of e -tunnel complex,

Figure Scompares the peak radial velocityvalues for the three nuclear eve;:ts

Figure 6 displays the corresponding peak verricul velocity data and fits for the three events,
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PEAK FREE-FIELD ACCELERATIONS
Radial (R), Vertical (Z),&Transverse (T)
As MEASURED on MINERAL QUARRY event
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PEAK TRANSIENT FREE-FIELD DISPLACEMENTS
& F-F VELOCITIES (R, Z, & T) integrated
from OBSERVED MINERAL QUARRY accelerations.
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Peak RADIAL Component:
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FREE-FIELD ACCELERATIONS
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FREE-FIELD VELOCITIES
Peak RADIAL Particle Velocities:
Misty Echo, Mineral Quarry, Huntm Trophy
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Fig. 6
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