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Workshop on Data Acquisition and Trigger System
Simulations for High Energy Physics

Wednesday, 22-April-92

5:00 - 7:00 pm, reception and registration, Cafeteria, SSCL
Thursday, 23-April-92

8:30- 9:00 coffee and registration, main lobby, SSCL
9:00-10:30 Morning Session

(10 minutes) Workshop Overview, Cas Milner, SSCL

(45) A Tool for Understanding Data Acquisition Systems, A. W. Booth, M.
Botlo, J. Dorenbosch, R. Idate, V. Kapoor, C. Milner, V. Raj, C. C. Wang, E. Wang, SSCL

At the Superconducting Super Collider a tool for studying the behavior of data acquisition
systems has been developed. It is based on the MODSIM Il object-oriented programming
language. The tool allows system designers to evaluate alternative DAQ architectures in
terms of deadtime, throughput and buffer usage etc. The user can specify dynamically
the number of chips, the size of buffers, the amount of processing time, as well as the
bandwidth of the links, etc., for various interconnection topologies. The type of input
data is also user selectable, e.g. fixed-size, GEANT extracted, zero-suppressed or not, or
random, according to a number of probability distributions. A network of Data
Collection Circuits (DCC's) has been used as a test case for the tool, where "push" and
"pull* control strategies have been compared.

(30) Simulations of the Data Collection Circuit for the SDC Straw
Tracker, A. Holscher, G.Stairs, P.K.Sinervo, University of Toronto

A VERILOG model for the front end readout of the SDC Straw Tube Tracker system is
presented. The model investigates the buffer and bandwidth requirements on the front
end card and on the carte interface card, which is housed outside the detector.
Furthermore the required pipeline lengths for the L1 and L2 buffer are presented.

10:30-10:45 Break
10:45-12:15 Morning Session Continued

(30) Simulation of Non-Blocking Data Acquisition Architectures,Richard
Partridge, Brown University '

A generic simulation model has been developed to study the throughput and deadtime for a
broad class of data acquisition architectures using the VERILOG simulation language. The
results should be applicable to any non-blocking architecture where the throughput
between a particular source and destination is not affected by the data rate among other
sources and destinations. The effect of varying various parameters in the model is
studied in terms of event throughput and deadtime.




(30) Deadtime Studies of the SDC Data Collection Circuit, Eric Hughes,
University of lllinois

The SDC (Solenoidal Detector Collaboration) Data Collection Chip (DCC) reads data from
the Front Ends (FEs) of the different detector subsystems. The DCC assembles event
information from a number of input channels, so a non-overlapping tree structure of
DCCs can be used to build appropriately-sized event fragments. We will present
modeling and simulation studies which examine the effect of DCC design parameters on
the deadtime of the detector. In the first study, three possible architectures of the DCC
are examined in detail, each of which uses a different protocol for communication. The
relative effects of trigger throttling and data loss are examined. In the second study, a
configurable model of the DCC is developed. This model is used to construct trees of
DCCs. The results demonstrate the feasibility of a parameteric DCC model for the SDC
DAQ. The DCC design can accomodate different data formats and data rates, and is
appropriate for a variety of detector subsystems.

(30) Correlation Studies of the Data Collection Circuit, George Tharakan,
University of lllinois

The SDC (Solenoidal Detector Collaboration) Data Collection Chip (DCC) is responsible
for reading out the Front Ends (FEs) of the different detector subsystems. One concern
with the DCC design model is the interdependence of input data. We have studied the
effect of input data correlation on buffer requirements for the DCC. The result suggests
a simple linear relationship between the correlation of data on input channels and the
buffer space needed for normal operation. This implies that physics motivated stimuli
(e.g., Monte Carlo generated events) will be necessary for reliable DCC simulations.
Another problem with the present state of the DCC design is a lack of candidate
implementations and prototypes, which would be useful for upcoming test installations.
We will present some preliminary implementations and discuss a collaborative effort
with a FE design group. One goal of this collaboration is to ensure the feasibility of the
DCC design.

12:15- 2:00 Lunch
2:00- 3:30 Afternoon Session

(45) Efficient Data Transmission from Silicon-Wafer Strip Detectors,
Klaus S. Lackner, Los Alamos National Laboratory

An architecture for on-wafer processing is proposed for central silicon-strip tracker
systems as they are currently designed for high energy physics experiments at the SSC.
The data compression achievable with on-wafer processing would make it possible to
transmit all data generated to the outside of the detector system. The band-width
requirements are obtained from simple numerical simulations of the wafer occupancy. A
set of data which completely describes the state of the wafer for low occupancy events
and which contains important statistical information for more complex events can be
transmitted immediately. This information could be used in early trigger decisions.
Additional data packages which complete the description of the state of the wafer vary in
size and are sent through a second channel. By buffering this channel the required
bandwidth can be kept far below the peak data rates which occur in rare but interesting
events.



(45) Simulation of SCI Protocols in MODSIMS, Andre Bogaerts, CERN

Modern system design relies more and more on computer modelling and the Scalable
Coherent Interface (SCI) is no exception. Different tools are used to simulate different
aspects. The standard is defined by the IEEE as executable C-code, which allows
conformance verification. VERILOG has been used by Dolphin Server Technology (Oslo,
Norway) to design the SCI "node chip" interface. The behavioural simulation of the node
chip in VERILOG has been cross checked against results obtained from the IEEE C-code
using identical stimuli. The latter required a multi-thread environment which was
provided by the SUN/SPARC implementation of "light weight processes”. The Department
of Informatics of the University of Oslo has used models written in both SIMULA and C++
to model small SCI based systems. At CERN we have used ModSim Il to model large ( >
1000 nodes) SCI based Data Acquisition Systems for LHC. The model simulates
accurately SCI protocols at the packet level. Since SCI packets vary in size, the
simulation is necessarily asynchronous with a typical time resolution of ~ 50 ns (the
average packet length at transmission speeds of one Gbyte/s). The simulation program
(SCIMP, SCI Modelling Program) typically calculates the traffic on SCI interconnects,
the flow of data in and out processors or memories in a network consisting of SCI rings
and interconnects. The model takes into account SCI protocols for bandwidth allocation
(roughly the equivalent of arbitration in bus based systems) and retransmission of
packets to overloaded SCI memories or processors. Recently, work has started to include
cache coherency in the simulation.

The different simulations are complementary. SCIMP does not simulate the
content of packets which are exchanged between SCI nodes, although it could easily be
extended to do this. It does not simulate the exact details of how the hardware emits or
strips symbols of the interconnect. SCIMP models the load on an SCI network, but does
not generate test patterns. Recently, the Physics Department of the University of Oslo
has acquired ModSim with the aim of providing more functionality for the simulation of
LHC Data Acquisition systems. The experience using ModSim, the design of SCIMP,
results obtained so far will be presented.

(§ModSim is a trademark of CACI, La Jolla, Ca.)
3:30- 3:45 Break
3:45- 5:30 Afternoon Session Continued
(30) Demonstration: Visual VHDL, University of lllinois

(20) Stochastic Simulation of Asynchronous Buffers,
Henry Kasha, Physics Department, Yale University

Events accepted by the first-level trigger of a collider detector, while no longer
synchronous with the beam bunch crossing frequency, may still occur at time intervals
which are shorter than the decision time of the next level trigger processor. An
asynchronous buffer must therefore be used to derandomize the arrival times at that
level. A MODSIM Il simulation is used to study the required depth of such buffers in SSC
environment.



(35) SDC Level 1 Calorimeter Trigger Simulation Study,

S. Dasu, T. Gorski, J. Lackey, W. H. Smith, W. Temple, University of Wisconsin
(Department of Physics and Astronomy, Chamberlin Hall, 1150, University Avenue
Madison, Wi 53706)

Level-1 trigger electronics for the SDC detector is required to reduce the interaction
rate of 100 - 1000 MHz, down to 10 - 100 kHz. The key to triggering the SDC involves
tracking, calorimetry and muon identification, as well as correlation of information
from these systems. The trigger system starts by making local decisions about the
presence of objects such as photons, electrons, muons, and jets, as well as making global
sums of ET and missing ET. It uses this global compilation of information to decide
whether to trigger a particular 16 ns beam crossing or not. Extensive simulations of
electron, photon and jet triggers have been made in order to optimize various important
trigger parameters. These studies have been performed, using hundreds of thousands of
ISAJET events, and, reconstructing the calorimeter energy deposits and tracking using a
parametric Monte Carlo. The ISAJET data set included both Drell-Yan, QCD and min-bias
events. We conclude that the electron trigger threshold can be reduced to as low as 20
GeV while maintaining high trigger efficiency, using, comparison of energy deposited in
electro-magnetic and hadronic parts of the calorimeter, and transverse isolation. We
conclude from the jet study that the overlapping grid of 1.6 x 1.6 (¢, n) towers yields
best jet energy trigger threshold. Additional work involved study of logarithmic versus
linear digital energy scale, and other details. Further improvements to the Monte Carlo,
including the addition of muon system performance, study of trigger efficiencies for
various physics processes, etc. are in progress. Results from these studies will be
discussed in this paper.

(20) Trigger Rate Simulations for the SDC, Greg Sullivan, University of Chicago

A fast detector simulation of the SDC is used to estimate trigger rates for the SDC
detector. The rates are discussed along with the implications for an overall trigger
strategy in the SSC environment.

Discussion, (J. Dorenbosch, agent provocateun

6:30 Informal Dinner (Dutch Treat), Mercado Juarez
Friday, 24-April-1992

9:00-10:30 Morning Session

(45) MODSIM Il Simulation Tools, Ron Belanger, ErgoSoft

(45) Dagger: A Design Automation Tool,
Vijay Raj, University of Texas at Arlington

10:30-10:45 Break
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10:45-12:15 Morning Session Continued

(20) Proposed Synthesis Tool for Physics Applications, Guy Vanstraelen,
SSCL

A “Silicon Compiler” can be defined as a software system supporting chip layout
synthesis starting from a behavioral description at the algorithmic level. Important is
the observation that there is no such thing as a "general” silicon compiler. Only
application-specific silicon compilers can be realized, because different applications
require different specification languages and the designer may want to pass structural
hints to the compiler to guide the synthesis process. The required characteristics of a
synthesizer for physics problems will be examined in more detail. These problems are
characterized by high throughput requirements, memory management needs and an
interdependent incomming data stream.

An important strategy in the simulation-synthesis process should be the “meet in the
middle” strategy, in which the top-down approach of system designers meets with the
bottom-up approach of silicon designers at the module level. This strategy will be
explained more in detail.

(30) Timed-LOTOS in a PROLOG Environment: an Algebraic Language for
Simulation, M. L. Ferrer, Laboratori Nazionali di Frascati dell'INFN, Frascati,
00044, Italy, and G. Mirabelli, Dipartimento di Fisica, Universita’ di Roma | and INFN,
Roma, 0185, Italy

The time inclusion in LOTOS allows its use for protocol and system simulations.A tool
will be presented, implementing a timed-LOTOS in PROLOG environment performing the
following functions: evaluation of PROLOG clauses via guardmode, menu computation and
selection and automatic traversal of the communication tree. An example of use of this
language to define and simulate some aspects of the FUTUREBUS+ protocol will be given.

(30) Modeling and Simulation of an Event Builder for High Energy Physics
Data Acquisition Systems, Vishal S. Kapoor, University of Texas at Arlington

In data acquisition systems for high energy physics experiments, the physical connection
between individual data sources (data collection chips) and data destinations
(processors) can be made using an event builder. An event builder assembles the data
associated with an event, and sends it to a processor. Specifically, this involves
funneling and routing a large volume of data to a large number of processors. In essence,
an event builder is an interconnection network.

An integrated systems engineering approach was used to model, at both the systems level
and the component level, the behavior and functionality of an event builder. This
provided a vehicle to study high level considerations such as system architecture,
efficiency, dead time, event sizes, event distributions, data rates, and transmission
rates, as well as component level issues such as functionality and relative signal timing.
System behavior was studied using MODSIM II, an object-oriented discrete-event
simulation language. Some design issues were studied in greater detail using VERILOG, a
hardware description language.

The study was done by varying data volumes, trigger frequencies and buffer sizes. The
system was evaluated by analyzing the buffer usage and throughput of the event-building
interconnection network.

12:15- 2:00 Lunch




2:00- 3:30 Afternoon Session
(45) COF DAQ Simulation in Verilog, Robin Grindley, University of Toronto

A Verilog simulation of the CDF DAQ system for the 1992 run was developed to
investigate the dependence of throughput on the system geometry. The goal was to test
certain proposed enhancements to the system to see whether they would be effective or
not in achieving the design event-taking rate. The talk will center on the purpose,
structure and implementation of the simulation, but will briefly touch on the results
obtained and the general usefulness of such simulations in the design of DAQ systems.

(45) Modeling the SDC Straw Tube Front End Interface in Verilog,
Tor Ekenberg, University of Pennsylvania

We are using verilog to simulate the read-out of the front end-chips, i.e. the interface
between the DCC and the FE, for the straw tube read-out system. Since we are working
on a design of this interface for use in the “full-density” straw tube test, it is important
that the models can easily be transfered to a hardware implementation. This is
accomplished under the CADENCE IC design environment by tying behavior-level verilog
code to blocks in the schematics, and then replacing the behavioral level blocks with
actual transistors as we proceed with the design.

Advantages of this simulation path are, 1) that we have can have higher confidence in our
design since the topology of the schematics haven't changed between simulation and
implementation, and 2) that we relatively easily can lift certain blocks out of the half-
done design and replace them with different structures (written in verilog) to
investigate the impact of design changes.

We have designed a four channel version of the read-out logic that can handle the TMC or
the TVC/AMU. This design is done inside CADENCE on a block-diagram basis, where all
blocks have verilog code tied to them, and then simulated to verify correctness in the
logical design. This phase is almost complete. In paraliel we have been filling in the
blocks we know we need (like counters, comparators, flip-fiops, latches, etc) with gate
level schematics, and in most cases also with lay-outs. For parts of the design we are
doing verilog simulations where some blocks only have high-level behavioral level
verilog code, while other blocks have complete gate level designs associated with them.
For the first version of the actual TVC/AMU we made a 10,000 transistor hSpice job
simulate. We simulated 20 ms of detector time on a 1 ns time step in a three week
simulation.

3:30- 3:45 Break

3:45- 5:00 Afternoon Session Continued

(30) The DZero Data Acquisition System: Model and MeasurementsS$,
J. A. Wightman, Texas A&M, R Angstadt, M.E. Johnson, and I.L. Manning, FNAL

We have developed a queueing theory model of the DZero Data Acquisition System based on
IBM's RESQ Version 2 modeling package. This model was used in the design of our DAQ
system. As a check of the simulation, an analytical solution was developed which has the
advantage of providing a self-consistency check. We have used the analytical solution to
refine the mode! and find hidden queues which had not been previously considered. The
analytical solution provides a simplification of the more complex RESQ model and has
been a very powerful tool not only in discovering bottlenecks in the DAQ system but also
in comprehending why they exist. Finally, we have made some measurementsof the
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performance of the DZero DAQ system in its current configuration. These are consistent
with both the simulation and calculation. As the DZero DAQ system undergoes upgrades to
its final configuration, we make projections of its performance.

Ssupported in part by US DoE.

(30) Simulating the DZero Intermediate Level Hardware Trigger$,
M.E. Johnson, R Angstadt, and I.L. Manning, FNAL, and J. A. Wightman, Texas A&M

The DZero trigger consists of three levels. The first is a hardware trigger which makes
a decision within the time frame of a single beam crossing. The last level of triggering is
a software trigger which makes a decision within about 100 ms. Residing between these
two is the intermediate level hardware trigger which operates within the time frame of
approximately ten beam crossings. We have used our queueing theory model to study the
effects of this level of triggering on the DAQ system. The processing rate for this trigger
as well as the rejection factor supplied by the algorithm have served as parameters in
our study. With the intermediate level hardware trigger still under construction, we
have not been able to make any measurements to verify the predictions of the simulation,
but the success of the simulation in modeling the rest of the DAQ system gives us great
confidence in our results.

§Supported in part by US DoE.

(20) Strategies Optimizing Data Load in the DO Triggers,
Mike Fortner, Northern Illinois University

The DZero trigger is a multistage object consisting of a synchronous hardware trigger,
an asynchronous hardware trigger and a software trigger. Conceptually all three of
these stages have the same types of cuts, but with increasingly better resolution. The
effects of simulating background rates and data aquisition performance has led to specific
strategies of triggering that involve spreading the trigger load between the three stages.

Discussion, (J. Dorenbosch)

6:30 Informal Dinner
Saturday, 25-April-92

9:00-10:30 Morning Session

(30) Simulation of the DO/Level-2 Data Acquisition System, D. Nesic, D.
Cutts, J. Hoftun, M. Mattson, Brown University

The DO/Level-2 data acquisition system provides a high level software trigger for the
DO experiment. Data flows directly from digitizing crates over parallel high speed paths
to a selected farm node for the filter analysis. We have modelled this system using the
Verilog simulation package, and compared our mode! with measurements on the partial
system that has been running in the installation/commissioning phase of D0. Using the
simulation, possible upgrade paths for the Level-2 system are studied; results of
different upgrade scenarios will be presented.

Vil



(30) Fast Calculation DZero Jet Trigger Properties,
Andy Milder, University of Arizona

Level 1 trigger efficiencies and their dependence on n and Pt have been calculated using
single-jet events. Sytematic n effects which have been missed in other studies become
apparent and represent a potentially important angular correlation efficiency problem.
A method for quickly simulating the trigger efficiencies of specific physics processes has
been developed and applied to two-jet QCD events as a check against other, more time-
consuming means.

10:30-10:45 Break
10:45-12:00 Morning Session Continued

(30) Physics Simulation for Input to Behavioral Simulations,
Ed Wang, SSCL

At the SSC, triggering and data acquisition problems are particularly acute. It is
ultimately physics goals that drive both the accelerator and detector design. We use
these physics goals as input to behavior modelling of data acquisition systems. The
present discussion describes features of the physics input to the behavior simulations
presented at this workshop.

Workshop Summary and Discussion

12:.00 Adjourn
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Front End and DCC Simulations
for the SDC Straw Tube System

A. Holscher, G. Stairs and P. K. Sinervo
University of Toronto
Toronto, Canada

April 21, 1992

contact: A.IllSlscher
e -mail: holscher@cerebus.physics.utoronto.ca

This document is a collection of three notes, which describe the buffer and bandwidth
requirements at various stages of the SDC straw tracker front end system.

1 Simulations of Front End Board Occupancies
for the SDC Straw Tube Tracker

This note describes tle results of a study of the front end board occupancies for the different
superlayers of the SDC straw tracker.

2  Front End Buffer Requirements for the
SDC Straw Tube Tracker

This note describes estimates made of the buffer requirements for the L1 and L2 buffer.

3 Buffer Occupancies for the SDC Straw Tube DCC System

This note describes a study of the buffer and bandwidth requirements on the front end
boards and at the DCC level.



Simulation of Front End Board Occupancies
for the SDC Straw Tube Tracker

A. 1l6lscher, P. K. Sinervo and G. Stairs
University of Toronto
Toronto, Canada

Penny Estabrooks '
Carlton University
Ottawa, Canada

March 11, 1992

Abstract

In this note we present simulations of the occupancies of the Front end boards for
the straw system using SDCSIM generated events.

1 Introduction

The straw system consists of about 110,000 straws, which are arranged in 5 superlayers.
For an exact description of the geometrical arrangement we refer to [1]. In this note we
determine occupancies of different layers and of the electronic front end boards. We use
physics events generated by the SDC simulation program. No attempt has been made to
generate electronic noise.

H

2 Superlayer occupancies

First we show the occupancies of different event types alone. However, at the nominal
luminosity of the SSC of L = 1033¢cm~2s-1, there are 1.6 minimum bias events per crossing.
For the straw system the detector integrates over three bunch crossings per each trigger in
order to catch all signals. This implies that for each physics events one triggers on, one has
roughly 5 underlying wminimum bias events, which of course add to the occupancies. We
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generaled 5 minimum bias events, 5 events containing a Iliggs decaying in the following
decay chain: Iliggs — ZZ — -t and 5 dijet events with a p, in the range of I - 100 GeV/c.
Table 1 shows the occupancy per channel per trigger, first for the different event types alone
and then for the event types of interest plus the underlying 5 minimum bias events. Figure
1 shows these distributions for the higgs + minbias, dijet 4+ minbias and 1 minbias cases

represented graphically.

f | Layer 1 | Layer 2 | Layer 3 | Layer 4 | Layer 5 ||
1 minbias 083% {035% | 028% | 0.16% | 0.16 %
1 Tiges 60% | 30% | 1% | L5% | 1.75 %
1 dijet 2.7% 13% | 085% | 064% | 0.63%
1 Higgs + 5 minbias | 10.0% | 4.7% | 33% | 256% | 25%
1 dijet + 5 minbias | 6.8% | 3.1% | 23% | 14% | 14 %

Table 1: Layer occupancies for different types of events

3 Front end board occupancies

We are also interested in correlations in specific Front end boards. As shown in Figure 2
each superlayer consist of 6 or 8 layers, which are bundeled together into modules and read
out by one Front end board (FEB). It is assumed that each front end board contains 160
straw channels. This implies that there are about 850 FEBs for the whole straw system.
Each FEB consists of five so called FMUX’s, each reading out 32 channels [2]. Therefore
there will be about 4250 FMUX’s in the whole straw system. The FMUX’s are assumed to
be radially arranged.

A particle transversing one superlayer will leave several hits in the particular front end
board. Figure 3 and 4 ! show the occupancies of the FMUX’s for 1 minbias event and 1
dijet event alone. One clearly sees peaks at an occupancy of 6, which indicates that the
transversing particle has a hit in all of the layers of one superlayer. These 6 hits mostly
belong to one FEB, which is why there is a clear peak in the occupancy distribution of the
FEB. The 6 hits may also belong to one FMUX, but here the correlation is not so strong.
In comparison we show the occupancy distribution assuming that the modules would be
arranged in the ¢ direction, where one does not have this correlation effect. Many more

!Note that the mean of the occupancy distributions was only calculated for FEB’s or FMUX’s, which
contain at least one hit.
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Figure 1: Occupancies of the different superlayers of the straw system for a higgs event
(solid histogram) and a dijet event (dashed histogram). These events include 5 underlying
minimum bias events. For comparison the occupancy for one minimum bias event (dotted
histogram) is shown.

modules contain a hit, but the average occupancy of a hit module or FMUX is much smaller.
Note that the average FEB and FMUX occupancies are very similar for the minbias and
dijet events. However, in the minbias case fewer modules actually have one or more hits.
Figure 5 finally shows the occupancy distribution of the Higgs or dijet events plus 5 un-
derlying minbias events. The shapes don’t change very much since the additional particles
from the minbias events mostly transverse other modules. This is also illustrated in table
2, which shows the percentage of FMUX'’s or front end boards that don’t contain any hit
for all the different events categories. Including the minbias events clearly decreases the
number of empty FMUX’s and “EB’s, implying that they hit different modules. We remind
the reader however, that we didn’t generate any electronic noise, which might change this
picture.

The occupancy distributions, however, show long tails. For the generated 5 events of each

category an occupancy of 105 for one FEB was observed and an occupancy of 41 for one
FMUX.
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f | empty FEB's | empty FMUX’s I

1 minbias 95 % 98 %

1 higgs 68 % 85 %

1 dijet 84 % 93 %

1 higgs + 5 minbias 55 % 77 %
1 dijet + 5 minbias 66 % 84 %

Table 2: Fraction of FEB boards and FMUX’s that do not contain any hits.

4 Conclusions

The maximal inner superlayer occupancy was found to be 10%. This translates into the
following average datarates from the front end boards, assuming that each hit contains 4
bytes and an L2 trigger rate of 10 kliz and assuming that each front end board contains
160 straws. Again this table ignores the electronic noise. These datarates, however, are

| Layer1 | Layer?2 Layer 3 | Layerd | Layer 5 |

0.16 hits/us | 0.08 hits/us | 0.05 hits/ps | 0.04 hits/ps | 0.04 hits/us
0.64 Mbyte/s { 0.32 Mbyte/s | 0.2 Mbyte/s | 0.16 Mbyte/s | 0.16 Mbyte/s

Table 3: Datarate from one FEB for the Higgs + 5 minbias events, assuming 4 bytes/hit
and excluding electronic noise.

the average datarates. For any event the hits are correlated. When a module is hit by a
transversing particle, it usually contains at least 6 hits. It can contain many more hits,
when it is hit by a jet. In most cases, however, the Front end boards are empty.

References

[1] SDC detector notes, SDC-91-125, SDC modular straw outer tracking system conceptual
design report.
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Front End Buffer Requirements for the
SDC Straw Tube Tracker

A. Ilolscher, G. Stairs and P. K. Sinervo
University of Toronto
Toronto, Canada

March 16, 1992

Abstract

In this note we present the results of calculations of the bulfer occupancies at the
front end card [or the straw system. For an occupancy per crossing of 5%, the L1 buffer
would need 18 storage locations and the L2 buffer 8 storage locations. One can impose
a minimal distance requirement between two L2 trigger accepts of up to 50 us with only
little additional burden to the L2 buifer.

1 Introduction

We simulate the Front end TVC/AMU for the straw system to determine the buffer require-
ments of the L1 and L2 buffer. The system is supposed to meet the following requirements:

e sustain a L2 trigger accept rate of up to 10 kllz, with less than 10 % losses.

¢ work for occupancies of up to 5% / crossing and integrate the signal over 3 crossings.

Model simulations show that the occupancuies of the inner layers of the straw system are
about 10% per trigger without any electronic noise. The above assumption contains some
safety margin to incorporate this noise.

The model used is a simplified version of the front end simulation model of Sinervo et al.
[2]. It uses the beam clock as the minimal time step and starts generating events for any
L1 accept. The L1 triggers are generated with an L1 accept rate between 62M11z*(0.001-
0.003). Tor L1 trigger accepts, hits are generated with a probability/crossing, occup=0.05.
For each trigger 3 heam crossings are read out. These hits then enter the L2 pipeline. The
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L2 delay (L2lat) is parametrized by a a flat uniform distribution between 10 and 50 us (a)
or 10 and 100 ps (b). The trigger proposal {1] requires the L2 latency time to be between
10 and 50 ps. llere we will usually allow for a latency of up to 100 ps. L2 trigger accept
signals are generated with the probability L2. We further require a minimum time L2min
between two L2 triggers. This time is the same for L2 accepts or L2 rejects.

2 L1 buffer occupancy

The L1 buffer occupancy depends only on the delay of the L1 trigger decision, which we take
to be 240 crossings, and the occupancy of one channel per crossing. It follows a binomial
distribution:

240!
W * occup™ * (1 — occu],)uo_n

Simulations werde done with a detailed model of P. Sinervo et al. [2]. Figure 1 shows the L1
buffer occupancy distribution for an occupancy of 2% and 5% per crossing. The maximal

buffer length to contain 99 % of the hits, is 10 and 18 for the occupancies of 2% and 5%
per crossing, respectively.

prob(n) =

0.2
0.175
0.15
0.125
0.1
0.075
0.05
0.025
0
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|
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Figure 1: L1 bufler occupancy distribution for an occupancy of 5% per crossing and 2% per
crossing,.
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3 L2 buffer occupancy

We test the required L2 buller size in a simplified version of the front end simulation model
of Sinervo et al. [2]. We note the following parameters for the buffer: the average occupancy
n (averaging excludes empty bulfer conditions), the variance of the occupancy distribution
o and the maximal occupancy nmaz of the L2 buflfer. The maximal occupancy is defined
as the number of buflers needed to contain more than 99% of the hits. Table 1 gives the

results for various parameters.

[ L1 |occup | L2lat [ L2min(Xing) | n | o | nmax ||

0.001 | 0.05 a 250 1.3 ] 0.6 4
0.001 | 0.05 b 250 1.4 | 0.7 5
0.00L ] 0.1 a 10 15108 5
0.001 | 0.1 b 250 19(1.1 6
0.002 | 0.05 a 250 1.6 109 6
0.002 | 0.05 b 10 1.9¢11.1 7
0.002| 0.1 a 600 14 1 7 >24
0.002 | 0.1 b 10 3.1119 11
0.003 | 0.05 b 250 2.9 1 1.6 8
0.003 | 0.1 b 250 5.0 | 2.2 13

Table 1: L2 buffer occupancies.

From this table one can infer that the variables n, o and ninax scale approximately with
the square root of L1, vccup and L2lat.

n.o,nmax « y/occup # VLI * V< L2lat >

The introduction of minimal distance between L2 triggers of 250 Xings=4us does not have
a big influence on the performance of the system. This parameter, however, starts to have
a large influence as soon as this distance comes close to the mean time between L1 trigger
accepts ( 60 MHz*L1=10-20 ps).

Figure 2 shows the maximal occupancy of the L2 bufler, nmax, as the function of the L1
trigger rate for occupancy/crossing of 0.1, 0.05 and 0.02. For an occupancy of 5% per
crossing and a L2 latency time distribution between 10 and 100 #s, a maximal L2 buffer
length of 8 hit locations is sufficient.
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Figure 2: nimax as a function of the L1 trigger accept rate for an occupancy/crossing of 0.1
(upper curve), 0.05 (middle curve) and 0.02 (lower curve).

4 L2 accept separation

For some reasons like event ordering one is interested in the influence of an additional latency
between L2 trigger accepts on the performance of the front end buffers. Let 7 be the minimal
distance between two L2 trigger accepts. This is not to be confused with the L2 trigger
latency, which is the time the system needs for an L2 trigger decision. This additional
latency would require the L2 buffer to take the burden of this additional buffering. For an

occupancy of 5% per crossing we show in the following table the L2 buffer occupancies, for
different latency times r.

The last column in the table gives the percentage of L2 trigger accepts that had to be
buffered so that the minimal distance criterion was satisfied.

For the L2 latency time we used a uniform distribution between 10 and 100 ps, so that the
typical latency was usually much larger, than the additional latency caused by the minimal
distance requirement.

The increase in required L2 bufler space on the L2 bufler side seems to be modest, if
noticable at all for the assumed parameters. However, as soon as T approches the L2 accept



|| L1 | L2 | L2rate( kHz) [ T(ps) I n ] Fes | nmax I (%) ”

0.002 | 0.02 2.4 1 2.1 (1.2 5 0
0.002 | 0.02 2.4 32 2.111.2 5 6
0.002 | 0.02 2.4 G4 2.1 1.2 5 11
0.003 | 0.05 9 1 2916 0 0
0.003 | 0.05 9 32 3.0]| 1.7 8 25
0.003 | 0.05 9 64 5.1 121 >8 53

Table 2: L2 bufler occupancies with an minimal L2 trigger accept distance, for an occupancy
of 5% per crossing.

rate, the required bufler size increases dramatically. For the last entry, 16 % of the hits are
lost for the L2 hufler length of 8.

The small increase in buffer requirement can be understood in the following way: The
minimum L2 accept requirement introduces on the average a latency of L2 * 7 for each
event, which is quite small compared to the L2 decision latency, since L2 is small. This effect,
however, becomes very important when the probability that during this latency another L2
accept trigger occurs, becomes important. At this point the L2 buffer queue is not emptied
any more.

Figure 2 compares the L2 buffer occupancy distribution for (a) L1=0.002 and L2=0.02 and
(b) for L1=0.003 and L2 =0.05 for minimal L2 trigger accept separations of 1, 32 and 64
ps. In the case a) the difference in the distributions is nearly imperceptible. In case b) the
distributions for 7 = 1pts and T = 32us are very similar, while the case of 7 = 64us would
need more bufferspace. 16 % of the hits are lost for an L2 buffer length of 8.

Figure 3 shows the percentage of L2 accept triggers which had to be delayed, to enforce the
L2 trigger accept seperation.
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Figure 4: % of L2 trigger accepts which have to wait in order to enforce the minimal distance
condition, for separation times of 32 and 64 us.
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5 Conclusions

In this note we have evaluated the buffer requireinents for the L1 and L2 buffers., which are
located on the TVC/AMU. In order to collect more than 99% of the hits, the L1 bufler needs
to have 18/12 storage locations for an occupancy of 5% or 2% per crossing, respectively.
The L2 buller needs 8/4 storage locations for the two dillerent occupancies, assuming the L2
latency to be uniformly distributed between 10 and 100 ps. Without too much additional
burden a minimal distance of 30-60 us between 2 L2 accept triggers can be imposed. The
bulffer needs are only increased for very large rates (L2=9 kllz) and long minimal distances
of 64 us.

References
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(2] P. Sinervo et al., SSC Front End Simulations Forth Worth Symposium 1990.
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Buffer Occupancies for the SDC
Straw Tube DCC System

A. ll6lscher, G. Stairs and P. K. Sinervo
University of Toronto
Toronto, Canada

March 23, 1992

Abstract

In this note we present the results of simulations of the buffer occupancies at the
front end card and at the crate interface card for the SDC straw tube system:.

1 Introduction

The general architecture of this system as it is assumed in this simulation is as follows [1]
(see figure 1). Ou cach front end board reside 5 FMUX’s, which are connected to 8 four
channel TVC/AMU’s (or TMC'’s) each, so that we have 160 straw channels per front end
module. The FMUX’s have one buffer for each TVC/AMU they are connected to. After
each L2 accept trigger the data are first digitized on the TVC/AMU, which might take
1-3 ps, and then transmitted to the FMUX. This link is clocked at about 1 MHz and each
clock cycle 4 bits are transferred to the FMUX. One hit from the TVC/AMU generates
3 bytes of data. On the FMUX a 4th byte for the geographical address is added. The 5
FMUX’s residing on one front end board are read out one after the other by one FETX
that transmits the data to a buffer on the CIC (crate interface card), which resides on a
data acquisition crate outside the calorimeter. Each CIC reads 20 front end boards out
in this scheme. For the whole straw system we forsee 32 CICs. We are interested in the
occupancies of the buffers and bandwidth requirements at various stages.

The system is supposed to meet the following requirements :

e sustain an L2 accept rate of up to 10 kHz, with less than 10 % losses, and

* work for occupancies of up to 15% /trigger/channel.
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Figure 1: Architecture of the SDC Straw Tube DCC System.
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Model simulations [2] show that the occupancies of the inner layers of the straw system are
about 10% per trigger without any electronic noise. The above assumption contains some
safety margin to incorporate this noise.

In this note the occupancies were generated, unless otherwise stated, with an L2 trigger
accept rate of 9 kIlz and an occupancy of 5% per crossing with 3 crossings per trigger being

read out.

2 Bandwidths

Froimn these requirements one can deduce the following average rates:
datarate(TVC/AMU — FMUX) = 4 % 0.15 # 10kHz = 0.006 hits/us

Our protocol between the FE chip and the FMUX requires the FE to generate an ”end-
of-event” datum for every L2 trigger (see section 4). Including this additional effect, we
obtain an average rate of 0.016 hits / us.

Assuming the connection TVC/AMU - FMUX is clocked at 1 MHz and that the data
are transferred in 1 nibble=4 bit, it will take time = N * Gus (N number of hits on one
TVC/AMU) until the data from one TVC/AMU arrives at the FMUX.

For the datarate from the FMUX to the CIC one gets the following values:

datarate(FMUX — CIC) = 160 # 0.15 * 10kHz = 0.25 hits/pus

Assuming one hit is 4 bytes long and allowing for a safety margin of at least a factor 4, the
minimal required bandwidth for the bus to the TVC/AMU is :

bandwidth(FMUX — CIC) > 4 Mbyte/s

For each front end board there is a separate input buffer on the CIC. The bus which reads
out these input buffers needs to carry the following rate:

datarate(CIC — CIC) = 20 * 160 * 0.15 * 10kIlz = 5.0 hits/pus

Assuming again that one hit contains 4 byte and requiring a safety factor of at least 2 times
the required bandwidth one obtains:

bandwidth(CIC — CIC) > 40 Mbyte/s

This is also the rate with which the data are transmitted to the DAQ.

The further one is away from the front end module, the smaller the safety factor needs
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to be, since the fluctuations become smaller and smaller. This will be confirmed by the
subsequent simulations. Generally, as long as one stays some reasonably safe factor away

from the limiting bandwidth, the system performs very well.

3 Correlations

For each L2 trigger accept signal, we generate hits for each channel according to an average
occupancy. In a previous note [2] we have shown, however, that the front end boards
typically contain either no hit or at least 6 hits, due to the fact that a transversing particle
sets a hit in all layers of one superlayer. To simulate this type of correlatlions, we assign
to each event a dillerent average occupancy. The distribution of this average occupancy is

assumed to be exponential
f(occup) < exp(—occup/ < occup >)

with a mean occupancy of 5% per crossing. Three crossings are read out for each trigger.

4 FMUX occupancies

The FMUX'’s reside on the front end card and read out 8 TVC/AMU’s (or TMC’s) each.
On each front end card there are 5 FMUX’s, which are read out by one FETX. The FETX
reads the FMUX'’s one after the other and transmits the data to a buffer on the CIC. SDC
mandates that all data in the DAQ system to be event and channel ordered. The two issues
concerned with this ordering are:

o data ordering by the geographical channel address, and

e event ordering by time and disentangling data from different events.
There are two possibilities to order the data from different events:

o Introduction of a latency between L2 trigger accepts, so that one event can be read
out completely from the FMUX before the next one enters it.

o Let the TVC/AMU send an empty hit to indicate the end of an event for one trigger
and the beginning of the next trigger. The FMUX would then continued to be read
out until the empty hit for each L2 trigger.
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Figure 2: FMUX occupancy (in terms of hits) for one four-channel TVC/AMU without

(a) or with (b) one empty hit for each event. The occupancy is shown for three different
FMUX-FETX-CIC bandwidths of 2 (dotted), 4 (dashed) and 8 Mbyte/s (solid histogram).

The introduction of a minimal distance between L2 trigger accepts of up to 50 us introduces
a sustainable load on the the L2 buffer as was shown previously [3]. However, problems
might occur for events that have a high occupancy in one FMUXR. This scheme also requires
some additional logic in order to enforce this minimal L2 trigger accept distance.

In the second solution, the TVC/AMU adds an empty hit to the end of the data for each
event. The FMUX is then read out until the occurence of an empty hit and one would
naturally get the hils ordered after their event number. The disadvantages of this method
are an increased TVC/AMU - FMUX bandwidth and an increased buffer requirement on
the FMUX. Both disadvantages don’t seem to be severe, however, and we use this method
for the subsequent simulations.

The ordering by geographical address can be done by reading out the FMUX’s in the same
order for each trigger. This reduces the effective bandwidth somewhat, since one might have
to wait for the data to arrive at a particular FMUX before the readout can continue. This
degradation, however, is acceptable. Figure 2 shows the occupancy of an FMUX buffer for
one four-channel TVC/AMU for three different FMUX-FETX-CIC bandwidths of 2, 4 and
8 Mbyte/s and for the case where one empty hit at the end of each event is not included
(a) or is included (b). Figure 3 shows the required FMUX buffer length in order to contain
99.9% of the hits for the various cases. For a FMUX-CIC bandwidth of 4 Mbyte/s, the hits
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are well contained in a buffer of length 15.

20
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Figure 3: max FMUX bufler occupancy (99.9%) as a function of the FMUX-CIC bandwidth.

4.1 Recovery fom buffer overflow

Special care has to be taken when the FMUX buffer overflows, in order not to loose the
control information provided by the empty hit. When the FMUX buffer is full, we propose
to stop the data transmission from the front end chip to the FMUX. This will cause first the
L2 buffer and then the L1 buffer on the chip to be filled up and eventually cause the chip
to disable its input when no space is left for hits in the L1 buffer. As soon as the FMUX

has space again, the data transmission from the TVC /AMU (or TMC) to the FMUX buffer
can resume.

5 CIC occupancies:

The data are transmitted from the front end boards to buffers on the crate interface card
(CIC), which is located outside the calorimeter. Fach CIC has one data input buffer for
each of the 20 front end board it is connected to. It then puts the data belonging to one
trigger together in one output buffer, from where the data are transmitted to the DAQ.

Apart from collecting the data from the front end board, the CIC -card has some control
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and monitor functions. The input buffer needs on the CIC are of course dependent on the
bandwidth with which theses buflers are emptied. Figure 4 shows the occupancy distribution
of the CIC input buffers for a CIC bandwidth of 24 Mbyte/s (again assuming that each hit
consists of 4 bytes). In this figure, we compare the case, where (a) the event data are not
geographically ordered, but the input buffers on the CIC are read out in the order that they
arrive in the CIC, (b) second where we assume a fixed occupancy for each event, neglecting
correlations as they were assumed in section 3 and (c) assume the type of correlations
presented in section 3 and reading out the CIC front end buffers always in the same order.
The percentage of hits lost with a buffer length of 1000 hits per front end card is 0.6%,
0.03% and 1.6%, for the three cases, respectively. The occupancy distributions don’t show
big differences between the three cases. Reading the front end boards out in the order of their
availability (a) gives a slightly larger throughput than always reading them out in the same
order, whereas neglecling correlations within one event leads to smaller losses (b) compared
lo the nominal case where we get ordered event and were we putl in some correlations.
Although these differences are expected the difference between the distributions is much
smaller than one probably would have anticipated.

Figure 4: CIC input buffer occupancy (in terms of hits) for one front end board. Case (a)
solid, (b) dashed and (c) dotted histogram).

Figure 5 shows the CIC buffer occupancy distribution dependence on the CIC bandwidth.
The occupancies are shown for a bandwidth of 24, 36 and 48 Mbyte/s. Also shown are the
maximal occupancy for different bandwidths. For a CIC bandwidth exceeding 40 Mbyte/s
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the hits are well contained in a bufler length of 400 hits.
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Figure 5: CIC input buffer occupancy for one front end board, for three different bandwidths
on the CIC: 24 (dashed), 36 (dotted) and 48 Mbyte/s (solid histogram). The histogram in
(b) shows the maximal (99.9%) occupancy.

5.1 Influence of CIC delay times

Since the CIC has also monitor and control functions, we are also interested in the buffer
requirements assuming that the hits have to stay a minimal time T in the input buffer. This
would give the a DSP (see figure 1) some time for monitor and control functions. F igure
6 shows the CIC input buffer occupancy distribution for an CIC bandwidth of 48 Mbyte/s
for 3 different minimal times r = 0, 500 and 1000 ps in the CIC bufler. Even for a delay
time of 1000 us, the additional burden on the CIC buffers is small. In this case one would
like to have a somewhat larger storage of 500 hits.

2

5.2 Load balanced Front End Readout

Simulations of the occupancies of front end modules [2] show that the occupancies have a
strong dependence on the superlayer number in the sense that the occupancies of the outer
layers are much smaller than the inner layer. Since the CICs are located just outside of the
calorimeter in different ¢ positions, geometrical arguments and arguments of load balance
suggest, that each CIC reads out front end modules of different la:yers. This lowers the
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Figure 6: CIC buffer occupancy for one front end board for a CIC bandwidth of 48 Mbyte/s
for three difTerent CIC minimal stay times of 0 (solid), 500 (dashed) and 1000 ps (dotted
histogran).

bandwidth requirements of one CIC, since the occupancies of the outer layers are much
smaller. We assume that the 20 front end boards of one CIC contain 4 front end module
of each superlayer. We assume the following average occupancies per trigger for the 5
superlayers of 15%, 9%, 6%, 4.5% and 4.5%, which is still well above the results of the
simulation of 10%, 4.7%, 3.3%, 2.5% and 2.5% [2]. Figure 7 shows the CIC buffer ocupancy
distributions for different CIC bandwidths of 24, 16 and 12 NMbyte/s. Here no difference is
made between CIC reading out superlayers with higher or lower occupancies. For this load
balanced front end readout, the required CIC bandwidth is only 20 Mbyte/s.

5.3 CIC output buffer and bandwidth to DAQ

The data from diflerent front end boards are now assembled and added to one output buffer,
where they are to be shipped off to the data aquisition system. The buffer size needed here,
of course, depends on the specification of this connection, which at this stage is not defined.
Assuming the load balanced case (section 5.2), a CIC - DAQ bandwidth of 24 Mbyte/s and
no additional delays, one gets the output buffer distribution of figure 8, showing that in this
case the buffer can contain as many as 1000 hits. This requirement will certainly grow.
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Figure 7: CIC buffer occupancy for one front end board for a CIC bandwidth of 24 (solid),
16 (dashed) and 12 Mbyte/s (dotted histogram), with the CIC reading out 4 front end
boards of each superlayer.
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Figure 8: CIC ontput buffer occupancy for the load balanced front end readout (section
5.2) and a CIC-DAQ bandwidth of 24 Mbyte/s and no additional delays.
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6 Conclusion

In this note we discussed the buffer needs and bandwidth requirements of the front end

boards and of the crate interface card. Adding the conclusion from a previous study [3] we

arrive at a set of minimal parameters for a front end system, assuming the requirements

that:

the system has to sustain an L1 accept rate of 100 kHz
the system has to sustain an L2 accept rate of 10 klz
allow the straw tubes to have an occupancy of 15 % per trigger

and allow for an L2 latency time of 10 - 100 us uniformly distributed

The system would have the following parameters:

L1 buffer length >= 18 hits
L2 buffer length >= 8 hits

TVC/AMU (or TMC) - FMUX link clocked by at least 1 MHz with 4 bits trans-
ferred/clock

FMUX buffer length per 4 channel TVC/AMU of at least 15 hits. Assuming each hit
contains 4 hytes, one needs 8*4*15 =480 bytes storage on each FMUX.

the bandwidth FMUX - FETX - CIC exceeding 4 Mbyte/s.

CIC input bufler length per front end board exceeding 1.6 kbyte. Assuming that each
CIC reads out 20 front end boards one would need at least 32 kbyte on the CIC as
an input buffer.

requiring the data to stay’some minimal time of 500 ps to 1000 ps in these CIC input
buffers to allow for some data monitoring operations, imposes only a small additional
burden on the buffer.

bandwidth on CIC with which the 20 front end board buffers are read out exceeding
40 Mbytes. If one CIC reads out front end boards roughly equally distributed over the
superlayers (load balanced), a lower bandwidth exceeding 20 Mbyte/s is sufficient.
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e the CIC output buffer for the load balanced case with a CIC-DAQ bandwidth of 24
Mbyte/s is required to be at least 1000 hits. This requirement will certainly grow,
depending on the specifications of the CIC-DAQ link.
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Simulation Goals

Simulation goals include:

o Develop generic DAQ simulation that includes essential features
of a broad class of DAQ architectures

o Model large system such as will be used at SSC or LHC
e Avoid detailed simulation specific to a particular architecture
e Focus on global behavior of DAQ

o Compare simulation results with scaling predictions

Detailed design and simulations are required at a later stage to:

o Determine bandwidths, latencies, buffering, and other inputs
used in the generic model

o Study architecture specific fault conditions
o Determine characteristics of input data distributions

o Verify performance of actual system
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Non-Blocking DAQ Architectures

A non-blocking DAQ architecture is defined to be a data acquisition
architecture with a set of data sources of fixed bandwidth. The band-
width that can be delivered from a given data source is uncorrelated
with activity on the other data sources. A non-blocking architecture
should, in principle, have a much more predictable behavior due to

the lack of correlations.

Examples of non-blocking architectures:
e Dual-port memory architecture
e Cross-point switching network

o Network with non-blocking packet switch/router

Example of a blocking architecture: Several data sources on a shared

bus or network segment
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The Simulation Model

The simulation model was written in VERILOG, and includes the

following elements:

DATA SOURCE

o Generate Gaussian distribution for data lengths, L;, on each

data source

e Average length for a source, (L;), has a Gaussian distribution
about the nominal length L

o Apply Gaussian normalization factor to each data length to pro-
vide correlations between data sources

o Add fixed length to each segment for headers, noise, etc.

o Negative values from Gaussian distributions forced to 0 with
distribution corrected to give proper mean.

o An input queue buffers a number of events prior to sending the
data through the DAQ

o Deadtime occurs if one or input buffers are full

DATA TRANSMISSION
- o Data is sent over fixed bandwidth links in order of generatién

o Kach data link operates independently of the other links, so
different links may be transmitting different events

EVENT BUILDER

¢ Event builder waits until all data for a given event has been
received and then signals the processor assigned to the event to
begin processing
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e Two types of event builders considered: dual-port memory ar-
chitecture with no latency and network /switch architecture with
random latency time between data source and destination

PROCESSOR FARM
e A processor is assigned to an event at the time of its generation
o If no processor is available, deadtime is incurred

o The CPU time required for making a trigger decision is modeled
as a fixed time for all events plus a variable time that depends
on the nature of the event and has an exponential distribution

o Logging of accepted events is assumed to not incur additional
deadtime
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SIMULATION PARAMETERS

The following is a list of parameters used in the DAQ model:

D4c

Depy
min_size
event_size
var.size
var.dc
var_len
dc_glen
eblat
eb_glen
cpu.time
fix_cpu

rn_seed

Number of data cables

Number of farm CPU’s

Minimum event size

Average event size (= min.size +ng. - L)
o of event size (% of ng. - L)

o of (L;) (% of L)

o of L; (% of (L;))

Number of buffers in the data collection network
Average latency in event builder ( ms)
Number of event builder buffers per CPU
Average CPU time for an event (ms)
Minimum CPU time (% of cpu-time)

Random number seed
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Baseline Simulation

Simulation Procedure:

e Measure the deadtime for each run in a series with differing

hardware trigger rates
o Fit dead-rate versus trigger rate
o Determine asymptotic event rate-@100% deadtime

e Determine deadtime at crossover where the trigger rate is
equal to the asymptotic event rate

e Plot deadtime versus event rate for live events
e Compare asymptotic rate with predicted rate

e Study variation of model parameters around a set of baseline

parameters
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Event Generator Parameters

e Varying the number of input queue elements strongly affects
deadtime at crossover but has no significant effect on the asymp-
totic event rate

o Increasing the variation in average data length among data sources|
reduces the throughput

o Changing the fluctuations in data length has no significant effect
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Bandwidth Scaling

The asymptotic event rate can be predicted based on a simple model
of the DAQ bandwidth:

Event rate is limited by bandwidth from data source,

BW
<
ER= (Data_Length)maz

or by CPU capacity,

N CPU
<
mRs (CPU Time)

Comparison of predicted event rates and asymptotic event rates from
simulation gives good agreement
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Latency in the Event Builder

To simulate architectures with significant latency in event building,
we modified the simulation program as follows:

o Added random latency time between end of data transmission
and arrival of data at CPU buffer

¢ Incorporated a set of event buffers in front of each CPU to hold
data as it makes its way through the event builder

e CPU processes events in order of generation
e Uniform distribution of latency times

‘e Deadtime incurred if no CPU buffer available

New scaling law applies:

N_CPU - N_Buf
(Maz._Latency)

ER<

For a uniform latency distribution,

(Max. Latency) = (Latency)

N+1
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Conclusions

o Simulations performed for a variety of model parameters

o Parameters that effect throughput or deadtime of generic archi-
tecture have been identified

Scaling laws established

DAQ architectures with large latency times simulated

e
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Abstract

This paper describes simulation studies of the Data
Collection Chip (DCC) design for the Solenoidal Detector
Collaboration (SDC)!. The DCC assembles event
information from a number of input channels. A non-
overlapping tree structure of DCCs can be used to build large
event fragments. Modeling and simulation studies are
described which examine the effect of DCC design parameters
on the deadtime of the detector.

In the deadtime study, three possible DCC architectures are
examined in detail, each of which uses a different protocol for
communication. The relative effects on trigger throttling and
data loss are examined.

In the correlation study, the effect of input data correlation
on buffer requirements for the DCC is examined. This study
addresses the interdependence of input data, which is an
important concern. The results suggest a linear relationship
between the correlation of data on input channels and the buffer
space needed for normal operation.

Based on our studies of the DCC and the requirements of
the SDC data acquisition system (DAQ), the design of a
cascadable, fault tolerant queue is described.

In the multilevel study, a flexible model of the DCC is
developed. The model includes a protocol parameter, and can
be used to construct arbitrary trees of DCCs. The results
demonstrate the feasibility of a parametric DCC design for the
SDC DAQ. The DCC design can accommodate different data
formats and data rates, and is appropriate for a variety of
detector subsystems.

I. INTRODUCTION
A. The SDC Data Collection Chip

The Solenoidal Detector Collaboration (SDC) Data
Acquisition System (DAQ) is an ongoing design that is
intended to be part of the detector system for the
Superconducting Supercollider (SSC). The Solenoidal
Detector is a general purpose system that is optimized for
high-p, physics. The expected operating luminosity of this

1 Supported in part by DOE contract: DE-AC02-76ERO1195 and
by TNRLC contract: RGFY9147.

facility is 1033 cm2s-1, and the detector is designed to address
specialized issues at higher luminosities. The SDC DAQ
collects digital data from the Front End systems (FEs) on the
detector and moves the data to stable storage.

The Data Collection Chip (DCC) reads detector data from
the Front End (FE) and Trigger subsystems. A non-
overlapping tree structure of DCCs is used to collect data from
approximately 8 * 106 detector channels [SDC92] and send the
data to an array of microprocessors. A flexible DCC design
has been developed to meet the needs of the DAQ. The DCC
reads data from a variable number of sources, and can be
optimized for each detector subsystem without significantly
affecting detector data.

FEs
and

DAQ
Trigger

Figure 1. The SDC architecture

B. Modeling and Simulation

Designers of large electronic systems use modeling and
simulation to improve the reliability of a system while
reducing its design time. The model of a system is a partial
description of the design that can be simulated to check
correctness of behavior and compare alternatives. A system
can be described at several levels, corresponding to the amount
of detail in the parts of the description. For example,
behavioral models describe a system in an abstract manner, and
structural models use a detailed interconnection of components
[Hugh90]. The simulation of a model is the execution of the
model for a given set of inputs, called the stimulus. DCC
models have been written in Verilog [Vlog91] and VHDL
[VHDLS88]. Both languages provide for mixed-level model
descriptions.

C. Assumptions and Parameters

A block diagram of the SDC DAQ is given in Figure 2.
In this architecture, a tree of DCCs gathers data from a large
portion of the detector and groups the data by event. In this
context, an event is a group of particles resulting from a
collision of particles. Resulting data is sent to an array of
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processors, which store interesting events on magnetic media.
This diagram includes only data flow, omitting trigger and
control signals.

FE
jDCC
s a0 00 e dDCC proc j—
>DCC
FE
. e proc j—
FE
HDCC ‘
% o o e o o _‘Ixc
media
1>
FE

Figure 2. SDC DAQ architecture

The DCC model uses a queue to store data from each
source and a workspace to store assembled events. In addition,
each FE model has a queue for storing detector data. The queue
sizes can be adjusted by the model parameters fe_gsize,
dccl_gsize, and dcc2_gsize. In the block diagram, dccl
parameters apply to the left-most DCCs and dcc2 parameters
apply to the second layer of DCCs. In addition, the maximum
data rates for the data connections are controlled by the fe_rate,
dccl_rate, and dcc2_rate parameters.

The models discussed in this paper use randomly generated
input data. The parameters guiding data generation are derived
from preliminary data for several detector subsystems
[SDC92]. A uniform distribution is used to generate
L2accepts, which are occurrences of interesting events. The
average number of L2accepts per crossing is given by the
L2 _rate parameter. Next, the FE model generates a data packet
for each L2accept based on the number of data channels in each
FE (num_chan), the fraction of active channels (occupancy),
and the amount of data for each active channel (event_size).

The SDC DAQ will have a large data throughput. In this
work, we assume that the DAQ will require data to be
transferred without handshake during normal operation. The
DCC model includes two kinds of control signals, busy and
throttle, which wam of impending overflow. A busy signal is
asserted when one of the input queues exceeds a preset level,
given by the dcc1_busy or dcc2_busy parameters. The throttle
signal is asserted when any of the queues exceed the decl_thr
or dcc2_thr throttle levels. Typically, the throttle signal
represents a more urgent situation than the busy signal.
Finally, the daq_wait parameter models the delay between
events read from the DCC.

The DCC model includes a "processing” delay for
assembled events, given by decl_proc and dec2_proc. The
number of FEs connected to a DCC is given by num_FEs and
the number of first-level DCCs is given by num_DCCs. The
fe_delay, dccl_delay, and dcc2_delay parameters model the
propagation delay of control feedback signals.

The sim_time parameter specifies the amount of detector
time to simulate. In addition, the clock rate of the system is
controlled by clock_pd. Typical values for the parameters are
given in Table 2. In the simulation experiments, parameters
will take nominal values unless otherwise specified.

clock_pd 16 ns num_chan 12
L2_rate 55E-5 num_FEs 16
occupancy 10% num_DCCs 12
event_size | 5 words fe_delay 340 ns
fe_gsize 160 words dccl_delay| 16 ns
decl_gsize | 80 words dcc2_delay| 70 ns
dcc2_gsize 160 words fe_busy 40 words
fe_rate 180 KB/sec dccl_busy 20 words
decl_rate 3.0 MB/sec [l dcc2_busy | 40 words
dcc2_rate 18 Mb/sec decl_thr 15 words
decl_proc 100 ns dcc2_thr 20 words
dcc2_proc | 500 ns daq_wait 100 p.sec

Table 2. Nominal values of parameters.

II. DEADTIME STUDIES
A. Goals

Abstract simulation studies of the DCC began with VHD'
and Verilog models [Hugh92). The Verilog model was used
compare candidate architectures, with different values of D(C
design parameters, for deadtime, which is the fraction of tin.
the detector cannot take data. In this study, two phenomen.
result in deadtime: (1) throttled triggers, which are suppressed
by control signals to the TRIGGER, and (2) corrupted events
due to queue overflow. For this study, the occupancy
parameter was set to 32% to cause a statistically significant
number of corrupted and throttled events.

Figure 3 gives the architectures of the models compared in
this study. In this figure, the 16 FE models are represented by
a single block. The TRIGGER generates L2accept signals
(L2As). The FEs generate variable-sized packets, which are
assembled into events by the DCC. A DAQ model is included
to communicate with the DCC.
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B E packetﬂ_
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Figure 3, Model architectures for deadtime study.

In the pull architecture, the FE-DCC data link is controlled
by the DCC. The FE asserts the empty signal to warn of
impending queue underflow. The architecture is called pull
because the receiver controls the data flow. In the ripple and
direct architectures, the FE controls the FE-DCC link and the
DCC sends busy and throttle signals when overflow is likely.
These are both called push architectures because the sender
controls the data flow. In the ripple architecture, a busy signal
is sent to an FE when the DCC queue for that FE is nearly
full. In the direct architecture, an additional throttle signal is
sent to the TRIGGER when any of the DCC queues are nearly
full. The throttle signal contributes directly to deadtime by
suppressing triggers (L2As). The DCC busy signal
contributes to deadtime indirectly by slowing transmission
from the FE.

B. Deadtime Study

The first experiment measures the effect of the feedback
parameters on deadtime. In this experiment, the busy and
throttle depth parameters and the daq_wait parameter are varied.
Each point on the graphs is the average of five simulations of
two seconds of detector time with different seeds to the random
number generator. Each simulation takes approximately four
hours on a Sun Sparc station using Cadence's Verilog running
under Sun OS 4.1.1.

For the pull architecture, fe_busy is varied from 20 to 40
words and daqg_wait is either 0 or 100 psec. The results for
this experiment are plotted in Figure 4(a). For the ripple
architecture, fe_busy is varied from 20 to 35 words and
dccl_busy is varied from 25 to 35 words. The results are
shown in Figure 4(b). For the direct architecture, dccl_busy
takes values from 20 to 40 words and dccl_thr varies from 5 to
35 words. The results for this architecture are given in Figure
4(c). The curves for dccl_thr = 5, 15, 25 and 35 have been
omitted for clarity. The curve for a throttle depth of 5 words is
slightly higher (more events lost) than the curve for 10 words.
The composite result is given in Figure 4(d).
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The results for the pull architecture demonstrate the
importance of the dag_wait parameter, which is one measure of
the ability of the second level DCC to read out the data of the
first level DCCs. A similar test could be applied to the push
architectures by randomly setting busy signals from the DAQ
model, presumably with similar results. It is interesting to
note that the two curves are relatively flat.
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Figure 4. Deadtime results.

The results for the ripple architecture are tightly grouped
around 5% deadtime. In this architecture, neither the fe_busy
or decl_busy parameters have a significant effect on deadtime.
The components of deadtime in this experiment varied
substantially. For example, the deadtime for fe_busy = 25
words and dccl_busy = 25 words is composed of 81% throttled
triggers and 19% corrupted events, for which some data was
lost. In contrast, the deadtime for fe_busy = 35 words and
dccl_busy = 35 words is composed of 99% throttled triggers
and 1% corrupted events. This tradeoff is more closely
examined in the next section.

The results for the direct architecture vary between 8% and
20% deadtime. The results show a clear tradeoff between
throttled triggers and corrupted events. As dccl_thr is
increased, dccl_busy should also be increased. The results
show that the busy depth should be set about 15 words higher
than the throttle depth. The direct architecture will require
more buffer or communication resources to handle a given
input data rate. One reason for this result is that the direct
architecture uses many fewer control signals. For 192 FEs
read by 12 first level DCCs and one second-level DCC, the
pull and ripple architectures use 396 control signals and the
direct architecture uses 217 signals. This experiment also tests
the overflow recovery mechanisms of the model. The
simulations suggested many test situations which are
extremely rare in practice and which can cause the system to
deadlock.

The measured deadtime was incurred by one DCC and the
associated FEs. Thus, deadtime in excess of 4% should be
unacceptable, because the SDC detector will have thousands of
DCCs.

C. Reconstruction Study

One weakness of the deadtime study is that the model
architectures are only compared with respect to total deadtime.
This comparison is not always ideal, because deadtime is

composed of corrupted events and throttled triggers.  The
reconstruction study examines the components of deadtime
individually. Realistic physics detectors can reconstruct an
event if a small portion of the data has been lost. In this
study, the results of the deadtime study are analyzed in detail.
The problem is simplified by assuming that the DCC can
rebuild an event if the amount of data lost is less than a
constant. In a real detector, the distribution of lost words
would affect the ability of the DAQ to reconstruct an event.
The results for this study are given in Figure 5.

A

100 —
ripple-bes

pull-best

o 80—

=

[

> -

: direct-best
2 60—

B

8

[3]

Gt

S 40— direct-worst
=]

Q

2

[}

&

N
(=}

O

] | | I
4 8 12 16

maximum words lost
Figure 5. Reconstruction results.

In this study, the average size of a complete event in the
DCC is 307 words. For each architecture, the best results ars
reported. In addition, the worst result for the direct architect
is included. For example, when the reconstruction algorit
was applied to one of the ripple simulations, over 60% of t.
corrupted events can be reconstructed if the constant limit is
one word per event. The worst result for the ripple architecture
is slightly worse than the best result for the pull architecture.
Reconstruction is most effective for the ripple architecture,
which lost just one word of many of the events. The direct
architecture lost large amounts of data, and less than 20% of
the events can be reconstructed with a limit of one word lost.

D. Extendibility Study

In the deadtime study, the resulting curves for the pull and
ripple architectures are relatively linear, while the curves for
the direct architecture are not. One possible explanation is that
an architecture which is relatively capable of handling the
input data rate (i.e. pull and ripple) is mostly insensitive to the
parameters, while an overtaxed architecture (i.e. direct) is not
insensitive to DAQ parameters. If true, this would have
important implications for upgrading the operating luminosity
of the SDC.
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In an attempt to validate the above hypothesis, the ripple
architecture was simulated with a 30% higher input data rate.
The result was a set of curves varying from 16.5% to 19.3%
deadtime. These curves are not linear, so optimization is
important., A remaining question is: Will both an increase in
input rate and a decrease in buffer space have the same effect?
Another experiment was run with 12.5% less buffer space in
both FEs and the DCC. The result was a set of curves varying
from 6.9% to 8.0% lost events, which are not as linear as the
curves around 5% but are more linear than the curves above
10%, as expected.

III. CORRELATION STUDIES
A. Goals

The previous studies assume a uniform distribution of data
among the FEs. ‘Each channel has the same probability of
having data for an event. Situations can arise where one Front
End has much more data than the others for an event even
though the average amount of data entering the DCC is the
same. Such situations arise when there is a strong correlation
or dependency between the channels in a Front End. Due to
the spatial location of the channels on the detector, an event
that causes a particular channel to be active may activate many
neighboring channels. These channel dependencies produce a
skewed distribution of data among the FEs. This study
addresses these issues and determines the effect of correlation
on queue space in the DCC.

B. Experiments and Results

The distribution of data among the FEs, for two different
amounts of correlation, is shown in Figure 8. In this figure,
there are two parameters of interest, the probability that an FE
has active channels for an event and the channel dependency
(fraction of channels in an FE that are active for any event).
Hence, a 100% channel dependency implies that all twelve
channels of an FE are active for any event. The product of
these two quantities (channel occupancy) is kept constant so
that the average amount of data entering the DCC per event is
unchanged. The data is localized in a few FEs when the
channel dependency is high, but is distributed evenly among
many of the FEs when the dependency is low.

Figure 9 shows a plot of the maximum DCC queue depths
as the DCC data rate (decl_rate) is varied. The experiment is
performed for two values of FE data rate (fe_rate) and two
values of channel dependency. Two important observations
can be made from the figure. First, the maximum queue depth
increases as the FE data rate is decreased. When the input rate
is low, the DCC takes more time to assemble a complete
event, which causes queues that contain larger events to grow
deeper. Second, the queue depth increases as the channel
dependency is increased. The second observation is explained
with the help of Figure 8. When the channel dependency is
high, the data for an event is concentrated in a few FEs, which
increases the depths of the corresponding queues of the DCC.
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A plot of the maximum depth of the DCC queues as the
dependency is varied is shown in Figure 10. This result
explains the effect of channel dependency on queue depths.
The input and output data rates are kept constant and the
experiment is performed for two values of channel occupancy.
The DCC queue depth varies almost linearly with channel
dependency. Also, the queue depth is increased when the
channel occupancy is higher. This is because the total amount
of data entering the DCC per event is proportional to the
channel occupancy.
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Figure 10. Queue Depth Vs Dependency

From the above discussion, it can be seen that moderate
data dependencies cause a skewed distribution of data among
the queues in the DCC. All of the event data is concentrated
in a few queues while the remaining are mostly empty. This
leads to poor utilization of resources and can cause queue
overflow. The design of a queue which addresses some of
these shortcomings is proposed below. Since the queue is a
very crucial and widely used module in data acquisition
systems, this design could also be incorporated into other
subsystems of the SDC.

IV. DESIGN OF A CASCADABLE QUEUE
A. Requirements of the DCC Queue

The design of a queue for the data acquisition system of the
SDC must satisfy the following requirements:

(i) it must be highly fauit tolerant

(ii) it must be easily testable

(iii) it must be very flexible, to fit different subsystem
requirements

(iv) it must be easily reconfigurable in "real time", to
prevent loss of event data

(v) it must be fast (high throughput and low latency)

Fault tolerance can be achieved in three ways: first, the
system can be built using "gold" components, second, triple
modular redundancy (TMR) techniques can be applied, and
third, the system can be tested frequently to detect faulty
components. Of the three techniques, the first is impossible
to implement with current technology and the second causes a
tremendous waste of system resources. If the system is
designed to be easily testable, very few test vectors will be
needed to detect and locate faults. Hence, the third technique
can result in high utilization of silicon area with low system
downtime and is therefore best suited to SDC requirements.
The DCC must be very flexible because it communicates
with numerous subsystems having different characteristics.
Specifically, the queues must be designed such that their depth
and/or width can be easily varied. Reconfigurability must be
built into the queue design for fault tolerance requirements and
to accommodate bursts of data from the Front Ends. Finally,
all these requirements must be attained with minimal loss of
performance.

B. Possible Designs

One possible way to satisfy the first four requirements with
minimal waste of silicon area is to break up the queue into
smaller subqueues. The subqueues are then cascaded together
according to system requirements to build a larger queue. Two
commonly used cascadable queue designs are described below.

1) SERIAL. SHIFT REGISTER DESIGN

A serial shift register design is one of the simplest
implementations of a queue. A diagram of this design is given
in Figure 11. The data is strobed into the shift register by the
strobe in signal and is strobed out by the strobe out signal.
Each input or output strobe causes the data in the register to be
shifted towards the output by one slot. The input ready and
data ready signals are useful for cascading the registers to
increase the depth of the queue. One obvious drawback of this
design is that the data is moved from one location to the next
in the queue, which reduces throughput and increases latency.

strobe in —§» t—sirobe out
input ready<@— —p-data ready
data in —» —§»-data out

Figure 11. Shift Register Design

2) RAM BASED DESIGN

RAM based queues eliminate the drawback of the previous
design by changing address pointers rather than moving data.
A diagram of this design is shown in Figure 12. The data is
stored in a RAM which is addressed by the read and write
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pointers. In this design, each output or input strobe causes the
read or write pointers respectively to be incremented. The
empty and full signals are asserted when the RAM is empty or
full. The queues can be cascaded to increase the depth and/for
width with the help of the handshake signals. This is shown
in Figure 13. Two factors limit data throughput in this
design: (1) the physical movement of data from one queue to
another when two or more queues are cascaded, and (2) the
handshaking mechanism between the queues. Both drawbacks
are eliminated by the design proposed in the next section.
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input full/ —-full
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Figure 12. RAM BASED DESIGN
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Figure 13. Queue Expansion

C. A New Design

The proposed design is very similar to the RAM based
design. The most important difference between the two
designs is the way queues are interconnected to maké a deeper
queue. In the previous design, queues were cascaded serially to
increase the depth which caused the data to move from one
queue to another. In the proposed design, queues are connected
in parallel to increase their depth or width. Hence, data does
not move from one queue to another and no handshake signals
are required. Figure 14 shows how two queues are cascaded to
increase the depth or width. The input data bus is connected to
all the queues in the cascade and the outputs of the queues are
tied together. Two signals are required for cascading purposes.
The FS signal indicates the first queue in the cascade. The
Xout signal of a queue is connected to the Xin signal of the
following queue. The Xout signal produces a pulse each time
the queue has been completely emptied or completely filled.
This pulse causes the transfer of read/write activity to the
following queue in the cascade. Both FS and Xin are tied high
when the queues are cascaded to increase the width,
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A block diagram of the design is shown in Figure 15. The
read & write active logic generates the RA and WA signals
which are asserted when the queue is being read from or written
to, respectively. The fulllempty logic indicates when the
queue is empty or full. Both logic blocks are implemented by
finite state machines (FSMs). These FSMs are clocked by
two input signals: strobe in (SI) and strobe out (SO). The
implementation of a two-clocked FSM is shown in Figure 16.
This implementation requires the following steps to be
performed. First, the state transition diagram (STD) of the
FSM is drawn showing all the transitions due to both the
clocks. Second, from the STD, two state transition diagrams
are generated showing the transitions due to each clock.
Finally, the combinational logic to implement each STD is
built separately and interconnected as shown in Figure 16.
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Figure 16. State Machine with 2 clocks

The queues can be reconfigured very easily and quickly
because only one signal is required to connect the queues in a
cascade (from Xout to Xin). This technique can be used to

increase flexibility and fault tolerance with minimal loss in
speed. The flip-flops used in the FSMs, the read and write
counters and the input and output data registers can be
connected in a scan path for testability purposes. The
proposed queue design allows the buffer space of the DCC
design to be changed with minimal side effects on the timing
of the DCC's behavior.

V. MULTILEVEL DCC STUDIES

A. The Model

One problem with the previous studies is that the DAQ
model is not a realistic representation of a second level DCC.
This study addresses the problem by incorporating two or more
levels of the DCC network into the model. The multilevel
model improves upon the previous models by including a
GATING component, which decides when to throttle
L2accepts. A diagram of this model is shown in Figure 17.

L2accept FE empty
3 = |
E E busy
DCC & DCC
FE busy
FE busy
pCC j¢—uu——
FE
throttie
throttle

Figure 17. Multilevel DCC control flow.

In the block diagram, only some of the connections are
shown. In the multilevel model, each FE component receives
the L2accept signal from the TRIGGER model and returns a
busy signal to the GATING model. In addition, each DCC
receives empty signals from each source and a busy signal
from the next DCC, and returns busy signals and a throttle
signal. A single GATING component models the overall
throttle decision.

The FE/DCC interface is based on the architectures used in
the deadtime study. The muitilevel model includes a protocol
parameter, which is used to select pull, ripple, or direct.
Figure 17 shows all the control signals (empty, busy, throttle)
necessary for the different values of protocol. For example, if
the protocol is pull, then the empty signals are used and the
busy and throttle signals from the DCC are not used. The FE
busy signals are used for all protocols.

The multilevel DCC study also improves upon the
previous models by incorporating realistic parameters for the
delay of control feedback signals. The proposed SDC detector
will be a cylinder about 50 meters in length and about 20
meters in diameter [SDC92]. Thus, the potential propagation
delay of a signal includes a nontrivial component for
transmission over cable lengths. First, the detector is
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approximated by a bounding rectangular solid. Next, we
assume that the propagation delay for a signal is 10 nsec plus
6 nsec/meter of cable. An FE is assumed to be within one
meter of the corresponding DCC, resulting in 16 nsec delay.
The longest path from any point on the detector to the central
GATING component is 55 meters, resulting in 340 nsec delay.
Finally, we assume that the second level DCCs are within ten
meters of the corresponding first level DCCs and within 45
meters of the GATING, resulting in delays of 70 nsec and 280
nsec, respectively.

B. Modeling Techniques

A VHDL model of the DCC was constructed for this study.
This model uses a record type to represent packet information,
which simplifies changes to the packet definition. The models
are parametric, so that readout structures of arbitrary size can
be built without changing the DCC or FE models. The
propagation delays of control signals are modeled by VHDL
signal assignments with transport delays. This technique
allows signal delays to be changed without affecting the
number of visible signal pulses.

The most important characteristic of the multilevel model
is the use of a parameter to select the communication protocol.
In this study, the FE and DCC models adhere to the protocol
parameter by using selected processes for communication and
flexible processes for data storage.

In the first technique, the protocol parameter is used to
generate different processes for the pull and push protocols.
The model is efficient, because unused processes are not
included during model compilation (much like macro
expansion).

In the second technique, the process which stores data in a
DCC queue asserts the throttle signal only if the protocol is
direct, and asserts the empty signal only if the protocol is pull.
This technique reduces the size of the model at the expense of
minor inefficiency.

An important characteristic of the multilevel model is that
control signals which are not relevant for the chosen protocol
never change value. This reduces the run time of the
simulation by reducing the number of signal changes to be
handled. This technique also simplifies the results to be
interpreted by the designer.

VI. CONCLUSIONS AND FUTURE WORK
A. Summary

We have demonstrated a top-down approach to the design of
large, complicated systems like the data acquisition system of
the SDC. A high level specification is first developed,
debugged, simulated, analyzed, and then used to judge the
correctness of the lower level implementation. A behavioral
model of the DCC was built whose behavior could be varied
with simulation parameters. High level studies were
performed on this model to understand the behavior of the
system and to suggest which components must be optimized

for throughput and reliability. Studies to determine the
resource requirements (queue depths) were conducted for various
scenarios. The effect of channel dependencies on the
maximum queue depths of the DCC was also studied. From
these studies, a detailed design of the DCC queue was begun.
The queue was designed to be cascadable, testable and fault
tolerant. It was also built to be very flexible and easily
reconfigurable so that it could communicate with a wide
variety of detector subsystems. The design was verified by
extensive simulations using the Vantage VHDL Spreadsheet
[Vant91].

The models presented in this work demonstrate many
useful modeling strategies. Key features of the simulations are
controlled by parameters, which are easy to adjust. With
VHDL, it is even possible to choose a communication
protocol by setting a parameter. The model hierarchy matches
the design, so models can be reused, especially in mixed-mode
simulations.

B. Future Work

One important requirement for the DCC design is
preliminary testing with existing Front End systems. This
effort includes both simulations and prototypes. We have
begun a collaboration with one FE group at Pennsylvania
[VanB92]. This kind of experiment is a natural predecessor to
future SDC DAQ test beam experiments.

In the near future, we intend to simulate the detailed DCC
design to study the fault tolerance of the queues. Real time
adaptive reconfigurability techniques to prevent loss of data in
the queues will be studied. Structural design of the other
modaules in the DCC will be done and a prototype of the DCC
will be built and tested.

In addition, the abstract VHDL DCC models will be used
in simulations with other DAQ models. For example, Ancor
has developed a model of the FDDI which could be used to read
out data from the DCC model.

Finally, we hope to investigate some specialized design
issues for the DCC. First, detailed models can be used to
examine the failure modes of the DCC tree structure. Next,
abstract models can be used to evalunate techniques for logging
non-physics detector data. These studies will give a good
degree of confidence in the DCC design before expensive
prototypes are built.
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OUTLINE

1) DATA COLLECTION CHIP (DCC) DESIGN

2) CORRELATION STUDIES, RESULTS AND LESSONS
3) DESIGN OF A RECONFIGURABLE QUEUE

4) SUMMARY AND FUTURE WORK
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OUTLINE
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DATA DISTRIBUTION FOR A TYPICAL EVENT

J FE_channel_dependency = 100%

754 FE_channel_occupancy = 32%
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N
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DCC QUEUES
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100 % DEPENDENCY

L 32 % DEPENDENCY
(CHANNEL_OCCUPANCY = 32%)
s00+ 3 >§
>-
O
Z
< 300-}-
S
O
O
@)
uJ ——
>
0 > X
8 MDATARATE = 125 Kb/sec
Q 200~
a
\Z \/
- /\ VAN
; FE DATARATE = 250 Kb/sec
1001 .‘
¥ N, N, S
Rl paN &% FE DATARATE = 125 Kb/sec
1 X X X ~ FE DATARATE = 250 Kb/sec
| } | | 1 |
| { | ] i |
1 2 3 4 5 6

DCC DATARATE (Mb/sec)

102



400

300+

DCC QUEUE OCCUPANCY
S
=

100

CHANNEL_OCCUPANCY =32 %

7\

DCGC_DATARATE = 3 Mb/sec

FE _DATARATE = 125 Kb/sec

CHANNEL_OCCUPANCY =20 %

] ]

10

20

30

40 50

60

70

80 90

CHANNEL DEPENDENCY (%)

103

100



OUTLINE

1) DATA COLLECTION CHIP (DCC) DESIGN

2) CORRELATION STUDIES, RESULTS AND LESSONS

3) DESIGN OF A RECONFIGURABLE QUEUE

4) SUMMARY AND FUTURE WORK
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WHY DESIGN THE QUEUE ?

1) ESSENTIAL COMPONENT OF THE DCC

(others may change depending on application etc.)
2) THE DCC RAM (WORK SPACE) IS VERY SIMILAR TO THE QUEUE

3) WILL BE USED BY MANY OTHER SUBSYSTEMS IN THE SDC
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CHARACTERISTICS OF THE QUEUE ESSENTIAL FOR THE SDC

1) HIGHLY FAULT TOLERANT (RELIABLE)

2) VERY FLEXIBLE (interface with many subsystems of the SDC)

3) EASILY RECONFIGURABLE (in "real time" to prevent queue overfiow)

4) FAST (HIGH THROUGHPUT, LOW LATENCY)

5) EASILY TESTABLE

WHY BREAK UP A QUEUE INTO SMALL PIECES ?

1) LESS WASTAGE OF SILICON TO ACHIEVE
HIGH FAULT TOLERANCE,
FLEXIBILITY & RECONFIGURABILITY
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PREVIOUS DESIGNS

A) SERIAL SHIFT REGISTER

STROBEIN ~— STROBE OUT
INPUT RE@ — > DATA READY
DATA T
DATA IN_—> > ATA OU
B) RAM BASED DESIGNS
STROBE IN__
INPUT READ
I i RITE POINTER
INPUT FULL / FULL
EMPTY |—EMPTY
CONTRO EMET
LOGIC
RAM MEMORY
PATAR 4 ARRAY — DATAOUT
DATA READY
CONTROLL—
READ POINTER=I—2 LOGIC |STROBE OUT
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RAM BASED DESIGNS (contd.)

EXPANSION (DEPTH)

STROBE IN

O = OUTPUT READY
SO«— STROBE OUT
DO +——
DO -
fa
DO, -

OUTPUT
READY

- S| OR » Si
-— IR SO IR
INPUT READY
— DIO DOO DIO
—= DI, DO DI2
EXPANSION (WIDTH)
Sl OR[
= IR SO
INPUT _ .
READY — .
STROBEIN L——— 7t ol
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FACTORS LIMITING PERFORMANCE

IN THE EARLIER DESIGNS

1) PHYSICAL MOVEMENT OF DATA FROM FIFO TO FIFO

-- CAUSED DUE TO SERIAL CONNECTION OF FIFO’s

2) HANDSHAKING MECHANISM BETWEEN FIFO’s
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BLOCK DIAGRAM OF THE NEW DESIGN
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Xin= 1
WA = ¢ &FS=1 (SIS0)
RA=0 FS=0
w
FS=11 qys0) <
&X=0
in
WA =1

STATE DIAGRAM OF READ & WRITE ACTIVE LOGIC
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RSb =0

RD_STB =1

empty = 0 WR_STB =1 _
full = equal felmp;t\a = equal

STATE DIAGRAM OF THE FULL/EMPTY LOGIC
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INPUTS : N  COMBINATIONAL i ) OUTPUTS
LOGIC
_——: S (STRB_IN) .
D _
NEXT G—->l
STATE
LOGIC
d——50
. D L

COMBINATIONAL

LOGIC
:: (STRB_OUT)

STATE MACHINE CLOCKED BY TWO INPUTS

113



NEW DESIGN

EXPANSION (DEPTH)
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ADVANTAGES OF THE NEW DESIGN

1) NO HANDSHAKING SIGNALS

2) CASCADABLE (BOTH IN DEPTH & WIDTH)

-- WITHOUT MOVEMENT OF DATA FROM FIFO TO FIFO
3) TESTABLE

4) EASILY RECONFIGURABLE
-- COULD BE DONE IN "REAL TIME"

5) FAULT - TOLERANT
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OUTLINE

1) DATA COLLECTION CHIP (DCC) DESIGN
2) CORRELATION STUDIES, RESULTS AND LESSONS

3) DESIGN OF A RECONFIGURABLE QUEUE

4) SUMMARY AND FUTURE WORK
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SUMMARY

1) BEHAVIORAL DESIGN OF THE DATA COLLECTION CHIP

2) HIGH LEVEL STUDIES OF THE BEHAVIORAL MODEL

3) STRUCTURAL DESIGN FROM THE HIGH LEVEL STUDIES

4) DESIGN VERIFICATION BY SIMULATION
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FUTURE WORK

1) SIMULATE THE FAULT TOLERANT NATURE OF THE QUEUES

2) ADAPTIVE RECONFIGURABILITY TECHNIQUES

3) STRUCTURAL DESIGN OF OTHER MODULES OF THE DCC

4) BUILD AND TEST A PROTOTYPE
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A. Bogaerts (CERN)

Simulation of SCI Protocols in

MODSIM

presented at

Workshop on Data Acquisition and Trigger System Simulations for

High Energy Physics
SSC, Dallas 23 - 25 April 1992

Authors, contributors:

SCI Transactions: Jan. - June 1991
A. Bogaerts (CERN), J.-F. Renardy (CEA, Saclay)

Cache Coherency: Jan. 1992 - not yet finished
A. Bogaerts (CERN), D. Samyn (CERN)

LHC DAQ modeling: June 1990 - not yet finished

CERN RD24: Applications of the Scalable Coherent Interface to Data Acquisition at LHC

A. Bogaerts, J. Buytaert, R. Divia, H. Muller, C. Parkman, P. Ponting, D. Samyn (CERN)

B. Skaali, G. Midttun, D. Wormwald, J. Wikne (University of Oslo)
S. Falciano, F. Cesaroni (INFN and University of Rome)

P. Creti (INFN Lecce) ‘

K. Lochsen, B. Solberg (Dolphin SCI Technology, Oslo)

A. Guglielmi, A. Pastore (DEC/CERN Joint Project)

F.-H. Worm, J. Bovier (CES, Geneva)

C. Davis (Radstone Technology, Towcester)
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SCI Simulation Overview
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Random Traffic
WITH Flow Control
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Event data in ~ 1000 units
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Tapes




LHC Data Acquisition System Model, 3 Farms, 3 Processors/Farm
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Cache Coherency Simulations

» Purpose
» study impact on HEP DAQ Systems
» investigate trade-offs non/coherent data access
« investigate and understand efficiency of different options (e.g.
IEEE minimal, typical, full set)
« Implementation strategy

» use existing MODSIM infrastructure for LHC/DAQ
simulation, as well as future extensions

» use existing MODSIM simulation of basic SCI transactions
(this is fast, and allows simulation of > 1000 node systems)

o combine this with IEEE C-code for cache coherency ( > 7000
lines of complex, but efficient code).

e Status

* Bugs in C-code are being corrected rapidly

» still some fundamental problems with MODSIM integration:
MODSIM does not allow calls to asynchronous TELL
methods from within (nested) C-functions.

* provisional, low performance implementation available for
SUN/SPARC.
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Cache Coherency: case study

Ring with 1 Memory and 9 Processors

10 9 8 7 6

Compare noncoherent nread64 with coherent

mread64 |
« Both transactions read 64 bytes from memory. Noncoherent
nread64 may cache data "locally”.
Processor operations

« All processors do successive read operations to memory
addresses 0, 64, 128, ... etc. (to avoid repeated access to
already cached data)

Three cases:
« lightly loaded ringlet: wait 5 ps after each read operation
 moderately loaded ringlet: wait 1 us after each read operation
« heavily loaded ringlet: no wait between successive read
operations
Simulation parameters
« Assume 10 ns propagation delay for an idle node + cable

« All internal, memory and cache buses operate at 50 Mhz, 32
bits parallel (or, equivalently, 64 bits @ 25Mhz)

« 1 kbyte cache size
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Expected latency of nread64

Operation

copy request header
interface -> node chip

transfer request

processor -> memory

copy request header
node chip -> interface

copy response header

interface -> node chip

copy response data

interface -> node chip

transfer response

memory -> processor

copy response header

node chip -> interface

copy response data

node chip -> interface

subtotal

total transaction

( ns)

]. 1 64 ! header (20) + 5 link/node delays (5*10)

2 response (84) + 5 link/node delays (5*10)
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nread64: simulation results
o lightly loaded (5 us between reads)

« Minimum latency: 1164 ns (as expected). This is almost equal
to the average latency, indicating low SCI utilisation (no
"collisions").

« Processor input bandwidth of = 10 Mbytes/s follows from
delays between successive operations (64 bytes every 1.164 +
5 us).

Memory output bandwidth of = 90 Mbytes/s is below its
theoretical limit of 120 Mbytes/s as determined by its
dead-time: 480 (interface) + 20 (header) + 50 (ring delay for
echo reception) ns.

« SCI link utilisation ( = 140 Mbytes/s on memory output link)
consistent with loading; absense of "retry"” load.

» moderately loaded (1 us between reads)

« Average latency well above minimum latency, indicating
loading of the interconnect ("collisions")

« Memory output bandwidth ( = 120 Mbytes/s) at its theoretical
maximim; this restricts the processor input bandwidth to = 13
Mbytes/s (1/9nth of memory bandwidth)

« SCI link utilisation high. Peak rate ( = 700 Mbytes/s) on input
link of memory, caused by processor requests; many of these
are "retries" because of memory saturation.

* heavily loaded (no delay between reads)
« Average latency large ( = 5 000 ns) and larger spread
indicating heavy loading.
 No change in memory / processor bandwidth with respect to a
moderately loaded system (saturation)
« SCI interconnects close to saturation at = 800 Mbytes/s.
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d max latency
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Coherency Simulation
Implementation

e Transactions are implemented in MODSIM as
asynchronous "TELL" methods

« Coherent transaction generate several
elementary SCI transactions

« IEEE C-code ("synchronous") determines
transaction sequence as a function of:
» cache state (defined by cache tags)
» memory state (defined by memory tags)
» optimisation level (standard defines minimal, typical and full
set. Vendor specific optimisations are foreseen).
e Coherent cache operations 4 phases:
» find a cache line (no transactions)
» setup phase (may generate multiple transactions)
« execute phase (no transactions)
» cleanup phase (may generate multiple transactlons)

 measured latencies

« do not include the cleanup phase (assumed to be in parallel
with processor execution)

e Tnemory states, cache states, transistions
« memory states: 12 (full), 3 (typical)
o cache states: 137 (full), 24 (typical)
« memory commands: 13 (full), 5 (typical)
e cache commands: 49 (full), 9 (typical)
 processors accessing a cache in a transient
state go into a "spin loop"

155




"T'ypical” Cache Load

» TypicalFindLine
» Find a cache entry. May result in a transaction
TypicalRolloutEntry.

« Typicall.oadSetup
* Request a cacheline from memory (mread64). Memory either
returns the cacheline, or refers the requester to another cache,
resulting in another transaction (cread64).

» TypicalLoad
* Does not involve other transactions. data is now available to
the processor or cache controller. latencies are measured from
the beginning (Typical FindLine) till this point (data
available).

 TypicalCleanup

» Sharing list insertion (establishing the correct pointer chain)
may requires another transaction, contributing to cache "dead
time".
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mread64: Preliminary
Results

 latencies

» Minimum latency is identical to the noncoherent latency

 Average latency determined by 3 transactions (one to roll out
a used cacheline, one to memory to identify the data source,

one to another cache to obtain the data), resulting in = 2300
ns

» Maximum latency can be much higher, due to transient cache
states (cache not yet settled) resulting in "spin loop
transactions" ( = 6500 ns).

» For moderately and heavily loaded systems, these loops are

excessively long (60 - 300 us ! ! !). Needs further
investigation.

« memory/processor bandwidth

* As expected, the load on the memory is diminished by a
factor 2-3 and spread over the caches.

e There are read and write operations to memory/caches, due to
cache flushing.

* Because of longer latencies, processor input bandwidth is
reduced (there may be additional dead-time after a cache has
received its data during the cleanup phase).

« Anomalous latencies cause processor starvation. Needs
further investigation ! ! !

* interconnect bandwidth

* peak rates on links is reduced, but the average over all links is
higher, due to "spreading” of memory bandwidth. "Spin
loops" may generate some "retry"” traffic. This is confirmed
by the total traffic on all links:

« noncoherent system: 0.93 Gb/s raw, 0.47 Gb/s net
« coherent system: 1.23 Gb/s raw, 0.23 Gb/s net.
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Simulation of SCI protocols in ModSim II

Modern system design relies more and more on computer modelling and the
Scalable Coherent Interface (SCI) is no exception. Different tools are used
to simulzte different aspects. The standard is defined by the IEEE as
executable C-code, which allows conformance verification. VERILOG has been
used by Dolphin Server Technology {Oslo, Norway) to design the SCI *node
chip® interface. The behavioural simulation of the node chip in VERILOG

has been cross checked against results obtained from the IEEE C-code using
identical stimuli. The latter required a multi-thread environment which was
provided by the SUN/SPARC implementation of "light weight processes®.

The Department of Informatics of the University of Oslo has used models
written in both SIMULA and C++ to model small SCI based systems.

At CERN we have used ModSim II to model large ( > 1000 nodes) SCI based

Data Acquisition Systems for LHC. The model simulates accurately SCI protocols
at the packet level. Since SCI packets vary in size, the simulation is
necessarily asynchronous with a typical time resolution of ~ 50 ns

(the average packet length at transmission speeds of one Gbyte/s).

The simuiation program (SCIMP, SCI Modelling Program) tvpically calculates
the trafiic on SCI interconnects, the flow of data in and out processors or
memories in a network consisting of SCI rings and interconnects. The model
takes into account SCI protocols for bandwidth allocation (roughly the
equivalent of arbitration in bus based systems) and retransmission of packets
to overloaded SCI memories or processors. Recently, work has started to
include cache coherency in the simulation.

The different simulations are complementary. SCIMP does not simulate the
content of packets which are exchanged between SCI nodes, although it

could easily be extended to do this. It does not simulate the exact details
of how the hardware emits or strips symbols of the interconnect. SCIMP models
the load on an SCI network, but does not generate test patternms.

Recently, the Physics Department of the University of Oslo has acquired
ModSim with the aim of providing more functionality for the simulation of

LHC Data Acquisition systems.

The experience using ModSim, the design of SCIMP, results obtained so far
will be presented.

ModSim is a trade mark of CACI Products Company (La Jolla, Ca.)
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Visual Design with vVHDL

1 Introduction

Computer-aided design (CAD) tools revolutionized the design of electronic components by allowing
convenient management of large amounts of data. Hardware description languages (HDLs) are an
important component of CAD tools. An HDL description of a design is a precise representation
that can be used for documenting, communicating, and simulating the design. Modern HDLs allow
electronic designs to be described structurally and/or behaviorally and thus provide an effective
mechanism for developing designs as they evolve from abstraction to reality.

Oge difficulty in using HDLs to develop designs is the cumbersome nature of the HDL syntax.
An HDL describes a complex, multifaceted system using a one-dimensional textual representation,
which results in the obfuscation of many aspects of the design. One way to improve the usability
of HDLs is to employ a visual language that represents HDL constructs graphically, rather than
textually. A visual language “program” is a two-dimensional arrangement of pictorial elements. A
visual hardware description language makes an HDL easier to use by providing a graphical interface
to the language.

A visual approach to hardware design is very natural. Traditionally, engineers have developed
hardware descriptions based on schematic circuit diagrams, which are a visual notation. Although
these diagrams are very useful for describing gate-level designs, complex systems also require
modeling components in terms of behavior, to allow for simulation and testing throughout the
design process. Our goal is to develop a visual language for hardware design that allows the
graphical specification of both structure and behavior of hardware components.

We have developed a visual programming language based on the VHSIC Hardware Descfiption
Language [1] (VHDL), which may be thought of as providing a visual syntax for the VHDL _
language. The visual syntax makes it easier for engineers to develop designs by easing the burden of
programming in VHDL, and by providing a uniform visual approach to creating models combining
structure and behavior. The underlying computational model is VHDL, and the semantics of the
visual language are defined by a translation into textual VHDL code.

The development of visual VHDL (vVHDL) is the consequence of research in complex system
design for the SDC[2] of the Superconducting Super Collider project. This paper demonstrates
the use of vVHDL for an example taken from the SDC. The visual representation of a part of
a data collection circuit, along with the VHDL code generated from the pictures, are described.
Our experience in developing this design has shown that a visual approach to hardware description
languages can have clear benefits in the development and understanding of system designs.

This paper presents the use and syntax of the vWHDL language. Section 2 gives the motivation
and goals of vWHDL as well as an introduction to visual programming languages. Section 3
introduces the vVHDL language and its syntax. Section 4 contains an example of a FIFO designed
using VVHDL. Finally, Section 5 discusses some conclusions and future directions for vVHDL.
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2 A Visual Language Approach to Hardware Description
2.1 vVHDL Motivation and Goals

A great deal of research effort has been devoted to providing an integrated programming environment
for VHDL (3, 4, 5]. In addition, several commercial CAD vendors (Vista Technologies, Vantage
Analysis Systems, Ascent Technologies, i-Logix, Inc., etc.) have released improved VHDL tools
that address many of the difficulties inherent to textual VHDL. However, all of these attempts
share the common failing that they lack a formal visual grammar and do not allow a complete
visual representation of VHDL. vWHDL endeavors to rectify these shortcomings.

The prototype of vWHDL was developed with the following goals in mind:

¢ To be easier to use and understand than textual VHDL.

e To provide for visual mixed-level models at all levels of the design process that schematic
capture tools do not allow.

o To create a visual representation for electronic designs that will be understandable to the
VHDL non-user. '

¢ To alleviate the burden of VHDL syntax constraints.

2.2 Visual Programming Languages

Visual programming languages form programs by combining graphical symbols such as lines, circles,
rectangles, and text f~agments. A visual program is a picture specifying a computation. A visual
program is not an arbitrary picture, but rather a diagram constructed according to a set of rules
describing the class of valid diagrams. A visual programming language is a family of diagrams.
The rules specify the syntax of the language.

Classical examples of visual programming languages include flowcharts, dataflow diagrams
and finite state diagrams. Recent research has investigated visual programming languages in
a wide variety of application domains, including object-oriented programming [6], concurrent
programming (7], image processing [8] and data structures [9]. Two key factors distinguish visual
programming languages from traditional textual programming languages:

¢ Programming languages such as C use text to form the lexical elements (e.g., identifiers,
operators, constants). Visual languages use graphical elements such as shapes, icons, and
lines, as well as pieces of text, as the basic constituents of 2 program.

¢ In a textual language, a program is a one-dimensional string, while in a visual language a
program is arranged as a multidimensional picture (typically two- or 2.5-dimensional).

2.3 The VHDL Model

Before vVHDL could be designed, a consistent classification of the available constructs had to be
developed. We use the term design units to refer to the most important VHDL constructs: entity,
architecture, package, package body, and configuration. An entity is a “black-box™ description of a
component. An architecture is an implementation of the function of an entity. There can be many
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architectures for a given entity. A package describes a related set of definitions. The package body
gives implementations for the functions and procedures included in the package. A package has
only one package body. Finally, a configuration can be used to specify the architectures to be used
for components in an entity. An entity may have any number of configurations.

The remaining VHDL constructs occur within the scope of a design unit. The constructs have
been prioritized, based on user experience and a study of commercial products. Constructs with
higher priority are more easily accessible to the designer and have a simpler representation in the
visual language. Constructs will be added to the prototype visual VHDL tool in order of priority.

3 VVHDL - A Visual Design Tool

3.1 The vVHDL Language

In designing a visual language, it is important that the language both redundantly record the
important information and reveal the underlying meaning [10]). vVHDL uses the Shape and Flow
paradigm to achieve this goal. In this paradigm, similar VHDL constructs have similar shapes, and
flow in sequential statements is shown with arrows in very much the same way as a flow chart.
The Shape and Flow paradigm represents encoded information in a way that is relevant by
choosing shapes and icons suggestive of the objects they represent. It redundantly records the
important constructs by representing similar objects with similar shapes. The representation reveals
the underlying meaning by representing concurrent and sequential statements with different shapes,
and the prominence of the primitives reveals the hierarchical nature of VHDL constructs. Thus,
the function of 2 vWHDL program is contained in its topology, and it is not necessary to refer to the
textual details. The following sections describe the relationship between the vVDHL primitives.

3.2 Declarations and High Level Primitives

There are several constructs in VHDL that are used for declarations. These include the design
unit that is used for declaring a primary unit, the entity declaration that is used for declaring
the interface to a design, and the package declaration that is used for declaring the interface to a
package. Because of their similarities, declaration units in vVHDL have a thick rectangle as their
main component as shown in Figure 1. These particular components are referred to often in the
design process, and the thick box makes them stand out so that they are easily located.

The most important abstract structures in VHDL are the entity declaration and the architecture
body. Therefore, these two primitives should possess a distinctive shape. As shown in Figure 2,
both constructs are composed of a large rectangle topped by a smaller rectangle, and both are
identified by the entity name in the upper rectangle.

Another pair of related primitives, the architecture body and the package body, are used to
specify the behavior of items declared previously. Figure 3 shows these two constructs. Both
the architecture body and the package body primitives are drawn with a thin rectangle as their
dominant shape. Thus, these constructs have similar shapes and are less obvious than their
respective declaration units. The hierarchical relationship between the primitives is emphasized
by making them less conspicuous.
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Axchitectuze Body Package Body

Figure 3: An Architecture Body and Package Body in vWHDL

3.3 Sequential and Concurrent Statements

Another group of related primitives are the concurrent statements shown in Figure 4. There are
six concurrent constructs supported: the process statement, the block statement, the concurrent
procedure call, the internal and external signal assignments, and the component instantiation.
The dominant shape of these figures is a rectangle with rounded corners. The lines are thinner
than the rectangles used in the architecture body which shows that concurrent statements must
be contained by architecture bodies. An optional label may be placed in the rectangle atop the
concurrent statements.

The sequential statements, in Fxgure 5, are similar to the concurrent statements. Sequential
statements have a rectangle as their dominant shape to distinguish them from the concurrent
statements. This rectangle has the same thickness as concurrent sta.tements to show that sequential
and concurrent statements are comparable.

The final set of similar primitives are the assignment statements. VHDL allows assignment
to both internal and external signals and variables, and both sequential and concurrent signal
assignments are permitted. The assignment statements are shown in Figures 4 and 5. Each of
these constructs has three internal components: an upper rectangle, a lower rectangle and an icon.
The upper rectangle holds the name of the signal or variable that is being assigned to, the lower
rectangle holds the value that is being assigned, and the icon represents the kind of the assignment.
An internal signal is represented by a bus icon, an external signal is represented by an airplane icon,
and a variable is represented by a bucket icon. The shape of the external part of the assignment
statement depends upon whether it is 2 concurrent statement or a sequential statement.

3.4 The vVHDL Programming Environment

A visual programming environment is a tool for the construction, manipulation and execution
of visual programs. One problem in the development of new visual programming languages is
the difficulty in producing environments for visual programming. Traditional tools for processing
programming languages, such as editors, compilers and programming environments, are text-based.
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Visual programming languages, by nature, require the use of graphical interfaces for manipulating
programs.

We have constructed an environment that allows the visual specification of a component design
with a picture and that generates textual VHDL code corresponding to the picture. The overall
approach to building the environment is based on combining a graphical editor tailored to vVHDL
with a compiler for the vVHDL language. The architecture of the system is shown in Figure 6.

vVHDL vVYHDL
. o s IEEE 1076
&\ Editox Compilex VHDL Code

CAD
Tools

Figure 6: The vVHDL Design System

The vVHDL editor is constructed using the Palette system [11], which is a reconfigurable editor
for visual programs. It provides the underlying capabilities of a graphical editor, including the
overall editor framework, automatic display facilities and simple editing functions. Palette also
defines a framework for customizing an editor to a specific visual language. The editor for vVHDL,
which is referenced in Section 4.1, was constructed by defining the graphical shapes that are found
in the vVHDL language.

In addition to the editor, a compiler for the vWHDL pictures was constructed. The vVHDL
compiler is responsible for analyzing the picture to determine the syntactic structure (i.e., parsing
the picture) and then translating the picture into IEEE 1076 VHDL code. This code can then be
used by most commercially available CAD tools.

4 Designing with vVHDL - a FIFO

The use of vWHDL for electronic design is best demonstrated by a realistic example. In this
section, an original design of a cascadable FIFO[12] is presented. The vVHDL tool has been used
to create a VHDL model of a large portion of the design. This example illustrates some of the
concepts of the visual design environment, and shows its advantages over conventional electronic
CAD environments.

4.1 The Example Design

A FIFO allows systems with different clock rates to be interconnected. In large, high speed data
acquisition systems the FIFO is used frequently, and it is essential that it be fast as well as reliable.
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This cascadable FIFO was designed to be fully testable, easily reconfigurable in real time and highly
fault tolerant.

A block diagram of the cascadable FIFO is shown in Figure 7. The figure includes components
for the empty/full logic and the read/write logic finite state machines, the tristate output
RAM, and the write and read counters. The diagram shows the connectivity of the components,
but does not describe the nature of the signals transmitted between components. For example, the
data.in and data.out signals of the RAM are tristate, while all other signals are two state signals.
In addition, it is not clear that the write and read counters are identical components.

A mixed-level model of the FIFO has been constructed using vWHDL. Figure 8 shows the
vVHDL fifo entity declaration which describes the interface of the design to other elements. The
nature and the direction of the interfacing signals are clearly shown by this picture. This figure
also shows the vVHDL editor. Figure 9 shows the vVHDL representation of the architecture
body corresponding to the FIFO. This architecture includes several component declarations and
instantiations (eflogic, counter, RAM16x4, and rwlogic) along with their incoming and outgoing
signals. In vVHDL, signals are bound to ports by their position on the component in the following
way: the signals in the component declaration are bound to the signals the component instantiation
in order from top-left to bottom-left to top-right to bottom-right. While this is somewhat limiting,
it greatly simplified the prototype design. In future versions of vWHDL, components will be
more flexible. In addition to components, concurrent procedure calls (wc_and, rc.and), concurrent
assignments to internal signals (compar, wrstr.and, rdstrand), and concurrent assignments to
external signals (Xout.or), are shown in this example.

One design requirement of the FIFO is the capability to indicate to the external interface when
it is full or empty. A state machine is used to implement this function. The state transition diagram
for this machine is shown in Figure 10. The outputs are empty and full, and the inputs are wr_stb,
rd_stb, and equal. The equal input is true when the outputs of the read and write counters are
equal. The state transitions occur at the falling edges of wr.stb and rd-stb. The vWHDL model
for the state machine entity is shown in in Figure 11. The vVHDL case statement representing the
state machine is shown in Figure 12. It is important to note that in all of the vVHDL pictures
the designer is freed from having to worry about syntax details such as semicolons and begin/end
statements.

4.2 Compiling to VHDL

Once a vVHDL picture has been drawn, it can be translated into VADL code. The visual syntax of
the vVHDL language and its translation to VHDL code are defined by an object-oriented picture
layout grammar. C++ classes and functions are defined for each of the vVWHDL primitives. These
are used in the grammar to specify how the picture should be parsed. The grammar is processed
by a spatial parser generator to produce the vWHDL compiler. Finally, the vVHDL compiler is run
on the picture. The compiler produces a parse tree from which textual VHDL code is generated.
This code is equivalent to conventional VHDL code and serves all of the same purposes.

The state machine is modeled by a case statement, with branches for each value of the current
state. In each branch, the possible transitions are modeled by i#-then-else statements which
check the value of some inputs and assign the correct next state. Each branch also contains
assignments to the outputs empty and full. The vVHDL model is a clear representation of the
states of the design, the possible transitions, and the outputs.
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Figure 7: Block Diagram of the Cascadable FIFO
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Figure 8: vVHDL Model of the FIFO Entity




mixed

pon(mm?l:s.m_um_«n.wc.ac:hm;
WA, RA : out bit);
end component
port(std, RSb : inbk: §
°°eount 2 QL Fa_vodof(a downto 0);)

port ( wr. -Ebﬁ‘ﬂzsgarga’:b.ud&_oq:hbﬂ:
ptiebeits 1y 1 VT
port ( '#t‘-ﬁh H ".",',‘,"'-,,."‘&.“‘3 downto 0); rd_adr, wr_adr : in bit_vector (3 dowr]to 0);
ond dafa m.l' Tout mawl_vecto(3 downto 0));
WS T Bl Vet B SSuris O EQ 1P

Figure 9: vWHDL Model of the FIFO Architecture
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RD_STB =1 & equal =0

WR_STB=1&equal =0

RD_STB=1

empty=0
full=1

STATE DIAGRAM OF THE FULL/EMPTY LOGIC

Figure 10: State Diagram of the eflogic
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‘ libhary pnl: “use pm:mdy:nu 3

eflogic

el 7e_Sth linmooavl;
————ap=  yd_stb :inmmvl;
"= RSb:inmmvl;
[ equal :inmamvl;
=== full :out aravl :="0";

m—— ¢mpty Ut mvl :=°1°;

Figure 11: vWHDL Model of the eflogic Entity

4.3 Simulation

The state machine implementing the empty/full logic was designed and compiled to VHDL using
vVHDL as described in the previous section. This code can be found in Appendix A. The VHDL
model was then simulated using the Vantage Spreadsheet software[13]. The test vectors were
constructed to show the various state transitions. As shown in Figure 10, not all transitions occur
at the same clock edge. For example, the transition from SO to S1 occurs at the negative edge of
wrstb, while the transition from S3 to S2 occurs at the negative edge of rd_stb. Thus, if 2 wr_stb
occurs during state S3 then no transition is made. One way to implement this is to treat the clock
signals as inputs to the next state logic of the state machine.

The resulting waveforms are shown in Figure 13. Rst is the external reset signal conncected
to the RSb port which initializes the state to SO. The results verify the state transitions shown
in Figure 10. The results also show that the transitions occur at the correct clock edges. In this
example, we have shown that the vVWHDL tool can be used to construct a VHDL model of a realistic
design. The VHDL code generated from the vWHDL model can be compiled and simulated using
existing CAD tools.

5 Discussion

A visual programming language for VADL has been developed that significantly reduces the
syntactic burden of textual VHDL, retains the inherent multi-dimensional aspects of hardware
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Figure 13: Simulation Output for the eflogic

description, and allows for mixed-level designs. In addition, it provides a clear, overall picture of
how various components in a design are interconnected. This is especially useful in designs with a
large number of strongly interconnected components. It helps in understanding the functionality of
the design and makes it easier to debug and/or modify existing designs. An example was shown of
the use of vWHDL to design and simulate a low level component of a large data acquisition system.
We intend to use vWHDL to design the entire system and to communicate and share models with
the other members of the SDC collaboration. .

The most significant difficulty with the current vVHDL prototype is handling large designs.
Large designs are problematic because their visual representations are hard to view and manipulate
on normal computer screens, and because they are difficult to print on standard printers. The
viewing problem will be resolved by allowing modular design and by hiding the details in an
existing picture. The printing problem will be addressed by allowing multi-page printing.

The current version of vVHDL is only a prototype. In the future, we plan to extend vVHDL
to cover the complete VHDL language, rather than just a subset. In addition, the vWHDL
prototype is closely tied to the textual representation of VHDL, and while this simplified the
initial implementation, future versions should rely more heavily on visual representations. For
example, visual declarations, which are not currently supported, should be implemented. In order
to make vVHDL look more like a schematic editor, future versions could allow the use of standard
engineering symbols for structural descriptions. Finally, the modifications discussed concerning
components should be implemented.
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7 Appendix A: VHDL Code for eflogic

library pack;
use pack.handy3.all;
entity eflogic is
port(wr_stb : in mmvl;
rd_stb : in mmvl;
RSb : in mmvl;
equal : in mmvl;
full : out mmvl := ’0’;
empty : out mmvl := ’1’);
end eflogic ;

architecture efmoore of eflogic is

type ef_state is (SO, S1, S2, S3);
signal crant_state : ef_state := S0;
signal next_state_Il : ef_state;

begin

ef: process(crnt_state,equal,RSb,wr_stb,rd_stb)
begin
if (RSb = ’0’) then
next_state_Il <= S0;
elsa
case crnt_state is
when SO =>
if (wr_stb = ’1’) then
next_state_l <= S1;
else .
next_state_I <= SO;
end if;
empty <= 1?;
full <= ’0’;
when S1 =>
it (equal = ’1’) then
if (xd_stb = ’1’) then
next_state_I <= S0;
else
if (wr_stb = ’1’) then
next_state_I <= S3;
end if;
end if;
else
if (rd_stb = ’1’) then
next_state_l <= S2;
else
next_state_l <= S1;
end if;
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end if;
ampty <= '0’;
full <= '0’;
when S2 =>
if (equal = ’1’) then
if (rd_stb = ’1’) then
next_state_l <= SO;
else
if (wr.stb = ’1’) then
next_state_I <= S§3;
end if;
end if;
else
it (wr_stb = ’1’) then
next_state_ I <= S1;
else
naext_state_I <= S2;
end if;
end if;
empty <= ’0°;
full <= ’0’;
when S3 =>
if (rd_stb = ’1’) then
next_state_I <= S2;
aelse
next_state_l <= S3;
end if;
empty <= ’0°;
full <= *1?;
end case;
end if;
end process ef;

feedback: process(wr_stb,rd_stb,RSb)
begin
if (RSB = ’0?’) then
crnt_state <= SO;

else
if ((not wr_stb’stable) and (wr_stb = ’0’)) then

crnt_state <= next_state_I;

end if;
if ((not rd_stb’stable) and (xrd_stb = ?0’)) then

crnt_state <= next_state_Il;
end if;
end if;
end process feedback;
end efmoore;
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Stochastic Simulation of Asynchronous Buffers

Henry Kasha, Yale University

H.Kasha DAQSIim 92:1
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Let us consider the path of trigger data flow from a
collider detector through the output of the level 2 trig-
- ger processor, assuming for now that there is no level

O trigger processor.

Lo LS Buffer = lewl2

There are then four characteristic times (or frequen-
cies) which determine the data flow

e The bunch crossing interval
e Level 1 processor decision time (constant)

e The mean interval between the events passed by
level 1

e Level 2 decision time (for now assumed to be con-
stant)

H.Kasha DAQSIim 92:2
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The bunch crossing time for the SSC is 16 ns, and
for the upgraded (1995) Tevatron might be as short
as 132 ns. Level 1 and 2 decision times are typically
expected to be of the order of 1 and 10 us respectively.

Level 1 processor (in the absence of a level 0) has to
contend with a queue of the order of 10 (FNAL) or
100 (SSC) events waiting to be processed. A pipelined
synchronous processor clocked by the bunch crossing
frequency of sufficient depth is then needed.

The level 1 rejection ratio must be such that that the
mean interval between two events passed by it be at
most equal to the level 2 decision time, if we want to
avoid building another pipelined processor. However,
even if such a rejection factor is achieved, a buffer is
still needed to avoid loss due to the statistical distri-
bution of the inter-event times around the mean.

The present. simulation is devoted to the study of such
a stochastic buffer.

H.Kasha DAQSIm 92:3
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Modeling the system

MODSIM 11 is used, which keeps track of the various
events and processes in "simulation time”.

There are two independent clocks:
Bunch crossings: every 132 ns

Level 2 checks the buffer for'.events every 50 ns
(unless busy processing an earlier event)

The level 1 and level 2 decision times were set to
1.2 us and 10 us, respectively.

H.Kasha DAQSImMm 92:4
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The level 1 rejection ratio and the buffer depth are
adjustable input parameter. K is the ratio of the level
2 decision time to the mean inter-event interval passed
by levell. Histograms 1 and 2 show the inter-event
interval distribution for K = 1 and K = 2.2 .

We will see that the parameter K, which is a function
of the level 1 rejection ratio, determines the dead time
and the buffer occupancy.

Histograms 3 and 4 represent the occupancy of a 32
event deep buffer for situations with K = 1 and K =
1.1.

The next transparency represents the dead time of the
system as a function of the buffer depth and the pa-
rameter K.

H.Kasha DAQSIim 92:5
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Conclusions

e Trigger processors must not be oversaturated

e Relatively shallow buffers can be very helpful in
preventing or reducing the dead time due to sta-
tistical fluctuations in the the event interarrival in-

terval at the output of levell (or level 0) trigger
processor.

e MODSIM can be quite useful for behavioral and
stochastic simulations

H.Kasha . DAQSImMm 92:6
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SDC Trigger Simulations

W. Temple, W. Smith, J. Lackey,
T. Gorskii, S. Dasu

University of Wisconsin-Madison

Topics:
o SDC Level 1 Trigger concepts
o Jet Trigger Studies

o Electron Trigger Studies
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SDC TRIGGER SYSTEM

Requirements:

Input Rate: 108 Interactions per second
(average 1.6 interactions per
16 nsec bunch crossing)

Output Rate: 50 - 100 Hz can be written to tape

Physics Rate: 50 Hz of Top, W’s, Z's
(Liftle Spare Bandwidth)

=" 10° Rejection needed
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Event Rate (#/Sec)

SSC TRIGGERING:
EVENT RATES & TECHNOLOGIES

10 1
5 } Integrated Circuits
10
4 PC Board Systems
10 1
10~ }» Computers
— pp=-ttX 3
0 100%
10 - ' 1S
Trigger Decisions - Recorded
1(52.. ‘Level | Level | Onling \ = S=—=
One |Two | Trigger
-8 6 -4 2 0 2
10 10 10 10. 10 10

Available Time (Sec)
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SDC TRIGGER PRINCIPLES

Philosophy:

Local:
Signatures of e’s, ¥'s, i’s, jets
inm X ¢ regions
(ex:v’s)

Measurably Efficient:
Overlapping Programmable Triggers
Prescaled Lower Thresholds
Prescaled Triggers w/ less conditions

. Efficient Use of DAQ Bandwidth:

Efficient Lepton and Jet Identfification
Consistency with Offline Cuts

Benchmarks for Trigger Performance:
e’s, u’'s frominclusive W's, Z's:
50% efficiency (cutf on lepton Py)
Jets, y's at high Py
1-2 decade overlap with lower Vs data

Missing E;:
Good efficiency for channels such as:
H— 2(2v
SUSY particles

Low P; multileptons:
B Physics
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SDC TRIGGER LEVELS

Level 1:
dentify Physics Objects:
Electrons
Photons
Muons
Taus
Jefts
Neutrinos
Combinations of Above

Level 2:

Refine Identification of Physics Objects:
Sharper P; Cuts
Electrons From Conversions
Muons from Decay/Punchthrough
Refine Energy Sums/Clusters
Displaced Vertices

Level 3:

Full Physics Analysis/Decisions:
Specialized Algorithms
Heirarchy of Decisions
DST-type cuts on Physics
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LEVEL 1

Electrons & Photons:

Find (.1 x.1) Cal Towers with Eg, > Thr

Require Eqo/Eem <.04-.10

Option: Pattern of surrounding quiet fowers (isolation)

v’s: Match w/Shower Max in .2n X .2¢ ,

e’s: Find Outer Track Segments w/P; > 10 GeV/c
Match Track Segments w/Shower Max in ¢ in 1/64
Assign An = 0.2 from Shower Max fo Track
Match Track w/Cal on An=0.2, A¢=0.2

Muons:

Muon Tracks from Scint + 6-layers w/P; > 10 GeV/c

Opfion:Find Central Tracker Sgmts w/P; > 10 GeV/c
Match w/Muon ¢-layer Track Sgmts in 1/64
Use Momentum cut on Central Tracker P; cut
(Use Scint fo associate ¢ and 6 fracks) |
Match Track w/Quiet Cal on An=0.2, A¢=0.2

Jets:
1.6 x 1.6 grids of overlapping towers > E;,,

Neutrinos:
Sum Missing Ey over .1 x .1 Towers > Ey..
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LEVEL 1 TRIGGER STUDIES

Rate:
Level 1 Rate Target = 30 KHz
15 KHz ecch fer Cal. and Muon Triggers
For Cclorimeter, fotal rate is sum of:
single e’s
single s
pairs: ee, sv. 7Y
jets
Er
= Target Rate of 3 KHz for single object triggers

Study Calorimeter Triggers :
Find threshold for e, v, jet, ¥ = 3 KHz
Examine threshold vs. frigger conditions
Examine efficiency vs. Ey
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Event Generation

o ISAJET to generate events

120000 QCD 2-jet events from
20-200 GeV for e-study

20000 Drell-Yan W events

20000 Drell-Yan Z events

19000 QCD 2?-jet events from

20-400 GeV for jet-study - has better
distribution of events over energy
Minimum bias events corresponding
to Poisson distribution with mean 1.6

events per crossing; 16 events per
crossing for higher luminosity
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Detector Simulation

Greg Sullivan, U. Chicago

Include y conversions, decays

No Bremsstrahlung
Newer version has Brems.

Simple calorimeter parameterization
Tracking thresholds only
Newer version has more realistic

tracking efficiencies

n-coverage n< 3.0 for calorimeter;
and n< 1.6 for tracking
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L1 Trigger simulation

o Complete baseline design electronics
simulation

0 Includes:
Threshold cutoffs

Local calorimeter energy sums

Isolated electron search
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Jet Trigger Study

What size grid of energy sums is
optimal for finding jets?

Should overlapping grids of jet

towers be used or will non-
overlapping towers suffice?

How will increased luminosity of 1034
change the performance of trigger?

Is the type of integer scale used for
energy summing affect the results?
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Electron Trigger Study

Effect of Hadronic/Electromagnetic
energy deposit ratio cut

Effect of transverse isolation

Effect of track requirement or photon
trigger.

How will increased luminosity of 1034
change the performance of trigger?
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Representative level 1 trigger E¢ thresholds.

Trigger Threshold
Jet (1.6 x 1.6 sum) 140 GeV
Electron 20 GeV
Photon 30 GeV
Muon ' 20 GeV
Missing E 80 GeV
Two electrons 10 GeV
Two photons 20 GeV
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Conclusions

SDC L1 trigger simulations indicate
that the goals of reducing the

interaction rate from 108 down to

more manageable 104 - 10° can be
met in the current baseline design,
with good efficiency for interesting
events.

SDC L1 trigger simulations indicate
that may be gains to be made, using
wider grids for tower energy sums in
jet trigger; and using transverse
isolation criteria for electron trigger.

These gains are better realized at
higher luminosity.

More studies, including better

simulation of detector response, in
particular for tracking, are needed.
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Trigger Rates, DAQ, & Online
Processing at the 55C.

or .
How to get the Physics to Tape

Simulation Workshop
SSCL
May 22-25, 1992
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Boundry Conditions

® 100 million interactions/second
16 nS bunch spacing

® PhysicsRate e 107

W—> LV 10 Hz
W —> ev 10 Hz
tt 20 Hz (M = 140 GeV)
~40 Hz .

® Rate to Tape

10's - 100 Hz
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Level 1

Level 2

\L ~ 40 Hz
]OBHZ ﬂ//\— Physics

DAQ Level 3

® Tape speed ~ Physics rate
Final Trigger level must be close to offline cuts
Full or nearly full reconstruction
Lots of MIPs - must minimize rate into final level

® 16nS Beam spacing

Fast Level 1, fixed algorithms
Not enough reduction in 16 nS decision for readout

® 3 level Trigger System

Balance between Level 1, Level 2, Level 3
Simplify Level 1 - reduce rate for Level 2 (cost eff)
Level 2 is programmable - reduce rate for DAQ/L3
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Trigger Rate Simulation

Tsajet plus fast detector simulation. Uses
parameterizations of detector response.
( SDC note SDC-91-00099)

Very fast Monte carlo ( 20 S/event on 3100/76)

Includes:

Multiple interactions

Vertex position smearing

Calorimeter response shaping function

nt and K Deacys

Photon conversions

Tracking resolution and efficiency from
full simulations of tracking trigger

Calorimeter longitudinal & lateral
shower fluctuations

Electron Bremsstrahlung

Shower maximum detector parameterized

from full simulation
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CHECK OF SIMULATION USING

SINGLE PARTICLES
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SDC Level 1
Trigger Rtaes

Inl < 3.0
33
Imb=1MHz @ 10
Background Rates from QCD 2-jet events

with 20 GeV < Pt <200 GeV
mixed with minimum bias events
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Combined EM Trigger Rates

e = electron;

Had/Em < 0.05,
Track Pt > 10 GeV matched
in¢ with tower

2e = dielectron; Had/Em < 0.1,

v = photon;

Track Pt > 10 GeV

Had/Em < 0.05

2y = diphoton; Had/Em < 0.05

Trigger Threshold (GeV) Rate (kHz)
e 2e ¥ 2v | @10%8cm~251
20 10 30 20 9.8
20 10 | 40 20 8.1
25 10 | 40 20 5.0
25 15 | 40 30 4.7
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20 - - - 7.0
- 10 - - 0.3
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Preliminary
SDC Level 2
Trigger Rtaes

Inl < 3.0
33
Imb=1MHz @ 10
Background Rates from QCD 2-jet events

with 20 GeV < Pt <200 GeV
mixed with minimum bias events

NOTE:
No Level 2 clustering Done - single towers only

No Conversions removed - The level 1 rate is
dominated by charged pion—-neutral pion
overlap and conversion electrons in approx. -
equal proportions.
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a(mb)

Rate (M#e)

TRE 2 Tratk R 10.0 GeV matched vt ¢ with tower

SM = Enerqy f\ovw\a.ll:ée( Strip over threshold .
matehes 1n ¢ with track and A with tower

:_50 z: 8 S‘u.rrou'nclt.t\) HAC "WPC'S/EV\QV‘QU ¢ .0t

\
QCH 2-Jet(20—200 GeV) Rate

: L2 Electron Triggers
L Solid: Had/Em+Track
u Dash: Hod/Em+TRK+SM
i Dots: Hod/Em+TRK+SM+Iso
-1
10 k.
162 :-E":..
-3 i TTTe/eees '
10 | E
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10 E—
i :
i L
| I S . l 'l 1 .1 I 1 .1 1 ¢ l | S T l . 3 2.1 l | S N | l 1 B I | l | S |
0 10 20 30 40 50 60 70

Threshold (GeV)
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o(mb)

-~

BCD 2-Jet(20—-200 GeV) Rate

h L2 Photon Triggers

3 Solid: Hod/Em < .05

- Dosh: Had/Em<.05 1s0<.07
X Dots: Diphoton—-Iso

1] TIIIII"

| L4 llil"]'

A 1 § ll‘llll

v vrviigg
[ od
o
.-
]
]
]
[}
]
)
]
[]
[}
]
]
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Threshold (GeV)
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Raote Lor “4wo dowers aver Hrivesheld

TRACK T Track B >10.0 Gav matehed m & Wit dower

SM ¥ normalized resppnse above threshold matched
W 4 4o drack and n With toLev,

1. QCD 2-Jet(20—200 GeV) Rate
L2 Di—-Electron Triggers

o(mb)

7]1 ¥

Solids Had/Em<.1+Track
Dash: Hod/Em<.05+Track+SM

b
o
|

LB RAI

L L I

L lTU"l'

RATE (Mbtz)

10
-4 .
10 | .
] 1 1 l 1 1 | l 1 1 1 l 1 ; {1 l i 1 [} I 1 1 1 1 b 1 l L
0 4 8 12 16 20 24 28
Threshold (GeV)
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Conclusions:

LEVEL |

1) Level 1 calorimter trigger rate on the
order of 15 kHz looks alright.

2) Level 1 Muon Rate of 15 kHz needs
more work!

LEVEL 2

1) Preliminary rates look ok for dielectron
and diphoton rates.
2) Shower max -track match removes
overilaps.
3) Need work on reduction of rates using
silicon to tag conversions.
4) Clustering algorithms - sharpen thresholds.

5) Need to demonstrate a reasonable L2
rate. Set specs for DAQ bandwidth.

LEVEL 3 / DAQ

1) DAQ bandwidths necessary/achievable?

2) Can we get within a factor of 2 of the
physics rates?
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C a d

cad System

N

US e

AN

AN

design

user does design
cad system checks
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DESITGN AUTOMAT ION

. design
behavioral
——d.a. system ——

specification
\
user
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Behavior of System

l

Language to
Graph
Translator

Data Flow Graph

Graph to
Microarch.
Translator

Microarchitecture

As a Graph
h 4

Stylistic
Floorplanner

B P'WHOOHKHM

Graph as a Microarch.
and a Floorplan

HM B3 OoOHREBODSBY 0N

\ 4
Microarch
To Masks |
/"ESK S Y stimulus Information
Masks to
Simulation <€

Simulation Results
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const n = 16;
mask = "100000"b;

var o
a,
m,
count,
temp : bit (n);

a =ashll;
temp = mask and g;
temp = temp sic 1;
a =aortemp;
a =a-m;
q =gqshll;
count = count + I;

"~ until count=n;

endloop;
end.

behaviour specification for loop.
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procedure int rest__div

const n=16; /* define constants for program */
nml = n-1;
mask = "1000007b;
type int = bit(n) - /* constants for arsenic system */
int q, /* quotient */
a, /* accumulator */
m, /* mantissa */
temp;
begin
g= 100; /* assign random values to q and m */
m=2;
a =0;
repeat

temp = mask and qg; .

temp =temp shc 1 /* rotate by 1 using operation shc */
a =ashll; /* shift variable a left by 1 */

a =aortemp;

a =a-m;

g(nml) set O; /* set the bit nml of q to zero */
a=a+m;
else g(nml)set 1;/*setthebitnmlof qtoone®
count = count + 1; /* repeat n times */
untl count =n;
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MODEL OF
D,

DATA¢ ATH

storage elements
(registers)

|

|

e mm s ot Emaen——

interconnection network

!

v

functional units
(adders,multipliers etc.)

¥
v

interconnection network

}
\i
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MI#JOMP; MICRO INSTRUCTIONS

O L . L R N

1 ; 'r000 = value r001 = value r002 = value r003 = value
H : 1r004 = value r005 = value r006 = value r007 = value
' : 1r008 = value
] ‘ ]
ig 1 1r009,B00 = FUO1(and:r002,b00 r003,b01)

'~ 1 1r010,B02 = FUO02(shl:r006,b02 r002,b03)
i 1 1r011,B04 = FUO3(shl:r005,b04 r006,b0S)
i 1 1Y007,BOT = FUO4( +:r006,b06 r007,b07)
'3 1 1r012,B00 = FUO1( =:r007,b00 r008,b01)
i" 1 1r009,B02 = FU02(slc:r009,b02 r008,b03)
i4 !  1r009,B00 = FUO1( or:r009,b00 r011,b01)
[] 1 [ ]

's 1 1r005,B00 = FUO1( -:r009,b00 r004,b01) -
] [} 1

i§ |  ir009,B00 = FUO1( <:r005,b00 r001,b01)
t 1] []

7 1 10 !FU99($jp:r009,b07 )

] t []

g ! 1r002,B00 = FUOl(set:r000,b00 r010,b01)
. vt

9 |11 !FUS9($ip:)

[ ] .

110 !  1r005,B07 = FUO4( +:r004,b06 r005,b07)
i7" 1 1r002,B00 = FUOL(set:r000,b00 r010,b01)
111 |2 iFU99($ip:r012,b07 )

[ ] 1 1

112

L

CS of Division Algorithm

System : Single Clocked FUs
Number of FUs : 4 .

Execution Time 125 ns & 12 ciocka = 1500 ns
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mi O

.........................

oooooooooooooo

ml 9

4

ml 10

ml 11

® ¢

mt 12 |

mi 13_

pepres e T L L L L4

false lines return to appropricte %lm nodes

Abstract Machine for Integer Restoring Division
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l DFG

ASAP
Scheduling
{ DFG as a
Control ‘Sequence
Optimization
Routines
- DFG as a
Control Sequence
Data Path
Binding

1 Control Sequence
and Data Path
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Hardware Information
and Limitation

Information
Limits

Information
Limits
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' MI8! TP MICRO INSTRUCTIONS 5
'1 ! X000 = value r001 = value r002 = valve r003 = value :
' ! 1r004 = value r005 = value r006 = value 1007 = value :
! ! 'r008 = value E
[ ] ] ] M
12 ! 1r009,B00 = FUO1(and:r002,b00 r003,b01) :
¢ 1 1r010,B02 = FUO2(shl:r006.b02 r002 b03) '
{1 ir011,B04 = FUO3(shl:r005.b04 r006.b05) :
{1 1r007,BOT = FUOA( +:r006.b06 r007 bOT) f
'3 ! ir012,B00 = FUOI( =:r007,b00 r008,b01) :
1 1r009,B02 = FU02(slc:r009.b02 r006. b03) g
i4 | ir009,B00 = FUOL( or:r003,b00 r011,501) ;
15 1  ir005,800 = FUO1( -:r009,b00 r004,b01) '
16 ! 1r009,B00 = FUO1( <:r005,b00 r001,b01) :
'7 1 10 IFU99($ip:r009,b07 ) '
[} 1 [ ]
] t [ 1}
8 ! 1r002,B00 = FUO1(set:r000,b00 r010,b01) 5
1§ ] []

[] ] [ ]
'9 ! 11 !FUSS($ip:) :
[ ] | 1 [}
10 | ir005,507 = FUOA( +:r004,b06 £005,507) :
{1 1r002,B00 = FUO1(set:r000.b00 r010.b01) :
[} ] [} ]
111 {2 (FU99($ip:r012,b07 ) :
[] 1 [ ] [
2 | :

CS of Division Algorithm

System ! Single Clocked FUs
Number of FUs : 4

Execution Time 125 ns % 12 clocks = 1500 ns
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8 mify 64@6/4'

¢ MI# JOMP MICRO INSTRUCTIONS

ErOOO
1 r004

value r001 = value r002
value r005 = value r0086
(r008 = value

value r003 = value
value r007 = value

1 r007,B03 = FU02( +:r006,b02 r007,b03)

H
2 ! 1r009,B00 = FUO1(sh1:r005,500 r008,b01)
)
:
:
[}

3 1r011,B02 = FU02(and:r002, 502 003, b03)
; 7010,B00 = FUOI(sh1:r006,b00 r002. b01)
[] ?

14 | 1r012,B00 = FUOI( =:r007,b00 r008,b01)
i 1 ir011,B02 = FU02(slc:r011,b02 006, b03)
[] ] ]

5 ! «r008,B00 = FUO01¢( or:r011,b00 r009,b01)
'_--_.'-..-‘ n

6 ! - {r005,B00 = FUO1( -:r009,b00 r004,b01)
.--_-"‘-_.l

{7 ! 1r009,B00 = FUO1( <:r005,b00 r001,b01)
[} (] [ ]

18 ! 11 IFU99($ip:r009,503 )

[ ] [}

9 ! 1r002,B01 = FUO1(set:r000,b00 r010,b01)
[} [] [}

110 | 12 {FUS9(sip:)

{11 !  ir005,B03 = FUO2( +:r004,b02 r005,b03)
{___i  ir002,B00 = FUO1(set:r000,b00 r010 Lo1)
[} [] 1]

112 |2 FUS9($iprr012, bos )

[} [} [}

13

(. —

S EE cs s cece oo o o - indindedindadl L T L T SO S s eerecc rrmccn e e v

CS - with Restriction

Systenm ¢! Single Clocked FUs
Number of FUs : 2
Execution Time : 125 ns = 13 clocks = 1625 ng
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Number of Clocks

to Complete Operation

Operator Delay Time =--==--sccss=——oscocsosssoossossosmT
Set (ns) 5 MHz 8 MHz 10 MHz 20 MHz
Cycle Time (ns) 200 125 100 50
+ - 150 1 1 2 3
x / 200 1 2 2 4
< > <= >= I= 150 1 1 2 3
shl shr 100 1 1 1 2
slc src 100 1 1 1 2
and or 50 1 1 1 1
set ext 50 1 1 1 1
abs 150 1 2 2 3

FPigure 12 : Delay time vs. Number of clocks
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Multiplier Adcer
. 4Clocks | 3 Clocks
—
Output

Bus

Multiclocked FU
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| MI8 | TP MICRO INSTRUCTIONS
L IER T vk 0L = vadee g s velr 0 s e
: : =r008;‘la$ = ue < value = value
SR TR

| 1 iroohBof £ FGR0="HiE08: 08 FO0%: R0

13 | 1r009,Bo0 = FuO1(s c:r009, b0 %gé,%

o ;%éi;@% = ﬁ’:%%gsi.u?%?:wz 0 Iw%i

i i i ,B07 = FUO4( +:r006,b06 r007,b0

¢ {EBRBT < EORA. 20 B8 OO M)
il H
T R

| | | d - - ) d
R TR

18 | |r005,B02 = FU02( -:r009,b02 r004,503)

19| ___|r011,B00 = FU01( <:r005,500 r001,b01)

{10 | |r011,B00 = FUD1( <:r005,b00 r001,501)

{11 | 1r011,B00 = FUOI( <:x005,500 r001,b01)

{12 | 15 |FU99($3p:r011,107 )

{13 | __ |r002,B00 = FUOI(set:r000,500 r010,501)

114 | 18 |Fus9(sjp:)

1B R B R B

116 | 1r005,B07 = FUO4( +:r004,b06 r005,b07)

117 | |r005,B07 = FUO4( +:r004,b06 r00S,b07)

118 | 2 1FUs9($3p:x009,b07 )

2

CS of Division Algorithm - Multiclocked FU

Systea ¢ Multiclocked FUs
Number of FUs : 4
Execution Time : 50 ns * 19 clocks s 950 ns
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MI# JUMP|

MICRO INSTRUCTIONS

M

:1 : rOOO = value r001 = value r002 = value r003 = value
| | r004 = value r005 = value r(06 = value r007 = value
i I xﬂ08='wdue

2 | r009 BOO = EUO1(sh1:x005.B00 r(08,b01)

1" 1 1r007,B03 = FUOZ(™ +:r008,b02 r007,b03 )
i3 | ,B00 = FUO1(sh1:r005,b00 008,501

{3 { @89, B0S = FUOZ(" +:F008,B02 £007503)

4 | 1r010,B00 = FUO1(and:r002,b00 r003,b01

40 1R Bad £ Riost®S 2008, 502 F007 0033

15 | 'r(uo.Boo = FU01(shl:x006, b00 1002.501)

|| |r011,B02 = FUO2(sle:r010,b02 r006,003)
l6 | 1r010,B00 = FUO1(shl:r008,500 r002.b01)

" 1 1r011,B02 = FU02(slc:r010,b02 r(06,b03

71 1r009,B00 = FUO1( =:r007,b00 r008,b01

o {ro 2502 = F02{ ori 031,002 Fo08.503)

le 1 1r005,B02 = FU02(  2:r011.502 r004,503)

i~ | 1r009,B00 = FUOI( =:r007,b00 r008,b01

g 1 1r009,B00 = FUO1( =:r007,b00 r008,b01)

{1 ir005,B02 = FUO2( -:r011,b02 r004,b03)

110 | 1r005,B02 = FU02( -:r011,b02 r004,b03)

111 | 1r011,B00 = FUO1( <:r005,b00 r001,b01)

112 | 1r011,B00 = FUO1( <:r005,b00 r001,b01)

113 | 1r011,B00 = FUO1( <:r005,500 r001,b01)

114 | 17 |FUS9($jp:r011,503 )

115 | 1r002,B00 = FUO1(set:r000,b00 r010,b01)

116 | 20 |FU99(sip:)

l17 | }roos B02 = FU02( +:r004,502 r005,503)

® 1 1r002,B00 = FU0I(set:x000,500 r010,b01

l18 | w%w-mmtmmmmmw

l19 | hmamz:mmc+mmmwzm%mM)

120 | 2 |FU99($3p:r009,b03 )

21|

- e e o= o > o i T e T S T S S S S S P — S T . B G Mk ot o e e i e ot i e B e S e e e s et et e s e e |

CS - Multiclocked FU with Restriction

Systenm H
Number of FUs : 2
Execution Time :

309

Multiclocked FUs

50 ns * 21 clocks = 1050 ns i



Model of Pipelined FUs

—- Free to Accept Input
in Each Clock

- Qutput Should not
Conflict

- Assign Reg. and bBus
in Final Clock
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Bus

\/ input \/

1

Multiplier fRdoer

3 Clocks
]

4 Clocks

—T |

Output

Pipelined FU

Bus
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O /o{#j, C&J(«L

{ MI8{JUMP| MICRO INSTRUCTIONS L
177717715000 = value r001 = value r002 = value r03 = value
o ';8%4 = 32133 r005 = 3glue r006 = value r(i07 = value
} } }rOOS = value

t2 177 1r009,B00 = FUO1(shl:r005,b00 r008,b01

21 1EO8: 08 = Fush{*"+ Fooe oz £007,503)

ta 2 = FI :r002,002 r003,b03

3T B S AR

|1 .Ir008H00 = EUGL(sh1:r005,b00 r008, 501

| 1 "lr007,B03 = FUO2(_ +:r006,bU2 r007,b03 L
| | 1 - .

4 r010,B00 = FU01(s1c:r010,500 r008,b01

b Te007,B03 = FUO.2§ +:r006,b02 r007,b03

L }?891,300 = FUOI(sh1:x008,b00 r002,b01

ig~ 17 1r010,B00 = FUO1( _=:r007,b00 r008,b01

}5 { {§01o,soo Z FO01(s10:£010, 00 Fo08. b013

lg |~ 1rp09,BO0 = FUOL( or:r010,b00 r009,b01

1S 1 17ol0iBoo F03¢ oz:z089: 800 F003: B0t}

1 ] : - 1 - a

7 1 {xB95:B00 = WGt =:rB07.BBB £BBe:BOH]

lg | |r005,B00 = FUO1( -:r009,b00 r004,b01)

lg 1" 1r005,B00 = FUO1( -:r008,b00 r004,b01)

10 1" 1r009,B00 = FUOI( <:r005,b00 r001,b01)

131" 1r009,B00 = FUOI( <:r005,b00 r001,501)

1121 1r009,B00 = FUO1( <:r005,b00 r001,b01)

113 | 16 |FU39($jp:r009,b03 )

174 | "1r002,B01 = FUO1(set:r000,b00 r011,b01)

l15 | 19 |FU39($ip:)

136 | 1r005,B03 = FUO2( +:r004,b02 r005,b03

{16 | 1r002,B00 = FUOT {set: 000,500 011,501

1371 1r005,B08 = FUO2(_+:r004,b02 r005,b03)

l1g | 1r005,B03 = FUO2(_+:r004,b02 r(05,b03)

119 | 2 !FU99($jp:r010,b03 )

EI

CS - Pipelined FU

System
Number of FUs
Execution Time

313

with Restriction

: Pipelined FUs
: 2

50 ns *¥ 20 clocks = 1000 ns




Execution Time
(ns)

Design Space
Timer/Area Tradeoff

Cloded FUs

~ Number of FUs (Area)

Time/Area Tradeoff
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Translator
(scope of work)

l

SDL

1

LagerIV System

1

Mask

Scope of Research
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USER

Cell Libraries Y
. TimLager. |o Dioct
Stélcell. Desiga Manager
PP | ' :

: v
.sim (irsim) Layout
.drc ((scmos)) DMpost Generators
mag (magic Tim . Flin
.cif (MOSIS) Post Processor Lgtgg:en -

LagerIV system layout
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MICRO INSTRUCTIONS
r000 = value r001 = value r002 = value
r003 = value r004 = value r005 = value
1006 = vaine r007 = value r008 = value

xoos.aoo FUO1(and:r002.b00 r003,b01)
wlm FU02(shl:r006,b02 r002 .b03)
rol lm = FUO3{shl:r005,b04 r006,b05)

r007.B07 = FUO4{ +:r006,b06 r007.b07) -

r012.B00 = FUO1( =:r007.b00 r008,b01)

'1009.B02 = FU02(slc:r009,b02 r006.b03)

r009.B00 = FUO1( or:r009,b00 r011.b01})

r005,B00 = FUO1( :r009,b00 r004.b01)

r009.B00 = FUO1( <:r005.b00 r001.b01)

10

FU99($1{p:r009.b07)

r002.B00 = FUO1(set:r000.b00 r010.b01)

11

FU99($ip:)

r005.B07 = FUO4( +:1r004,b06 r005,b07)
:ooz,aoo FUO1(set:r000,b00 r010.b01)
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b02

X

\

transmission ga

te

(control inputs are from
control word of control unit)

Model Datapath

321

boo
extemalin%s
ro ri r2 r3 registers
RRE XK K

? b0o

y y bo1

y y b02

% A4 y b03

FU99 Functional
FUO1 FUO2 (control Units
XX unit)
b0o0
\b02

tr



CW1 (control word) 1 —

AN
transmission gates ‘__
X X
1 Select line ’:‘ - ’:‘
// X X
K K)
X
N K
Address ”4 )"
/ lines ”‘ =1 "‘ ]
, ;
4 out. out.] CONTROL ’0‘ ’0‘
> put | CONTROL | put ”‘ ] ”‘ |
o e R A eonr HEH HO
¥ (AR N ’:‘ |
External (ROM) het "
source )’{ | ’ |
lines O ”‘ I
X K<
X imlle
OH S -
Load ”‘ %4 :
ol ’0‘ ’0‘ ]
, X L
/ Increment
e2 el T a2
2 Select lines (contr‘o:lw\:vzord 2)
MUX2 |4 //
T T }not
used
01
,/
(bus from Datapath Model) :&ng::.g:&' Model)
register

_%. transmission gate

Model Control Unit
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| MI# JOMP; MICRO INSTRUCTIONS
!

(1 ! =r000 = value rQ01 = value r(02 = value r0(03 = value
| 17004 = value r005 = value r006 = value r007 = value
{ (1008 = value
12 009,800 = FUO1(and:r002,b00 r003,b01
| 1703807 = FrogeahiiTone B0 Koo
! IR0 807 = FU04L™ +iF008) 06 £007"
13 1r009,B00 = FUI01(slc:r009,b00 r006, b0}
! {010,802 = FUOZ(shI:r008,b02 r002,b03
, {£011,504 = FUOS(shl:r005,b04 r00g boB)
, {¥007,B07 = FUO4( ™ +:r008,b06 r007,b07
14 1r007,B07 = FU04( 151008506 £007,10T)
| {008,800 = FUO1(slc:r009,b00 r006,b01
s 1r009,802 = Fjge¢ or:r009,b02 r011,503)
| {008,800 = FUOI( "=:r007,b00 r008,b01
6 17005,B00 = FUOL(  -:r009,b00 mo«z,bcu;
j¥003,B00 = FUOI( =:r007,b00 r008,b01
7 |r009,B00 = FI01(¢ =:r007,500 r008,b01
17005,E00 = FUB1L =:2007: B0 =50%:58
!

|
s
|
|
|
|
!
|
|
!
|
i
|
I
|
!
n
]
|
|
]
!
|
:
8 |  }r005,B00 = FUO1( -:r009,b00 r004,b01)
|
|
|
|
|
I
|
|
|
|
|
|
|
|
l
|
|
|
|
|
{
|
|
!

9 1r011,B00 = FUO1( <:r005,b00 r001,b01)

10 {r011,B00 = FUO1( <:r005,b00 r001,b01)

11 {r011,B00 = FUO1( <:r005,b00 r001,b01)

12 | 15 |FU99($ip:r011,b07 )

13 {r002,B00 = FUO1(set:r000,b00 r010,b01)

14 | 18 |FUS9($Jp:)

15 | £005,B07 = FUO4( +:r004,b06 r005,b07
{002,800 = FUO1(set:r000,b00 r010,b01

16 | r005,B07 = FUO4( +:r004,b06 r005,b07)

17 17005,B07 = FUO4( +:r004,b506 r005,b07)

18 | 2 |FUS9($3p:r003,b07 )

19

. G > G . S G — — - G G—— — " GH G = G — . f—— — . B D T o — —— ——— ——— —— — — — —— — — — —— —— —p— t— o>

CS of Division Algorithm - Pipelined FU

System s Pipelined FUs
Number of FUs : 4
Execution Time : 50 ns * 19 clocks = 950 ns
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registers

SRERERES

Fuactional
Uaits

gate
(control inputs are from

transmission
control word of control unit)

:,e'

Datapath
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SWITCH LEVEL SIMULATION

o Extract Circuit from Masks (standard tool)

o Stimulus is Known "rl,bl <- FUl:(+: rl,bl r5,b2)"
Simulate each microinstruction
Use the worst case clock cycle

334



16056)

Invoke IRSIM with irsim scmos100.prm myreg2.sim —reg2.irsim.cmds
where the file reg2.irsim.cmds contains the following statements:

clock PHI1 1000

clock PHI20010

vector regin regin(3] regin[2] regin[1] regin[0]

vector regAout regAout[3] regAout[2] regAout[1] regAout[0]
vector regBout regBout{3] regBout[2] regBout[1] regBout{0]
analyzer load sel PHI1 PHI2 regBout regAout regin

stepsize 15 '

Vieed 0 1 1 0 O0 1 1 0 00O
Vel 0 0 1 0 0 0 0 0 O0 O
V regin 0000 1000 0100 0100 0100 1100 1100 1100 1100 1100

R (ﬁnkwmmdnmdnsimnhmrwithd:edcﬁnedvectom)

CRS b
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R

i

pEEE.

Register
set 1

FU 01

Register
set 2

FU 02

]

!

!

Register
set 4

FU 04

Register
set 5

FU 05

MODEL OF THE DATA PATH AT BLOCK LEVEL.
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ROW1
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Gate level diagrams of a data path model.
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MICRO OPERATIONS
INROW1

R1(3) R3@

C-step 1
R2(3x)

C-step 2

(3xudx)

R4{u)

C-step 3

MICRO OPERATIONS
INROW 2

R6(u) R7(dx)

I C2(u
R10{udx)

(
y L -
C2fy
. R7(G)

R4{u-3xu, (Bydx)

C-step 4

Cl(ul)
R4{ul)

C-step 5
R3([x1)

R11(x1 R12(a)
R6(ul)
. To control unit

Note: Rx(y) means Register # x contains y.

MICRO-INSTRUCTION TABLE,
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BUS 02
BUS 03
BUS 04
4 v v \ A 4 vy v [ Y ¥
FU 01 FU 02 FU 03 FU 04 FU 05
L 1 '2 + - <

rs | [ r1 | [_R4
-

1
] VEVV Cijr"

~— | ~— ~~—~

A 4
) 4
v
Non-Stylistic
Row Bus 01
Rl R2 T R4 j
v t?; FU 01 ‘ FU,02
4 = ' -
? 2 -
R3 RS
Row Bus 02
A Fy A
R6 R81{ RS9 ‘ R11
4 FU 04 FU 05
v v . |Fuos ‘ : : . v
— " -1 —> + <
' 4 |
R7 ' R10 R12
Stylistic

Interconnectivity of Data Path

Y 7.
oo bognide Alida prececdig

’Iﬂ/vé/l /P..O_,{/;')\ Fe
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ASIC
(Application Specific IC)

o Traditional Method of Design
Using CAD (Computer Aided Design
System)

o Soon to Become Popular
Design Automation
(High Level Synthesis or

Digital System Design
by “Others”)
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SPEED OF MICROPROCESSOR BASED DESIGNS
(Rough Approximation)

Assume 30 MHz Clock

“Worst Case™ Instruction ADD (x), (Y)

Fetch Inst. = 3 memory Accesses
Indirect oa X = fetch X then operand = 2 memory Accesses
Indirect o Y = fetch Y then operand = 2 memory Accesses

Store Result = (Optimistically) 1 memory Access
At 4 cycles per access = 8 * 4 = 32 cycles

Decode and execute = 2 cycles

Total 34 cycles or

1 Inst per Micro-second.
“Best Case™ Instruction ADDRO,R1
One memory Access = 4 cycles
Decode and Execute = 2 cycles
Total 6 cycles or
S inst per Micro-second
Average
(excluding co-processor overhead;
aumerous assembler insts per task exc.)

3 imsts per Micro-second

300 mnano-seconds per instruction
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ASIC DESIGN
2 clocks per task

o 60 MHz clock (CMOS)
30 Nano-second per inst (Approx)
o 200 MHz Clock (GaAs)

10 Nano Seconds per Instruction
(Approx)
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DISADVANTAGES AND ADVANTAGES OF ASIC DESIGNS

DISADVANTAGES
DIFFICULT TO CHANGE
COST MAY BE HIGHER

ADVANTAGES
SPEED OF CIRCUIT
EASY TO MAINTAIN
EASY TO IMPLEMENT
NEW TECHNOLOGY
ENHANCE UNIVERSITY RESEARCH

° 344



ISSUES TO BE ADDRESSED

o Develop a Front End Interface

o Integrate into an "Enviornment"
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Timed-LOTOS in a PROLOG Environment:
an Algebraic Language for Simulation

M.L. Ferrer, INEN-LNF, Italy

G. Mirabelli, INFN-Roma, Italy < Maor iHeas and %jaf
wo7r K

- Introduction
- LOTOS (short tutorial)
- LOTOS tools (without time)
- BELASI
- HIPPO
- Timed-LOTOS
- Timed-action
- Timed-interaction
- Single-Timed (this presentation)

- Single-Timed Lotos: PROLOG laloral -7
- Semantic (examples) ¢
- Lotos and Prolog tools: scanner,
syntax Checker, Static semantic Analyzer,
Prolog code generator, Lotos Simulator

- Example: Describing and Simulating Futurebus+ systerh
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Estelle Lotos SDL are formal specification languages to specify

OSI protocol and services, assuring:
- correct specification
- and implementation

Describe the "logical”" behaviour of system:
- order of interactions
- allowed parameter values

Properties relating to performance aspects are not addressed:
- maximum throughput of a link

- end-to-end transmission delay

- system degradation due to error-rate

To do this, the specification language must include the description
of such things as

- time delays

- Tesource usage

- stochastic behaviour .

This is the object of the work presented in the following.

Other approaches are to create a different formalism to deal with
performance issues, loosing some "logical” properties of the
system.

VERILOG, NODSIM, ...
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LOTOS (Ianguage of Temporal Ordering Specification )3(-8€
based ~e CCS (Mlmer's wovi)

for formal specification of open distributed systems,

in particular for OSI computer network architectures 9
—~>DAQ HETexp.

Systems are described in terms of processesthat may
consist of several interacting subprocesses

A processor 1s like a@lack boyhat is capable of commu-
nication with its environment by means of interactions.

An event ftomic form of interaction) 1is a unit of synchro-
nized communication that may exist between two processes
that can both perform that event.

b |
C ¥ P ¥ Q ;lgd

Two interacting processes

process <process-identifier><parameter-list> :=
<behaviour-expression>

endproc

behaviour-expresion is the LOTOS expression defining the observable behaviour
of the process. The contents of the parameter-list qualifies the type of the process.

process P[a,b,c] := ...endproc
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Basic Lotos: only describes a process synchronization

Full Lotos: also describes interprocess value communication

Behaviour expressions in Basic Lotos formally relate the

order in which events may occur

Constructor name SYNTAX
inaction stop
action prefix

- unobservable (internal) 1;B

- observable ;B
choice B1[] B2

parallel composition

-general case

-pure interliving
 -full syncronization

hiding

process instantiation
successful termination

sequential composition
disabling

B1 I[gl,....en]l B2
B1 il B2
B11B2

hide gl,..en in B

p [gl,...,gn]

‘exit

Bl >> B2
Bl [>B2

Table 1. Syntax of behaviour expression in basic LOTOS
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A basic process: inaction Stblo
this process cannot perform any event

Two basic operators:
Action prefix: this construct produces a new behaviour
expression out of an existing one by prefixing it with
b an event name. If B is the existing expression and a
a ) B is the event name the result is written as a;B
Interpretation: the process offers participation in event

a; if a takes place the resulting behaviour is given by B.

SIS ‘o1 Lnobserval
:l"he operator ; implies sequentiality obcervobfe
Choice:if Bland B2 are existing behaviour expression then

B1[] B2 denotes a process that behaves either like B1
B4 (1B, or B2. If another process in the environment offers an

initial event of B1 (or B2) the B1 (or B2) may be selected.
If both the outcome is not determined

T

Recursion: to define the infinite behaviour.
Example, a buffer definition:
processbuffer[in_data,out_data]:=
in_data
;  out_data
;  buffer[in_data,out_data]
endproc
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Parallelism:
—=> of independent processes (pure interleaving)
the constructorB1 ||| B2 means that the processor
“l can partecipate in an event if B1 or B2 can partecipate.
B1|||B2refuses partecipation in any event that is
refused by bothB1land B2.
—> of dependent processes
B1||B2 can partecipate in an event only if both Bl and B2
|l can partecipate in it. The general case of the constructor

IC 7] s B1|[gl, ....,gn] | B2 weregl, .... ,gn are the commnio
events that Bl and B2 must synchronize
—= the hiding operator )
to define subprocessors synchronization without
interference with the environment

”LIA:CZQ, gd)"’)gm, o B

Sequential composition of processes:

Bl >>B2 IfBlterminates successfully, the execution of B2
is enabled
Disruption of processes:
B1[>B2 defines a processor where at each point in the
execution ofBl, an initial event of B2 can occurs.

If such an event occurs control is transferred to B2,
leaving BI.
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LOTOS data types,dealing with the description of data
structures and value expressions, inspired by the abstract data
type technique ACT ONE, with some differences

Signature: the names of data carriers (sorts) and operations.
Defines the syntax of a data type. A grammar can be
provided to produce signatures with a finite number
of sorts and operations

type Boolean is

sorts Bool

opns true,false : ->Bool
not :Bool ->Bool
-and_,_or_,.xor._,_implies_,
_iff_,_eq.,_ne_ :Bool,Booi->Bool

eqns forall x.y :Bool
ofsort Bool
not(true) = false ;
not(false) =true ;
Xandtrue =x ;
xand false = false;
xortrue =frue ;
xxor false =x
xxory  =(xandnot(y)) or (¥ and not(x)) ;
X impliesy .=vornot(x); ’
xiffy = (ximpliesy) and (y impliesx) ;

Xeqy =xiffy ;
Xney =XXO0TY ;
endtype b
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Full LOTOS

Provides interprocess communication

While in Basic LOTOS an observable action coincides
with a gate name, in Full LOTOS (or LOTOS) it is
formed by a gate name followed by a list of zero or more
values offered at that gate

I
Example: % | En [94’
gi<TRUE, "tree”, 3> | 95 '

is the observable action offering the boolean value TRUE,
character string “tree”, and natural number 3 at gate g,

Since the offered values may range over infinite sets, an
infinite number of observable actions is expressible in full

LOTOS
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To work with most complex data type definitions,

The parametrization:using a general structure of a data type
to define other sorts, For instance arrays, stacksand queues
can be defining using the Nat_numbers definition

The renaming: where an already defined abstract data type is
needed in a specific environment, but without any changes in

the intended semantics.

Structured event offers: consist of a labelor (event) gate name
identifying the point of interaction or (event) gate and a finite
list of attributes:
—» value declaration: !(3+5), Imin(x,y)
LetBland B2 be behaviour expressions and e an event
then by Bl - e -> B2 we mean taht B1 can transform
into B2 performing e.
glE;B means g<value(E)> ->B
—> variable declarations: 7Xx:twhere x is the name of the
variable and? is the sort identifier
7x:integer
g?x:t describes a set of events in the value domairt T
The scope of a variablex is the behaviour expression
following that event offer in an action prefix construction
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Types of interaction
Interaction between processes can take place if both processes

have enabled one or more identical events

process process sync. interaction effect
A B condition sort
g!El g!E2 value(El)  value synchronizati.
= - matching
value(E2) l
gk glx:t value(E) value after
€ passing synchronization
domain(t) x=value(E)
g’x:t g’y:u t=u value after
' generation  synchronizatior
2 wmput x=y=v for
| ou,y‘fué € v € domain(t)

Conditional constructs
—»Selection predicates. An event offer may be followed by a

predicate that can impose additional restrictions of the values
g?x:nat[x<max] ; B1(x)
~>» Guarded expressions. Any behaviour expression may be
preceded by a predicate; if the predicate helds the behaviour
is possible
[x>0] ->g!x;some-process(...)(X,..)
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LOTOS tools

ESPRIT Software Thecnology project
SEDOS (Software Environment for the Design of Open
Distributed Systems) to develop formal descriptions

techniques and related  tools. 57/)1,&}( 4 Semanlic
Regarding LOTOS,

-BELASI (Behavioural Language Simulator) Univ. of Twente
* Simulation tool implementing the LOTOS semantic
* only rudimentary support of the Abstract Data type part
* written in C-Prolog, a LOTOS specification must be
translated to a C-Prolog
* they found limits due to the implementation
it was superseded by HIPPO

- HIPPO (Lotos Simulator) in C-language

generation of an Abstract Data Type term rewrite system
evaluation of an Abstract Data Type term rewrite system
communication tree walker

menu computation and selection

term analysis and display ,
state information display at each step in a communication tree

future work on: coverage and performance analysis, human
interface. property checking (deadlock, livelock, reachibility, ...)

Distrbidion T non-peofot orvpen.
bgls %MWA; of ‘;:/ei,qfn
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The introduction of timing in LOTOS
to achieve realistic description of systems which exhibit time

dependent behaviour
- Timed-Action proposed by Quemada and Fernandez
- Timed-Interaction proposed by Bolognesi, Lucidio and Triglia
- Simple-Timed proposed in this presentation

- Grammar of Timed-Action L. OTOS behaviour expression

behaviour-expression ::=
stop '

| gate-id| time-interval|; behaviour-expression

| behaviour-expression [] behaviour-expression

| behaviour-expression | gate-id-list | behaviour-expression

|

|

old(time,behaviour-expression)
process-id gate-id-list.

process-id = id.
gate-id = id.
gate-id-list o= [ ]
|  [gate-id {,gate-id} ].
time-interval ;o <time,time>
time 1 natural.

Behaviour expression g;B is now defined as g<timel,time2>;B

Baye lLoTos

372




30%44‘ &V al. ...

Grammar of Timed-Interaction LOTOS behaviour expression

behaviour-expression
stop

| gate-id ; behaviour-expression

|  behaviour-expression  [] behaviour-expression

| behaviour-expression | gate-id-list | behaviour-expression

|

|

|

old(time,behaviour-expression)

process-1d  gate-1d-list
timer gate-id time-interval in behaviour-expression

No time interval is explicity associated with action prefix.

Such intervals are instead associated with the ’timer’ operator,
that 1s applied to any behaviour expression.

The model follows the Fernandez and Quemada work . The intent
was the modelling of the "wait-until-timeout” scenario in the

basic-LOTOS environment

We think that if we consider the global LOTOS not only the
modelling of this scenario 1is possible without the introduction
of the ’timer’ operator, but the syntax is also more simple
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Grammar of Simple-Timed LOTOS behaviour expression

behaviour-expression =
stop
| gate-id| time| ; behaviour-expression
| | guard-mode -> behaviour-expression

| behaviour-expression  [] behaviour-expression
l

|

behaviour-expression | gate-1d-list | behaviour-expression
process-id  gate-id-list.

time ;1 <natural>.

The time (not a time interval) is inroduced in the action
prefix. This time is the instant in which the action is hold.
The introduction of the logical function ’delta’ in the
guard-mode 1s able to model the "wait-until-timeot" scenario.

In LOTOS syntax, an example (from the Futurebus+ simulation)

power_systeml [gv] (timeP:time)meesk =
[delta(timeP,tdel)] --> i<Tim_i>;
power_system?2 [gv] (Tim_i)

Tim_i is the timeout function with an argument Tim_i

SEmf’Ze, -Timed LOTOS. cm/b&mmf ~he 570 notarsl
LoT oS, %Q/naé.‘mj With Timme —the Lo7o5 Syalax
onal p,em«za/n,@/ and. alyroe 1o The jaaro(—m
Hhe a,&'Z:g lo catll PROLOS C‘,%wge_q’
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X
The Simple-Timed LOTOS tools are written in Quintus-Prolog

(we started using C-Prolog).

Implement the standard LOTOS, extending with time the
LOTOS syntax and semantic, and giving to the guard-mode
the ability to call Prolog clauses.

Semantic _of Simple-Timed LOTOS in Prolog. one example:

Guard Mode

der(B-->P,A,Q,[Ta,Tz]):-!, Bis bal,
valid(B,[Tal,Tz1]),
der(P,A,Q,[Ta2,Tz2]),
maxtim(Tal,Ta2,Ta),
mintim(Tz1,Tz2,Tz),
ge(Tz,Ta).

Kt
T

s+ s &t
P

AT i

B is the guard-mode

P is the behaviour if B is true
A is the action

Q is the new behaviour

&mrz@s-%&fg‘ WZ’]’”‘Z’@ (wiTh M}F)
W;;?ace Ls - (MMQ
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Major toolset componets

LOTOS text—p Scanner S
F ! i
R Syntax checker n
0 t
N Static semantics Analyzer | u
T ¢ >
P
E Prolog code generator r
N 0
D | ¢ 1
Prolog text —» ¢
Simulator 8

Scanner accept an ASCII text file containing ordinary LOTOS
text and output a list of Tokens that is the input to the

Syntax Checker
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The Syntax Checker

**Prolog’s grammar rule are used.
A grammar rule in Prolog takes the general form
head --> body
meaning "a possible form for head is body". Both body and head
are sequences of ome or more items linked by the standard Prolog
conjunctox operator °,” and disjuncton” operator ’I’.

Extra conditions, in form of Prolog procedure calls, may be
included in the righ end side of a grammar rule. Such procedure calls
are written enclosed in curly brackets (*{’ and ).

data_type_definition(Type)  -->

type_symbol,

type_tdentifier(Typld),

1s_symbol,

p_expression(Pexpr),

end_type_symbol,
{getsym(type,Type, [type,Typld,is,Pexpr,endtype]))

| library_declaration(LibDecl),

{getsym(type,Type,LibDecl)].

p_expression(Pexpr) --> |

getsym is used to produce the output of the Abstract Syntax tree,
adde a oprd cleorece s -&)J&éz;g
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The Static Semantic Analyzer

This tool reads a coloured Abstract Syntax Tree as produced byt
the Syntax Checker, and performs the combined functions of static
semantic checking, Abstract Data Type library insertion, and Abstrac

Data Type flattening.
yP < cplye 73 Mf‘m@z 4*!7’@1‘107.423
Setweem dLala fﬁeﬁ

The Prolog Code Generator

Some examples:

sorts(true,bool,boolean).
sorts(false,bool,boolean).

sorts(not(X),bool,boolean):-
sorts(X,bool,boolean).

sorts(X and Y,bool,boolean):-

sorts(X,bool,boolean),
sorts(Y,bool,boolean).

The signature of Boolean data iype in Prolog
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rewrite_rule(boolean,bool,not(true), false).
rewrite_rule(boolean,bool,not(false), true).

rewrite_rule(booleaﬂ,bool,X and true, X):-
sorts(X,bool,boolean).

rewrite_rule(boolean,bool,X implies Y, Y or not(X)):-

sorts(X,bool,boolean),
sorts(Y,bool,boolean).

The equation of Boolean data type in Prolog
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Simulator

The Simulator is a single tool which perform the following
functions:

*

¥ oK ¥ ¥*

evaluation of an Abstract Data Type term rewrite system,
communication tree walker,

menu computation and selection,

term analysis and display,

state information display ateach step in a communication

as HIPFO 7

free.

It accepts to its input the Prolog code of LOTOS text and Prolog
procedure called in guard mode from LOTOS text. This feature 1
an useful and powerful extension of LOTOS.
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Simufation based on Logical Layer Specification of Futurebus+
Arbitration Competion Logic and the Bus Control: Powerup, System
Reset, Bus Initialise, Live Insertion and Live Withdrawal.

Bus Signal Module 32-bit version
INFORMATION LINES
<--AD-> AD Address/Data 32
<--Bp-> BP Byte Parity 4
<--TG-> TG Tag 8
<--TP-> TP Tag Parity 1
<--CM-> CM Command Field 8
<--CP-> CP Command Parity 1
<--ST-> ST Status 8
<--CA-> Ca Capability 3
. SYNCHRONIZATION LINE
<~--AS-> AS Address Sync 1
2--AK-> AK Address Acknowledge i
<--Al-> Al Address Acknowledge lnverse 1
<--DS-> ‘DS Data Sync 1
<--DK-> DK Data Acknowledge 1
<--DI-> DIData Acknowledge Inverse 1
CONTROL ACQUISITION LINE
<--AB-> AB Arbitration Bus 8
<-ABP-> ABP Arbitration Parity 1
<--AP-> AP Arbitration Synchronization 1
<--AQ-> AQ Arbitration Synchronization 1
<--AR-> AR Arbitration Synchronizgtion 1
<--AC-> AC Arbitration Condition - 2
RESET/BUS INITIALIZE LINE
<--RE-> RE Reset/Bus 1

3}%(420% %4./(6; ’an occomt —the

?a:m. mede
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The Futurebus+ model with three Modules

Power Sys.} --Pwr --> 1

- B
Module a1"MOd a ">j'
<-- Busa--

. )‘{ﬂJ&'
busa

am;, }az
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Elementary functions of the Futurebus+ example

modW is Mod <Time> ~Sg
modR is Bus <Time> ?Sg:sgn [get_bus(Mod,Bus,Sg, Time)]

busWis Bus<Time> ~Sg
busR is Mod <Time> ?Sg:sgn [wor(Sg,Time,CH)]

get_bus and wor are Prolog Clauses defined in the following

get_bus(Mod,Bus,Sg, Time):-
lines(bus,Sg,Sgv,_),
is_line(Bus,Sg,Sgv,Time),
bus_control_attributes(Mod,Bus,Sg).

wor(Signal, Time,CH):-
lines(modA,Signal,SGa,_),
lines(modB,Signal,SGb,_),
lines(modC,Signal,SGc,_),
worb(SGa,SGb,SGc,SGbus),
is_line_CH(bus,Signal,SGbus,CH,Time), !.

e o@@ et Jaleel ( i e .,/ s LoToc)
CH fes no. c'“alacqfaj bjf +he ijg O/Aﬂg’aﬁ
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THE BUS Deseription m LOTOS

bus([Pwr,Moda,Modb,Modc,Busa, Busb, Busc], []):=
busR(Pwr,_,SigRE, TimeRE,CH);
bus1([Pwr,Moda,Modb,Modc, Busa,Busb,Busc],[SigRE, TimeRE,CH])
F [] ]

busR(Moda,Busa,Siga, Timea, CH);
bus1([Pwr,Moda,Modb,Modc, Busa,Busb,Busc],[Siga, Timea,CH])
I

busR(Modb, Busb,Sigb,Timeb,CH);
bus1([Pwr,Moda,Modb,Modc, Busa,Busb,Busc],[Sigb, Timeb,CH])
3 [] 3

busR(Modc,Busc,Sige, Timece, CH);
bus1([Pwr,Moda,Modb,Modc, Busa,Busb,Busc],[Sige, Timec,CH]).

bus1([Pwr,Moda,Modb,Modc,Busa,Busb,Busc],
[Sig:sgn, Time:time,CH:yesno]):=
([CH=yes(_Sg1),!}-->delay([Busa,Busb,Busc],[Sig Time])
3 [] 3
[CH=no(_Sg2),!]-->stop)
intl
bus([Pwr,Moda,Modb,Modc, Busa, Busb,Busc],[]).

delay([Busa,Busb,Busc],[Sig:sgn, Time:time]):=
[delta(Time, time5)]-->busW(_Moda,Busa,Sig,_Timea);stop
intl :
[delta(Time, time6)]-->busW(_Modb,Busb,Sig,_Timeb);stop
intl
[delta(Time, time7)]-->busW(_Modc,Busc,Sig,_Timec);stop .

ndoat jlg’ﬂm ‘7LAZ
dobe distarces
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The LOTOS Program of the Futurbus+ model

start([],[]):= |
bus( [pwr,modA,modB,modC,busA,busB,busC], D

Ipar [pwr,modA,modB,modC,busA,busB,busC] rpar  |-]
power_start([pwr,modA,modB,modC,busA,busB,busC],
[10,0,0,01,10,0,0,01,10,0,0,01,11,0,0,011).
.sec,us&:,/u{c,m
power_start([PWr,ModA,ModB,ModC,BusA,BusB,BusC] ,
[TimeP:time, TimeA:time, TimeB:time, TimeC ‘time]):=
power_system1([Pwr],[TimeP])

intl Uy ’
module([ModA,BusA],[TimeA])

intl 10’
module([ModB,BusB],[TimeB])

intl ‘m’

module([ModC,BusC],[TimeC]).

g
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Powerup

When a system is first powered, the power system assert the reset
signal re*. The power system must assert re* prior to any of the bus
power voltages reachingh 40 % -of their nominal value (this physical
condition is not rapresented in the simulation of the logical layer).
The power system mantains re* asserted for 100 to 200 msec after a
the bus power voltages are within regulation. This allows all modules
on the bus to detect that a system reset is occurrring.

The power system shall:

1. Prior to any bus voltage reaching 40% of nominal voltage
assert re®

2. Maintain re* asserted until all bus voltages are within
regulation specification

3. Then continue to assert re® for an additional 100-200 ms

4. Then release re*
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Powerup

The Powerup System in LOTOS

. power_system1([Pwr],[TimeP:time]):=
[delta(TimeP,time0),set_line(Pwr,’RE’, TimeP),!]-->
modW(Pwr,_,’RE’,Time); . ffers e e gm:@

power_system2([Pwr],[Time]).

power_system2([Pwr],[Time:time]):=
power_system3([Pwr],[Time]).

power_system3{[Pwr],[Time:time]):=
[delta(Time,time100)]-->power_system4 ([Pwr],[]).

power_system4([Pwr],[]):=
i(clearRE, Time, [clear_line(Pwr,’RE’,Time),!]);
modW(Pwr,_,’RE’,Time); char RE awdl
stop. offers he new vebuee
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Live insertion

The logical protocols of Futurbus+ provide facilities for modules |
which are inserted into a powered operating system to align their
logic state machines with the other modules on the bus and begin
operation. When a module is inserted into the bus and detects that it
has just powered up it checks to see if RE* is asserted. If it is not
asserted the module assumes it has been inserted into a live system.
If the reset line is asserted it waits to see if is a full system
reset and not a bus initialize or live insertion. Eventually the
module knows if it has been inserted into a live system.

A module inserted into a live system assert re* to notify all the
other modules that it needs to align. All other modules upon
detecting RE* asserted should be set their transaction timeout
register to limit the remaining lenght of the current parallel bus
transaction to 128 usec, then finish the current parallel bus
transaction and the current arbitration sequence and then wait. This
causes the bus to go into an idle state. The inserted module waits
after it has asserted reset until is has detected the bus in a
continuus idle state for at least 1 usec and then it asserts ai* and
ar* to complete the alignement. It then release re* and all modules
resume operation when they detect REf at logic: zero.
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Live merlon

The modules shall:

1. Perform all internal reset operations necessary to allow
partecipation in bus transaction

2. If RE* wait until SYS_RESET / rEf
3. If SYS_RESE'J; proceed to system reset
4. If rEf wait for a minimum of 1us and then assert re*
5. ... |
The Live Insertion System in LOTOS
live_insertion1([Mod,Bus], [Time:time]):=

i(reset, Timel, [bus_control_attributes(Mod, Bus)]):
live_insertionla([Mod,Bus],[Time1]).

live_insertionla([Mod,Bus], [Time:time]):=
[delta(Time,time45)]-->
i(wait_reset_complete,_Timel,[chk_RESET. COMPLETE (Mod,Bus)
(live_insertion2([Mod,Bus],[])
gk '
live_insertion4 ([Mod,Bus],[])).

— - e am e
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The bus control procedure in Prolog

bus_control_attributes(Mod,Bus,Sig):-
(Sig= ‘RE’,!,bus_control_attributes(Mod,Bus), !):
(Sig="AS’,! ,bus_control_attributes(Mod,Bus), !):
(Sig="AI’ ,},bus_control_attributes(Mod,Bus), !):
(Sig="AK’,!,bus_control_attributes(Mod,Bus). .
bus_control_attributes(_Mod, _Bus,_Sig):-!.

bus_control_attributes(Mod,Bus):- .
chkO_SYS_RESET(Mod,Bus),
chk_BUS_IDLE(Mo d,Bus),
chk_BUS_IDLE_lus(Mod,Bus),
chk_POWER_UP(Mod,Bus),
chk_BUS_INIT(Mod,Bus),
chk_ENTRANT(Mod,Bus),
chk_LIVE. INSERTION(M od,Bus),
chk_BUS_HOLD(Mod,Bus),
chk_INIT(Mod,Bus),
chk_LIVE_WITHDRAWAL_COMMAND (Mod,Bus),
chk_READY_FOR_WITHDRAWAL (Mod,Bus).

wri Hem ()w.?froéij. ~, et
: 36 /o Log vex
T0lal Sioweblalion wses 320£ LORS “@xt
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The Trace of Events during a simulation

Gate Time Event

DWT <0> ?RE:sgn [wor(RE,[0,0,0,0],yes([0]))]

busA : <5> “RE  [get_bus(modA,busA,RE,[0,0,0,5])]
"busB <6> “RE  [get_bus(modB,busB,RE,[0,0,0,6])]

busC . <7> “RE  [get_bus(modC,busC,RE,[0,0,0,7])]

i(power_up) <10> [set_Attr(power_up,modA),!]

i(power_up) <10> [set_Attr(power_up,modB),!]

i(wait_SYS_RESET) <10>

i(wait_SYS_RESET) <I0>_ _ _ — . . _ . 4 -~

i(chkl) <30:0:5> [chk1_SYS_RESET(modA,busA)] 5757'2 e
modA <30:0:5> ?RE:sgn [wor(RE,[0,30,0,5],n0([0]))] +
i(chk1) <30:0:6> [chk1_SYS_RESET@modB busB)] rese
modB <30:0:6> ?RE:sgn [wor(RE,[0,30,0,6]m0([0])] “ﬁo
i(chkl) <30:0:7> [chk1_SYS_RESET(modC,busC)] Aol
i(wait_reset_compl) <30:45:5> [chk _RESET_COMPLETE(modAbusA)] | #47
modA <30:45:5> ?RE:sgn [wor(RE,[0,30,45,5].n0([0])] A aul 8
i(wait_reset_compl) <30:45:6> fchk_RESET.COMPLETE(modB,busB)]

modB <30:45:6> ?RE:sgn [wor(RE,[0,30,45,61n0([01))] _ ~ —~_ -~
i(clearRE) <100:0:05 [clear _line(pwr,RE, [0,100,0,0]).1] - power-
pwr <100:0:0> ?RE:sgn [wor(RE,[0,100,0,0]yes([11)] ] %‘»re e
busA <100:0:5> ~“RE [gct_bus(modA,busA,RE,[O,l00,0,5])_]_ !

i(chkl) <1:30:46:17> [chkl -SYS_RESET{(modC,busC)]
i(wait_reset_compl) <1:30:91:15> [chk _RESET_COMPLETE(mod AbusA)]

modA <1:30:91:15> ?RE:sgn [wor(RE,[1,30,91,15],n0([0]))]

i(wait_reset_compl) <1:30:91:16> [chk _RESET_COMPLETE(modB,busB)]

modB <1:30:91:16> ?RE:sgn [wor(RE,[1,30,91,16]n0([0]))] '

i(wait_power_up) <1:530:91:15>
i(wait_power_up) <1:530:91:16>
. SECImSsec:Usecs
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| HISTORY OF EVENT BUILDING
(70s until the present)

» minicomputer sequential readout

o very little buffering

« CAMAC packaging

e tree-structured data acquisition systems

» FASTBUS packaging

« parallel sub-event building

« experiment triggers disabled while reading
* > 10% deadtimes

e upto 10s of MB/s event building

A Special Switching Architecture For High Speed Data Acquisition Systems
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Interconnect Architectures

.

e shared bus

e multiple bus

e multiport memory

e dual port memory

(o

"* crossbar interconnect
(htisnel 5/1%@’;3

e mesh interconnect

A Special Switching Architecture For High Speed Data Acquisition Systems VSK Thesis
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Interconnection Network Terminology

S

(S_)— Interconnection

N}fzwork

o @&
o -

Data
Sources

—

—(D D)
—=(D D
—(D )
—(D )

Data

Destinations

v~ Packet Switching
Circuit Switching
v~ Synchronous
Asynchronous

~ Centralized

Decentralized
.~ Non-blocking

Blocking

A Special Switching Architecwre For High Speed Data Acquisition Systems
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EVENT BUILDER

irregular subevent sizes

* only nulls

» single subevent data

* multiple subevent data

* single subevent data padded with nulls

* multiple subevent data padded with nulls
Fixed Length

Packet Boundaries
! I 1 I |

17A BA |oa]| saA 1A

A Special Switching Architecture For High Speed Data Acquisition Systems
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PARALLEL EVENT BUILDER
WITH
TIME SLOT INTERCHANGERS

INPUT TSI A OUTPUT TSI 1
o = = = e = 1
L
e
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SYSTEM-LEVEL
SIMULATION

o descriptive modeling
» behavioral simulation

e system-level variables such as
throughput and deadtime

A Special Switching Architecture For High Speed Data Acquisition Systems
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SYSTEM
PARAMETERS

o the system is tuned such that it saturates at a

event rate of 160 Hz
1 MB <event size> & 8 channels

125 KB / channel
20 MB / second links on each channel

20 MB s™ /125 KB = 160 Hz
130 Hz - 240 Hz - event input rate é‘ixed rate)

+ 1MB mean event size around various distributions

* two architectures
- base
- availability feedback loop

A Special Switching Architecture For High Speed Data Acquisition Systems
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" Inheritance tree
for the
Input Time Slot Interchanger

( basic object which
NamedObj provides identity
information
‘ . l provides DAQ related
cnee < . . . | functionality such as
TriggerSignalOb,

3 l ggerSignalObj accepting events,

l logging statistics, etc.

i provides the parameters
! ParameterObj needed for the user
! interface and reporting
defines the producer
DataTransportObj and consumer for a
data tranfer operation
basic time slot interchanger
. which provides buffering
TSIObj for the input and output
/ \oﬂhe interconnection network
ITSIObj OTSIObj
. dedia.ted input dedicated output
time slot interchanger time slot interchanger
A Special Switching Architecture For High Speed Data Acquisition Systems VSK Thesis 039
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MODSIM II

* object-oriented

* modular

* block structured
* strongly-typed

* process-oriented

» discrete-event simulation

A Special Switching Architecture For High Speed Data Acquisition Systems
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SYSTEM
VARIABLES MEASURED

« dead time in the Input Time Slot
Interchanger (ITSI) buffers

« percentage of nulls being switched
through the interconnection network

o percentage of complete events built
by the system

A Special Switching Architecture For High Speed Data Acquisition Systems VSK Thesis
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SYSTEM
CONSTANTS

« 8 X 8 switch

« 20 MBytes/second on each link

« 1 MB memory for each ITSI

3 MB memory for each OTSI

. each_ TSI divided into 8 logical buffers

» packet size equal to 10% of the
{subevenpsize

A Special Switching Architecture For High Speed Data Acquisition Systems
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CONCLUSIONS
(. be'h&\iwz’al,)

e ITSI buffer size insufficient [ one eveu’r)
e packet size feasible
* feedback improves the efficiency

e such an architecture requires a
high degree of synchronization and

regularity
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GATE-LEVEL
SIMULATION

e prescriptive modeling
e hardware simulation

» design functionality
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ITSI
REQUIREMENTS

» memory organized as FIFO buffers
o header and data separation

o header decoding

« sequencing packets for transmission

1t08
| 8-bits | 8-bit | 8-bits | 8-bits | 8-bits | 8-bits |
words

trl ptrn| data wC prid | evid kxdr ptrn

data format
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VERILOG

« different levels of simulation
« system/architectural
* behavioral/register transfer
* gate level

* allows mixed level simulation

* stochastic analysis

* hierarchical specification

* libraries for logic synthesis

* interactive debugging
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|

STATE DIAGRAMS
FOR THE
ITSI OPERATION

detect state machine

VSK Thesis
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Logic-level Schematic diagram of the ITSI
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CONCLUSIONS
(gole - level )

* idea of load balancing the buffers in
the ITSI, learnt from the MODSIM
simulation,was implemented

e functionality of the design was
verified
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SUMMARY

* studied the event builder problem
at the SSC

* behavioral study done in MODSIM II
- deadtime
- switch efficiency
- gross system behavior

* gate-level study done in VERILOG
- focussed on packet structure
- memory (ITSI) implementation

* results are a useful basis for a final
ASIC design
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Proposed Modification to CDF DAQ System

(Solid lines represent previously existing hardware)

Level 3 Farm (SGI multiprocessors)

---------------------

Event Builder

P I IR PP S A AP

---------------------

Front End Scanners
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T A - 1EVB, 4 Engines

O - 2 EvB, 2 Engines

(0 - 2EVB, 4 Engines

c.e r—
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20 25 30 35 40 45 50 55 60
Livetime vs. L2 Rate (Hz)

Figure 2: The combined scanner and buffering livetime of the CDF DAQ gystem operating
with two Event Builders. This livetime only includes the loss of L2 triggers due to a buffer-
full condition in the scanners and the loss of triggers when the scanners are digitizing. It
does not include L1 or L2 trigger deadtime. We plot the rates separately for the three
configurations discussed in the text, a single EVB with 4 engines, and two EVB’s with both
2 engines and 4 engines.
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1 - A - 1EVB, 4 Engines
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Buffer Livetime vs. L2 Rate (Hz)

Figure 1: The buffering livetime of the CDF DAQ system operating with two Event Builders.
This livetime only includes the loss of L2 triggers due to a buffer-full condition in the
scanners. Thus, it does not include deadtime associated with scanner and trigger processing.
We plot the rates separately for the three configurations discussed in the text, a single EVB
with 4 engines, and two EVB’s with both 2 engines and 4 engines.
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/7 Behavioral level code for a two bit counter

// that triggers on posistive going edge and has

// asyncronous reset. This the L2WA.

// -

// file: ~ekenberg/vlsi/tvcamu/L2WA/L2WABverilog

// Co

// library file: ~ekenberg/lib/verilog/modules/L2WA
//

module L2WA (L2WAOQ,L2WAl,clk,reset_);
output L2WAQ;
output L2WAL;
input clk;
input reset_;

wire clk;
wire reset_;

reg L2WAQ;
reg L2WAL;

reg [0:1] twobitc;

always @(posedge clk)

begin
if (reset_)
begin
twobitc = twobitc + 1;
L2WAQ = twobitc(l]:;
L2WAl = twobitc([0];
end
else
begin
twobitc = 0;
L2WAQ = twobitc(l];
L2WAL = twobitc([0];
end
end

always @(negedge reset_)
begin
twobitc = 0;
L2WAO = twobitc(l];
L2WAl = twobitc[0];
end

endmodule
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// Verilog netlist of
/ /" /home/u2/ekenberg/vlsi/tvcamu/DagEx"

// HDL models

// End HDL models

module DagEx(out0, outl, out2, out3, clk, hnl_14);
output out0, outl, out2, out3;
input clk, hnl_14;

twoddecoder I1ll(out0, outl, out2, out3, hnl_15, hnl_16);
L2WA IO (hnl_15, hnl_16, clk, hnl_14);

endmodule

466



/ vVerilog netlist oI
//"/home/u2/ekenberg/vlsi/tvcamu/DagEx"

// HDL models
// End HDL models

module nanf21l (01, 02, Al, Bl);
output 01, 02;

input Al, B1l;

supply0 hnl_0;

supplyl hnl_1;

tranifl hnl_2(02, hnl_0, 01);
tranifl hnl_3(hnl_4, hnl_0, Bl);
tranifl hnl_5(01, hnl_4, Al);
tranif0 hnl_6(02, hnl_1, 01);
tranif0 hnl_7(01, hnl_1, Bl);
tranif0 hnl_8(01, hnl_1, Al);
endmodule

module twoddecoder (out0, outl, out2, out3, in0, inl);
output outl0, outl, out2, out3;

input in0, inl;

supply0 hnl_0;

supplyl hnl_1;

nanf21l I17(hnl_9, outl, hnl_10, in0);
nanf2ll I16(hnl_11, out2, inl, hnl_12);
nanf21l I15(hnl_13, out3, inl, in0);
not I5(hnl_12, in0);

not I2(hnl_10, inl);

nor I0(out0, inl, in0);

endmodule

module DagEx(out0, outl, out2, out3, clk, hnl_14);
output out0, outl, out2, out3;

input clk, hnl_14;

supply0 hnl_0;

supplyl hnl_1;

two4decoder Ill(out0, outl, out2, out3, hnl_15, hnl_16);
L2WA I0(hnl_15, hnl_16, clk, hnl_14);

endmodule
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errould

erroul2
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VERILOG-XL 1.5c log file created Apr 22, 1992 15:17:54
* Copyright Cadence Design Systems, Inc. 1985, 1988.

*

* All Rights Reserved. Licensed Software. *
* Confidential and proprietary information which is the *
* property of Cadence Design Systems, Inc. *

Verilog 1.5¢c with Edge additionsCompiling source file "si.inp*
Compiling source file “verisave.cmdfile*
Scanning.library directory-*/home/u2/ekenberg/lib/verilog/modules*

Highest level modules:

test

save_mod

START 0 = 4 (0000000100)
START_ 1 = 5 (0000000101)
START__ 2 = 6 (0000000110)
START _ 3 = 8 (0000001000)
START 4 = 10 (0000001010)
START 5 = 12 (0000001100)
START 6 = 14 (0000001110)
START__ 7 = 17 (0000010001)
START_ 8 = 18 (0000010010)

L5100 “si.inp*: $finish at simulation time 40608

2370404 simulation events
CPU time: 2 secs to compile + 0 secs to link + 108 secs in simulation

End of VERILOG-XL 1l.5c¢ Apr 22, 1892 15:19:47
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The DZero Data A czai.rifz on Hardware

Betece describing the DA% System, we need “o dikcust
L . ‘ v -

e grrund ek on which Bhe rest of s heeid

’ I R 7

7 .

~ <
RIS A

lhile The DAQ Sysz‘m ,in generals /s & wery omprenrensiv
ferm, encompassing all the hardwere Ffrom the
w? at which z‘/{z data. (3 je/)e/w‘ed Hhe detectos
7] rough the readlout electronics B Hhe Lyel 2 Sa¥ware
2‘/7“7 (residing (» a //MX farm) ap 2o Dhe Host
Comiputer and /ha{/y onto &mm tape, we will
Contone. our atterion to that portien of the hardware
Lrom the read aul electronics to The Leve/ 2 uX farm.

@ Al of our modeling eforts to date have been Cenlered
on the Centra/Detector (Cb) electronics ip parl
because his was the first System Zo be designed
but /Drc’a’omhan Hy because Monte Carto STudies
Showed The would prodace ; b 746 “he most
data for any 9iren even? with 2‘5{ Vertee Detector
(V7k) leaden Z‘Ze Y2 ﬂmrére, He VTX data
Cable s e best ,a/zca To Study borte necks tn
#his part oF e DARQ System.
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Model of’ the DZero DAR S\ysz‘em

We have used IBH's Research Qaeai(:? /théafe,
Version 2 (RESR)

Hic 15 a Meate (orlz S i latizn bated on

QUELRT :'72&:7
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Understanding e PESQR Model
—The Amliteal Solution —

fZZz‘ ,Dr‘OA/em with m”fﬂ ”W’/C/’{’f /Ddcéajc

/]
V- a '6/ ck
O./f‘ anz.y / ’J ! W/’ Sen aStupes 2 //r res24 /J?f'/'aor
e 401"7”“ j/[//’ a/’/)‘: hp/é'é S"é{_‘{:: f“- 7‘)0 F)// ',-~/,!
\
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+1 e%n : 5 P=1
Direct Solution lmver?t) —> £ hours  3i00/76
Tterative Solution (Sparse) —> .S 2 minles — Sloo/7
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The Level 1 & 2 Trigger Menu (version 4.1)
1/25/92

The first list is the tentative level 1 (and associated level 1.5) trigger list
lor D0. Triggers are numbered from 0 to 31. Triggers using level 1.5 are
-ndicated with a second line to distinguish level 1 dead time. A luminosity

>f up to 1 x 10731 and a maximum rate of 200 Hz to level 2 form constraints

o the settings.

he second list indicates the level 2 filters associated with the level 1
:riggers. There are 128 possible level 2 triggers each associated with

»ne level 1 trigger. The luminosity of 1 x 10731 was also used here, along
vith a maximum rate of 2 Hz to the tape streams and 0.2 Hz to the express line.

‘or Level 1:

3C(e) : Total scalar transverse energy in calorimeter greater than e GeV.
18 (e) : Missging transverse energy in calorimeter greater then e GeV.
IT(n,e) : n or more hadronic plus EM trigger towers with Et greater than

e GeV; the reference sets used are 3,5,9,20 GeV.
iM(n,e/h): n or more electromagnetic towers greater then e GeV, with an
hadronic veto at h; the reference sets used are 2,6,12 GeV
with no hadronic veto.
U(n,g) : n or more muons confined to a section eta<g (eta<l, eta<2, eta<3).
40 (g) : Level 0 interaction measure, g=0 for possible interaction, )
g=1 for single good interaction, g=2 for one or more interactions

"or Level 1.5:
X(n,g,e): n or more muons with pt greater than e GeV in a section eta<g;
reference sets used are 3,5,7 GeV/c, where 3 is a preset base value

"or Level 2: (and assumed rejections with no raising of threshold)

128C (e) : Total scalar transverse energy in calorimeter greater than e GeV.
rej guessed at 2772?77?72

42MS (e) : Missing transverse energy in calorimeter greater then e GeV.
rejection guessed at 10 (worse for higher threshold)

s22JT(n,e) : n or more jets (usually in a .7 X .7 square) with Et greater than

e GeV rejection 10 if 11 chosen for 100% effic of offline
threshold mentioned, and 12 chosen also for 100%
12EM(n,e/c)
n or more electromagnetic clusters greater than e GeV, passing

shape cuts ¢ and track requirements c :

c = ELE electron long and transverse shape cuts, require track
GAM shape cuts tuned for photons, no track requirement
GIS GAM + isolation in some cone
ESC no shape cuts or track requirement

rejection 40 for ELE

rejection 10 for GAM (a GUESS???7?7?2777)

rejection 50 for GIS "

rejection 1 for ESC a little pessimistic

.2MU(n,g,e): n or more muons confined to a section eta<g (eta<l, eta<2,

eta<3), with pt greater than e GeV
rejection 20 (a GUESS???7?77?, pessimistic
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a1

3it Name

oo WNHO

24

5
26

27
28
19
30
31

min_bias
scalar_et
missing_ et

jet_low
jet_medium
jet_high
jet_max
jet_calib
four jets
em_low

em medium
em high

two_em low
two_em med

mu_two_em
mu_low

two_mu_low
mu_and em

mu_and_jets
mu_high cent

two_mu_cent
mu_cent
none

Total

Terms

L0 (0)
SC(150)
MS (23)

JT(1,3) & LO(1)
JT(1,7) & LO(1)
JT(1,14) & LO(1)
JT(1,25)

JT(1,7) & SC(100)

JT(4,7)

EM(1,2)
EM(1,6)
EM(1,12)
EM(2,2)
EM(2, 6)

MU(1,3) & EM(2,2)
MU(1,3) & LO(1)
MX(1,3,3)

MU (2, 3)

MX(1,3,3)

MU(1,3) & EM(1,6)
MX(1,3,5)

MU(1,3) & JT(2,7)
MU (1,2)

MX(1,2,7)

MU (2, 2)

MU (1,2)

Cross
Section
(ub)
5.0E+4
8.0E-2
1.4E+0

1.6E+3
8.0E+1
4.0E+0
2.0E-1
8.0E-1

1.2E+0

2.0E+3
8.0E+1
4.0E+0
2.0E+2
3.8E+0

1.0E+0
5.0E+3
5.0E+1
5.0E+2
1.0E+0
<8.0E+1
1.0E-1
<1.0E+0
2.0E+2
1.0E+0
2.0E+0
2.0E+2
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Pre-
scale

(3E+7)

(2E+4)
(LE+3)
(BE+1)

(2E+1)

(4E+4)
(4E+2)

(2E+3)

(2E+2)
(2E+2)

(4E+3)

oNOoOOO
o O b b

10.0

1.0
10.0

10.0

20.0
0.5

184.5

Physics
Interest

min bias
Z00
gluino

QCD
QCD
QCD
QCD
Calibration

t -> jets

gam
e, gam
W, t -> e;
psi, gam
Z, ups,

gam

gam

b -> mu psi
b -> mu
b,Z2,t -> mu mu

t -> mu e
t -> mu jet

W,2,t -> mu

Z,t => mu mu
Calibration

Level 1 Monito



a1

it bit
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N o woJdonUldb Ww N =

¢ ‘
oW

w

-9
:0
21

22
23

8
29
30
31

L2

[l =]

==
HO

101
20
21

23
24

121

90
122
123

113

name

min_bias
good_1vl10
scalar et
missing et
miss et x

jet_low
jet 1 “medium
jet | “high
jet max
jet calib

top_jets

em_low_esc
gam low

em med esc
gam medium
gam ] med iso
ele medlum
em hlgh esc
gam hlgh
gam hlgh iso
ele high™
ele _high x
two_em esc
two ele low
two_gam med
two_ele med
two_ele x

mu_psi_e

mu_low
mu_p31 mu
two mu_low x

L2 terms

none
L2L0
L2sC(300)
L2MsS (30)
L2Ms (50)

L2JT(1,15)
L2JT(1,30)
L2JT(1,50)
L2JT(1,110)
L2JT(1,7)

&L2SC(100)

L2JT (4,20)

L2EM(1, 6,ESC)
L2EM (1, 3, GAM)
L2EM(1,20,ESC)
L2EM (1,10, GAM)
L2EM(1, 6,GIS)
L2EM(1, 8,ELE)
L2EM(1,50,ESC)
L2EM (1, 40, GAM)
L2EM (1,25, GIS)
L2EM(1,20,ELE)
L2EM(1, 35,ELE)
L2EM (2, 6, ESC)
L2EM (2, 2, ELE)
L2EM (2, 8, GAM)
L2EM (2, 8, ELE)
L2EM(2,10,ELE)

L2EM (2, 2,ELE)

&L2MU(1,3,0)

L2MU (1, 3,3)
L2MU (3, 3,0)
L2MU (2,3,0)

~ &L2MU(1,3,3)

top mu_e x
top_to_mu_j

mu_high
mu_high x
two_mu_cen
two mu cen_x
mu_ central”

none

Total
Express

L2EM(1,6,ELE)

&L2MU(1,3,5)

L2MU(1,3,0)

&L2JT (2,25)

L2MU (1,2, 7)
L2MU (1, 3,10)
L2MU (2,2, 0)
L2MU (2,2, 5)
L2MU (1,2, 0)

Cross

Section

(ub)

5.

6

1

1.
8.
6.
8.

1.
2.

8.
4.
8.
6.
8.
2.
6.
2.
8.
4.

4

6.
.5E+0
1.

2

3

1.

1.
6.

2
2

0E+4

.0E-3
1'
.0E-3

0E-2

6E+2
0E+0
OE-1
0E-3

0E+0
0E-2

0E+1
OE+1
0E-2
0E-1
0E-1
0E+0
0E-3
0E-3
0E-3
0E-2

.0E-3
3.
2.
5.
8.
2.

8E+0
0E+0
0E-3
0E-3
0E-3

OE-4
0E-3

.0E-3

0E-4

0E-2
0E-3

.0E-3
5.
.0E-3
2.

0E-3

0E+1

Ll Pre-
scale

(3E+7)

(2E+4)
(1E+3)
(5E+1)

(2E+1)

(4E+4)
(4E+4)
(4E+2)
(4E+2)
(4E+2)
(4E+2)

(2E+3)
(2E+3)

(2E+2)

(4E+3)

L2

Rate
(Hz)
0.01

0.06
0.10
0.010X

0.04
0.04
0.06
0.08

0.05
0.20

0.02
0.01
0.02
0.02
0.02
0.05
0.06
0.02
0.08
0.40
0.040X
0.02
0.01
0.05
0.08
0.020X

0.006X
0.05
0.010X

0.030X
0.001X

0.10
0.06
0.020X
0.05
0.020X
0.05

2.03
0.177X

Physics
Interest
(efficiency)
min bias

Z0Oo
gluino
susy

QCD
QCDh
QCD
QCD

Calibration

t -> jets

em background
gamma

em background
gamma

gamma
electron

em background
gamma

gamma
electron

W't -> e

2 gammas
psi,ups

2 gammas

ups, susy

Z --> ee

-> mu psi
-> mu
-> mu psi

oo

b,Z2,t ->mu mu

t -> e mu

t -> mu jet
W,2,t -> mu
W,Z2,t -> mu
Z,t -> mu mu
Z,t -> mu mu
Mu Calibration

Level 1 Monito
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A Fast Method for Calculating D-Zero
Level 1 Jet Trigger Properties

Andrew Milder
Geoffrey Forden

University of Arizona

Overview: By combining single-jet efficiencies into an
overall event efficiency using a partonic Monte Carlo we can

try to answer some questions about the trigger :

m= What is the rate for a specific trigger?
== What is the efficiency versus eta, Pt

== Are there any systematic geometrical biases?
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D-Zero Level 1 Jet Trigger

- Hardware trigger

- 4 adjacent calorimeter tower:
are summed together

L

= Calorimeter tower = sum of

all cells with same eta, phi

T K
/ Beam Calorimeter towers are actually
line "psued>-projective” :
¥,\’ ,.‘fera.d' ton
verte x
2

\‘AIU‘A““I
cells 1
<¢.lormu.+e¢

~ Trigger tower Et compared to threshold

~ A trigger is defined by specifying the number of towers you require
to be above a given threshold

Examples:

JT(1,5) - require at least one tower with 5 GeV Et
JT(3,10) - require at least three towers with 10 GeV Et each
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Trigger Efficiency (%)

Trigger Bificiency (%)

JT(1,5)

Q
=
[=]
©
q
3 oPT = 10.0
oPT = 20.0 1
aPT = 30.0
0PT = 50.0
xPT = 75.0
QL #PT = 100.0
«PT = 125.0
« PT = 150.0
ol ]
~N
o id PRI R SPS W 2 PO ST " o0 i PO B PR BV PO | PP U T | R S
() 0.5 1 1.5 2 2.5 3 35 4
Efficiency for 50 GeV Pt Jets
o
9 T
o 2.h
a 0
0o 75
Q = 10.0 -
@ 215.0
*20.0
5.0

60

40

\
“/,“
=X
1 A
80 100
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Combining Single-Jet Efficiencies

Generate di-jet events using the partonic Monte Carlo Papageno which
gives the eta and Pt of each parton

Simplest case: 1 trigger tower

4

Use eta, Pt given by Papageno

to interpolate an efficiency
from the table

1 - €1 = Probability
that jet #1 did not

gea= 30
cause a trigger

e=1-(1-e)1-e)

= overall event efficiency
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Rates and Efficiencies for Two-Jet Events

Rates are calculated by summing event weight times efficiency
/Num ber of generated Papagno evenis

N e
Opassed = ,Zl Wi€j
i=

ovc.ra” eveat e lcfac:eq %

['Evc.,«} weight from Pa.pc;?eno

O passed

Efficiencies are obtained by dividing:
Ototal

Sum of war?lv}s on ,,,
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cross section in ub

103

10

-—

Rate versus Single Tower Threshold

- A HERWIG

- X Pythia—Papageno

B 0O ISAJET

” _ T DR D ST DT T E BT
0 2.5 5 7.5 10 12.5 15 17.5 20

Trigger Threshold {GeV)
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Results from Single-Jet Events

- Generated single-jet events using Pythia
- Events run through Geant with D-Zero geometry

/

Sot at specified 71, Px
r&tndlotn W (4;550,”¢. gztluqy+L¢J

[ —

Symmetey)

- Use level 1 trigger simulator to get efficiencies versus eta, Pt
for given trigger

- Put efficiencies in a table Pt
CX‘Eﬁﬁls
or €&
500 events
(

Threshold = 5.0, 1 tower .

Pt = 2. 5. 10. 20. 30. 50. 5. 100. 125. 150.
Eta=w 0.00 | 0¢.0C 0.60 11.60 58.40 39.80 100.00 100.00 100.00 100.00
Eta= 0.25 } 0.00 0.60 8.80 97.20 99.80 100.00 100.00 100.00 100.00
Eta= 0.50 { 0.00 1.40 11.00 95.00 99.80. 100.00 100.00 100.00 100.00
Eta= 0.75 { 0.00 1.00 9.40 93.40 99.00 99.40 100.00 99.80 100.00
Etas= 1.00 : 0.00 0.60 7.00 81.20 97.80 99.40 100.00 100.00 100.00
Lta= 1.25 { 0.00 0.60 4.80 82.60 98.60 99.60 99.80 100.00 100.00
Eta= 1.50 = Q.00 0.60 8.60 95.00 100.00 99.80 100.00 100.00 100.00
Eta= 1.75 % 0.00 1.00 9.80 97.80 99.40 100.00 100.00 100.0C 100.00
Etas= 2.00 { 0.00 0.00 8.60 74.20 99.00 99.80 100.00 100.00 100.00 100.00
Eta=s 2.25 = 0.00 0.60 8.40 68.60 98.80 100.00 99.80 100.00 100.00 100.00
~sta= 2.50 : 0.00 0.00 7.60 69.40 99.60 100.00 100.00 100.00 100.00 100.00
Eta= 2.75 { ¢.00 0.00 6.80 70.20 97.60 99.60 100.00 100.00 100.00 100.00
Etaw= 3.00 } 0.00 0.00 5.80 63.60 94.00 99.80 100.00 100.00 100.00 100.00
Eta= 3.25 { 0.00 0.20 4.40 61.80 96.80 99.80 100.00 100.00 100.00 100.00
Eta= 3.50 % g.00 0.20 4.80 60.60 96.60 100.00 100.00 100.00 100.00 100.00
Etam 3.75 : 0.00 0.00 8.00 58.80 91.20 100.00 100.00 100.00 99.80 100.00
Eta= 4.00 E 0.00 0.20 8.20 60.60 94.40 99.20 99.40 99.40 99.40 99.80
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Summary

By using this method and applying efficiencies from the tables to
QCD di-jet events we are able to generate rates and efficiencies
quickly. Systematic eta effects which have been missed in other
studies become apparent and represent a potentially important

angular correlation efficiency problem.
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