PROCEEDINGS

| TWENTIETH WORKSHOP
GEOTHERMAL RESERVOIR ENGINEERING

January 24-26, 1995

Stanford Geothermal Program.

Workshop Report SGP-TR-150




Library of Congress Catalog Card No. 86-643338
ISSN 1058-2525



PREFACE........oiiiiie ettt b e eb ettt b bbbt st en et b en s enene v

OVERVIEW:

Geothermal Program Activities of the Department of Conservation, Division of
0Oil, Gas, and Geothermal Resources
W. F. GUETATA, JT. ......oooeooeviviiieiiiniisiccnies it ssiae s sisss e sisatas s s ssabaseeas s ossasnanaasasse o ssnnns 1

Public Information Projects of the Geothermal Resources Council and the
Geothermal Energy Association (Demonstration and individual consultation)
D. N. Anderson and E. M. SMUtH..........cccoevieiiiiiiiininniieeesiiieessininseseessosimnesssse sosnnsnenesessses 5

FIELD DEVELOPMENT:

Are There Significant Hydrothermal Resources in the U.S. Part of the
Cascade Range?

L. J. P. Muffler and M. GUIFANLD ..........cccceeeeeriieeneesenresireeeneeeiesesssasionensmenssensressreeneserenmseessees 9
Thermal Extraction Analysis of Five Los Azufres Production Wells
P. Kruger and L. QUIJANO........cueevvvviiiieieiiininieisiniisieiesessssssssssssssssssssssesesssssesnemnnnsesseeeerenesnmans 17

Evaluation of the Curve-Fitting Method and the Horner-Plot Method for Estimation
of the True Formation Temperature using Temperature Recovery Logging Data
M. Hyodo and S. TAKASUGI ...............cccovervvuiiiinnmiiiiiiiiiieiie i cisaisns e sasineae e 23

Production/Injection Characteristics of Slim Holes and Large-Diameter Wells
at the Sumikawa Geothermal Field, Japan
S. K Garg and J. COMDS .............ccoiivvuiiiiiiiiiiiiiiinitiiis s st 31

Preliminary Estimates of Electrical Generating Capacity of Slim Holes -
A Theoretical Approach
Jo W PTIICREIL ........covviviiiviiiii ittt s sabn e s e 41

WELL TEST/WELL BORE:

Characterization of Injection Wells in a Fractured Reservoir using PTS Logs,
Steamboat Hills Geothermal Field, Nevada, U.S.A.

C. GOoranson AN J. COMDS ..............cciiorveieeieirniictveeeereasiaiieienrceteesaeessessssseessaessaessaeessasasanes 47
Interpretation of Pre- and Post-Fracturing Well Tests in a Geothermal Reservoir
N. Arihara, H. Fukagawa, M. Hyodo and M. Abbaszadeh.....................ccccccovveeevvvueinnncunnnn. 55

Modeling Discharge Requirements for Deep Geothermal Wells at the Cerro Prieto
Geothermal Field, Mexico
A. J. Menzies, E. E. Granados, H. G. Puente and L. O. PIerres ........uuueuuvveeneeeeeiniiniinnirennnnn 63

GEOSCIENCE:

Application of Magnetic Method to Assess the Extent of High Temperature

Geothermal Reservoirs :
S. Soengkono and M. P. HOCRSICIN...........ccoivvivuiririviniiniiiriininniiesininiiesiciisss oo sssisnieeneens 71

Microearthquake Monitoring at the Southeast Geysers using a High-Resolution
Digital Array
A. Kirkpatrick, J. E. Peterson, Jr. and E. L. Majer.................ccccccomveririiieeruemnrenicieensnrannnns 79

Hydrothermal Factors in Porosity Evolution and Caprock Formation at The Geysers
Steam Field, California: Insight from The Geysers Coring Project
J. B. Hulen and D. L. NIEISON ..............occciuuiiiiemreiiiiiiiiniee e reiinttte sttt ee st e eesn e en e enenens 91




X-Ray Tomography of Preserved Samples from The Geysers Scientific Corehole

B.P. Bonner, J.J. Roberts, D.J. Schneberk, A. Marsh, C. Ruddel, and E. Updike.................. 99
Laboratory Measurements on Reservoir Rocks from The Geysers Geothermal Field
G N, BOIINOI ... ooveeeeeeiiriiee e e et eevevetei e seeeeeeeeseversanansssesaseserennsssssseraennssssrsssaranasssstsnsess 107
Locating an Active Fault Zone in Coso Geothermal Field by Analyzing Seismic
Guided Waves from Microearthquake Data
M. Lou, P. E. Malin and J. A. Ril...........cccoocooveverieiiineeiririiiiinieerreieessaneensenisesansssensiessvnes 115
ADSORPTION:
The Effect of Sorption/Curved Interface Thermodynamics on Pressure Transient
K. =T Litn QRA K. AZIZ..cooovvneeiieeiiereeiiniisesessrriiesseretsnssssrsisessessssssssrsrnossensesssnesssssssssssnnssssnnns 123
A Pore Network Model for Adsorption in Porous Media
TORINY/ 1719011170 G ORI ¢7) ¢ 217} SO TP 129
An Experimental Study of Adsorption in Vapor-Dominated Geothermal Systems
C. SALK QNA R. N. HOTTE ........oovoveeeeeeieeeeeeeiierereeiestesestiissessieerusessnsssmnesrnssanseriessrsssesarassress 137
An Experimental Measurement of the Adsorption of Superheated Steam
R. Bertani, R. Perini and B. TArqUiRi...........ccooveeeeemiiimioiinierieiineneneieeeinieesneenesseeeeeeernesssaeeeens 145
HOT DRY ROCK:
HDR Reservoir Analysis Incorporatmg Acoustic Emission Data
J. Willis-Richards, K. Watanabe, T. Yamaguchi, Y. Sato and S. Takasugi .......................... 151
Chemical Water/Rock Interaction under Reservoir Condition
K. Watanabe, K. Tanifuji, H. Takahashi, Y. Wang, N. Yamasaki, K. Nakatsuka................... 159
. Future Target for Geothermal Development: Fractal Fracture Mechanics
and Its Application to Conceptual HDR Reservoir Design
H. Takahashi, K. Watanabe and T. HASRIAQ..........cccccoovveviieiririreiiriiiiiiinsisisssiissessssssrneenes 167
MODELING:
Study of Desorption in-a Vapor Dominated Reservoir with Fractal Geometry
M. Tudor, R. N. Horne and T. A. HEWELE .........ccccovvuriereeriirierririaceeniiniriensssresssninssansssersesenns 175
Instabilities during Liquid Migration into Superheated Hydrothermal Systems
S. D. Fitzgerald and A. W. WOOUS...........ccccccovviimniiiniiinniciiiiiin s 183
Numerical Modeling of Boiling due to Production in a Fractured Reservoir
and Its Field Application v
Y. YARO GUA T, ISRIAO . ...ccuooneeneeniiiiiiiee e iieeiiiieiie ettt e ss e stssaeessesitsssssreenssesssnsansensanennss 191
Thermodynamic Transient Behavior of a Geothermal Fracture
F. Asencio, F. Samaniego, H. Cinco-Ley and J. RivVera.............cc.cccvvvvvvvvninininiiniiinininnns 199
Using a Hot Dry Rock Geothermal Reservoir for Load Following
D. Brown and R. DUTCaU....cc.oiiiiiieiii it iiieiiteeiis ettt ertitesrtsesrsssternsesssstsnsssnnsesnssresesnnses 207
LIST OF PA R T I CI P AN TS oottt et e et e aet e e eeeteesereaeseeeenssrasssseesasaeeessasaneesnsnes 213
SUBJECT INDEX ..ottt ce s ee e et et e et e et et es et esssessaseseseseeseneenesesesestassssessseenenes 219
AUTHOR INDEX . ...ttt ett s st st s st st st st se st st et snsesesssrsasns 221

-iv-



PREFACE

The Twentieth Workshop on Geothermal Reservoir Engineering, dedicated to the memory of
Professor Hank Ramey, was held at Stanford University on January 24-26, 1995. There were
ninety-five registered participants. Participants came from six foreign countries: Japan,
Mexico, England, Italy, New Zealand and Iceland. The performance of many geothermal
reservoirs outside the United States was described in several of the papers.

Professor Roland N. Horne opened the meeting and welcomed visitors to the campus. The
key note speaker was Marshall Reed, who gave a brief overview of the Department of
Energy's current plan.

Thirty-two papers were presented in the technical sessions of the workshop. Technical
papers were organized into eleven sessions concerning: field development, modeling, well
test/bore, injection, geoscience, geochemistry and field operations. Session chairmen were
major contributors to the workshop, and we thank: Ben Barker, Bob Fournier, Mark Walters,
John Counsil, Marcelo Lippmann, Keshav Goyal, Joel Renner and Mike Shook.

In addition to the technical sessions, a panel discussion was held on "What have we learned
in 20 years?" Panel speakers included Patrick Muffler, George Frye, Alfred Truesdell and
John Pritchett. The subject was further discussed by Subir Sanyal, who gave the post-dinner
speech at the banquet.

The Workshop was organized by the Stanford Geothermal Program faculty, staff, and
graduate students. We wish to thank our students who operated the audiovisual equipment.

Shaun D. Fitzgerald
Program Manager
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GEOTHERMAL PROGRAM ACTIVITIES

OF THE

DEPARTMENT OF CONSERVATION
DIVISION OF OIL, GAS, AND GEOTHERMAL RESOURCES

William F. Guerard, Jr.

Department of Conservation
Division of Oil, Gas, and Geothermal Resources
801 K Street, MS 20-20
Sacramento, California 95814-3530

HISTORY

Thank you very much for the opportunity to address
this, the 20th Annual Workshop on Geothermal
Reservoir Engineering. It is a pleasure to be here. A
great deal of invaluable information has been brought
forward through the Annual Workshops, and I give
the Stanford University Petroleum Engineering
Department a tremendous amount of credit for having
the foresight 20 years ago to recognize the need for
such an endeavor.

While preparing for this talk, I realized it was nearly
30 years ago, this year, that the Department of
Conservation’s Division of Oil, Gas, and Geothermal
Resources, then called the Division of Oil and Gas,
began regulating geothermal development in
California. Although many of you are familiar with
our geothermal program, in general, you may not be
familiar with the history of the program and some of
the special projects with which we are involved.
Therefore, I would like to take this opportunity to
briefly describe our history and a few of our special
projects before I discuss the theme of this conference,
what we have learned in the last 20 years.

California’s oil and gas industry began when the first
commercial well was completed in 1876. The
industry grew rapidly, and it became apparent in the
early Twentieth Century that some controls were
necessary to protect hydrocarbon & resources,
groundwater, and the environment. Recognizing the
shortcomings of the local regulatory efforts that were
in place, the State Legislature created what is now
the Division in 1915. The Division’s basic mandate
was to prevent damage to oil and gas deposits from
infiltrating groundwater and other causes. The

charge was later expanded to encourage the wise

development of oil and gas resources through good
conservation and engineering practices.

-1-

Although geothermal resources were also first
exploited in the Nineteenth Century, it wasn’t until
development began in earnest in the early 1960s that
the Legislature turned to the Division to establish a
geothermal program similar to the oil and gas
regulatory program. The enabling legislation, which
was the first geothermal law in the Nation, was
passed in 1965. Afterwards, as the industry grew,
the Division created a Geothermal Unit to deal with
the unique characteristics of the resource.

In fact, Dave Anderson, whom you know, and who
is the Executive Director of the Geothermal
Resources Council, was our first Geothermal Officer.
Marshall Reed, now with the U.S. Department of
Energy’s Geothermal Reservoir Technology
Program, was one of his first assistants.

From these early beginnings, our current program
has evolved.

SUBSIDENCE PROTECTION

- By the 1970s, experience gained in the developed

geothermal regions of the world indicated subsidence
was possible in the Imperial Valley as a result of
geothermal development. Subsidence was a special
concern because of the irrigation systems that
crisscross the Salton Sea and Heber Geothermal
fields. The Division, with primary responsibility for
subsidence detection and abatement in that area,
began working closely with the Imperial County
Surveyor to record data, maintain the integrity of the
monitoring network, and review annual leveling-
survey data required as a condition of injection
project permits.

Currently, Division staff are working with the
Lawrence Berkeley Laboratory to develop a reservoir
model of the Heber Geothermal field that will include




subsidence prediction capabilities. The techniques
developed with this project should be applicable in
other geothermal fields.

To date, significant subsidence has been observed at
only one geothermal site in the State, the Amedee
Geothermal field in northeastern California, where
two production wells are located near a fault that
serves as a conduit for hot water. In addition to the
localized subsidence that has occurred, surface
fractures have also developed in the dry lake
sediments along the vertically displaced fault trace.

- SLOPE STABILITY MONITORING

Slope stability is monitored at The Geysers
Geothermal field, which is known both for its steep,
rugged, and landslide-prone terrain, and incompetent
rock types. A wellsite location can present a hazard
if there is a potential for a poor cement job and
ground movement that can result in wellbore shear.
Both conditions existed in the 1950s when well
"Thermal” 4 was drilled and later blew out.
Although the initial blowout was eventually
controlled, total plugging has never been achieved
and venting continues today.

After several more expensive blowouts occurred, the
Division instituted a wellsite stability program. Now,
when a new well is planned in The Geysers, the
operator must submit a geological and engineering
report on the proposed site. After reviewing the
report, a Division engineer visits the site, conducts an
onsite investigation, issues a permit (if conditions are
satisfactory), and visits the site during the
construction phase. The program has worked so well
that no blowouts have occurred at The Geysers since
the slope-stability program was initiated.

UNDERGROUND INJECTION

The Division also regulates the injection of
geothermal fluids to enforce State statutes and an
agreement with the U.S. Environmental Protection
Agency, which administers the Safe Drinking Water
Act. Project proposals are reviewed, permitted, and
monitored to ensure injected fluids are confined to the
intended zone(s) and the groundwater resources are
protected.

WELL AND PIPELINE CORROSION
MONITORING

Due to the high temperature and acidic nature of
some of California’s geothermal resources, steel
casings, wellheads, and pipelines have a potential to
fail from corrosion, which can lead to serious injury
and environmental damage.

Currently, Division engineers inspect pipelines
visually; however, we are beginning a program to
electronically monitor the thickness of wellheads and
exposed casings of idle wells to determine how much
corrosion may have occurred.

INTERAGENCY CONSULTING

The Division is frequently asked to provide its
expertise to other governmental agencies. For
example, the California Energy Commission asks the
Division to review the adequacy of geothermal
resources before permitting construction of new
geothermal power plants.

In addition, Division staff have participated in
advisory commuittees that review geothermal issues,
and have assisted the State of Hawaii and the
Government of Peru in evaluating the adequacy of
drilling regulations.

PRODUCTION/INJECTION STATISTICS AND
PUBLIC RECORDS

The Division also maintains a large library of data
that can be invaluable in geothermal resource
evaluations.  Reservoir engineers are especially
interested in the computerized database of virtually all
geothermal production and injection records in the
State. Hardcopy well histories, well logs, and other
records of all nonfederal geothermal wells in
California are also available to the public.

PUBLICATIONS

The Division also publishes geothermal information
in many forms, for both technical and nontechnical
audiences. In addition, we provide statistical,
general, and technical data and publish maps that
show the State’s known high-temperature geothermal



wells. We have also worked with our sister agency,
the Division of Mines and Geology, to prepare a map
of California’s known thermal sources.

WHAT HAVE WE LEARNED?

So what have we learned in the last 20 years? For
one thing, the failure of a few projects has shown
that lawyers, politicians, and accountants do not make
good reservoir engineers. Also, the unexpected,
accelerated production decline at The Geysers
Geothermal field indicates geothermal reservoirs are
subject to overdevelopment and excessive production.
Therefore, if we are going to exploit our resources
properly, decisions regarding production rates and
development should be left to the reservoir experts.

Also, no two geothermal fields are alike. No
drilling, workover, or plugging operations go exactly
as planned. Therefore, an effective regulatory
program must have the flexibility to deal with a
variety of situations. As regulators, we must keep an
open mind and be open to new ideas and procedures.

As in our oil and gas program, we, at the Division,
have found it far more productive to work with the
industry to reach desired goals, than to fall back on
a rigid set of rules and regulations that prove to be
self-defeating. I feel we have accomplished that goal
during the past 30 years, and I hope we continue in
that direction in the future, Thank you.
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PUBLIC INFORMATION PROJECTS OF THE GEOTHERMAL RESOURCES COUNCIL
AND THE GEOTHERMAL ENERGY ASSOCIATION
H

David N. Anderson and Estela Smith

Geothermal Resources Council
P.O. Box 1350, Davis, California 95617-1350

ABSTRACT

During the past 20 years the Geothermal Re-
sources Council (GRC), has grown and changed
dramatically. An educational organization, the
GRC sponsors an annual scientific meeting, and
short courses, workshops, and symposia. Meet-
ings and workshops typically are held at locations
where members can also attend field trips. The
GRC also publishes special reports, a monthly
magazine, the GRC BULLETIN, and annual meet-
ing transactions. The GRC On-line Information
System, a relatively new service, is a library con-
taining over 20,000 technical geothermal papers,
articles, maps and periodicals. Presently, citations
for 10,000 of these library materials are stored on
computer and available via modem to users any-
where in the world. New citations are added to the
library frequently.

The GRC’s sister association, the Geothermal En-
ergy Association (GEA), collaborates with the

GRC on educational programs.

DISCUSSION

Education and dissemination of geothermal-re-
lated information are the GRC’s primary mission
and purpose for existence. In 1972, when GRC
began, the emphasis was on educational programs
in exploration, drilling, well testing, reservoir en-
gineering and economics. Over the years, the em-
phasis has shifted. Today, GRC education pro-
grams focus on reservoir management, power
generation, plant maintenance, project financing,
and export of U.S. goods and services.

Although the content of the educational program
has changed, the basic format has changed very
little. As always, prices for meetings, courses,
workshops, and educational materials are held as

low as possible to allow all members to take ad-
vantage of the program.

The GRC and its sister association, the GEA, for-
merly the recently-merged National Geothermal
Association (NGA) and the Geothermal Resources
Association (GRA), share the same staff, offices,
and office equipment, and occasionally are in-
volved in the same projects. Although the GRC is
an educational organization and the GEAisatrade
association, their relationship is productive and
beneficial to the geothermal community. Because
of this close involvement, their information pro-
jects will also be discussed in context in this paper.

The predecessors of the GEA were founded in 1986
and 87 to develop representation in Washington,
D.C. and to promote exports for U.S. companies.
Although the GEA is a trade association, it features
a significant educational program. Much of its
program is designed to acquaint persons in other
countries with the value of U.S. geothermal exper-
tise.

The GRC and GEA presently offer the following
information/educational programs:

-

The GRC and GEA annual meetings are usually
held in a western U.S. city in a hotel that meets
criteria developed over the years by the GRC’s
meetings group. These meetings provide a wide
range of general and theoretical information on all
aspects of geothermal exploration, development

- and production. They normally feature 8 to 10

technical sessions and a trade show with 45 to 50
exhibitors. Two or three short courses or work-
shops are usually offered just prior to the meeting.
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The opening session features knowledgeable key-
note speakers discussing pertinent problems fac-
ing geothermal developers. Two or three field trips
are usually scheduled after the meeting, along
with several concurrent social events that allow
attendees to exchange information, make contacts
and consummate deals.

All of the technical papers submitted at an annual
meeting are offset printed and hardbound into
single volumes or sometimes in two volumes. Al-
though these papers are not peer reviewed for
absolute accuracy, they are reviewed for content,
grammar and spelling by the Technical Program
Committee of the Annual Meeting Committee.
They are available for purchase at the meeting and
after the meeting. The annual meeting policy of
the GRC is to provide as much information as
possible in the shortest amount of time.

SHORT COURSES AND WORKSHOPS

Next in importance to the annual meeting are the
courses and workshops that are convened
throughout the year. Including those convened at
the annual meeting, the GRC and GEA together
offer six to eight of these functions per year. The
courses and workshops usually are held within
the U.S.; however, both the GRC and the GEA are
offering more and more of their courses and work-
shops in other countries.

Subjects of the courses and workshops over the
years have included: introduction to geothermal
resources; exploration; drilling; well testing; reser-
voir engineering; power plant design and con-
struction; power plant maintenance; environ-
mental aspects; financing, legal and other related
subjects. Most courses and workshops last from
one to four days, with two and one-half days as
the average. The courses and workshops have
been a prime source of information for a large
number of U.S. geothermists over the last 20 years.
Usually, these functions are also attended by a few
international attendees, which adds to their ap-
peal and importance.

All speakers at courses and workshops are asked
to submit expanded outlines or copies of the pa-
pers(s) that they present. These are duplicated and
inserted into binders (study guides) that are given
to attendees when they register. In most cases, the
study guides from courses also are available after
the function to persons who did not attend.

YMPOSIA

Occasionally, the GRC holds a symposium on a
subject that is of high importance to the geother-
mal community. Symposia are usually offered at
convenient locations in close proximity to the ori-
gin of the subject matter. For example, a sympo-
sium on the geothermal potential of the Cascade
Mountain Range wouldbe held in Portland, Ore-
gon. The primary reason for locating a symposium
near the subject area is that field trips to areas
discussed are easily developed and attended. Top-
ics for these functions are usually obvious and are
generally of great interest to the geothermal com-
munity. Speakers usually are asked to produce

-papers, but sometimes this is not done due to time
" constraints. There is usually a set of papers pro-

duced for each function; however, some of the
papers consist only of expanded outlines and cop-
ies of overhead transparencies. The papers and
transparencies are duplicated, inserted into bind-
ers, and made available to the attendees. In some
cases, these binders are made available for sale
after the symposium to persons who did not at-
tend.

In March of 1994, the GRC held two special sym-
posia on subjects that are critical to the long range
development of geothermal resources in the U.S.
The titles were: "Sustainability of Geothermal Re-
sources” and "Basin and Range Development.”
Both were two days in length, but they differed
from the normal format in that all the invited
speakers were asked to make 20-minute presenta-
tions concerning a common subject on the first day
and, through discussions, arrive at some consen-
sus on various problems on the subject on the
second day. Both of these symposia were pointed
directly at the solution of long time problems, and
both were very successful. This format will be
used again in the future, to help solve major prob-
lems and to clear the way for development of
geothermal resources in areas plagued by show-
stopping problems.

SPECIAL PUBLICATIONS

From time-to-time, GRC publishes special reports
on topics that are pertinent to geothermal devel-
opment. Seventeen special reports have been com-
pleted, and two new ones are now under develop-
ment. Following is a selected list of titles:



e Special Report No. 3 — Geothermal Exploratzon
in the First Quarter Century.

o Special Report No. 9 — Commercial Uses of
Geothermal Heat.

o Special Report No. 13 — Role of Heat in the
Development of Energy & Mineral Resources in the
Northern Basin & Range Province.

o Special Report No. 17— Monograph on The Gey-
sers Geothermal Field.

Because of the success of these publications, the
GRC will continue to publish special reports on
any aspect of geothermal development and pro-
duction that is of high interest to the geothermal
community.

R - RMATION SY:

In 1992, the GRC began cataloging its in-house
library. This collection of documents comprises
20,000 separate technical papers, articles, maps
and periodicals. Most of the library materials were
collected over a period of 20-plus years. In addi-
tion, the library was augmented by the addition of
three major libraries that were donated to the GRC
during the past 5 years.

With the help of the Department of Energy, funds
for cataloging the library materials are now being
used to maintain a full-time librarian and several
students to assign keywords and sort publica-
tions. Five on-line data bases have been completed
and made available to GRC members and the
public via subscriptions. The data bases are de-
scribed below:

Geothermal Data Base

Over 6,000 citations (titles, author(s), name of jour-
nal, publisher and page numbers) are now on-line;
50 percent of them have keywords assigned. By
the end of 1994 over 10,000 citations should be
available and the assignment of keywords to these
citations should follow within six months. An ad-
ditional 6,000 to 8,000 documents will be key-
boarded during the next few years. Even in its
present incomplete form, this on-line information
system is the most comprehensive, pure geother-
mal library available to industry and the general
public. In the years to come it likely will emerge as
the single largest source of information on geo-
thermal energy anywhere.

-
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Geothermal Resources Council -
BULLETIN Data Base

The GRC publishes a monthly magazine, the GRC
BULLETIN. It includes feature articles, announce-
ments, and news about geothermal energy devel-
opment around the world. There are 23 volumes
and 199 issues, from 1972 to 1994. This GRC BUL-
LETIN On-line data base is maintained on a
monthly basis and it is an excellent historical ref-
erence journal. A description of the color photos
used on the covers has also been included.

Heat Pump/Direct-Use and OIT
Bulletin Data Base

The Geo-Heat Center at the Oregon Institute of
Technology (OIT), using the same library software
program and format as the GRC, has cataloged
their library. It contains mostly direct-use and heat
pump publications. The citations in this collection
number over 3,400 and it has become an excellent
adjunct to the GRC library. This data base is now
part of the GRC on-line information system. Note
that the GRC in-house library does not have hard
copies of all OIT citations. If OIT library materials
are not available in the GRC library, it will be noted
on the citation that copies can be obtained through
the Geo-Heat Center at OIT. OIT also has Bulletin,
which contains news about technical advances in
the industry. Citations for articles in OIT’s Bulletin
are included in the OIT data base.

Power Plant Data Base

In 1992, the GRC contracted to have alist compiled
of all the geothermal power plants throughout the
world and to display this material in a standard
outline format. This data base, which numbers 228
power plants, was updated in late 1993 and early
1994 and a new, easier-to-read format was devel-
oped. This data base is unique in that the informa-
tion it contains is not available in any other single
place. A subscriber is able to search and print on
his printer a detailed outline on any power station
in the world in a matter of minutes. This data base
will undergo continuous updating as new infor-
mation is gathered. Country maps showing power
plant locations are also available upon request
from the GRC office.
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U.S. Vendors of Geothermal Goods
and Services

In 1993, the GRC contracted to have a list of the
U.S. Vendors of Geothermal Goods and Services
compiled into a single usable document. This list
was subsequently keyboarded on to the library
software and entered as one of the on-line data
bases. This data base contains information on 168
U.S. vendors.

The GRC plans to add additional data bases over
the next few years. Some of the proposed on-line
data bases are:

¢ Geothermal Standards — Standards on all as-
pects of geothermal development are impor-
tant and can save a considerable amount of time
and money during design and construction of
projects.

e Statistics — Statistics on all aspects of geother-
mal development since about 1960 will be com-
piled for geothermal resources in the U.S. This
data base will include annually recorded items
such as wells drilled, megawatts produced,
power generation capacity installed, and other
important data.

o Well Data — A great deal of well information
exists for wells constructed in the U.S. — for
example, locations, depths, lithology, tests, and

well status. These data eventually will be key-
boarded and offered as a data base for geother-
mal developers.

The library went on-line January 1, 1994; and by
April 1 of the same year 10 companies had sub-
scribed to the service. This is one third of the
estimated 30 subscribers projected for 1994.

If information in the GRC library is needed
quickly, it can be faxed or sent by express mail.
There is a nominal charge for faxing up to six or
eight sheets; however, a larger fee will be charged
for extensive searches, copying, mailing, and ex-
press mail.

GENERAL INFORMATION

Through its staff, the GRC dispenses information
on all aspects of geothermal exploration, develop-
ment and production throughout the U.S.A. and
the world. Information dispensed is in the form of
brochures, flyers, maps, copied articles and data
sheets. Data packets generally are mailed free of
charge; however, if a request involves lengthy
searches for articles or copying and mailing of

heavy packages, anominal labor charge plus mail-
ing fee is imposed.

For additional information, contact the GRC office
in Davis, California (916) 758-2360.
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ARE THERE SIGNIFICANT HYDROTHERMAL RESOURCES
IN THE U.S. PART OF THE CASCADE RANGE?
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ABSTRACT

The Cascade Range is a geothermal dichotomy. On
the one hand, it is an active volcanic arc above a
subducting plate and is demonstrably an area of high
heat flow. On the other hand, the distribution of
hydrothermal manifestations compared to other
volcanic arcs is sparse, and the hydrothermal outflow
calculated from stream chemistry is low.

Several large estimates of undiscovered geothermal
resources in the U.S. part of the Cascade Range
prepared in the 1970s and early 1980s were based
fundamentally on two models of the upper crust. One
model assumed that large, partly molten, intrusive
bodies exist in the upper 10 km beneath major
volcanic centers and serve as the thermal engines
driving overlying hydrothermal systems. The other
model interpreted the coincident heat-flow and
gravity gradients west of the Cascade crest in central
Oregon to indicate a partly molten heat source at
1022 km depth extending =30 km west from the axis
of the range. Investigations of the past ten years have
called both models into question.

Large long-lived high-temperature hydrothermal
systems at depths <3 km in the U.S. part of the
Cascade Range appear to be restricted to silicic
domefields at the Lassen volcanic center, Medicine
Lake volcano, Newberry volcano, and possibly the
Three Sisters. Federal land-use restrictions further
reduce this list to Medicine Lake and Newberry.
Dominantly andesitic stratocones appear to support
only small transitory hydrothermal systems related to
small intrusive bodies along the volcanic conduits.
The only young caldera, at Crater Lake, supports only
low- to intermediate-temperature hydrothermal
systems. Most of the Cascade Range comprises
basaltic andesites and has little likelihood for high-
level silicic intrusions and virtually no potential for
resultant large high-temperature hydrothermal
systems. Undiscovered hydrothermal resources of
the Cascade Range of the United States are
substantially lower than previous estimates. The
range does have potential for intermediate-
temperature hot dry rock and localized low- to
intermediate-temperature hydrothermal systems.

INTRODUCTION

This paper presents preliminary conclusions from a
multi-year effort of the U.S. Geological Survey to
evaluate the geothermal potential of the Cascade
Range. A detailed assessment will be published as a
Bulletin of the U.S. Geological Survey (Muffler and
Guffanti, in preparation). Here we draw heavily on a
manuscript (Guffanti and Muffler, 1995) submitted to
the May 1995 World Geothermal Congress in
Florence, Italy, as well as several recent publications
of our USGS colleagues, particularly Ingebritsen
etal. (1989, 1992, 1994), Mariner et al. (1990), and
Blakely (1994).

TECTONIC AND VOLCANIC SETTING

The Cascade volcanic arc lies above the Cascadia
subduction zone along which the small Gorda, Juan
de Fuca, and Explorer plates are being subducted
eastward under the large North American plate. The
Cascade volcanic arc consists of two physiographic
and geologic provinces (Peck et al., 1964; Duncan
and Kulm, 1989): the 42-10 Ma Western Cascades,
and the 10-0 Ma High Cascades. Just east of the
High Cascades are two large, essentially bimodal,
basalt-rhyolite volcanoes: Newberry volcano in
Oregon, and Medicine Lake volcano in northern
California.

Major composite volcanoes that have erupted
andesites, dacites, and even rhyolites occur at
intervals of =100 km along the Cascade Range
(Figure 1). In addition, there are several thousand
smaller, discrete volcanoes that over the past five
million years have erupted only once, or at most a
few times, producing primarily basaltic andesite (see
Guffanti and Weaver, 1988).

Sherrod and Smith (1990) estimated the following
extrusion rates since 2 Ma in km? per km of arc
length per million years:

* north of Mount Rainier: 0.21

= southern Washington and northern Oregon: 1.6
 central Oregon: 3-6

¢ northern California: 3.2.




The high extrusion rates for Oregon and northern
California are determined in great part by the large
volumes of basaltic andesite in Oregon and in the
Lassen region of California (See Figure 3 of Sherrod
and Smith, 1990).

The major Cascade volcanic centers are of four main
types (Guffanti and Muffler, 1995):

Stratovolcanoes. These comprise the most
common type, ranging in composition from
predominantly andesitic (Mount Baker, Mount
Adams, Mount Rainier, and Mount Hood) to more
dacitic (Glacier Peak, Mount St. Helens, and
Mount Shasta). Of these, Mount Shasta is the
largest, having an extruded volume of 400 km3,
and the most silicic.
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Figure 1. Volcanic setting of the Cascade Range,
USA. Large triangles are major Quaternary volcanic
centers. Small dots are individual volcanic vents
younger than 730,000 years. Open circles are hot
springs associated with known hydrothermal systems
having subsurface temperatures 290°C. From
Guffanti and Muffler (1995).

Composite centers. These are andesitic strato-
volcanoes combined with silicic domefields. and
are exemplified by the Lassen volcanic center and
the Three Sisters volcanic center.

Shield complexes. Two large shield complexes,
Newberry volcano and Medicine Lake volcano,
have developed on the east side of the Cascade
Range where extensional tectonism of the back-
arc-like Basin and Range province impinges on
the Cascade Range. Both volcanoes are
dominantly mafic, with silicic domes and flows of
dacitic to rhyolitic composition typically found on
the higher parts of the volcanic edifices. Both
volcanoes have erupted numerous times during the
past 10,000 years (MacLeod and Sherrod, 1988;
Donnelly-Nolan, 1988).

Collapse caldera. The only large young collapse
caldera is at Crater Lake, Oregon, where a
catastrophic eruption of =50 km?3 of andesitic to
dacitic magma occurred at Mount Mazama 7700
years ago (Bacon and Druitt, 1988).

The Cascade Range is characterized by a positive,
conductive heat-flow anomaly (Blackwell and Steele,
1992). This anomaly has been investigated in detail
in central Oregon, where the regional conductive heat
flow of 100 mW m™? of the Cascade Range is more
than twice that of the Willamette Valley and Coast
Range to the west; an abrupt heat-flow gradient
separates the two regions (Blackwell et al., 1990a).

Mariner et al. (1990), using a chloride-inventory
method that detects both thermal water discharged in
springs and thermal water discharged into streams,
estimated that the total discharge of thermal springs
in the Cascade Range of California, Oregon, and
Washington was 340 L s-I, corresponding to
=82 MW,. This value is approximately 5% of that
estimated from Sumi (1980) for the minimum
discharge of hot springs of the Tohoku volcanic arc
(Muffler and Tamanyu, 1995). This difference in
hydrothermal discharge between the two arcs also
correlates qualitatively with the far greater number of
thermal springs in the Tohoku arc (compare Sumi,
1975, with Figure 1a of Mariner et al., 1990).

PREVIOUS GEOTHERMAL RESOURCE
ASSESSMENTS OF THE CASCADE RANGE

Identified Geothermal Resources

Brook et al. (1979) identified seventeen geothermal
systems 290°C in the Cascade Range (as used here to
include Newberry, Kahneetah, Klamath Falls, and
Klamath Hills). The sum of the individual energy
figures given by Brook ez al. (1979) for these systems
is 118x1018 J (Table 1), with most of the energy
residing in three major systems (Lassen at 42x1018J,
Newberry at 27x10!® J and Klamath Falls at
301018 J),



Resources (identified thermal energy that can be
extracted legally and used at some future time under
reasonable economics) are even less. Laws and
regulations prohibit geothermal development in
National Parks and Wilderness Areas, where some of
the most attractive targets exist. Accordingly, Brook
et al. (1979) did not calculate geothermal resources in
Lassen Volcanic National Park or at Ohanapecosh
Hot Springs (in Mount Rainier National Park).
Recoverable thermal ene §y from identified >150°C
reservoirs totaled 8.3x 1018 ], equivalent to 880 MW ¢
for 30 years. Of this, 740 MW, was from Newberry
and 116 MW, from Morgan-Growler (probably
southerly outflow from the large geothermal system
centered in Lassen Volcanic National Park).
Recoverable thermal energy from identified 90°-
150°C reservoirs totaled 10.4x 1018 J, with beneficial
heat of 2600 MW, for 30 years. These figures are
dominated by Klamath Falls (resource = 7.4x108 J;
beneficial heat = 1890 MW for 30 years).

Reed et al. (1983) estimated reservoir energy for 36
low-temperature (<90°C) spring systems in the
Cascade Range and calculated the mean resource
(using a recovery factor of 0.25) and beneficial heat.
The total reservoir energy of these systems is
3.5x10!8 J (Mariner et al., 1983, Table 5), and the
total beneficial heat is 390 MW; for 30 years

Wright (1991, 1992) estimated that the Cascades
region may be capable of producing 750 MW, of

electrical power from geothermal generation in the -

next two decades, with most of this coming from
Medicine Lake. No data were given to back up this
estimate.

Undiscovered Geothermal Resources

The range of estimates of undiscovered geothermal
resources in the Cascade Range (Table 1) is great,
reflecting in great part the sparsity of drillhole
information. An additional factor, however, is a
profound geothermal dichotomy—i.e., the existence
of Quaternary volcanism and high regional heat flow
opposed to the sparsity of hot springs and identified
hydrothermal reservoirs of geothermal energy. Many
workers have suggested that substantial quantities of
geothermal energy are masked by cool, near-surface
groundwater. This interpretation was encouraged by

the discovery of 265°C temperatures at 930 m’~

depth beneath Newberry volcano (Sammel, -1981),
effectively masked by a surficial zone greater than
300 m thick at less than 100°C (Swanberg et al.,
1988). Optimism for the High Cascades, however,
was balanced by Benoit (1983), who concluded that
several geological, geochemical, and: geophysical

factors severely limit the chances of discovering and

developing high-temperature geothermal reservoirs in
the High Cascades of Oregon (excludmg Newberry
volcano).

Brook et al. (1979), on the basis of .the favorable
volcano-tectonic setting, multiplied the identified
reservoir energy of the Cascade Range (including
National Parks and Wilderness Areas) by a subjective
factor of 20 to give an estimate of 1140x10'8 J for the
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undiscovered accessible resource base to a depth of 3
km. Newberry volcano and Kahneetah were
considered by Brook er al. (1979) to be part of the
Oregon Plateaus geologic province, and Klamath
Falls and Klamath Hills to be part of the northwestern
Basin and Range province; in both these provinces,
the undiscovered accessible resource base was
estimated to be five times the identified. Thus the
total undiscovered accessible geothermal resource
base for the Cascade Range (as considered in this
paper) can be estimated from the figures and
assumptions of Brook et al. (1979) to be 14401012 7,

Mariner et al. (1983) estimated that the undiscovered
accessible resource base <90°C was 10.5x1018 J,
three times the thermal energy in identified low-
temperature reservoirs. Corresponding figures for the
resource and the beneficial heat would be 2.5x10'8J
and 1170 MW for 30 years.

Black et al. (1983) calculated an accessible resource
base for the Oregon Cascade Range of 105x1018] to
16,000 1018 J, with the corresponding range in
electrical energy being 2500-370,000 MW, for 30
years (excluding National Parks, etc.). The high
figure assumed that most of the range is underlain at
1.75-3.0 km by a hydrothermal reservoir at 190°C.
The low figure assumed permeability only in 100-m-
wide fracture zones between 1.75 and 3.0 km depth.
Black et al. (1983) stated that these estimates "***are
based solely upon the conductive heat-flow anomaly
underlying the Cascade Range east of the transition
zone. Estimates for known (e.g., Austin and
Breitenbush Hot Springs) or undiscovered
hydrothermal systems masked by cool groundwater
are not included, nor are estimates of residual heat
remaining in igneous related systems ***."

Another large estimate of undiscovered geothermal
resources in the Cascade Range was given by
Bloomquist et al. (1985) for the Cascade Range in
Oregon and Washington. Basing their calculations
on the temperature-depth model of Blackwell et al.
(1982), Bloomquist et al. (1985) inferred a
geothermal reservoir 40-60 km wide with a reservoir
thickness of 1.25 km in the southern part and 0.5 km
in the northern part. Mean reservoir temperature in
the southern part was estimated to be 190°C, and in
the-northern part, 165°C. Bloomquist et al. (1985)
used these volumes in the accepted volumetric heat
equation (Brook et al., 1979; equation 1) to give a-
stored reservoir thermal energy between the 150°C
isotherm and at depth of 3 km of 11,800-
17,600%1018 J.

Bloomquist et al. (1985) also_calculated thermal
energy for individual geothermal 'systems in the
Cascade Range. The total “of these estimates
(2400x10'® J) is heavily weighted by Mount
McLoughlin and' Crater Lake (500x10!% J and
1630x1018 J, respectively). Reservoir thicknesses
and temperatures for these regions were based on the
modeled crustal temperatures of Blackwell et al.
(1982), and the areas were taken from associated
Curie Point isotherm anomalies.




Table 1:  Estimates of geothermal energy in Cascade Range of USA. Numbers rounded to 2 significant figures.

Temperature Accessible Resource Electrical Beneficial _
range resource base Energy Heat
(°C) (1018 1) (1018 1) (MW, for 30 y) (MW, for 30 y)
Brook et al. (1979) identified (including Newberry, Kahnectah, Klamath Falls, & Klamath Hills)
>150 8.3 880
90-150 104 2600
290 118 18.7
Reed et al. (1983) identified <90°C (all of Cascade Range
35 0.84 390
Wright (1992) (all of Cascade Range)
750 MW (&
Brook et al. (1979) undiscovered >290°C (including Newberry, Kahneetah, Klamath Falls, & Klamath Hills)
>150 5508900 138-220% 14,000-22,000®
90-150 550-8900 138-2205 _ 35,000-56,0000
>90 1440 360
Reed et al. (1983) undiscovered <90°C (all of Cascade Range)
10.5 2.5 1170
Black et al. (1983) (Cascade Range in Oregon; conductive regimes only)
105-16,000 2500-370,000
Bloomquist et al._(1985) (Cascade Range in Oregon and Washington)
11,800-17,600 185,000-280,000

Black (1994) (Cascade Range in Oregon, including Newberry; conductive regimes only)

2900

580-5800

@ Electrical capacity (time not specified)

b Range depends on whether one assumes constant reservoir volume vs. temperature or whether one assumes
increase of reservoir volume with temperature of the line in figure 13 of Brook et al. (1979)

The large amounts of thermal energy calculated by
Bloomquist ez al. (1985) and by Black et al. (1983) at
depths <3 km do not necessarily imply a large
amount of recoverable geothermal energy. Much of
the calculated thermal energy may be tied up in rock
of low porosity and permeability ("hot dry rock") and
thus be unavailable for conventional recovery as from
a hydrothermal reservoir. Specifically, the recovery
factor of 0.25 is far too high, perhaps by several
orders of magnitude, for use throughout a geological
province. Accordingly, the figures given by
Bloomquist et al. (1985, p. 75) are probably two
orders of magnitude too high.

Black (1994) presented an estimate of the geothermal
power potential of the Cascade Range in Oregon,
including Newberry volcano, based on a systematic
calculation of thermal energy in each township at
depths between the 150°C isotherm and a depth of
3 km, assuming a totally conductive thermal regime.
Electrical energy for each block was calculated using
a utilization factor of 0.4 and a range of recovery
factors. The results were corrected to include only
the part of each block not in a National Park or a
Wilderness Area. The summary ranges (Table 1)
reflect recovery factors of 0.25 and 0.025 for
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Newberry volcano and 0.025 and 0.0025 for the rest
of the Cascade Range in Oregon, under the
assumption that recovery factors for Newberry
volcano are likely to be higher than for the rest of the
Cascade Range in Oregon (Black, 1994, p. 9).

The implications of this analysis are not clear,
primarily because of the lack of any specific criteria
for choosing among the 103 range of recovery factors
presented. Given that this analysis is based solely on
conductive heat transfer (hydrothermal systems are
specifically excluded), the analysis falls under the
broad category of "hot dry rock"”, with any recovery
factor being based upon the specific technology and
economics anticipated. ’

UNDERLYING EARTH-SCIENCE MODELS

The optimism of the geothermal-resource
assessments described above was predicated
primarily on three factors: (1) the minimal amount of
exploration and deep drilling carried out in the
Cascade Range, (2) the large amounts of thermal
energy estimated by Smith and Shaw (1975, 1979) to
be in igneous-related systems to adepth of 10 km,



and (3) the heat-flow interpretation of Blackwell
etal. (1982) and Blackwell and Steele (1983, 1985)
that invoked an extensive upper-crustal heat source
underlying both the Quaternary rock and adjacent
older rocks. The first factor has not changed very
much—geothermal exploration in the Cascade Range
(with the exception of Newberry and Medicine Lake
volcanoes) has been minimal, and there still are few
deep drill holes. Factors 2 and 3, however, are
amenable to re-analysis in the light of geological,
geophysical, and geochemical data accumulated over
the past two decades.

Geothermal resources related to crustal
magmatism

The association of volcanic rocks with high- and
intermediate-temperature geothermal systems has
been noted for over three decades (e.g., Muffler,
1976). Accordingly, identification of the Cascade
Range as a geothermal target was hardly surprising.
The fact that High Cascade volcanism has persisted
for =10 m.y. and is still continuing indicates that
substantial mass and heat have been transmitted from
the mantle through the crust, providing the potential
for igneous heat sources that could support
substantial overlying hydrothermal systems.

For such igneous activity to support a hydrothermal
system, however, igneous rock must lodge in the
upper crust at depths of 3-10 km. Smith and Shaw
(1975) emphasized that "***basic rocks (basalts,
andesite, and comparable magmas) are formed in the
mantle and/or lower crust and rise to the surface
through narrow pipes and fissures; the individual
magma pulses are volumetrically small, and such
systems contribute little stored heat to the upper crust
until magma chambers begin to form at high levels.
With the exception of large oceanic volcanoes, basic
magmas do not form high-level storage chambers out
of context with derivative silicic magmas (dacites,
rhyolites, and comparable derivative magmas). On
the other hand, we think that silicic magmas are
always erupted from high-level storage chambers,
probably in the upper 10 km of the crust".

The significance of the estimates of Smith and Shaw
(1975, 1979) for "igneous-related geothermal
systems” is in the role that young, still hot, silicic
intrusions can play in supporting overlying
hydrothermal systems in the upper crust. If the
volume of young magma chambers (whether still
molten or already partially cooled) in the upper crust
is substantial, there-ought to be substantial overlying
hydrothermal systems. But if the volume of young
intrusive material in the upper crust is small, the heat
sources to support overlying convection of meteoric
water are doomed to be few and impotent.

The tables of Smith and Shaw (1975, 1979) presented
estimates of thermal energy still remaining in silicic
intrusions and adjacent country rock, calculated by
conductive cooling models using estimates of the size
and age of intrusions (these estimates are critically

- (Blackwell et al.,
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-section

dependent on the volumes assumed). Smith and
Shaw (1979) estimated that roughly 3, 900x10'8J
remain today to depths of 10 km in cleven igneous-
related systems in the Cascade Range (including
Medicine Lake and Newberry volcanoes) for which
data available in 1978 allowed such calculations.
They further noted that additional igneous-related
energy resides in systems not evaluated because of
insufficient data. They gave no estimate specific to
the Cascade Range, but for the entire United States
they estimated that the unevaluated geothermal
energy in igneous-related geothermal systems is
perhaps 10 times that which could be evaluated in
1978. If this ratio applies to the Cascade Range, the
implication is that greater than 40,000x 108 J remain
today in volcanic areas of the Cascade Range, to a
depth of 10 km. It is this figure that had major
influence upon the estimate of Brook et al. (1979)
that the undiscovered hydrothermal resource to
depths of 3 km beneath the Cascade Range was 20
times the identified resource. It did not appear
unreasonable that the hydrothermal resource at depths
<3 km could be =4% of the igneous-related thermal
energy.

Extensive mid-crustal heat source beneath the
Cascade Range

High heat flow measured in the Cascade Range has
also been used to suggest a substantial volume of
molten or still high-temperature igneous rock at
depths of 102 km beneath the Cascade Range
(Blackwell et al., 1982, 1990b). Heat flow in the
Cascade Range is undeniably high, =100 mW m™2,
contrasting with heat flow of 40-50 mW m™2 to the
west (Blackwell et al., 1982, 1990a, 1990b;
Blackwell and Steele, 1992). Blackwell et al. (1982,
figure 8) converted the heat-flow data in central
Oregon to a set of isotherms in the crust. The
solution is not unique—any one of these isotherms
can explain the heat-flow data. The choice that
Blackwell et al. (1982) made among the isotherms
was based on comparison with regional Bouguer
gravity data, under the fundamental assumption that
the change in Bouguer gravity along this cross
"is directly associated with the same
phenomenon which causes the change in heat flow"

1982, p. 8,749). They argued that
the observed gravnty anomaly is much too great to be
explained by simple thermal expansion of rock at any

" of the siibsolidus temperatures of their .Figure 8.
'Accordlngly, théy concluded that partial melting is

requlred with’ pamal melting at a depth of 6 to 10 km
giving the best’ correspondence to the observed
gravity data. Although Blackwell et al. (1982, Figure
10) presented several other models to explain the
heat-flow data, they preferred "the model that relates
the’gravity and heat flow datato-a (large) zone of hot,
low-density (partially molten) material in the upper
part of the crust (10+2 km) beneath the High Cascade
Range and extending about 10 km west of the High
Cascade Range boundary." (p. 8750 of Blackwell
etal., 1982; see also Blackwell and Steele, 1985,
Figure 3, and Blackwell et al., 1990a, 1990b).




Blackwell et al. (1982) projected the thermal and
gravity cross sections to the north and to the south
from central Oregon, based upon the uniformity of
the heat-flow and Bouguer gravity transition zones.
The resultant geometry—a uniform heat source
40-60 km wide (Blackwell and Steele, 1983) at
temperatures of 600-800°C extending under the
entire Cascade Range—became the philosophical
basis for the estimates of Black er al. (1983),
Bloomquist et al. (1985), and Black (1994).

Blakely (1994), however, has used ideal-body
analysis to show that the gravity gradient must be
caused by density variations in the upper 2.5 km of
the crust, most likely a relict boundary between a pre-
Oligocene extensional trough to the east and oceanic
crust to the west. Blakely's conclusion precludes
interpretation of the gravity and heat-flow gradients
as caused by the same hot mid-crustal mass.
Consequently, the gravity data can not be used to

choose between the thermal models presented by

Blackwell et al. (1982, Figure 10).

In addition, Blakely (1994, figure 9) compared the
observed heat flow in central Oregon (from
Blackwell, 1982) with the conductive heat flow
expected above semi-infinite heat sources located at
various depths (from Lachenbruch et al., 1976). This
comparison demonstrates that the heat-flow gradient
is too abrupt to be explained by conductive heat
sources deeper than 5 km.

Ingebritsen er al. (1989, 1992, 1994) recontoured the
heat-flow data in central Oregon and presented a map
displaying significant complexity, in contrast to the
simple, linear north-south contours of Blackwell et al.
(1982, 1990b) and Blackwell and Steele (1993). On
the basis of this map, isotopic studies, and
hydrologic modeling, Ingebritsen et al. (1989, 1992,
1994) argued that high heat-flow values west of the
Cascade crest are due to lateral outflow of water
heated by discrete igneous centers along a relatively
narrow zone of magmatism along the Cascade crest.

LOCALIZED MAGMATIC HEAT SOURCES

The composition, depth, and configuration of
possible magmatic heat sources in the US part of the
Cascade Range were analyzed by Guffanti and
Muffler (1995) and by Muffler and Guffanti (in
preparation), on the basis of extensive investigations
of the USGS in the Cascade Range during the past
two decades. They concluded that large, silicic,
upper-crustal intrusions capable of supporting major,
high-temperature, hydrothermal systems occur only
in some of the major volcanic centers. At the
thousands of smaller short-lived mafic volcanoes of
the Cascade Range in Oregon and northern
California, mafic magma is stored deeper than 10 km
and is transported to the surface quickly in only

narrow conduits. Only small volumes of magma are .

stored in the upper crust at any time, there is little
likelihood for sizable high-level intrusions, and
resultant long-lived, high-temperature hydrothermal
systems are unlikely.

Furthermore, even the major volcanic centers display
widely differing hydrothermal potential (Guffanti and -
Muffler, 1995; Muffler and Guffanti, in preparation).
At predominantly andesitic stratovolcanoes (Mount
Baker, Mount Adams, Mount Rainier, and Mount
Hood), hydrothermal activity occurs primarily in the
vicinity of the narrow, still-warm magmatic conduit
within the volcanic cone and is transitory, as shown
by Shevenell (1990) and Shevenell and Goff (1993)
at Mount St. Helens. In addition, lateral transport of
thermal fluids away from the cone involves
substantial mixing with cold groundwater flowing
within the volcanic edifice. Geothermal potential at
stratovolcanoes appears to be modest, although deep
undiscovered hydrothermal resources can not be
precluded, particularly at the more dacitic stratocones
(Mount Shasta, Mount St. Helens, and Glacier Peak).
At composite centers (Lassen; Three Sisters), shallow
intrusions related to young silicic domes appear to be
effective heat sources for hydrothermal circulation.
At the only young explosive caldera (Crater Lake), a
catastrophic eruption of the shallowest and most
silicic part of the magma chamber 7700 years ago
removed a potent heat source from the upper crust. A
viable heat source may remain, however, as the
deeper (>7.5 km) andesitic portion of the magma
chamber, and discrete intrusive bodies associated
with pre-caldera dome eruptions may act as effective
shallow heat sources for hydrothermal systems of
modest temperature. Indeed, the chemistry of the
large-volume, 5-10°C, Wood River group of springs
south of Crater Lake has been interpreted by
Nathenson et al. (1994) to indicate a heat discharge
of 87 MW;. Finally, the shield complexes of
Newberry volcano and Medicine Lake volcano, along
the boundary with the Basin and Range province,
have high geothermal potential. The shallow
intrusive plexuses of sills and dikes that underlie the
centers apparently provide favorably configured heat
sources for hydrothermal circulation, although no
single mafic or silicic intrusion is large.

Known high-temperature hydrothermal systems in the
U.S. Cascade Range are associated with silicic
domefields at Medicine Lake volcano, Newberry
volcano, Lassen volcanic center, and perhaps in
north-central Oregon in the vicinity of Mt. Jefferson
and Three Sisters. It appears significant that these

- sites are in extensional settings where the southern

Cascades adjoins the Basin and Range province.

LAND-USE CONSIDERATIONS

Any evaluation of hydrothermal potential of the
Cascade Range must take into account the spatial
relationship between volcanic centers likely to have
upper-crustal intrusions capable of supporting major
high-temperature hydrothermal systems and areas
subject to land-use restrictions. For example,
hydrothermal systems in National Parks (most
conspicuously the Lassen hydrothermal system) are
not available for any geothermal development.
Similar restrictions apply to hydrothermal systems in
Wilderness Areas, thus eliminating virtually all of the



volcanic centers in the High Cascades. Development
of hydrothermal systems adjacent to a National Park
(e.g., Crater Lake caldera) is likely only if it can be
convincingly demonstrated that there wiil be no
adverse effect on hydrothermal phenomena or other
protected aspects of the Park.

CONCLUSIONS

Newberry and Medicine Lake volcanoes are the main
(and possibly the only) high-temperature geothermal
targets in the Cascade Range. Newberry was
included in identified resources by Brook etal
(1979), whereas Medicine Lake was included with
undiscovered resources by Brook ef al. (1979) but
certainly now should be considered an identified
resource. Klamath Falls remains the major identified
intermediate-temperature hydrothermal system. The
Cascade Range does have significant additional
potential for localized low- to intermediate-
temperature hydrothermal systems and for
intermediate-temperature hot dry rock. Deep (>2 km)
cryptic high-temperature hydrothermal systems at the
major volcanic centers cannot be precluded, but their
reservoir characteristics and resource potential cannot
be evaluated without deep drilling data. Overall,
undiscovered hydrothermal resources of the Cascade
Range of the United States appear to be substantially
less than published numerical estimates, a conclusion
presaged by Benoit (1983).
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ABSTRACT

Thermal energy extraction from five wells
supplying 5-MWe wellhead generators in three zones of
the Los Azufres geothermal field has been examined
from production and chemical data compiled over 14-
years of operation. The data, as annual means, are
uscful in observing small-scale changes in reservoir
performance with continuous production. The chemical
components are chloride for quality control and the
geothermometer elements for reservoir temperatures.
The flowrate and fluid enthalpy data are used to
calculate the thermal extraction rates. Integration of
these data provides an estimate of the total energy
extracted from the zone surrounding the well. The
combined production and chemical geothermometer
data are used to model the produced fluid as coming
from just-penetrating wells for which the annual
produced mass originates from a series of concentric
hemispheric shells moving out into the reservoir.
Estimates are made of the drawdown distance into the
reservoir and the far-field conditions.

INTRODUCTION

The Los Azufres geothermal field, located 100
miles west of Mexico City, has produced electricity
since August, 1982 with the installation of five 5-MWe
backpressure wellhead units. The capacity of the field
has_since grown to 98 MWe (Quijano and Sanchez,
1993) which includes another four 5-MWe units. The
field is characterized by a series of cast-west faults with
two areas of intense fracturing: (1) Tejamaniles-Agua
Fria to the south and (2) El Chino-Maritaro to the
north. The location of the five study wells with
respect to the faulting system is shown in Figure 1.

With the initiation of operations in 1982, an
extensive database has been compiled by CFE to
monitor the properties of the total Los Azufres
geothermal field. OQne aspect of the overall program
has been a joint project between CFE and the Stanford
Geothermal Program to evaluate the extent of changes
observable by operation of small (5-MWe) generating
units in a potentially large (> 200 MWe) geothermal
field. The joint project consisted of three study phases:
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Fig.1. The Los Azufres geothermal field showing the
location of the five study wells in relation to the main
faulting system.

(1) data reduction and trend analysis of the production
and chemical data for selected wells in the major
production zones of the field; (2) evaluation of the
combined data in relation to reservoir thermodynamic
conditions: and (3) analysis of thermal extraction with
respect to deliverability, longevity, and reservoir
volume.

In the initial study, the wells sclected were the
wells supplying stcam to the original five generating
units. The results of the study after 2 and 2.5 years of
operation of these wells were reported by Kruger, et al
(1985a,b) and after 4 years by Kruger, et al (1987).
Results after 5 years of operation with changes in the
well-generator couplings were reported by Kruger,
Sanchez, and Ortiz (1989). -Analysis of the compiled




Table 1
Well Production History
Zone Well No. Startup Year Years
Well  Unit Prodn
Maritaro Az-5 1979 - 1982 14
Az-13 1980 1982 14
El Chino Az-9 1987 1988 7
Tejamaniles Az-16AD 1983 1984 11
Az-22 1981 1987 13

data for 5 wells covering three major production zones
continued by Kruger and Gutierrez (unpublished) until
1991 when it was determined that the production and
chemical data for these wells prior to generation of
electricity had not been included in the joint study. Re-
analysis of the database for the five wells is examined
in this report.

Table 1 lists the five Los Azufres wells in the
Maritaro, El Chino, and Tejamaniles production zones
and the startup dates for the wells and generators.
Since an important part of the well production history
occurs in the early years of its life, attempt was made
to obtain all available pre-generation data. The
production data for the wells consisted of semester and
annual means of the wellhead and separator pressures,
the liquid- and steam-phase flowrates, and wellhead
enthalpy. The chemical data consisted of chloride
concentration for quality control, sodium-potassium-
calcium concentrations for far-field temperatures
(Fournier and Truesdell, 1973), and silica concentration
for near-field temperature (Fournier and Potter, 1982).

The individual data were evaluated for short-term by
the Student t-test and for long-term small changes in
reservoir characteristics by trend analysis.  The
combined data were used to estimate the thermal
extraction rate and cumulative thermal energy
extraction. The volummetric behavior of the reservoir
was examined as “just-penctrating” wells in a large
well-fractured medium by the method of Muskat (1937).

MODEL OF "JUST-PENETRATING” WELLS

The wells drilled into the Los Azufres
geothermal reservoir may be visualized (as shown in
Figure 2) as “just-penetrating” wells, in which drilling
stops when a zone of well-fractured, fluid-bearing,
permeable rock is encountered. The “just-penetrating”
well was described by Muskat (1937) for porous media
in which production over time is given as concentric
hemispherical volumes moving out into the reservoir.
Since the Los Azufres geothermal field consists of a
dense network of fracturing between major E-W faults,
the application of the model for porous media should be
sufficiently sensitive for examining drawdown around
the well-fractured wellbore zones.
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Fig. 2. Schematic of a "just-penctrating” well with
concentric hemispherical zones over well-fractured
media around the wellbore.

Muskat (1937) noted that the potential, @, for a
"just-penetrating” well is given by

® =-kfu(p-pgz) @

where k = permeability
p = viscosity
p = pressure
pgz = hydrostatic head -

The "just-penetrating” well differs from the line-source
well in that the relationship between flowrate. and
potential is linear rather than logarithmic and is given
by

Q = 2n(d-d,) / (U/r,-1/r) @

where ¢, = far-field potential
r, = far-field radius
¢,, = well-bottom potential
r, - = well radius

To examine the extent of the Los Azufres wells
as "just-penetrating” into a well-fractured reservoir, it
was assumed that the reservoir pressure is much greater
than the hydrostatic pressure ( p » . pgz ) and that the
pressure in the i" concentric hemisphere is
approximated by the far-field pressure ( p, = p,). Thus,



Table 2

Annual Averaged
Well: Az-5

Production Data
1979-93

Year P(wh) T(wh)P(sp) Q(v) X(v) Q(t) Mass H(wh) TER FT HE
No. (MPa) (C) (MPa) (kg/s) (%) (kg/s) (Mt) (kJI/kg(MI/s) (%) (PJ)

1’79 2.62 219 0.07 14.2 61.6 23.0 0.598 1739 40.0 91.7 1.160
2’80 2.64 221 0.07 13.9 64.8 21.5 0.620 1820 39.0 100.0 1.234
3781 3.21 237 0.07 9.3 61.5 15.1 0.447 1711 25.8 100.0 0.814
4’82 2.70 228 0.85 17.5 65.3 26.8 0.799 2008 53.7 91.7 1.556
5783 2.81 230 0.94 16.6 62.0 26.8 0.850 2005 53.8 100.0 1.699
6’84 2.49 224 1.01 17.8 61.5 29.0 0.902 1988 57.6 100.0 1.821
7’85 2.58 225 0.99 18.0 61.5 29.2 0.797 1987 58.1 83.3 1.530
8’86 2.42 222 0.98 18.0 63.1 28.5 0.872 2039 58.2 100.0 1.838
9’87 2.37 221 0.92 17.5 63.1 27.8 0.845 2009 55.8 91.7 1.615
10’88 2.12 214 0.92 17.8 59.1 30.1 0.962 1926 58.0 100.0 1.834
11’89 2.17 217 0.98 17.5 57.5 30.4 0.941 1919 58.3 100.0 1.843
12’90 2.08 215 1.00 18.2 56.2 32.3 1.018 1893 61.2 100.0 1.933
13’91 1.70 204 0.81 18.3 59.9 30.6 0.810 1960 60.0 100.0 1.895
14792 1.34 193 1.00 18.9 66.4 28.5 0.884 2100 59.8 100.0 1.890
Total 11.35 22.66
Avg. 2

the mean pressure in hemispherical shell i is given by

P, = Q/2nk (1/r,-1/R) + P, €)

where R_is the radius of shell i. If it is further assumed
that parameters p, k, r,, Q, and p, do not change
appreciably with production time, the hemispherical
shell pressure is given by the linear relationship

p, =a+ bR, @

in which a and b are given by the quasi-constant
parameters:

a = pQ/2nkr, + p, b = pQ/2nk )

The value for pressure in shell i is obtained as the
saturation temperature for that shell, estimated from the
Na-K-Ca geothermometer described by Fournier and
Truesdell (1973).

DATA ANALYSIS

Preparation of the data for analysis consisted of
converting each measurement in the CFE database to a
consistent set of S.I. units, pressure adjusted to MPa-
absolute, flowrate to kgfs, enthalpy to kJ/kg, and
thermal extraction ratc to MJ/s. To maintain an even
distribution of measurements by time, individual
measurements were averaged over each month. Thus
some months with 6 or 7 measurements were given the
same weight in the semester or annual average as
months with only 1 or 2 measurements, although the
latter had larger standard deviations. The smoothing by
longer-period averages provides more readily observable
small changes over long periods.
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An example of the resulting averaged production
data (for well Az-5) is given in Table 2. The
cumulative mass for the three plus years of flow before
generation is about 18 percent of the 14-year total of
11.35 Mt. The cumulative heat extracted is also about
18 percent of the total. The data were corrected for
shut-in times, estimated in weeks, in the fractional time
(FT) column. An overview summary of the thermal
production data for the five selected wells in the three
production zones is given in Table 3.

An example of the trends of the chemical data
(for well Az-5) is given in Table 4. with the resulting
geothermometer temperatures. A summary of the mean
chloride concentration for the total production period
for each of the five wells is given in Table 5. The
uncertainty in chloride measurements derived from
sampling and analytical procedures is estimated by the
Los Azufres staff as less than £5 %. Therefore, the

Table 3
Summary of Thermal Production

Production Zone
Maritaro El Chino Tejamaniles
Well Number Az: 5 13 9 16AD 22

Years of Production 14 14 7 11 13

Mean T(wh) (°C) . 219 189 171 179 225
Mean Enthalpy(kJ/kg) 1936 1909 1703 224 1633
Mean TER (MJ/s) - 52.8 47.5 343 196 61.4

Mass Extracted (Mt) 11.4 949 391 269 127
Heat Extracted (PJ) 22.7 174 6.68 621 227




Table 4
Annual Averaged Chemical Data

Well: Az-5 1979-93

Year [Na} [K] [Ca] [C1l] [Si02] T(Na/K)T(Si) H(Si)
No. Dates (mg/1) (mg/1l) (mg/l) (mg/l) (mg/l) (c) (c) (kJ/kg)
1 79-80 1775 469.1 12.0 3163 1247 309.9 307 1375

2 80-81 1740 485.3 8.6 3163 1303 318.0 315 1422

3 81-82 1656 420.1 7.8 3044 1159 308.6 302 1350

4 82-83 1677 421.8 2.1 2997 1129 308.6 297 1325
5 83-84 1689 447.4 9.1 3044 1085 312.5 293 1304

6 84-85 1644 < 459.1 7.3 3073 966 318.7 281 1245

7 85-86 1701 464.3 7.1 3044 1091 318.0 294 1307
8 86-87 1632 453.4 7.5 3006 1126 317.4 297 1324

9 87-88 1672 .438.1 8.4 3037 1041 311.3 291 1291
10 88-89 1717 452.2 9.5 3141 1037 310.5 291 1289
11 89-90 1588 414.5 9.6 3107 1047 308.4 291 1293
12 90-91 1597 423.2 9.4 3029 1096 309.1 296 1319
13 91-92 1641 435.6 10.0 3059 1268 309.1 311 1405
14 92-93 1634 439.8 9.9 - 1098 310.4 296 1320

changes in chloride concentration seen in Figure 3 for
wells Az-9, 16AD, and 22 are due to processes in the
reservoir. The marked increase in chloride
concentration exhibited by well 16AD is caused by
local boiling and recycling of reinjected brine. The data
for well Az-9, where the chloride concentration shows
a continuous decrease, is more difficult to explain. The
data suggest that there is an inflow of less saline water,
but with similar geochemical temperature as noted by
the constant temperature given by the Na-K-Ca
geothermometer.

Table 6 lists the data for the hemispherical
drawdown for well Az-5. The Na-K-Ca geotemperature .
is a key parameter in estimating the reservoir pressure
in the hemisphere and the fluid density in the annual
production shell. The weakest link in the analysis is the
mean reservoir porosity. Available data for a few wells
at Los Azufres consist of laboratory measurements of
core porosity, which range from 4 to 10 percent. Based
on discussions with several Los Azufres staff over the
yecars, an average value of 8 percent is used in this
analysis.

An example of a drawdown history (for well Az-
5) is shown in Figure 4, Evaluation of the drawdown
trend is conveniently made by type-curve matching of
the infinite radius of the regression line and its slope by
the matching parameters in Equ.(5). Figure 5 shows a
set of curves for intercept p = 10 MPa. A summary of
the hemispherical drawdown analysis is given in Table
7. The essentially zero regression coefficients for the
three two-phase wells in the northern zones indicate that
the reservoir pressure has been essentially independent
of the fluid and thermal extraction over the first decade
of production. The regression coefficients of 50 percent
for the two wells in the stcam-dominant Tejamaniles
zone indicate significant dependence of reservoir

pressure on fluid extraction. It is noted that the extent
of pressure drawdown exhibited in the model agrees
well with the observed pressure drawdown of about 1
to 1.5 MPa for these wells (Quijano and Sanchez,
1994). Efforts are currently underway to obtain
~estimated values for the quasi-constant parameters in
the intercept and slope type-match parameters a and b,
and to evaluatc the extent of the model to predict
longer-term behavior of continued production. One
result of the model output is the estimate of drawdown
radius of about 300-500 m into the fractured reservoir,
which for a hemisphere is the minimum horizontal
distance. It sets a reasonable minimum-distance value
for drilling additional wells to avoid interference
problems.

Table 5
Mean Chloride Concentration
t [Cll+o o

Well (1) (mghg) %)
Az-5 14 3070 + 56 + 1.8
Az-13 14 2839 + 146 + 5.1
Az-9 7 3542 + 412 +11.6
Az-16AD 11 4970 + 1494 +30.0
Az-22 13 3828 £ 310 + 8.1
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Fig. 3. Change of chloride concentration' with
production time for three wells: (a) Az-5; (b) Az-9; and
(c) Az-16AD.

Table 7
Hemispherical Drawdown Analysis

t R(t) P(o) Slope Regr.
Well (yrs) (m) (MPa) (MPam)  Coeff.
Az-5 14 462 1004 0.038 0.005
Az-13 14 430 873  -0.057 0.027
Az-9 7 328 1146 -0.011 0.001
Az-16AD 11 277 358 0457 0.519
Az-22 13 479 897 0352 0.542
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Table 6
Hemispherical Drawdown

Well Az-5
Yr Mass T(r) p(T) V(t) V(Tot) r(t) P(T) 1000/r
(t) Year (Gg) (¢) (kg/m3} (Mm3) (Mm3)) (m) (MPa) = (1/m)
1 ’79-80 598.0 309.9 691.1 10.82 10.82 172.9 9.84 5.785
2 '80-81 620.0 318.0 672.1 11.53 22.35 220.2 10.98 4.542
3 81-82 447.0 308.6 694.0 8.05 30.40 243.9 9.67 4.100
4 '82-83 799.0 308.6 694.0 14.39 44,79 277.6 9.67 3.603
5 ’83-84 850.0 312.5 685.2 15.51 60.30 306.5 10.20 3.263
6 ’84-85 902.0 318.7 670.4 16.82 77.11 332.7 11.01 | 3.006
7 '85-86 797.0 318.0 672.1 14.82 91.94 352.8 10.98 2.835
8 ’'86—-87 872.0 317.4 673.6 16.18 108.12 372.3 10.89 2.686
9 ’87-88 845.0 311.3 687.9 15.35 123.47 389.2 10.03 2.569
10 ’88-89 962.0 310.5 689.8 17.43 140.91 406.7 9.92 2.459
11 ’89-950 941.0 308.4 694.5 16.94 157.84 422.4 9.64 2.367
12 ‘90-91 1018.0 309.1 692.9 18.36 176.21 438.2 9.74 2.282
13 ’91-92 810.0 309.1 692.9 14.61 190.82 450.0 9.74 2.222
14 92-93 884.0 310.4 690.0 16.01 206.83 462.2 2.163
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EVALUATION OF THE CURVE-FITTING METHOD AND THE HORNER-PLOT METHOD
FOR ESTIMATION OF THE TRUE FORMATION TEMPERATURE
USING TEMPERATURE RECOVERY LOGGING DATA

Masami Hyodo and Shinji Takasugi

Geothermal Energy Research and Development Co., Ltd., Tokyo 103, Japan

ABSTRACT

This paper describes the method to estimate the
true formation teriperature using temperature
recovery logging data after the well reach to
total depth (T.D.). The method designated as
"Curve-fitting method (CFM)" is based on
mathematical model proposed by Middleton
(1979, 1982). The accuracy and applicability of
this method are evaluated with several field data
and compared advantageously with the Horner—
plot method.

Then, real-time data acquisition system includ-
ing interpretation software has also been suc-
cessfully developed.

As a conclusion, the followings are confirmed:

1) The developed CFM can be applicable to the
estimation of the true formation temperature
even using 24 hours temperature recovery
data, although the Horner—plot method might
need up to 120 hours recovery data, usually.

2) Though depending upon the quality of the
data and/or number of the temperature recov—
ery logging data, it might be possible to
estimate the true formation temperature using
less than 24 hours recovery data. Because,
the computer program of this system has the’
function to decide when the measurement of

temperature recovery logging should be
finished.

1. INTRODUCTION

SRS

The true formation temperatire is one of thé

important parameter for geothermal reservoir

evaluation and it will be used if drilling of the
well will be made complete or not when the well
is reached to planned T.D. In order to obtain the

true formation temperature, temperature recov—
ery logs are most often carried out. Also, anoth—
er important information of the fluid entry depth
in the well will be obtained by these logs. If we
could estimate the formation temperature using
short period of logging data, it is very preferable
to save the rig time and logging cost.

The Horner-plot method has been popularly
used for estimating the formation temperature
(Dowdle and Cobb, 1975). This method is easy
to utilize even in the field, however on the other
hand, it requires relatively long period of tem—
perature recover data up to 120 hours to es—
timate correctly. It is also pointed out that the
fluid circulation time as the Horner—time is very
critical to the estimated result, therefore the
Horner—time must be decided carefully.

Mathematical models for borehole temperature
stabilization were proposed to estimate the true
formation temperature. In this paper, these
models were evaluated for the applicability to
the estimation of the true formation temperature
and the recovery temperature.

2. ESTIMATION OF THE TRUE FORMA-
=

2.1 Horner-Plot Method

- The Horn;ﬁf—ﬁlot method as a formation temper—
+ ature éstimation which is based on an empirical

analysis riethod that the phénomenon of tem-

" perature recovery after circulation has ceased in

heat conductive geothermal well, is similar to
the pressure build—up behavior of geothermal

_ reservoir. The Horner—plot method proposed by
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Dowdle and Cobb (1975) gives a reliable static
formation temperature in region of low geo-—
thermal gradient, and can be expressed the
following formula:




BHTh=Tf+Clog{(t+dt) dt} (1)

Tf is the true formation temperature; t is the
circulation time; dt is the elapsed time after
circulation has ceased.

According to Dowdle and Cobb, comparative
and analytical studies of the temperature build—
up and pressure build-up using the diffusibility
equation showed that the two methods are not
completely analogous and Equ. (1) is not correct
theoretically. Therefore, the method required
long period of temperature recover time.

2.2 Curve-Fitting Method
(1) Curve—fitting method

The analytical CFM based on mathematical
temperature stabilization has been proposed to
calculate the true formation temperature with
better accuracy even from shorter period of
temperature recovery data by Luikov (1968),
Carslaw and Jaeger (1959), and Middleton
(1979, 1982). CFM calculates a static tempera—
ture of the equilibrium formation by mathemati-
cally represented the physical well model for
temperature recover. Proposed mathematical
model by Middleton was the temperature distri-
bution in the center of the well with a vertical
cylinder of infinite length, after circulation of
drilling mud has ceased; BHTc(t) can be ex-
pressed the following formula:

BHTc (t)=Tini+(Tf—-Tini)

X R 2
[”” ( (4Kt ) 172’ )
t is the elapsed time after circulation has ceased;
Tini is the initial temperature in the borehole at t
= 0; Tf is the true formation temperature; R is
the effective radius of the region affected by
drilling; K is the thermal diffusibility of the well
conients.

Fluid circulation time in drilling, which is re-
quired for the Horner—plot method and also is a
little uncertainty about adequate number, is not
necessary in this model.

(2) Mathematical well models

Proposed several physical well models to ana-
lyze the behavior of wellbore temperature
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recovery after circulation has ceased are exam-
ined. The "Circular model" proposed by Luikov
is assuming the physical well model as a circular
cylinder (Fig. 1 (a)). The "Square model"
proposed by Carslaw and Jaeger is assuming
that a well can be approximated by a square
cylinder as a physical well model (Fig. 1 (b)).
Middleton proposed that a conductive heat
transfer into a vertical, approximately cylindri-
cal region of small diameter in rectangular
coordinates leads to an expression for tempera—
ture which is very much simpler than the corre—
sponding expression in cylindrical coordinates
(Fig. 1 (c)). Through case studies of these
models using non-linear least squares fitting,
results of calculated formation temperature from
the model proposed by Middleton are evaluated
more reliable and more accurate in comparison
with field data. The reason why the most unreal
Middleton's well model in three models calcu-
lates most reliable and accurate results is ex—
pected that the Middleton's model may be
expressed realistic wellbore such as very rough
shape and not gauged (Fig. 2).

(3) Inversion for CFM

Forward and inverse techniques as fitting
method are examined. In forward technique, the
formation temperature can be obtained by super—
imposing a set of master curve, based on
Equ. (2), on observed temperature data plotted
at the same scale (similar to type—curve match-
ing). However, many master curves are neces—
sary to obtain accurate result, and it is very
complicated work of trial and error, and also it's
takes time.

Then, inverse technique which is non-liner least
squares fitting method expressed in Equ. (3) is
applied to obtain the formation temperature.

n
S=L(BHTo (ti)-BHTc (Ti)) 2
=

=Minimum 3

BHTo(ti) is the observed temperature at a time;
BHTc(ti) is the calculated temperature at a time
from Equ. (3); n is number of measured data.
Where the effective radius; R and thermal diffu—
sibility; K are expressed simply assumption
following value a;



B
a= N7 (€))
A
K=—p-c— (5)

M is the thermal conductivity; p is the density; ¢
is the specific heat capacity. Therefore, in
inverse technique, estimated true formation
temperature can be obtained by iterate to mini—
mize the sum of squares between BHTo and
BHTc at a time. Features of a non-liner least
squares method, in comparison with type-curve
matching, are in its rapidity and objectivity.
Therefore, we call this inverse method as CFM.
Figure 3 illustrates an example of the non-liner
least squares fitting result by inversion.

3. EVALUATION OF METHODS FOR
ESTIMATING THE TRUE FORMATION
TEMPERATURE

3.1 Estimated Formation Temperature by the
Horner—Plot Method

Estimation of the true formation temperature by
the Horner—plot method using experimental
temperature recovery logging data which was
performed at the LC-1 well in Kyushu, Japan is
shown in Fig. 4. This graph shows that the
Horner—plot method needs the temperature
recovery logging data at least up to 48 hours,
usually 120 hours of elapsed time to obtain the
liner region in the Horner—plot. It is also con-
firmed that the value of circulation time is very
essential to estimate correctly, otherwise it is
very easily to miss—estimate 20-50°C.

3.2 Estimated Formation Temperature by
Curve-Fitting Method (CFM)

Evaluation of CFM was performed using exper—
imental temperature recovery data (Takai et al.,
1994). Reliability and accuracy were exhaus—
tively evaluated using elapsed time of tempera—
ture recovery log versus number of data and
time interval as explained in Table 1. Through
these case studies, it is verified .that CFM can be
suitable to estimate the formation temperature.
That is, the accuracy of the estimated formation
temperature using until 24.5 hours data is at
most 5°C, and even using until 12.5 hours data,
is at most 10°C. The computation time for CFM
is less than 10 seconds using recent lap—top PC.
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3.3 Comparison of Estimated Temperature

Figure 5 shows the cross plot of estimated
formation temperature by the Horner-plot
method (Tfbuild) and by CFM (Tffit) using 31
temperature recovery logs at 13 experimental
wells in eight geothermal areas. Figure 5 (a)
illustrates the cross—plot with the temperature
recovery data up to 120 hours of elapsed time
after the circulation ceased. The average error
between both methods (Tffit — Tfbuild) is about
-8.6°C (standard variation; o = 7.0). Figure 5
(b) illustrates the cross—plot with the tempera-
ture recovery until eight hours. The average
error of Tffit - Tfbuild is approximately
-13.7°C (o0 = 9.4). As shown in Fig. 5, the error
becomes bigger in region where geothermal
gradient is higher.

4, QUALIFICATION OF THE METHODS

Through the case studies, qualification of the
methods can be concluded as follows.

4.1 Horner—Plot Method

One of the reason of difference between esti-
mated temperatures by both methods shown in
Fig. 5 can be understood that a main cause for
the error in estimated temperatures by the
Horner—plot method is insufficient temperature
recovery log data and inexact circulation time.
Therefore, it is possible to derive that bigger
errors in estimated temperature by the Horner—
plot method are the defect of this method for
estimation of the true formation temperature in
geothermal area where geothermal gradients are
relatively high.

4.2 Curve-Fitting Method (CFM)

The mathematical model for CFM is based on
the heat conductive formation model, therefore
CFM cannot be applied to estimate formation
temperature in non—conductive temperature
distribution zone. From the same reason, CFM
also cannot estimate the true formation tempera—
ture at lost circulation zone. If it is important to

-estimate the temperature in this zone, we need

more study.

However, estimated temperature is not sensitive
to the circulation time, therefore it is easier to
use in the field and more accurate than the
Horner—plot method.




5. SYSTEM DEVELOPMENT FOR FIELD
APPLICATION

In order to apply CFM as a method for the true
formation temperature estimation and/or recover
temperature estimation at any elapsed time
during temperature recovery logging in the field,
real-time data acquisition system has been
developed. Acquired data on field computer
are processed almost real-timely, accordingly
the estimated temperature can be calculated at
every depth just after the temperature recovery
log has been run.

This computer program has the function for
evaluation of the reliability of the estimated
temperature. Then, the engineer can use this
information fof his decision making when
temperature recovery logs shall be finished.
This function will help to keep the accuracy of
the measurement, and to save the rig time and
logging cost. As a function to decide termina—
tion of temperature recovery log, the following
parameters are calculated and plotted;

1) standard deviation,

2) transition of difference of the estimated
temperature (Tffit(n) — Tffit(n-1)),

3) standardized sum of squares by number of
data, and

4) transition of the estimated true formation
temperature.

Figure 6 illustrates exampleé of these features.

Also, using continuous temperature logging data
in depth, this program can estimate the forma-
tion temperature and/or recovery temperature at
any clapsed time versus depth continuously.
This means the true formation temperature
profile and its reliability are plotted just after
temperature recovery log has been run.

6. CONCLUSIONS

The true formation temperature is essentially
important value for geothermal reservoir evalua-
tion. Estimation of the true formation tempera-
ture with good accuracy using short period of
logging time is preferable economically and
help to make a quick decision, that is very
important for the well drilling. Through these
studies, we can conclude as follows:

1) The Curve-fitting method (CFM) as an
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estimation method of the true formation
temperature has been successfully developed.
CFM is based on mathematical model for
temperature recovery and includes the inver—

- sion scheme with the non-liner least squares
method. Because of these schemes, estimat—
ed temperature can be computed immediately
after the temperature recovery log has been
done.

2) In comparison with the Horner—plot method,
CFM is more reliable and useful for the
temperature recovery and the true formation
temperature estimation.

3) The accuracy for the true formation tempera-
ture estimation is less than 5°C even using 24
hours temperature recovery data, according
to our case studies.

4) Developed data acquisition system can give
various parameters for decision making when
the measurement of temperature recovery
should be finished.

5) Through these case studies, it is expected to
reduce the logging and rig costs using CFM
as an estimation method of the true formation
temperature and recovery temperature.
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¢ (A) The Circular (B) The Square (C) Middleton’s
’ Well Model Well Model Rectangular
Well Model

BHTc(x,y,0)=T;;

Figure 1. Physical well models as a mathematical model.

Figure 2. Schematic ideal and realistic well-
bore configuration.
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Table 1.

Accuracy of the Curve—fitting method depending upon number of data and log interval.

Elapecc " | @ @ ® ® |®-1|6-2|6-3|6-4| ® @ ®
5.5 92.0| 920 92.0| 92.0| 92.0| 92.0 92.0 | 92.0| 82.0| 92 92.0
6.5 98.5 98. 5 98.5 98.
1.5 103.0 { 103.0 | 103.0| 103.0| 103.0| 103.0 103.
8.5 107.4 | 107.4 107. 4 107.4 | 107.4
9.5 1104 ] 110.4 | 110.4 ] 110.4| 110.4 110. 4 110. 4| 110.4 | 1.
12.5 119.6 | 119.6 | 119.6 119.6 119.6 | 119.6
15.5 126.6 | 126.6 | 126.6 | 126.6| 126.6 126.6 | 126.6 | 126.6 - -
18.5 132.8 | 132.8 | 132.8| 132.8 132.8 | 132.8 - -
24.5 142.4 | 142.4 | 14204 | 142.4 | 142.4 | 142.4 | 1424 | 142.4 | 142.4 | 142.4| - -
No. of Data 9 8 7 6 5 5 5 5 4 3 8 3
ol BT L rroos | toca | amiz | 1707 | 172 | 1691 | 17408 | 172.4 | 1720 1715 | 150.7 | 160.9
E.F.T - TRUE :
for 72.5 hrs | —0-5] —0.6| +0.2 -0.3| +0.2| —-1.9| +3.9¢{ +1.4| +10} +0.5]| -11. -10. 1
E.F.T : Estimated Formation Temperature by Curve-Fitting Method
TRUE : Measured Temperature by Logging at 72.5 hours(170.9 degree €)
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E.F.T by Horner-Plot Method (Degree C)

Figure 5. Cross—plot of estimated true tempera—
ture by the Horner-plot method
versus CFM (a) using elapsed time of
120 hours and (b) using elapsed time
of eight hours.
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ABSTRACT

Production and injection data from slim holes and
large-diameter wells at the Sumikawa Geothermal
Field, Japan, were analyzed to determine the effect
of wellbore diameter on (1) the productivity/
injectivity indices, and (2) on the discharge rate. The
injectivity indices for Sumikawa boreholes do not
depend on borehole diameter in any systematic
manner; furthermore, the productivity indices (for
boreholes with liquid feeds) are more or less equal
to the injectivity indices. For boreholes with liquid
feed zones, discharge rates scale with diameter
according to arelationship previously presented by
Pritchett. Pritchett’s scaling rule does not appear to
apply to discharge data from boreholes with two-
phase feed zones; however, discharge characteristics
of slim holes with two-phase feed zones can be used
to infer production rates from large-diameter two-
phase geothermal wells.

1. INTRODUCTION

Under its drilling research program, the U.S.
Department of Energy (DOE) through Sandia
National Laboratories (Sandia) has initiated a
research effort to demonstrate that slim holes can
be used (1) to provide reliable geothermal reservoir
parameter estimates comparable to those obtained
from large-diameter wells, and (2) to predict the
behavior of large-diameter wells (Combs and Dunn,

1992). DOE/Sandia plan to drill and test pairs of

small-diameter slim holes with large-diameter

production wells in several geothermal fields in the

western United States; the first of these tests was
completed in mid-1993 at the Steamboat Hills
Geothermal Field, Nevada (Finger, et al., 1994). In
addition, DOE/Sandia are supporting the examina-

tion of existing Japanese data on the use of slim "~

holes in geothermal exploration and reservoir
assessment; in the first of these studies, Garg, et al.

the Oguni Geothermal Field, Japan. In this paper,
we examine the existing production and injection
flow test data for both small-diameter slim holes
and large-diameter production wells at the
Sumikawa Geothermal Field.

Abrief overview of the Sumikawa Geothermal Field
is presented in Section 2. This section also gives the
feedzone location, temperature, and pressure for
eighteen Sumikawa boreholes for which some
production or injection data are available. Injection
and production data from both slim holes and large-
diameter production wells are analyzed in Section
3 to determine injectivity/productivity indices. In
Section 4, the injectivity/productivity indices for
Sumikawa boreholes are compared with those for
the Oguni Geothermal Field boreholes. The variation
of discharge rate with borehole diameter is discussed
in Section 5.

2. SUMIKAWA GEOTHERMAL FIELD

The Sumikawa Geothermal Field is located in the
Hachimantai volcanic area in northern Honshu,
Japan, about 1.5 kilometers to the west of Ohnuma
geothermal power station operated by Mitsubishi
Materials Corporation (MMC). The Hachimantai
area also includes the Matsukawa and Kakkonda
Geothermal Fields. An extensive well drilling and
testing program was initiated in October 1981 with
the spudding of boreholes S-1 and S-2 by MMC
and the Mitsubishi Gas Chemical Corporation
(MGC). The New Energy and Industrial Technology
Development Organization (NEDO) became
involved in the field characterization effort with the
drilling of borehole N59-SN-5 (~ 2 km west of S-1

- and §-2) in 1984-1985. The field exploration and

(1994) analyzed production and injection data from -
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characterization program at Sumikawa was
successfully concluded in 1990 with a decision to
build a 50 MWe power plant. The Sumikawa
geothermal power plant is expected to be com-
missioned some time in 1995.




The Sumikawa/Ohnuma geothermal area is shown
in Figure 1. The Sumikawa Geothermal Field lies
in the western part of the area. Mt. Yake lies to the
southwest of the Sumikawa area, and
Mt. Hachimantai is just to the southeast (outside the
area illustrated in Figure 1). Between the Sumikawa
prospect (which may be regarded as centered in the
neighborhood of the S-series boreholes, S-1, S-2,
S-3, and $-4) and the Ohnuma borefield is a north-
south region of relatively low ground surface
elevation where natural hot springs and fumaroles
are found. The Sumikawa/Ohnuma area lies within
a north-south oriented regional graben structure
which extends many kilometers both north and south
of the Sumikawa area. Indeed, the Sumikawa field
itself appears to be located along the western edge
of the graben.

An east-west cross section corresponding to line
A-A’ is depicted in Figure 2. Extensive faulting has
rendered the detailed geological structure at
Sumikawa somewhat obscure, but the abundance of
drilling logs from the various boreholes in the area
has revealed the following geological sequence:
(1) ST formation—Surficial andesitic tuffs, lavas,
and pyroclastics of recent origin (from Mt. Yake);
(2) LS formation—Lake sediments, Pleistocene
tuffs, sandstones, siltstones, and mudstones;
(3) DA formation—Pliocene dacites, dacitic tuffs,
and breccias, (4) MV formation—“Marine/volcanic
complex” containing interbedded Miocene dacitic
volcanic rocks and “black-shale” oxygen-poor
marine shales and sediments; (5) AA formation—
Altered andesitic rocks that apparently are

extensively fractured, and (6) BA formation—
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Figure 1.

The Sumikawa/Ohnuma area, showing locations of wells and cross-section A—A’. The origin of the

local co-ordinate system is 40°N latitude and 140°50’E longitude. The inset map of Japan shows
the location of the Sumikawa/Ohnuma Area (dark retangle).
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geological cross-section through the
Sumikawa area.

Crystalline rocks (mainly granodiorite and diorite).
The BA formation is the deepest so far encountered
by drilling (well SC-1 bottomed in this formation
at 2486 m depth), but the pre-Tertiary basement,
which presumably underlies the above sequence, has
not yet been reached.

At Sumikawa, underground temperatures are highest
to the south and decline to the north and northwest.
The estimated temperatures at sea level (~700-1100
m depth) in the area (based mainly on temperature
surveys in shut-in boreholes) are shown in Figure 3.
The highest temperature so far measured in the field
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Figure 3. Temperatures at sea-level elevation in the
Sumikawa/Ohnuma area (adapted from
Kubota 1988).
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is at the bottom of well SA-2 (320°C at 840 m below
sea level); this is also the southernmost deep
borehole at Sumikawa. Temperatures are sig-
nificantly higher at Sumikawa (near the S-series
boreholes) than at the nearby operating Ohnuma
borefield. On the whole, temperatures appear to
increase monotonically with depth; large-scale
temperature inversions (with the exception of well
SC-1) are not observed.

Pritchett, et al. (1990) have examined the various
downhole feedpoint pressure determinations
available from boreholes in the Sumikawa/Ohnuma
area in detail. The reservoir pressures are sur-
prisingly uniform throughout the area; apart from a
small region immediately adjacent to the Ohnuma
power station, deep shut-in pressures may be
determined from the empirical correlation

P(bars) =61.170 - 79.985 Z — 6.492 72

where Z is elevation, measured in kilometers with
respect to sea level (km ASL). The pressure data
from several boreholes in the Ohnuma borefield
(0-1R, 0-2R, 0-3R-a, 0-3R-b), obtained prior to the
startup of Ohnuma power plant, are also in good
agreement with the deep correlation obtained above
(see Figure 4). The Ohnuma geothermal power plant
started producing electric power in 1973. The sparse
pressure data available for.the -Ohnuma boreholes
suggest that the pressures at Ohnuma have fallen
by several bars during the last 20 years. Since the
pressure measurements upon which the deep
pressure correlation is based were made between
1968 and 1988 (average date = 1980), it is apparent
that any pressure disturbance induced by operations
associated with the Ohnuma power station must be
of limited areal extent.

Fgechoinl Eievation {Meters ASL)

P (bars) = 61170 - 79.985 7 - 6.492 22
L where Z =feedpoint elevation (kilometers ASL).

- 1500 i I ! L | | I
40 60 80 100 120

Stable Feedpoint Pressure (Bars)

Figure 4. Selected deep feedpoint pressures and
algebraic fit. (from Pritchett, er al. 1990).




Samples collected from discharging Sumikawa
boreholes indicate that the reservoir fluid is of low
salinity (<3000 ppm) and that the noncondensible
gas content is very low (typically < 0.1 percent by
volume of the steam). The reservoir fluids are mainly
of the Na-Cl type with a near neutral pH.

It is virtually certain that a two-phase (water and
steam) flow region is present in the southern part of
the reservoir system at depth, extending from the
lower part of the lake sediment layer (600 m ASL
to 800 m ASL) down to a considerable depth. Slim
hole S-1 (feedpoint elevation ~ 580 m-ASL)
discharged nothing but dry steam. Furthermore, it
appears that the two-phase region in the neigh-
borhood of slim hole S-3 extends at least as deep as
+400 m ASL. Since temperatures generally increase
to the south in the Sumikawa area, it would appear
that the depth of the bottom of the two-phase zone
will likewise increase to the south.

The vertical permeabilities at Sumikawa are small
in comparison with horizontal permeabilities.
Permeability in the field is due primarily to the
pervasive network of fractures. Both the volcanic
and sedimentary country rocks between the fractures
appear to be essentially impermeable. The lake
sediments are nearly impermeable and act as a
caprock for the underlying geothermal reservoirs.
Pressure transient tests have been interpreted (see
e.g., Pritchett, et al., 1990; Garg, et al., 1991) to
imply the presence of two high-transmissivity
geothermal aquifers within the “altered andesite”
and the deeper “granodiorite” formations. The
shallower of these two reservoirs (in the andesite
formation) is usually encountered between 1000 and
1800 meters depth, and has been penetrated by
several wells. At present, only well SC-1 produces
a substantial quantity of hot fluid from a permeable
horizon in the “granodiorite” formation. Pressure
interference data have also been used to confirm
the presence of a moderately transmissive layer in
the “marine-volcanic complex” formation. Because
~ of its low vertical permeability, the “marine-volcanic
complex” formation will be used for injecting waste
brine.

As of early-1990, MMC and NEDO had drilled and
tested thirteen slim holes (diameter < 15 ¢cm) and
eleven large-diameter (diameter > 15 cm) wells.
With the exception of four slim holes (0-3T, Y-1T,
Y-2T, and Y-3T) and two large-diameter wells
(SD-2, SN-8R), some injection and/or production
data are available for all of the Sumikawa boreholes.
The authors have analyzed drilling data (circulation
losses, well completion and geologic data) and
downhole PTS (i.e., pressure/temperature/spinner)
surveys for the eighteen boreholes for which some

production and/or injection data are available. The
feedzone depth, final borehole diameter and
feedzone temperature are listed in Table 1.

Table 1. Sumikawa boreholes with production or
injection data
Measured Vertical | Feedzone Final ne | Production/
Borehole Depth Depth Depth Diameter | Temperature] Injection
Name meters) | (mTVD) [ (mTVvD ‘mm) W) Data |
0-HM-. [0} 501 ? — 1
N60-KY-1 1604 1604 1560 101 205 1
O-5T 749 749 7477 64 >210 1
S-1 448 448 436 143 — Pl
S-2* 905 905 300 101 >225 P
S-2 1065 1065 940 101 240 Pl
S-3 805 805 700 101 240 P
S-4 1552 1552 1520 159 295 PI
SA-1 2001 1832 1800 216 305 PI
SA-2 2005 1943 1450 216 2300 PI
SA-4 2009 1739 1240 216 2290 PI
SB-1 2086 2006 1600 216 >260 P
SB-2 1384 1308 1270 216 ~250 1
SB-3 1542 1366 880 216 ~210 1
SC-1 2486 2472 2310 216 246 P.I
SD-1 1704 1691 1550 216 250 Pl
S2E-SM-1 1003 1003 7307 79 — I
S2E-SM-2* 803 803 550 101 >170 Pl
52E-SM-2 1001 1001 980 79 >230 P
N59-SN-3 1701 1701 1600 101 >260 1
*Partially-drilled hole

3. INJECTION AND PRODUCTION TESTS

Injection tests have been performed on eighteen
Sumikawa boreholes. It is a standard practice at
Sumikawa to perform a short (a few hours) injection
test soon after (usually within a few days) the drilling
and completion of a borehole. In an effort to improve
the productivity and injectivity of wells SA-1, SA-2,
SA-4, S-4, SB-1, §B-2 and SB-3, MMC injected
large amounts of cold river water in these wells in
April and May 1989; step-rate injection tests were
performed (with downhole pressure gauges) both
prior to (wells SA-1, SA-2, and SA-4 only) and
subsequent to (all seven wells) the river water
injection. A typical injection test at Sumikawa
consists of injecting cold water into a borehole at
several different rates and simultaneously monitor-
ing pressure (and temperature) downhole. While
exceptions do exist, in most of the tests, the pressure
tool was placed substantially above the feedzone
depth. Because of wellbore cooling, the measured
change in pressure at the gauge depth (gauge depth
<< feedzone depth) will underestimate the change
in pressure at the feedzone depth. The discrepancy
in rates of change at the gauge and feedzone depths
will decline with continued injection. After the
injection of a few wellbore volumes (say 2 or 3),
the rates of pressure change at the two depths should
be similar. Since in most of the Sumikawa injection
tests several wellbore volumes of cold water were
injected, the measured pressures can be used to infer
the injectivity index (II). The injectivity index (II)
is defined as follows:

_am
AP
Here AM/AP is the slope of the straight-line fit to

the multi-step injection rate versus injection pressure
(at gauge depth) data.
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Measurements taken during a typical Sumikawa
injection test are shown in Figure 5. Well SC-1 was
injection tested on November 15, 1987 soon after
well drilling and completion. The pressure gauge in
this test was set fairly close to the principal feedzone
at 2310 m TVD; the slope of the straight line in
Figure S implies an injectivity index of 5.5 kg/s-bar.
The available injectivity data for the various
Sumikawa boreholes are summarized in Table 2.

A total of eleven Sumikawa boreholes (slim holes
S-1, §-2, S-3, and 52E-SM-2; production wells S-4,
SA-1, SA-2, SA-4, SB-1 and SC-1; injection well
SD-1) have been discharged at one time or another.
In addition, two partially-drilled slim holes (S-2 and
52E-SM-2) were discharged for brief periods. The
discharge test data are needed to define the
characteristic output curves (i.e., mass and enthalpy
versus wellhead pressure). Wellhead enthalpy
measurements suggest that slim holes S-2 (final
completion), S-3 and 52E-SM-2 (final completion),
and production wells SB-1 and SC-1 produce from
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Figure 5. Injectivity test for production well SC-1
performed on November 15, 1987. The
pressure gauge was set at 2300 m MD
(2290 m TVD).

Table 2. Injectivity indices for Sumikawa boreholes.

Final Feedzone * Pressure Injectivity
Borehole Diameter Depth Gauge Depth Index
Name (mm) (m TVD) Test Date (m TVD) (kg/s-bar) Remarks
50-HM-3 79 460 12-02-75 0 0.016 | After well completion
N60-KY-1 101 1560 08-07-86 1177 0.012 | After well completion
O-5T 64 747 09-22-78 280 0.28
S-1 143 436 05-20-82 250 1.3 Injection into a shallow horizon (70-100
05-26-82 300 6.8 meters) through a casing break -
§-2 101 900 06-23-82 400 0.76 Partially-drilled, hole depth = 904.6 m
900 07-16-82 ‘500 0.76 Partially-drilled, hole depth = 904.6 m
? 10-04-82 450 0.52 Partially-drilled, hole depth = 7
940 10-16-82 500 1.62 After well completion
940 10-23-82 500 1.76 After well completion
S-3 101 ? 09-02-82 400 0.79 Partially-drilled, hole depth =603 m?
? 10-06-82 300 0.43 Partially-drilled, hole depth = 603 m?
? 05-16-83 600 0.25 Partially-drilled, hole depth = 656 m
700 06-12-83 600 1.4 After well completion
S-4 159 1520 11-06-83 700 1.4 After well completion
11-07-83 700 1.4 After well completion
05-19-89 700 4.9 After 1989 injection
SA-1 216 1800 10-11-86 1057 1.5 After well completion
04-16-89 1726 0.90 Before 1989 injection
05-16-89 1726 2.0 After 1989 injection
SA-2 216 1450 09-22-87 968 1.0 After well completion
09-22-87 968 1.2 After well completion
04-16-89 1062 1.3 Before 1989 injection
05-17-89 1061 1.7 After 1989 injection
SA-4 216 1240 05-30-88 1127 0.31 After well completion
04-17-89 1262 0.88 Before 1989 injection
05-18-89 1262 1.0 After 1989 injection
SB-1 216 1600 10-25-87 0 0.98 After well completion
'«/5 10-26-87 0 1.5 After well completion
Y- 11-08-87 965 0.37 After well completion
& 05-27-88 965 0.49
08-15-88 1665 0.44
05-28-89 1626 2.0 After 1989 injection
SB-2 216 1270 06-22-88 674 1.8 After well completion
05-29-89 684 1.6 After 1989 injection
$B-3 216 880 08-05-88 678 0.41 After well completion
05-30-89 678 1.5 After 1989 injection
SC-1 216 2310 11-15-87 . 2290 5.5 . | After well completion
06-07-88 . 2329 4.9
SD-1 - 216 7 09-04-86 387 2.7 Partially-drilled; hole depth =396 m
. . 1550 10-12-86 700 0.65 After well completion
1550 10-17-86 799 0.92 After well completion
52E-SM-1 79 730 09-30-78 0 0.002 | After well completion
S2E-SM-2 101 550 08-26-78 0 0.068 | Partially-drilled: hole depth = 803 m
N39-SN-5 101 1600 11-12-85 0 0.068 | After well completion
Notes: After well completion = within 1 month of drilling and well completion.

April and May 1989.

t
2. 1989 injection test: cold river water was injected into SA-1, SA-2, SA4, 5-4, SB-1, SB-2 and SB-3 during
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all liquid feedzones with little or no in situ boiling.
Production from all the other Sumikawa boreholes
is accompanied by in situ boiling. Slim hole S-1
and production wells SA-2 and SA-4 discharge only
steam. A typical mass output curve for a Sumikawa
borehole is shown in Figure 6. Interestingly,
production from partially-drilled slim holes S-2 and
52E-SM-2 causes in situ boiling; final completions
of these slim holes discharge fluid with an enthalpy
equal to that of liquid water in the reservoir. In an
attempt to stimulate well productivity, cold river
water was injected into wells S-4, SA-1, SA-2, SA-4
and SB-1 in April and May 1989. Cold water
injection was ineffective in raising the productivity
of wells S-4 and SA-2. Production from well SA-1
nearly doubled and that from SA-4 increased by
about 25 percent. In as much as SB-1 was not
discharged prior to cold river water injection, it is
impossible to evaluate the efficacy of cold water
injection for this well.

Figure 6. Discharge rate versus wellhead pressure
for production well S-4 (1984, 1985,

1986, and 1988).
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The measured maximum mass discharge rates for
the various Sumikawa boreholes are presented in
Table 3. It is apparent from Table 3 that the
maximum discharge for Sumikawa production wells
varies over a wide range (from 28 tons/hour for SA-2
to 490 tons/hour for SC-1). Even for wells with
liquid feeds and/or wells with limited in sifu boiling,
the discharge rate varies widely (from < 100 tons/
hour for SD-1 to 490 tons/hour for SC-1). This large
variation in discharge rates underscores the
heterogeneous character of formation permeability
at Sumikawa.

During the discharge tests of seven boreholes (slim
hole S-2, partially-drilled slim hole S-2, large-
diameter wells S-4, SA-1, SA-4, SC-1 and SD-1),
pressure and temperature (or pressure, temperature

Table 3. ‘Measured and predicted discharge rates
for Sumikawa boreholes.

Measured Scaled
Final Discharge Area-Scaled Maximum
Borehole Diameter Rate Discharge” Discharge™*
Name (mm) {tons/hour) {tons/hour) Remarks

(tons/hour)

(A) Boreholes with liquid feeds and no in situ boiling

355
364
112

Final completion

52-E-SM-2 79 27 202
-2 Final completion

101 52 238
101 16 73
SB-1 216 105
SC-1 216 490

5-3

) Boreholes with limited én situ boilin,
54 159 180
SD-1 216 100

| 332

I 394 l

(C) Boreholes with extensive in sifu boilin
52E-SM-2 101 51 23
§-2 10t 4.1 19
80

36 Partially-drilled
Partially-drilled
S-1 101
SA-1
SA-2
SA-4

*  Arca Scaled Discharge Rate = Measured Discharge Rate X (216/well dia. in mm)?
** Scaled Maximum Discharge Rate = Measured Discharge Rate % (216/weli dia. in mm)236

and spinner) surveys were run. These pressure/
temperature surveys were used to calculate the
productivity indices for the Sumikawa boreholes.
Productivity index, PI, is defined as follows:

M
P, - Py
where M is the mass discharge rate, P, _is the stable
(static) feedzone (or gauge depth) pressure, and P
is the flowing feedzone (or gauge depth) pressure.
The static feedzone (or gauge depth) pressure was
estimated from shutin pressure surveys. The pressure
surveys in the discharging boreholes were used to
obtain the flowing pressures.

PI=

As an example, consider production well SC-1. The
well produces liquid water from several feedzones
between 1950 m MD (temperature = 307°C) and
2320 m MD (temperature = 246°C). Over 60 percent
of the production is derived from the feedzone at
2320 m MD (2310 m TVD). The stable pressure at
2310 m TVD is 149.0 bars. During a discharge test
in November 1988, three downhole pressure/
temperature/spinner surveys were run. Using the
flowing pressures measured in the latter surveys,
the productivity index for SC-1 is estimated to be
5.7 (20.5) kg/s-bar. The productivity indices for
individual Sumikawa wells are summarized in
Table 4.

4. COMPARISON OF PRODUCTIVITY AND
INJECTIVITY INDICES

Apart from transient effects associated with the
initiation of production (or injection) from a
borehole, the flow resistance (i.e., pressure losses)
of the reservoir rocks can be represented by the
productivity (or injectivity) index. Injectivity indices
are available for eighteen Sumikawa boreholes (see
Table 2). Five of the boreholes listed in Table 2 (50-
HM-3, O-5T, 52E-SM-1, 52E-SM-2, and N59-
SN-5) are located outside the permeable zone of the
Sumikawa field. Slim hole N60-KY-1 within the



Table 4. Productivity indices for Sumikawa boreholes.

Final | Feedzone Total Flow| Static Flowing | Productivity
Borehole | Diameter | Depth Rate Pressure | Pressure Index
Name (mm) (mTVD) | Test Date (kg/s) (bars) (bars) kg/s-bar) Remarks
S-1 143 436 04-25-82 Produced dry-steam. PI estimated
04-27-82 — — — 0.86 from mass flow rate and wellhead
04-30-82 pressure (see text).
S-2 101 900 07-11-82 1.10 47.3* 7.26 0.027 | Partially-drilled, hole depth = 904.6 m
Two-phase feed
101 940 11-10-82 13.4 51.0 40.5 1.3 Liquid feed
S4 159 1520 10-04-84 375 93.0 51.3 0.90 Two-phase feed. Flowing pressure
10-31-84 39.1 494 0.90 extrapolated from pressure surveys to
10-12-85 35.1 58.2 1.01 1050, 1050 and 1070 meters depth
(see text).
SA-1 216 1800 09-21-89 13.6 114.0 26.5 0.16 Well produces mostly steam
09-22-89 13.7 34.6 0.17 Two-Phase feed
SA4 216 1240 09-23-89 8.06 81.0 10.8 0.11 Well produces dry steam from a two-
phase feed
SC-1 216 2310 11-04-88 48.1 149.0 139.7 5.2 Liquid feeds (several entries)
11-06-88 55.2 140.1 6.2
11-07-88 86.1 133.6 5.6
SD-1 216 1200 09-18-89 235 71.0 23.8 0.44 Several entries. Shallowest (800-
(middle of] 09-19-89 174 47.0 0.58 900 m) two-phase; deeper entries
permeable liquid.
interval)

*Estimated from a fit to feedzone pressures for Sumikawa wells

Sumikawa field displays excellent pressure
communication with several Sumikawa wells (S-4,
SB-1, and SB-2); this slim hole has, however, very
limited injectivity (see Table 2). Slim hole N60-
KY-1 was injection tested only once (shortly after
drilling); it is likely that the permeable fractures at
the time of the test were laden with drilling mud
and/or rock flour. In the following discussion, we
will not further consider injectivity data for the
aforementioned six boreholes. Of the remaining
twelve boreholes (S-1, S-2, S-3, S-4, SA-1, SA-2,
SA-4,SB-1, SB-2, SB-3, SC-1, SD-1), productivity
indices (Table 4) are available for seven boreholes
(S-1, S-2, S-4, SA-1, SA-4, SC-1, SD-1). The
productivity and injectivity indices for the latter
seven boreholes are compared in Table 5.

Table 5.  Comparison of productivity and injec-
tivity indices for Sumikawa boreholes.

u
Finad | Feedzone | Injectvity | Productivity} -
Borehole | Diameter D%d‘,) X Index " |7
Name (mm) | (n ) (Eys-bar) (kp/s-bar) Remarks
§-1 143 436 1.3-6.8 0.86 Borehole produces dry steam. Injection
ction depths are differeat.

52 101 900 0.76 0.027" | Partially-drilled, hole depth = %04.6 m.

In situ boiling on discharge.
10t 940 1.7 1.3 Liquid feed.

54 159 1520 14 0.94 | In siru boiling on discharge;
1983 Injectivity ndex

SA-1 216 1800 1.5 0.16 | In situ boiling on discharge;
1989 Injectivity Index .

SA4 216 1240 0.94 0.11 | 1989 Injoctivity Index; in situ boiling on
discharge,

SC-1 216 2310 5.2 5.7 Liguid feods.

8D-1 216 1200 0.78 0.51 Shallowest foedzone two-phase; deeper

(middle of feeds liquiid.”
permeable
interval)

The injectivity indices for ten of the twelve
boreholes (the two exceptions are S-1 and SC-1)
are all of the order of unity. Injectivity index for
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SC-1 is significantly larger than that for other
Sumikawa boreholes. Apparently, the injected fluid
in S-1 enters the formation through a casing break
at 70-100 meters; thus the injectivity index for S-1
is not representative of conditions at depth. The
injectivity indices for Sumikawa boreholes do not
depend in any systematic manner on the borehole
diameter. This result is in agreement with theoretical
results of Pritchett (1993) and of Hadgu, er al.,
(1994). Both of these authors have suggested that
apart from any differences associated with differ-
ences in wellbore skin (i.e., near wellbore formation
damage or stimulation), the productivity (or
injectivity) should exhibit only a weak dependence
on borehole diameter. The Sumikawa results are,
however, at variance with results for the Oguni
Geothermal Field (Garg, et al., 1994). Both the
productivity and injectivity indices for the Oguni
wells display a strong dependence on borehole
diameter. We suggest that the difference between
the Oguni and Sumikawa results is due to the
differences in drilling practice at the two fields. At
Oguni, most of the slim holes were drilled with a
complete loss of circulation; the drilling mud and/
or rock flour apparently plugged some of the
permeable fractures. In the case of Sumikawa slim
holes, no blind drilling was necessary. Rotary
drilling—employed to drill large-diameter holes in
both the Sumikawa and Oguni Geothermal Fields—
is rarely carried out with complete loss of cir-
culation. Thus, it is likely that formation plugging
is responsible for the apparent variation of
productivity/injectivity indices with diameter at
Oguni; apparently, formation plugging does not vary




with diameter at Sumikawa. Data from other
geothermal fields should be examined to determine
the frequency of the occurrence of excess formation
plugging with core drilling.

The injectivity indices for Sumikawa boreholes
(~0(1)) are significantly smaller than productivity/
injectivity indices for Oguni production wells
(productivity indices for Oguni wells range from 4
kg/s-bar to 15 kg/s-bar). Liquid conditions prevail
at the feedzone depth during production from
Sumikawa boreholes S-2 (completed hole only) and
SC-1; the productivity indices for these boreholes
are more or less the same as the corresponding
injectivity indices. The latter conclusions are in
accord with results from the Oguni boreholes (Garg,

etal., 1994). Production from Sumikawa boreholes -

other than S-2 (completed hole only) and SC-1 is
accompanied by in situ boiling. Low formation
permeability and high formation temperatures
(250°C < T < 320°C) are responsible for in situ
boiling on discharge. The formation transmissivity
for two-phase flow is always smaller than that for
liquid flow. For Sumikawa boreholes with in situ
boiling (S-1, S-4, SA-1, SA-4 and SD-1), the
productivity index is, as expected, smaller than the
corresponding injectivity index.

5. EFFECT OF BOREHOLE DIAMETER ON

DISCHARGE RATE

Discharge characteristics of a geothermal borehole
are principally controlled by (1) pressure losses
associated with flow in reservoir rocks, and (2) pipe
friction and heat losses in the wellbore. At
Sumikawa, pressure losses in the reservoir constitute
the bulk of pressure losses in boreholes for which
discharge is accompanied by in situ boiling. Even
for boreholes with liquid conditions at the feedzone
depth, the pressure loss in the formation exceeds 10
bars (see Table 4 for boreholes S-2 and SC-1). This
sitvation is quite different from that prevailing in
the case of the Oguni Geothermal Field. At Oguni,
the formation permeability is sufficiently high such
that the pressure losses in the reservoir are
insignificant compared to pressure losses in the
borehole. The discharge behavior of an Oguni
borehole is principally determined by pipe friction
and heat losses in the wellbore. Pressure losses in
the formation cannot, however, be neglected in the
case of Sumikawa boreholes.

Pritchett (1993) employed numerical simulation to
investigate the fluid-carrying capacity of boreholes
of varying size. In the work by Pritchett (1993), the
pressure losses in the formation were assumed to
be negligible. Furthermore, the feedzone was
assumed to contain single-phase liquid. Based on
numerical simulations, Pritchett (1993) suggests that
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the maximum discharge rate M, will increase ata
rate somewhat greater than the square of borehole
diameter.

)2+n’ n>0

Mo =M, (d/d,
where M is the actual borehole discharge rate, and
d and d are the internal borehole diameters (mm).
The exact value of n will most likely vary with
feedzone conditions (depth, pressure, enthalpy, and
gas content). For the conditions assumed by Pritchett
(depth = 1500 m, pressure 80 bars, single phase
liquid at 250°C, uniform borehole diameter), n is
approximately equal to 0.56. The conditions
assumed in Pritchett’s work do not hold for
Sumikawa boreholes. There is a need to extend
Pritchett’s work to investigate the effects of pressure
losses in the reservoir and of in situ boiling on the
flow capacity of geothermal boreholes.

The “area-scaled discharge rate” M* is defined as
follows:

2

M*=M,(d/d,)

The “area scaled” and “scaled maximum (n =0.56)”
discharge rates for the Sumikawa slim holes are
compared with measured discharge rates from large-
diameter Sumikawa production wells in Table 3. The
discharge rates for wells SB-1 (liquid feed) and SD-1
(limited boiling) are approximately equal to the
scaled maximum discharge rate for slim hole S-3.
The discharge rates for wells SB-1, SD-1 and S-3
(scaled maximum discharge rate) are unusually
small for wells with liquid feedzones; the discharge
rate in this case is limited by low formation
permeability and not by pressure losses in the
borehole. The scaled maximum discharge rates for
slim holes S-2 and 52E-SM-2 (liquid feeds) provide
an adequate prediction for discharge from well §-4
(limited in situ boiling). The measured discharge
rate for well SC-1 (liquid feeds), however, exceeds
the scaled maximum discharge rate for slim holes
S-2 and 52E-SM-2 by about 25 percent. The
maximum discharge (scaled to a nominal 216 mm
diameter) rates for Sumikawa boreholes with little
or no in situ boiling (52E-SM-2, S-2, S-3, SB-1,
SC-1, S-4, SD-1) range from 100 tons/hour (well
SD-1) to 490 tons/hour (well SC-1). The comparable
range for Oguni wells extends from 227 ton/hour
(slim hole GH-7) to 488 ton/hour (slim hole GH-8).
The upper limit for the discharge rates is about the
same for both the Sumikawa and Oguni boreholes.
The Sumikawa boreholes do, however, display
considerably more variability in discharge rates than
the Oguni boreholes. In any event, the above-
discussed data for Sumikawa boreholes taken in
conjunction with Oguni data (Garg, et al., 1994),
imply that the “scaled-maximum discharge rate”



provides a reasonable first prediction of the
discharge performance of large-diameter geothermal
wells (with little or no in situ boiling).

The measured maximum discharge rates for
Sumikawa boreholes with extensive in situ boiling
are substantially lower than for boreholes with liquid
feedzones. The average scaled maximum discharge
rate for slim holes 52E-SM-2, S-2, and S-1 is 55
tons/hour. By comparison, the average measured
discharge rate for production wells SA-1, SA-2 and
SA-4 is 40 tons/hour. The latter value for discharge
rate (40 tons/hour) is not too different from that for
Oguni well GH-15 (36 tons/hour). Oguni slim hole
HH-2 has a scaled maximum discharge rate of 72
tons/hour. Based upon the available data from Oguni
and Sumikawa boreholes (four slim holes, four
large-diameter wells) with extensive in situ boiling,
it appears that the “scaled maximum discharge rate”
provides too high a prediction for the discharge rate
of large-diameter wells. In all likelihood, the scaling
rule (n = 0.56) derived for boreholes with liquid
feeds and with little or no pressure loss in the
formation, is not applicable to boreholes with two-
phase feeds. Additional theoretical work is needed
to examine the scalability (or lack thereof) of
discharge data from slim holes to predict the
performance of large-diameter wells.

The Sumikawa and Oguni borehole data (especially
for boreholes with liquid feeds) provide support for
the premise that the discharge performance of large-
diameter production wells may be forecast using
production/injection data from slim holes. The utility
(and applicability) of any prediction scheme can
only be established by examining actual discharge
data from a statistically significant number of slim
holes and production wells from several geothermal
fields. The set of geothermal fields should include
both single and two-phase reservoirs. A wide range
of permeabilities is also needed to delineate the
effect of pressure losses in the reservoir on the
discharge performance of boreholes.
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PRELIMINARY ESTIMATES OF ELECTRICAL GENERATING CAPACITY OF SLIM HOLES—
A THEORETICAL APPROACH

John W. Pritchett
S-Cubed, P.O. Box 1620
La Jolla, California 92038-1620

ABSTRACT

The feasibility of using small geothermal generators
(< 1 MWe) for off-grid electrical power in remote
areas or for rural electrification in developing
nations would be enhanced if drilling costs could
be reduced. This paper examines the electrical

generating capacity of fluids which can be produced -

from typical slim holes (six-inch diameter or less),
both by binary techniques (with downhole pumps)
and, for hotter reservoir fluids, by conventional
spontaneous-discharge flash-steam methods.
Depending mainly on reservoir temperature,
electrical capacities from a few hundred kilowatts
to over one megawatt per slim hole appear to be
possible.

1. BACKGROUND

Small geothermal generators (from 100 to 1000
kilowatts capacity) have considerable promise for
off-grid electrification around the world. Areas of
particular interest include the more remote parts of
Latin America, the Philippines and Indonesia, as
well as numerous islands around the Pacific Rim.
Entingh, et. al. (1994) examined the economic
feasibility of such projects and concluded that small
single-well plants of this type can compete favorably
with existing off-grid electrification techniques in
this capacity range (mainly diesel generators, which
typically cost around one U.S. dollar per kilowatt-
hour). '

For projects in the 100-1000 kWe range, however,
the costs of drilling and completing the production
well dominate the economics. Entingh, et. al.
assumed that the well would be drilled using
conventjonal techniques (13-3/sinch casing to 750

feet, 9-5/s inch below that depth). If a slim hole could

be used instead (herein defined as a well with inside
diameter of six inches or less), considerable savings
in drilling costs and final electricity price would be
realized. Slim-hole drilling costs are typically only
about one-third (per foot) of those of conventional
drilling practice in the geothermal industry (Combs
and Dunn, 1992).
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The main drawbacks of using slim holes are (1) the
capacity of a slim hole to produce fluid is
substantially less than that of a conventional
production well (Pritchett, 1993) and (2) if a
downhole pump is required, small-diameter
downhole pumps suitable for high-temperature
operation are not presently commercially available.
The absence of a suitable downhole pump mostly
reflects lack of demand; no major technical
obstacles exist in principle to scaling down designs
for existing driveline pumps to fit into wells as small
as four inches inside diameter (Gonzalez, 1994).

The remaining problem is to establish whether or
not slim holes can deliver enough hot brine to the
wellhead to be of practical interest for off-grid
electrification projects. A preliminary examination
of this question is presented in this paper. In view
of the exploratory character of this study, numerous
simplifying assumptions were made which could
be relaxed in future work and examined in a properly
funded sensitivity analysis. The main objective of
the present study was simply to establish whether
or not slim holes are practical for fueling small scale
(< 1 MWe) geothermal power plants. Two situations
were considered: (1) small backpressure and
condensing steam-turbine geothermal plants
powered by spontaneously discharging wells, and
(2) small binary geothermal plants using wells with
downhole pumps.

The present study is not exhaustive; in fact, only a
single well feedpoint depth was considered (600
meters). The stable reservoir pressure at this depth
was likewise fixed at 40 bars (absolute) for all cases
considered. The reservoir fluid was treated as pure
H,0, even though substantial amounts of dissolved
CO, gas are often present, which can have
51gn1ﬁcant effects (both positive and negative) on
power production. All wells considered have

uniform-inside diameter: either four inches (10.16

cm), five 1nches (12.70 cm) or six inches (15.24
cim). Three different values of borehole productivity

“index’ were likewise considered: 2 kg/second/bar, 4

kg/second/bar and infinity. Reservoir temperatures
considered range from 100°C to 240°C. In all cases,
the reservoir fluid is single-phase liquid.




2. FLASH-STEAM TURBOGENERATORS /
UNPUMPED SLIM HOLES

Small backpressure steam turbines are the simplest
geothermal generators available. Their main
disadvantages are high steam consumption and
potential air pollution problems. Skid-mounted
backpressure units have been available com-
mercially for many years, with capacities ranging
from 200 kWe to 5,000 kWe. Typically, the inlet
pressure for these units is about 50 psig (4.46
absolute bars). At that pressure, steam consumption
ranges from 5 to 8 kilograms of 50 psig steam per
second per megawatt of electricity generated. It was
conservatively estimated, for modeling purposes,
that a “typical” backpressure turbine requires 7 kg/
s/MWe of steam at 50 psig.

Small condensing steam turbines, while more
complex and costly, produce substantially more
power for a fixed steam supply and can be equipped
to minimize air pollution. Unfortunately, such units
are not yet readily available on a production-line
basis at commercially acceptable terms. Con-
densing steam turbines can be designed to operate
at much lower inlet pressures than backpressure
units (sub-atmospheric inlet pressures are even
possible), and thereby can exploit lower-tem-
perature reservoirs. For the present study, however,
it was assumed that a “typical” small condensing
steam turbogenerator would also require a 50 psig
steam supply, and that the specific steam con-
sumption would be one-half of that of the
backpressure turbine (3.5 kg/s/MWe). This estimate
is probably conservative.

Although it is likely that the generating unit will
be located very near the wellhead, a 0.5 bar pressure
drop was assumed to occur between the wellhead
and the turbine inlet. Thus, in all cases considered,

the wellhead pressure was fixed at 4.96 bars (57.3

psig). A series of calculations was then carried out
of the flow in uniform-diameter vertical wells to
establish the total flow rate available as a function
of hole diameter, productivity index, and reservoir
temperature. The feedpoint depth was fixed at 600
meters where the assumed stable reservoir pressure
is 40 bars. The vertical pressure gradient at a point
in a flowing geothermal borehole consists of three
components—hydrostatic head, an acceleration
term which is small for single-phase flow but may
be substantial in the two-phase region, and pipe
friction. For friction, the formulation of Dukler, et.
‘al. (1964) was employed. The general numerical
approach is described by Pritchett (1985); for
simplicity, a no-slip condition was assumed
between the liquid and vapor phases in the two-
phase region and lateral conductive heat losses to
the formation through the casing were neglected.
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Figure 1 shows the result of a typical calculation.
In this case, the borehole diameter is five inches
and the “intermediate” (4 kg/s/bar) productivity
index was used. The reservoir temperature is 210°C.
The stable reservoir pressure is 40 bars, but flow
resistance in the formation (expressed by the
productivity index) reduces the bottomhole flowing
pressure to 35.8 bars. Below 400 meters depth the
flow is essentially isothermal, but above that level
the liquid boils and two-phase flow occurs. The total
discharge rate is 16.8 kilograms of fluid per second
which, if separated at 50 psig, yields 2.23 kg/s of
steam. Note that, at 7 kg/s/MWe specific steam
consumption, this borehole would produce steam
capable of generating 320 kWe from a backpressure
unit. At 3.5 kg/s/MWe, a condensing turbogenerator
unit could deliver 640 kWe from this slim hole.
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Figure 1. Computed downhole profiles in a dis-
charging slim hole.

Calculations were carried out for 4", 5" and 6" inside
diameter and for productivity indices of 2 kg/s/bar,
4 kg/s/bar, and infinity. Figure 2 summarizes the
results in terms of mass flow rate of steam separated
at 50 psig as a function of reservoir temperature,
and also in terms of generating capacity from a small
condensing turbogenerator operating at 3.5 kg/s/
MWe. For a backpressure unit, these electrical
capacity values should be reduced by a factor of
two. Note that, at higher temperatures, capacities
can significantly exceed 1000 kWe. The width of
the shaded band for each hole diameter reflects the
effect of varying the productivity index.

These results also indicate that reservoir tem-
peratures of at least 180°C-190°C are required to
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Figure 2. Steam production rate (separated at 50

psig) and available electrical generating
capacity using flash-steam techniques
from slim holes of various diameters as
functions of reservoir temperature.
Ranges are due to variations in down-
hole productivity index assumed.

produce useful amounts of power using these
techniques. If, however, steam turbines with lower
inlet pressures had been incorporated in the study
(in addition to the 50 psig units), this temperature
limitation would be less severe (at the cost of higher
specific steam consumption). Using turbine entry
pressure as an independent parameter and optimiz-
ing the system for maximum power production for
each (reservoir temperature) / (productivity index)
/ (wellhead pressure) combination would increase
the available power and extend the useful tem-
perature range to lower values. In any event, it seems
clear that if reservoir temperatures are sufficient,
slim holes can provide enough steam for the desired
applications using small conventional steam
turbogenerators.

3. BINARY SYSTEMS / DOWNHOLE
PUMPS :

Binary generators have historically been the
preferred technique for obtaining electricity from
low- and moderate-temperature geothermal
resources. Brine is brought to the surface with the
help of a downhole pump, then circulated through
a heat exchanger and reinjected. A low boiling-point
secondary working fluid (such as isobutane or freon)
flows in a closed loop from the heat exchanger
(where itis vaporized) through a gas turbogenerator
to a condenser, then back to the heat exchanger. The
principal disadvantages of binary units are relatively
high initial capital cost, mechanical complexity, and

(for higher reservoir temperatures) reduced
efficiency compared to condensing steam turbines.

Downhole pumps are required because reservoir
temperatures are usually too low in typical binary
applications for spontaneous discharge, and because
it is important to maintain the geothermal brine in
an all-liquid condition to maximize heat transfer and
avoid scaling and corrosion in the heat exchanger
(which is one of the most expensive components of
the system). Conventional practice is to use
driveline pumps, with an electric motor at the
wellhead driving a multi-stage downhole pump
through a gearbox by means of a long downhole
vertical driveshaft. “Submersible” pumps (in which
the electric motor is also downhole) have been under
development for a number of years, but with limited
success. For the present study, it was assumed that
driveline pumps would be employed. One important
limitation of driveline pumps is that the maximum
practical pump depth is around 500 meters
(Gonzalez, 1994).

The hot fluid requirements of binary generating
systems depend upon numerous design parameters.
For the present preliminary study, however, it was
simply assumed that the amount of electrical power
obtainable from such a power plant per kilogram of
hot supply brine per second depends only on the
plant inlet brine temperature (thereby neglecting
differences in heat exchanger design, working fluid
properties, etc.). Figure 3 shows the relationship
between the plant efficiency (expressed as output
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Figure 3. Gross electrical generating capacity

(normalized to inlet brine mass flow rate)
of various binary geothermal power
stations as functions of brine inlet
temperature.




electrical power relative to inlet brine flow rate) and
plant inlet temperature for a variety of systems,
including both actual field experience (Steamboat,
Kawerau in New Zealand, Heber, Mammoth and
the old East Mesa facility) and design estimates
(Ormat, Entingh, et. al.). Somewhat surprisingly,
despite variations in secondary loop fluid
characteristics and other design parameters, all the
data in Figure 3 are reasonably well represented by
a simple linear function of inlet temperature:

E, . =0.415M(T —80.6) n
where E,, . is the electrical power available from
the generator, M is the inlet plant brine flow rate
in kilograms per second and T is the brine inlet
temperature (Celsius). A more detailed investigation
would doubtless reveal important dependences upon
other aspects of plant design, but for the present
preliminary study the above correlation suffices.

As will be seen, the electrical power demands of
the downhole pump have a major influence upon
the net generating capacity of the binary systems
considered in this study. Essentially, a downhole
pump is a device for raising the flowing pressure of
the upflowing fluid as it passes through the pump.
The hydraulic power delivered by the pump is given
simply by:

Epy = APXV @)

where AP is the pressure increase induced by the
operation of the pump and V is the volumetric flow
rate of the liquid through the pump. The hydraulic
power E;, is related to the mechanical power
delivered to the downhole pump by the driveline
(Emech) by the “mechanical/hydraulic efficiency”,
which depends upon a variety of factors including
pump design, diameter, and flow rate. The
mechanical power E,, ., is related in turn to the
electrical power consumed by the welihead motor
(Emo,o,) by the “electrical/mechanical efficiency”
which incorporates losses in the motor, the gearbox,
the downhole shaft bearings, etc. In the present
study, it was assumed that the “electrical/mechanical
efficiency” is 85 percent, based on informal
discussions with various field operators:

EmecII/Emotor =0.85 (3)

The “mechanical/hydraulic  efficiency”
g]E v | E,m,c,,) depends, for a particular pump, on
the volumetric flow rate passing through the pump.
The efficiency is zero at zero flow rate, but increases
with increasing flow rate to a maximum value, then

MECHANICAL / HYDRAULIC EFFICIENCY

decreases again with further flow rate increase. For
typical geothermal driveline pumps, the maximum
efficiency is around 70 percent to 80 percent.
Smaller diameter pumps exhibit similar behavior,
but the maximum efficiency will usually be
somewhat lower and will be realized at a much
lower flow rate.

Figure 4 shows measured mechanical/hydraulic
efficiency data for several downhole pumps,
including four different pumps of 33 cm diameter
and one of only 9 cm diameter (the 9 cm diameter
pump is similar in basic design to the 33 cm
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Figure 4. Mechanical/hydraulic efficiency of var-
ious driveline-type downhole pumps.

geothermal pumps, but was not intended for high-
temperature applications). In Figure 4, the efficiency
data are plotted as functions of volumetric flow rate
per unit cross-section area (of the smallest pipe
within which the pump will fit), which amounts to
the average upward fluid velocity just below the
pump. Evidently, maximum efficiency is achieved
when this average velocity is around 0.8 to 1.0
meters per second for pumps of this type. As shown,
these data are adequately represented by the
following expression:

Ehyd/Emech = 1~60U—(0.784+-—2‘;2)U2 4)

where U is the above average velocity (m/s) and D
is the pump (pipe) diameter in centimeters. This
expression was used to estimate the pump efficiency
available from the (hypothetical) downhole pumps
in the slim holes considered in this study. For various
inside diameters of interest, the fit yields for the



maximum efficiency and the correspondmg
volumetric flow rate:

Maximum | Corresponding| Corresponding
Diameter . | Efficiency Velocity Flow Rate
4" (10.16 cm)|  63.9% 0798 m/s | 0.0065 m3/s
5" (12.70 cm)]  66.8% 0.834 m/s 0.0106 m3/s
6" (15.24 cm)] 68.8% 0.860 m/s 0.0157 m3/s
13" (33.00cm)| 75.2% 0.939 m/s 0.0803 m3/s

These pumps are only effective for single-phase
liquid flow. To avoid pump cavitation, the minimum
pump depth was required to be 20 meters below
that depth within the well where the fluid would
otherwise begin to boil.

Since all flow within the well for these binary cases
is by definition single-phase, the calculation of the
flow within the well is somewhat simplified as
compared to the flash-steam cases. In the binary
case, however, lateral heat losses to the formation
were taken into account using a heat loss for-
mulation (see Pritchett, 1985) derivable from the
work of Minkowycz and Cheng (1976), assuming
a fairly high average formation thermal conductivity
(3 W/m/°C) and that the formation temperature
distribution is linear with depth between 10°C at
the ground surface and reservoir temperature at the
feedpoint (600 meters). This will usually over-
estimate heat losses somewhat. The Dukler, et. al.
(1964) friction correlation was also employed in the
binary cases.

The general approach is as follows. For specified
values of reservoir temperature, well diameter and
productivity index, at any particular mass flow rate
the pump is placed 20 meters below the bubble-
point depth, and the pump-induced pressure increase
(AP) is adjusted so as to just maintain single-phase
liquid conditions at the wellhead. As a practical
matter, the necessary number of downhole pump
stages is dictated by the above value of AP. The
volumetric flow rate at the pump is computed based
on the pipe diameter, the specified mass flow rate,
and the steam-table density of water at the local
temperature. This permits the calculation of the
hydraulic power required (Eqn. 2) and the power
required by the electric motor (using Eqns. 3 and
4). The gross electric power available from the
generator is given by Eqn. 1 (where T is the
computed wellhead brine temperature); the net
exportable electrical power available from the
system is therefore:

Enet = Egross - Emotor - &)
This procedure is repeated for various assumed mass
flow rates until a value is found which maximizes
E,., (the maximum power available from the binary

45-

100% x Epotor / Egross

system for the selected values of well diameter,
productivity index, and reservoir temperature).

Figure 5 (upper) shows the ratio Emo,or / gross 45
function of reservoir temperature for these
calculations; the width of the band reflects the
variability due to variations in well diameter (4" to
6") and productivity index (2 kg/s/bar to infinity).
Atlow temperatures, the downhole pumping burden
can consume over half the gross electricity
generated. Even at high temperatures, the burden
exceeds 20%. The reservoir considered in these
calculations is relatively low-pressure (40 bars at
600 meters depth), which contributes to the high
pumping power requirements. The lower part of
Figure S similarly shows the range of “minimum
pump depth” as a function of reservoir temperature
for these calculations. At 200°C, required pump
depths are approaching 500 meters, which is the
probable practical depth limit for driveline pumps.
For this reason, calculations were not carried out
for higher reservoir temperatures.
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Figure 5. Electrical burden imposed by downhole
pump (upper) and minimum permissible
‘pump depth (lower) as functions of
reservoir temperature. Ranges due to
variations in well diameter (4" to 6") and
" productivity index assumed (2 kg/s/bar

to infinity). '

Figure 6 shows how the maximum value of the net
export power E,, varies with reservoir temperature
for each well diameter considered (4", 5" and 6").
The width of each band reflects the effects of
varying the productivity index. Even for the smallest
hole diameter considered (4"), 100 kWe or more




can be generated so long as the reservoir temperature
exceeds 125°C or so, and for higher temperatures
the capacity of a six-inch slim hole approaches 1000
kWe.

4. SUMMARY AND CONCLUSIONS

Substantial improvements are obviously required
to transform the present preliminary “quick-look”
into a comprehensive study of the generating
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Figure 6. Net electrical generating capacity using
binary techniques available from slim
holes of various diameters as functions
of reservoir temperature. Ranges are due
to variations in downhole productivity
index.

capacity of slim hole completions. These include
increasing the sophistication of the powerplant
models employed (both flash-steam and binary),
improving the characterization of the downhole
pump (and perhaps considering alternatives to
driveline pumps), and improving the borehole brine
flow description (in particular, incorporating liquid/
vapor slip and lateral heat losses in the flash-plant
model). Consideration should also be given to
varying the inlet turbine pressure for the condensing
flash-steam case to optimize performance. For low
inlet pressures and low reservoir temperatures,
downhole pumps may be required in the flash-steam
case as well. Furthermore, the effects of varying
the borehole feedpoint depth (fixed at 600 meters
in the present work) and the reservoir pressure
relative to depth (40 bars at 600 meters herein), as
well as possible effects of non-condensables such
as CO, need to be taken into account.

Despite these limitations, the present study clearly
demonstrates that slim-hole completions have
considerable potential for satisfying the brine
requirements of small off-grid power stations in the
100-1000 kilowatt range. The initial capital cost
savings available using slim-hole drilling techniques
could substantially reduce the final cost per
kilowatt-hour of such geothermal projects.
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ABSTRACT

The Steamboat Hills Geothermal Field in
northwestern Nevada, about 15 km south of Reno, is
a shallow (150m to 825m) moderate temperature
(155°C to 168°C) liquid-dominated geothermal
reservoir situated in highly-fractured granodiorite.
Three injection wells were drilled and completed in
granodiorite to dispose of spent geothermal fluids
from the Steamboat II and III power plants (a 30 MW
air-cooled binary-type facility). Injection wells were
targeted to depths below 300m to inject spent fluids
below producing fractures. First, quasi-static
downhole pressure-temperature-spinner (PTS) logs
were obtained. Then, the three wells were injection-
tested using fluids between 80°C and 106°C at rates
from 70 kg/s to 200 kg/s. PTS logs were run both up
and down the wells during these injection tests. These
PTS surveys have delineated the subsurface fracture
zones which will accept fluid. The relative injectivity
of the wells was also established. Shut-in interzonal
flow within the wells was identified and characterized.

INTRODUCTION

The Steamboat Hills Geothermal System is part of
the Steamboat Springs Geothermal Area which was
classified as a Known Geothermal Resource Area
(“KGRA") by the United States Geological Survey.
The KGRA is located on the eastern flank of the
Sierra Nevada Mountains about 15 km south of
Reno, Nevada along Highway 395 (see Figure 1). The
Steamboat Hills geothermal reservoir is a fracture-
controlled geothermal resource hosted in_granitic
rocks. The first geothermal well was drilled in 1920,
located at a site about one mile south of.the Far West
Capital, Inc. (“FWC”) geothermal electric -power
development area. A chronological account of the
commercial development of geothermal power plant
facilities at the Steamboat Hills Geothermal Area was
presented by Combs and Goranson (1994) based
primarily on earlier work by Goranson and coworkers
(1990, 1991).

Injection is the necessary and acceptable disposal
method for handling spent geothermal fluids. Thus,
the effects of injection must be understood, with
respect to the geothermal and surrounding hydrologic
system. The geothermal and surrounding hydrologic
system are monitored at Steamboat Hills to ascertain
effects of geothermal power plant operations.
Specifically, the geothermal/hydrologic system is
monitored to determine any thermal, hydrologic or
geochemical changes. Of direct concern, with respect

Northwestern Nevada

Area of
Figure 2

%, Hawthorne

Not to Scale

Figure 1. Regional location ‘map of the
Steamboat Hills Geothermal
System.

to sustainable reservoir management, is thermal
breakthrough of cooled injected fluids to production
wells. Therefore, injection of spent geothermal fluids
must be matched to reservoir geology, subsurface
fracture zones and reservoir fluid circulation patterns.




Three injection wells; IW-1, IW-4, and IW-5, were
drilled and completed in granodiorite to dispose of
spent geothermal fluids from FWC Steamboat II and
111 (SB II&IIT) power plants; a 30 MW air-cooled
binary-type facility (see Figure 2). '

" During October, 1992, with financial support from
the U.S. Department of Energy through Sandia
National Laboratories, injection tests were conducted
on the three injection wells IW-1, IW-4 and IW-5.
The injection well testing program was designed (i) to
identify subsurface fracture zones accepting fluids
using PTS logs, (ii) to examine the relative
injectivity of the wells, and (iii) to document whether
there was interzonal flow within the injection wells.
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Figure 2. Location map of FWC Steamboat
Hills power plants, production
and injection wells.

EOLOGICAL AND STRUCTURAL

SETTING

A detailed description of the geology, hydrology, and
hydrothermal alteration is beyond the scope of this
paper, but a general description of the geology and
structure of the Steamboat Hills Geothermal Area is
provided based on the work of van de Kamp (1991).
The geology of the Steamboat Springs area was
initially mapped in detail by Thompson and White
(1964) and White, et al. (1964). These two
publications formed the basis for the geological
evaluation of the geothermal system beneath the
FWC leases. The moderate-temperature geothermal
system covers about 6.5 km?2, including hot springs
and numerous fumaroles associated with siliceous
sinter surface deposits. The geothermal fluid in the
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reservoir has a chlorinity and temperature of
approximately 800 ppm and 165°C, respectively. The
fluid is produced from fractured granodiorite at a depth
of approximately 300m. All of the produced fluid is
injected back into the geothermal reservoir.

The oldest rock unit present in the northeast
Steamboat Hills, and the geothermal reservoir host, is
granodiorite of Mesozoic age (estimated as 150 to
80 mya, Silberman, et al., 1979). Younger Tertiary
sediments, volcanic rocks and alluvial deposits overlie
the granodiorite. In outcrops, it is apparent that there
has been fracturing and faulting in the granodiorite. A
fine- to medium-grained granodiorite is the major
portion of the rocks penetrated by the injection wells.
Additionally, the granodiorite has no intrinsic
permeability, nor is there any appreciable rock matrix
porosity. Therefore, the granodiorite has essentially
no fluid storage capacity and all fluid flow within the
granodiorite is confined to fractures. The rock is
generally hard and only slightly altered to chlorite and
clay minerals with abundant minute pyrite crystals
located within fracture zones. Apparently, there was
an early stage of chloritic alteration and fracturing in
the granodiorite, followed much later by fracturing
related to geothermal processes. In the later stage of
fracturing, there was also chloritic alteration and
filling of fractures with calcite, chlorite, silica, and

.minor amounts of heavy-metal mineralization,

The structural setting of the northeastern Steamboat
Hills, which is part of the larger Steamboat Hills
structural block, has been described in detail by van de
Kamp (1991). The Steamboat Hills were uplifted
relative to areas to the east, north, and west in late
Tertiary and Recent times. The uplift is bounded by
steep dipping north-northeast and east-northeast
trending normal faults with displacement of tens to
hundreds of meters or more. Fault and fracture strikes
range from northeast to northwest, with measured
dips ranging from 45° to 90°. Cenozoic warping and
block faulting are responsible for the present
mountainous topography in the Steamboat Hills area.

Three systems of faulting have been recognized in the
Steamboat Hills (van de Kamp, 1991). One set
strikes northeast, parallel to the axis of the Steamboat
Hills. A second set, essentially at right angles to the
first, strikes northwest. The third set of faults strike
north-northeast and are prominent on the sinter terrace
associated with dormant hot springs. In the distant
past, this fault zone issued geothermal fluids to the
surface, where active hot springs and associated
siliceous sinter precipitation occurred, similar to the
modern situation at the Steamboat Hot Springs
located east of the FWC leases. Additionally, based
on the results of a tracer test (Adams, et al., 1993),
there is clear evidence of anisotropy within the



reservoir. The primary faults controlling fluid
circulation in the geothermal reservoir appear to be
the northeast trending series of steep normal faults.
The abundance of fractures appears to increase with
depth. Near-vertical, open fractures in the granodiorite
control movement of geothermal fluids.

DRILLING AND MPLETION DATA
Three injection wells, IW-1, IW-4 and IW-5, are
located on the northeast side of the Steamboat Hills
SB II&III well field (see Figure 2). The injection
wells were drilled and completed deeper than
producing wells. The injection well locations and
design were based on three main criteria: (i) injection
wells should be situated on a set of surface lineaments
that strike northeast, parallel to the axis of the
Steamboat Hills, within the known reservoir to
provide pressure support; (ii) the injectors should be
completed at depths greater than production wells to
avoid thermal breakthrough, which could decrease the
temperature of produced geothermal fluids (however,
the possibility of lower permeability at greater depths
was also of concern); and (iii) since injection wells
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Figure 3. Geology and well completion
schematic of injection well IW-1.
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were located at the outer margin of the geothermal
field, it was thought that they could possibly be
deepened later to reach hotter fluids and converted into
production wells.

All nine of the SB II&III production wells were
completed into the granodiorite formation. Production
well depths vary between 180m and 670m, with the
majority completed to less than 300m. Injection
wells were also completed into the granodiorite
formation. In order to inject the spent fluids at depths
below the producing fractures, and due to down
dropping of the granodiorite reservoir formation with
distance from Steamboat Hills, (as was expected prior
to drilling), the depths and completion programs for
the injection wells were designed to encounter fracture
sets at subsurface depths greater than 300m.
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Figure 4. Geology and well completion
schematic of .injection well IW-5,

Injection wells, IW-1, IW-4 and IW-5, were cased to
243m, 238m, and 157m, respectively, in order to
eliminate interzonal flow from the fractures above
these depths. Total depths of the injectors are 825m,
550m and 330m with bottom-hole diameters of 31-
cm. Each of the injection wells was drilled through a




sequence of alluvium and sinter, volcaniclastic
materials, and granodiorite. (sce Figure 3 and
Figure 4). Injection well completions consisted of a
surface casing of S1-cm diameter, an intermediate
casing of 34-cm diameter and a 31-cm open-hole
section to total depth. Injection well IW-1, to reduce
sloughing problems encountered at the contact
between the volcanics and granodiorite formations,
was completed with a 22-cm liner perforated over
three depth intervals, corresponding to drilling breaks
. (see Figure 3). IW-4 and IW-5 were completed open-
hole to total depth, similar to SB II&IIT production
well completions. No circulation-loss zones were
encountered above the granodiorite formation in these
wells. Within the granodiorite formation circulation
losses occurred; these, together with drilling breaks
(with drilling rates increasing from 1.5 m/hr to >15
m/hr) serve to identify permeable subsurface fracture
zones.
INJECTION AND DISCHARGE TESTIN
Initial injection well testing consisted of discharging
the well to an atmospheric flash tank attached to a
weir box (water flow measurement device) while
measuring downhole pressures with the drilling rig
still in place. Well discharge was initiated by
injecting air through open-ended drill pipe. Drill pipe
was, typically, set at 180 m during discharge test
operations.

The total discharge rate was estimated based on (1) the
measured water rate through the weir box and (2) a
steam flow rate, estimated based on the known
reservoir temperature, one-atmosphere enthalpies of
saturated water and steam and an assumption of
isenthalpic flow up the well. Downhole pressures
were measured with a gauge attached to the drill pipe.
Based on the results of downhole pressure versus
discharge rate behavior of production wells, it was
determined that sufficient well injectivity existed
when downhole pressure changes between static
(maximum pressure measured during air injection and
before initiation of discharge) and flowing downhole
pressure (drill pipe pressure measured without air
injection) were less than 7 kPa at a total discharge
rate of 65 kg/s.

During October 1992, injection tests were conducted
on the three injection wells in the Steamboat Hills
reservoir associated with the SB I1&III power plants.
The purpose of the present injection testing program
was (i) to determine the location of subsurface fracture
zones accepting fluids using PTS logs, (ii) to
examine the relative injectivity of the wells, and (iii)
to document whether interzonal flow existed within
the individual injection wells. The injection tests
were carried out during the 30-day power plant

acceptance test, which somewhat inhibited test
operations. PTS logs were conducted under quasi-
static conditions, during injection and following shut-
in (fall-off). In addition, downhole pressure,
temperature and spinner behavior during injection was
also obtained at particular depths. From injectivity
tests, spinner data and PTS log evaluation, an
understanding of subsurface injection characteristics of
the wells was obtained.

RESULTS AND DISCUSSION

Pressure, temperature and spinner survey data obtained
during the injection test of well IW-1 are shown in
Figure 5 (well completion shown in Figure 3). Fluid
was injected at a rate of 75 kg/s. Initial injection fluid
temperature was 83°C. Injection fluid temperature
increased during the test, due to power plant
operations, to a maximum of 106°C. The data shown
in Figure 5 indicate that several reservoir zones are
accepting the injected fluid. These zones correspond
with drilling breaks encountered during drilling. The
granodiorite formation has a high compressive
strength, and, within the granodiorite, drilling breaks
are assumed to occur only in fractured/altered sections.

-
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Figure 5. PTS survey plot for IW-1 during

injection of 75 kg/s of 83°C
water.

Pressure fall-off data were also obtained for IW-1. The
data are plotted in Figure 6 and Figure 7. The spinner
data shown in Figure 6 indicate that it took



approximately 10 minutes to shut-in the well. This is
due partly to the power plant operations, which limit
abrupt line pressure changes, and the fact that 41-cm
valves are used on the injection lines. These valves
require =220 turns for full valve closure. Also noted
in Figure 6 is that the spinner tool did not return to a
zero read-out after injection shut-in, indicating that
flow was still occurring within the well; whereas,
visual inspection and the surface pipeline flow meter
indicated zero injection rate. The downhole PTS tool
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Figure 6. PTS plot for IW-1 during fall-off
with tool set at 700m.,

was moved to ensure proper operation. The tool was
moved upwards and downward to the original position
(700m). These data indicate that interzonal flow was
downwards (note that movement of the tool in an
upwards direction caused an increase in spinner

output). In addition to the interzonal flow within the -
wellbore, the data shown in. Figure 7 -indicate .a

pressure fall-off of =0.3 MPa and a temperature
decrease of =3°C. : :

It should be noted that permeability. of‘a'parficuldr
fracture zone depends on the square of fracture

aperture. The amount of fluid accepted by aparticular
fracture zone is proportional ‘to transmissivity, .

(permeability-thickness product), and therefore,
approximately depends on the cube of the fracture
aperture. However, The number of the fractures
within a particular zone, and their individual

apertures, control the Reynolds number. The
Reynolds number, in turn, controls the measured
downhole pressure drop incurred from injection (or
production) of fluids in fractured reservoirs. In other
words, the larger the fracture aperture, the larger the
Reynolds number, the greater the chance that
turbulent flow will occur.

Since interzonal flow within the wellbore existed, and
the fact that wellbore pressure drop may be
proportional to flow rate squared during turbulent
flow conditions, rather than being directly
proportional to flow rate under Darcy conditions,
detailed pressure transient analyses were not carried
out on the data. Nevertheless, simple analyses of the
data suggests that the Steamboat geothermal reservoir
has a relatively high permeablhty (i.e., 25 kg/s per
MPa, or 10 gpm per psi).

Downhole PTS survey data and fall-off data were
obtained for injection well IW-5 (well completion
shown in Figure 4). The injection rate was 70 kg/s at
80°C. A quasi-static PTS survey was run prior to
injection. PTS survey data during injection are shown
in Figure 8. The spinner data indicate that a large
portion of the injected fluid is exiting directly below
the cased portion of the hole. In addition, the spinner
and temperature data indicate that fluid is exiting the

[_Pressure —O—Temperature—l
6.65 110
21-Oct-92
L Tool set @700my
- 108
6.55 41
E " € 108 L
Z 3 ( ®
£ 64 1 & i
@ T g
H 2
& ! 7 - 104 E
-
6.35 +
‘ : 102
Injection Rate Prior
/ to Shut-in =75 kg/s @106°(
6,25 e~ = + 100
o o o o o o
& =F £ & F
Time of Day
.
.Figure 7. Pressure and temperature data for

. well IW-1 during fall-off with
“tool set at 700m.

lowest portion of the wellbore. Compare Figure 8
with Figure 9 and note the difference in spinner
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output and temperature versus depth during the
injection period and during static conditions directly
after injection.

A static PTS survey was run after fall-off data were
obtained (=20 minutes after injection). These data are
shown in Figure 9. A temperature spike is noted
between 215m and 240m. This corresponds to an area
of zero spinner output measured during the injection
PTS survey (see Figure 8). The static survey data
after injection suggests that fluid is flowing through
the reservoir and past the wellbore at this depth.
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Figure 8. PTS survey plot for IW-5 during
injection of 70 kg/s of 80°C
water.

Pressure transient test analyses were not carried out
on the IW-5 injection data. Maximum pressure
change was =0.07 kPa during fall-off. There was no
distinct pressure trend versus time. The reason for the
erratic behavior of the spinner tool (25 rpm) is
unknown, but was noted during both injection and
static surveys. '

INJECTION TRACER TESTING

In order to gain additional experience and information
about reservoir flow paths and possible injection fluid
breakthrough to the production wells during long-
term injection, a tracer test was conducted in the
Steamboat Hills Geothermal Field. Rhodamine WT
was used in conjunction with Fluorescein (Adams, et
al., 1993). The two fluorescent dyes were injected
simultaneously in injection well IW-4 (see Figure 2.)
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at a weight ratio of 1:2 (Rhodamine WT:Fluorescein).
Fluid was simultaneously injected into IW-1 and
IW-5. Injection rates were approximately equal for all
of the three wells. Tracers analyses indicated recovery
of dyes from the nine production wells (see Figure 2)
over a period of approximately 330 days. The tracer
peaks were detected in one production well (2-4) at 15
days, two wells (2-2 and 2-4) at 50 days, three wells
(2-5, 3-3, and 3-4) at 77 days, and four wells (2-1,
2-3, 3-1, and 3-2) at 92 days. During the sampling
period, =109%

E_Spinner
" Spinner (rpm)

0 25 50 75 100 125 150 175 200
140 4rrrrbrrbeerbeered + }

ewmem=——Pressure -‘-‘-—Tempera(urel

160 X 22.0ct-92
Survey 20 Minutes

ti
180 o After Cessation of Injection

200 J

220 4

Depth (m)

240 J

280 -H

300 o

' ¥ 1 g
0.00 25.00 50.00 75.00 100.00  125.00
Temperature (°C), Pressure (MPa)

Figure 9. PTS survey plot in well IW-5§
about 20 minutes after cessation
of injection .

of the Fluorescein and 65% of the injected Rhodamine
WT were recovered within 200 days, suggesting that
35% of the Rhodamine WT was adsorbed, absorbed,
transformed or un-accounted for during the tracer test.

Using the decay kinetics obtained from buffer-
solution laboratory testing, and, the reported well
temperatures, Rose and Adams (1994) predicted the
ratio of Rhodamine WT to Fluorescein for the nine
production wells. The predicted (laboratory) ratios
correlated with the measured ratios for all nine wells.
In turn, the measured data documented that injected
fluids are returned through the fractured geothermal
reservoir from IW-4 to all of the production wells.
Additionally, the tracer test results suggest
permeability anisotropy within the geothermal
system,



CONCLUSIONS

Data from injection testing of these wells support the
premise that it is possible to obtain definitive
reservoir parameters, define subsurface injection zones
and provide a cost effective initial geothermal
reservoir assessment using injection wells. In
addition, PTS logging and analyses during static

conditions and while injecting fluids can document

interzonal flow between subsurface fractures.

Test data from injection wells can be used to predict
the discharge performance of geothermal production
wells. The injection pressure data versus time
obtained for these wells suggest, essentially, infinite
reservoir permeability. It should be noted that
injection wells IW-4 and IW-5 can each, individually,
accept 100% of the power plant injected fluid
(1050 kg/s), which is equivalent to the output of
nine pumped production wells.

Finally, the results of the tracer test suggest
permeability anisotropy within the reservoir.
Furthermore, the variation of tracer peak arrival times
seems to reflect the importance of northeasterly
trending fractures.
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ABSTRACT

Pre- and post-fracturing well tests in TG-2 well
drilled next to the Matsukawa field are interpreted for
evaluating effects of a massive hydraulic fracturing
treatment. The interpreted data include multiple-step
rate tests, a two-step rate test, and falloff tests.
Pressure behaviors of massive hydraulic fracturing are
matched by a simulator of dynamic fracture option.

Fracture parting pressures can be evaluated from the
multiple-step rate test data. The multiple-step rates
during the massive hydraulic fracturing treatment
show that multiple fractures have been induced in
sequence. Although the pre-fracturing falloff tests are
too short, fracture propagation can be evaluated
qualitatively from the falloff data. Interpretation of
the falloff test immediately after the MHF suggests
that extensive fractures have benn created by the
MHF, which is verified by simulation. The post-
fracturing falloff tests show that the fractures created
by the MHF have closed to a great degree. =

INTRODUCTION

Hydraulic fracturing is an effective way of well
stimulation in tight oil and gas reservoirs.
Development of geothermal systems including hot dry
rock reservoirs also employs this technology (Wright
et al., Tester et al.). Design and evaluation of a field
operation of hydraulic fracturing are important and
difficult tasks particularly for geothermal reservoirs,
because fluid flow is predominantly controlled by
natural fractures.

Well testing either by producing or by injecting fluid
is normally conducted before and after hydraulic
fracturing in order to obtain data for reservoir
evaluation. Injection and falloff tests in water
injection wells are common practices of the pressure
transient test in oil fields under waterflooding.
Analysis of injection and falloff tests can be

complicated by two important effects: the multiphase ~
effect and temperature effect.

If the injected fluid is different from the reservoir
fluid, a saturation front propagates into the reservoir,

~and a saturation gradient is established in the
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reservoir because of differences in fluid properties. In
case of water injection into an oil reservoir at the
connate stage, the oil bank with initial water
saturation is located ahead of the injection front.
Abbaszadeh and Kamal (1989) presented an
interpretation method for injectivity and falloff testing
considering saturation gradients. They prepared type
curves for falloff tests.

In a water injection well test, the injected fluid
usually has a temperature different from the initial
reservoir temperature. A temperature front also
propagates into the reservoir. As viscosity is a
temperature-dependent parameter, the well test
interpretation has to account for this effect. Bratvold
and Horne (1990) presented generalized procedures to
interpret pressure injection and falloff data following
cold-water injection into a hot oil reservoir. They
showed that type-curve matching provides estimates
of parameters such as the temperature-dependent
mobilities of the flooded and uninvaded regions, the
size of the invaded region, and the distance to the
temperature discontinuity.

Another complexity in injection and falloff tests is
caused by dynamic fractures. Several authors
reported on pressure transient analysis for fractured
water injection wells. Larsen and Bratvold (1994)
analysed effects of propagating fractures on pressure-
transient injection and falloff data. They modified the
previous solutions of the cold-water injection and
falloff (Bratvold and Horne) to cover flow in elliptic
systems and to account for the propagating fracture. .
By matching pressure-transient data and analytical
solutions, key parameters such as fracture
propagation, reservoir and fluid parameters, and
temperature and saturation profiles can be determined.




In well testing at geothermal reservoirs, the
temperature of a injected fluid can be much lower
than the reservoir temperature. As a possible injection
rate is quite high in geothermal well testing, dynamic
fractures also can be easily induced being initiated
from natural fractures.

The principal objectives of this paper are to interpret
pre- and post-fracturing well tests, and to evaluate
physical mechanisms of hydraulic fracturing in a
geothermal reservoir.

DISCUSSIONS

Background

The tested well TG-2 was drilled next to the
Matsukawa geothermal field under a plan to produce
steam after creating communication with the
Matsukawa reservoir by hydraulic fracturing. This
was a part of the "Technology for Increasing
Geothermal Energy Recovery" project of the New
Energy and Industrial Technology Development
Organization. The well is deviated and of the open
hole interval 710 - 1,298 m depth. The target zone for
hydraulic fracturing consists mainly of naturally
fractured silt and tuff formations (Shinohara and
Takasugi). Mutiple-step rate tests by fresh water and
injection tests by different gels were first carried out
to choose an injection fluid and to evaluate reservoir
properties for hydraulic fracturing.

After having decided to use fresh water for testing
and fracturing, pre-fracturing well tests, a massive
hydraulic fracturing (MHF) treatment, and post-
fracturing well tests were performed sequentially. All
the well tests accomplished were injection and falloff
tests. In all the tests except the multi-step rate and gel
injection tests, and the MHF, production logging was
run to survey injection profiles, and pressure and
temperature gradients during the injection period, and
then the tool was stationed at a fixed depth to monitor
falloff pressures (Ujo et al.). ’

Test Procedure

Testing and operation consist of four parts:

(1) Two multiple step rate tests (MSRT-1, and
MSRT-2) with fresh water and three gel injection
tests, conducted on January 23 through 26, 1992, to
choose a fracturing fluid and to evaluate formation
properties;

Pressure and rate data of MSRT-1 and MSRT-2 are
shown in Fig. 1. In MSRT-1, the rate was increased
by ten steps from 0 to 12 BPM for 54.5 minutes. In

MSRT-2, the rate was increased by nine steps from 0 -

to 16 BPM for 50.0 minutes. Three gel injection tests
were performed with YF-650, YF-660 and PSS
polymers respectively, each at about 10 BPM for
about 50 minutes.
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Fig. 1 - Multiple-step rate tests MSRT-1 and -2 and
falloff tests

(2) Two injection-falloff tests with fresh water
conducted in sequence on September 22, 1992, to
evaluate pre-frac properties of formation;

As shown in Fig. 2, the first injection (IT-1)
continued at about 0.88 BPM (1261 BPD) for 48 min.
and was followed by a falloff test FOT-1. The second
injection test (IT-2) was at about 9.42 BPM (13562
BPD) for 75 min. and a longer falloff test (FOT-2)
followed immediately after injection.
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Fig. 2 - Two-step rate tests

(3) MHF operated with fresh water on ‘November 24
and 25, 1992 (Hyodo et al., Wright et al.);



Pressure and rate records are shown in Fig. 3. The
injection rate was initially increased stepwise to a
maximum rate 25.4 BPM and kept between 25.4 and
24.5 BPM. Injection was interrupted four times, each
time for about 30 min, Total injected water amounts
to 27,400 Bbls. A pressure falloff test followed 24
hours injection.
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Fig. 3 - Massive hydraulic fracturing and falloff test

(4) Two post-frac injection-falloff tests conducted on
November 27 and 29, 1992, respectively;

Fresh water was injected at a rate of 9.44 BPM for
4.14 hours and 1.87 hours before the November 27
falloff test (FOT-3) and the November 29 falloff test
(FOT-4), respectively.

Analysis of Step Rate Tests

Bottom-hole flowing pressures of MSRT-1 and
MSRT-2 are graphed against injection rate as shown
in Fig. 4. The plotted pressures are taken at the end of
each rate step. Fig. 4 shows that linear increases in
pressure break twice at about 2,000 and 2,250 psia in
both tests as injection rate increases. A fracture
started parting at 2,000 psia and another fracture was
induced at 2,250 psia, and both kept propagating
above 2,250 psia.

Fig. 5 shows also bottom-hole flowing pressures vs.
injection rate for the first five step rates of the MHF.
Although conclusive interpretation is not allowed
because of scarce data points, the pressure does not
break sharply but gradually bend between about 2,200
and 2,700 psia. This suggests that multiple fractures
were induced sequentially. Another observation is
that the parting and propagating pressures are much
higher than those of MSRT-1 and MSRT-2, which
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Fig. 4 - Pressure vs. rate plot for step rate analysis
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Fig. 5 - Pressure vs. rate plot for step rate analysis

means that the fractures created by the MHF

propagate into zones of different rock properties.

Injection -pressures of IT-1 and IT-2 are interpreted by
the method proposed by Singh and Agarwal (1990).
Figs. 6 and 7 plot the pressure function Ap/Aq against
the multirate equivalent time assuming radial flow and
linear flow, respectively, where
A=p,(A)-p, (t,,) and Aq=q,,-q, Here,
pressures of IT-1 are well below an estimated fracture
parting pressure, and therefore can be taken as the
baseline data. Data for the two steps coincide as long
as the fracture parting pressure (FPP) is not exceeded.
When the FPP is exceeded during the second step IT-
2, the IT-2 data beyond this time will deviate from the
baseline IT-1 data with a smaller slope. From Figs. 6
and 7, the FPP is estimated to be 2,038 p51a at an
equivalent time of about 0.014 hours.
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Fig. 7 - Linear-flow multirate equivalent-time analysis
for 2-step rate test

Analysis of Pre-Fracturing Falloff Tests
The falloff tests after MSRT-1 and MSRT-2, and
falloff tests FOT-1 and FOT-2 were interpreted

- without considering effects of propagating fractures.

As the multiple-step rate tests MSRT-1 and MSRT-2,
and the injection test IT-2 definitely reflect fracture
propagation, meaningful interpretation is to be
attempted by an appropriate method (Larsen and
Bratvold).

All the pre-frac falloff data turned out to be too short
to obtain full reservoir information. Figs. 8 and 9 are
the pressure and derivative plots of the falloff tests
after MSRT-1 and MSRT-2, respectively. The falloff
test after MSRT-1 shows only a behavior of linear
flow into infinite conductivity fracture. Effective (or
equivalent) fracture half-length x; can be estimated
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Fig. 9 - Log-log plot of falloff data after MSRT-2

from the slope of pressure vs. Jt plot, knowing
permeability-thickness product kh of formation.
Estimating a kh value is not correctly done, however,
as the duration of the falloff time is too short to obtain
radial flow information. The falloff test after MSRT-2
shows a fractured well behavior as indicated by the
half slope on the derivative curve. This has a longer
duration, but has not reached radial flow either as
seen in Fig. 9. x;h'"? is evaluated to be 1,840 f** if a
kh value 725 md-ft calculated by the last part of the
data is nsed.

FOT-1 and FOT-2 are plotted as Figs. 10 and 11,
respectively. FOT-1 has not quite reached radial flow
yet, but is slowly approaching there. Thus an
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Fig. 11 - Log-log plot of falloff test FOT-2

estimated kh value 122 md-ft is considered to be the
lower bound. This low kh value may represent a small
net thickness h before fracturing as testing pressures
are lower than the fracture parting pressure. FOT-2 is
similar to the falloff test after MSRT-2. x.h'”* is
calculated as 1,750 f** with a kh of 430 md-ft

estimated from the slope of the last portion of the data.

Analysis of Post-Fracturing Falloff Tests

The falloff test immediately after the MHF clearly
shows a behavior of infinite conductivity fracture as
seen in Fig, 12. All the pressure data are still in the
linear flow region and radial flow has not been
reached yet. If the kh value 430 md-ft obtained by
FOT-2 is assumed, an effective value of x;h'"* is
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Fig. 13 - Log-log plot of falloff test FOT-3

estimated to be 8,380 ft** which proves that extensive
fracturing has been accomplished.

Fig. 13 shows the falloff test FOT-3 on November 27,
two days after the MHF. Figs. 14 and 15 plot the
falloff test FOT-4 on November 29, four days after
the MHF. These two tests show very similar transient
behaviors such that FOT-3 is shorter and only an
early part of FOT-4. These plots seem to indicate two
zone behavior by two constant derivatives, the inner
zone with a lower kh and the outer zone with a higher
kh. It is not clearly understood what causes the inner
zone, but the outer zone properties dominate the late
radial flow from which kh is estimated as 2,045 md-ft.

Using this kh value and the slope of pressure vs. +/t
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Fig. 14 - Log-log plot of falloff test FOT-4
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Fig. 15 - Semi-log plot of falloff test FOT-4

plot, x,h' is estimated to be 390 £**. The high kh
value may most likely be caused by the fact that
network of fractures has extended both vertically and
laterally, giving an effectively large thickness h to the
system. The injection profiles measured by
production logging before and after the MHF support
this interpretation (Shinohara and Takasugi). The
effective  fracture half-length has decreased
remarkably, however, which proves that the initial
goal of establishing communication with the
Matsukawa reservoir cannot be achieved.

Simulation of MSRT-1 and MHF
MSRT-1 including the pressure falloff immediately
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Fig. 16 - Simulation of MSRT-1 and falloff data
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Fig. 17 - Simulation of MHF and falloff data

after it and the MHF have been simulated by STARS,
a thermal oil recovery simulator which has a dynamic
fracture option. This option was enabled essentially
by four parameters; (a) fracture opening pressure, (b)
a range of pressure over which fracture opens, (c)
maximum transmissibility multiplier to be applied for
fully open fracture, and (d) location of fracture.

Fig. 16 is a matching result by a 2D areal model for
which the parameter values as shown in Table 1 were
used. The gradual increase in pressure during
injection could be reasonably matched by assuming
that the well rows and columns are dynamically
fractured up to 80 feet away from the well. Formation
permeability is assumed to be 0.9 md except the row
blocks dynamically fractured are assigned 5 md
initially.
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Fig. 18 - Epicenter plot of AE events during MHF
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Fig. 19 - Simulated pressure distribution at the end of
MHF

Simulation of the MHF was also made by a 2D areal
model of the parameters as shown in Table 1. In order
to reproduce the pressure behavior as shown in Fig.
17, extensive dynamic fracturing needs to be assumed,
i.e. areal propagation for the 410 ft x 410 ft square
zone with the well at center as well as linear
propagation along the well rows and columns up to
980 ft away from the well. Fig. 18 shows the acoustic
emission recorded during the MHF, which can be
referred to for qualitative verification of the geometry
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Fig. 20 - Stmulated temperature distribution at the end

of MHF
MSRT-1 model MHF model
Matrix porosity 0.1 0.1
Matrix  perm.,|two 80' rows: 5. |two 980' rows, col's: 20.
md others: 0.9 others: 0.9
Frac open 2,000 2,500
press., psi '
Press. range to 100 100
full open frac
Max frac trans. 10,000 10,000
multiplier
Frac location {two 80’ rows &|two 980' rows & col's,
columns 410'x410' area

Table 1 - Parameters for dynamic fracture simulation

and dimension of fracture propagation. As seen in the
planview plot, the acoustic emission events are dense
within about 200 m distance from the well. Figs. 19
and 20 shows the simulated pressure and temperature
distributions at the end of the MHF injection.

CONCLUSIONS

1. Two values of the fracture parting pressure (FPP)
can be detected from the multiple-step rate test data.
The multiple-step rates during the massive hydraulic
fracturing treatment also show multiple FPP's.

2. The pre-fracturing falloff tests are too short in time




to obtain the true formation kh. Evaluation of x;h"
may be possible from the falloff data, however, by
assuming a kh calculated from the last part of the
falloff data.

3. Interpretation of the falloff test immediately after
the MHF gives a large effective value of x,h"? which
suggests that extensive fractures have been created by
the MHF. Simulation of the MHF also requires an
extensive three-dimensional fracture network to
reproduce the observed pressure behavior.

4. The post-fracturing falloff tests show that the
fractures created by the MHF have closed to a great
degree.
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ABSTRACT

During the mid-1980’s, Comisién Federal de
Electricidad (CFE) drilled a number of deep wells
(M-200 series) at the Cerro Prieto geothermal field,
Baja California, Mexico to investigate the
continuation of the geothermal reservoir to the east of
the Cerro Prieto-II and III production areas. The
wells encountered permeability at depths ranging
from 2,800 to 4,400 m but due to the reservoir depth
and the relatively cold temperatures encountered in
the upper 1,000 to 2,000 m of the wells, it was not
possible to discharge some of the wells.

The wells at Cerro Prieto are generally discharged by
injecting compressed air below the water level using
2-3/8-inch tubing installed with either a crane or
workover rig. The objective of this technique is to
lift sufficient water out of the well to stimulate flow
from the reservoir into the wellbore. However, in
the case of the M-200 series wells, the temperatures
in the upper 1,000 to 2,000 m are generally below
50°C and the heat loss to the formation is therefore
significant. =~ The impact of heat loss on the
stimulation process was evaluated using both a
numerical model of the reservoir/wellbore system and
steady-state wellbore modeling.

The results from the study indicate that if a flow rate
of at least 300 liters/minute can be sustained, the well
can probably be successfully stimulated. This is
consistent with the flow rates obtained during the
successful stimulations of wells M-202 and M-203.
If the flow rate is closer to 60 liters/minute, the heat
loss is significant and it is unlikely that the well can
be successfully discharged.  These results are
consistent with the unsuccessful discharge attempts in
wells M-201 and M-205. :

INTRODUCTION

The Cerro Prieto geothermal field is located in Baja
California, Mexico approximately 30 km SE of

Mexicali and was the first geothermal field in Mexico
to be developed on a commercial scale. The field
development was undertaken by Comisién Federal de
Electricidad (CFE) and production began in April
1973, with the start-up of the Cerro Prieto-I (CP-I)
power plant which was initially equipped with two
turbine-generators of 37.5 MW capacity each. In
1977 construction began on the second stage of the
CP-I development and two additional turbine-
generators, identical to the first two, began operations
in April 1979, bringing the total installed capacity to
150 MW. In 1982, a fifth generating unit was placed
into service with a capacity of 30 MW, increasing the
total installed capacity to 180 MW,
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Figure 1: Series M-200 well location map

In 1980, CFE began field development planning and
drilling for the CP-II and CP-III power plants. The
production areas for these plants, as well as the CP-I
production area, are shown in figure 1. CFE decided
to proceed with the installation of 220 MW
generating capacity at each site, in part due to the
signing of two long-term power purchase contfacts
with Southern California Edison (SCE) and San
Diego Gas & Electric Company (SDG&E) for a total
of 220 MW. Construction began in 1982 and by
September 1986 CFE brought on line three
generating units of 110 MW each. The fourth unit




Completion Open Temperature

Well Date Interval (m) O Status

M-200 Feb. 5, 1984 2,482-2,834 >320 Flowed 1985/1986; well open

M-201 Sep. 24, 1985 3,600-3,816 =350 Blocked @ 7-inch liner (2,340 m)
Flowed during 1984; killed by cool inflow

M-202 June 7, 1984 3,700-3,987 >1330 from 7-inch liner lap; drillpipe lost in well in
1985

M-203 July 26, 1984 3,538-3,993 285+ Flowed 1984-1986; blocked @ 3,710 m

3,766-3,909
M-205 | Aug. 30, 1985 4.209-4,389 >350 Blocked @ 780 m

Table 1: Basic information from completed M-200 series wells

was operational in 1987, bringing the total installed
capacity at Cerro Prieto to 620 MW. In recent
years, CFE have maintained an overall capacity
factor at Cerro Prieto in excess of 90%.

In addition to drilling wells for the CP-II and CP-III
developments, CFE also completed a number of deep
wells (the M-200 series wells) to investigate the
continuation of the geothermal reservoir to the east of
the CP-Il and CP-IIl production areas. A total of
eight wells (M-200, M-201, M-202, M-203, M-204,
M-205, M-206 and M-208) were drilled from 1983
through 1986; well locations are shown in figure 1.
Of the eight wells drilled, five were completed for
possible production (M-200, M-201, M-202, M-203
and M-205), two were suspended without running 7-
inch cemented liner (M-204 and M-206) and well M-
208 was abandoned at 2,406 m. Basic well
information for the five completed wells is
summarized in table 1.

The five completed wells encountered permeability at
depths ranging from 2,800 m to 4,400 m and
temperatures generally greater than 300°C. The
depth to the reservoir increases towards the east; this
trend is consistent with data from the CP-II and CP-
HI production wells. Attempts were made to flow
the wells using air injection and this was successful
in wells M-200, M-202 and M-203; however,
discharge attempts were not successful in wells M-
201 and M-205 which are located further to the east.
It is believed that the lack of success was due to a
number of possible factors, including well blockages,
low productivity, high heat loss due to cold casing
(<50°C) in the upper 1,000 to 2,000 m of the wells
and difficulty in maintaining continuous air injection.

CFE are now considering adding additional capacity
at Cerro Prieto, including an 80 MW development in
the area of the M-200 series wells (Hiriart-LeBert
and Gutiérrez-Negrin, 1994). However, due to
limited flow data that was collected from the wells
during the 1980’s, further flow testing is required to
determine the commercial viability of new wells that
would be drilled in this area of the field, particularly
in view of the significant cost that would be involved
in drilling to the required depths. The available well
data were therefore reviewed and, based on the data
summarized in table 1, it was recommended that well
M-203 be cleaned out and used for additional testing,
including a six month flow test. The results from the
flow testing would then be used to design new wells
to maximize well productivity. The present wells,
except for M-200, were completed with 6-inch open
hole and 4-1/2-inch slotted liner and their
productivity is therefore restricted.

The study also included an evaluation of the
requirements for a successful well discharge as it is
likely that difficulties will be encountered in
stimulating the existing wells to flow in addition to
any new wells that may be drilled in the future. It
was recommended that CFE consider using nitrogen
injection with a coiled tubing unit for well stimulation
rather than their present technique of injecting
compressed air below the water level through 2-3/8-
inch tubing installed with either a crane or workover
rig. Both techniques are similar but the use of
nitrogen and a coiled tubing unit would allow for
greater flexibility and control during the stimulation
process which should reduce the possibility of casing
damage caused by thermal shock. The coiled tubing
unit can also be used to clean-out the wells, assuming



the blockages are due to scale or sand; at present
CFE use a rig to clean out scale from their wells.

The stimulation process was investigated using both
a numerical model of the reservoir/wellbore system
and by running a series of steady state wellbore
simulations. The temperature and pressure conditions
used in both the numerical model and the wellbore
simulation model were based on measured data from
well M-201.

WELL M-201 HISTORY

Well M-201 is located approximately 3.5 kms east of
the CP-III production area (figure 1). The well was
initially completed to 3,617 m on January 29, 1984
and was later deepened to 3,817 m. At this depth, a
total loss of circulation occurred and the well was
finally completed on September 24, 1985, with 4-1/2-
inch liner from 3,570 to 3,816 m; the liner was
cemented from 3,570 to 3,600 m and slotted from
3,600 to 3,816 m (figure 2).
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Figure 2: Downhole summary plot, Well M-201

After completion, the well was allowed. to heat-up
and downhole surveys were run at regular intervals.
Unfortunately, the well was found to be blocked
above the 4-1/-2-inch liner and it was not possible to
measure the true reservoir temperatures; the available
data (figure 2) suggest that the bottomhole
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temperatures are close to 350°C. There is also a
significant length of the well (1,900 m) where
temperatures are less than 50°C.

An attempt was made to flow M-201 from October 4
to 9, 1991 using air injection through 2-3/8-inch
tubing that was lowered down the well from 550 m
to 1,120 m. The attempt was not successful as the
flow of water from the well was less than 33 liters/
minute. The temperature of the discharge water
varied from 23°C to a maximum temperature of only
36°C. Over the six day period, the total volume
extracted was only 11.5 m® equivalent to only 280 m
of the wellbore.

After the tubing was retrieved, a 3-3/4-inch gauge
ring was lowered into the well but was unable to pass
the 9-5/8-inch:7-inch liner hanger. Water was
injected to try and wash out the blockage but the
operation was not successful. During injection, the
wellhead pressure rose to 77 ksc and the falloff in
water level after injection was relatively slow (from
78 to 246 m in nine hours). These results suggest
either that the reservoir transmissivity in the vicinity
of well M-201 is very low or that the blockage at the
hanger has significantly reduced the degree of
communication with the reservoir. Because the well
has been blocked above the 4-1/2-inch liner virtually
since completion, it is possible that this blockage is

having a significant impact on the well
characteristics.
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Figure 3: Water level changes, Well M-201

Since the discharge attempt, ‘gauge ring surveys and
downhole survey data continue to show that the well
is blocked at the' 9-5/8-inch:7-inch liner hanger.
However, the blockage is not total as the well has
been used successfully as an observation well from
1986 to the present time (figure 3); the measured




decline in water level indicates that there is still
communication between the wellbore and the
reservoir.

MODELING THE STIMULATION PROCESS

As discussed above, the requirements for successful
well stimulation were evaluated by constructing a
numerical model of the reservoir/wellbore system and
by using a wellbore simulator. A numerical model
was used as it can include the transient effects of
fluid flow within the wellbore and heat transfer to the
surrounding cold formation. Wellbore simulation can
also include heat transfer but generally assumes
steady state flow conditions. It is therefore necessary
to run a series of steady state simulations in time to
obtain information on the transient effects.
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Figure 4: Numerical model grid layout

Numerical Model Results

In the numerical model, a radial grid was constructed
which included the reservoir, wellbore and allowed
for heat transfer from the wellbore to the surrounding
rock (figure 4). The grid extends from 550 to 3,900
m in the vertical direction and from the wellbore to
200 m in the radial direction, with a total of 670 grid
blocks. In figure 4, the radial grid is shown on a
logarithmic axis to show the number of grid blocks
more clearly. To model the wellbore, a very high

vertical permeability (1 m?) was specified and the
porosity was set to 100% in the wellbore blocks.
The horizontal permeability within the wellbore
blocks and the blocks above and below the
geothermal reservoir blocks was set to zero
permeability. Within the reservoir blocks and the
wellbore blocks opposite the reservoir, the horizontal
permeability was set to 10 m?; this is equivalent to
a reservoir transmissivity of 2 Darcy meters, which
is reasonable for the deep wells based on available
data.

The temperatures and pressures used in the model
were based on the measured data from well M-201
(figure 3); this well has the greatest length of casing
under 50°C (1,900 m) and therefore reflects the most
difficult conditions for well stimulation.

The simulation runs were made by setting a constant
rate fluid extraction from the upper wellbore grid
block. Four runs were made at flow rates of 60,
300, 600 and 1,200 liters/minute. The lower flow
rate of 60 liters/minute is similar to the fluid
extraction rates obtained during the unsuccessful
stimulation attempts at wells M-201 and M-205 while
the 300 liters/minute flow rate is similar to the fluid
extraction rates obtained during the successful
stimulations of wells M-202 and M-203.
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Figure 5: Simulation results for 300 liters/minute

The model required a significant run time as the
maximum. time step size never exceeded 13 secs
which limited the overall simulation time to only a



few hours. This limited the amount of information
that could be obtained and for the 60 liters/minute
run, the simulated time of 1 to 2 hours was too short
to provide useful results. For the other runs,
however, the simulated time was long enough to
provide some interesting insights into the stimulation
process; the results from the 300 liter/minute run are

presented as changes in pressure and temperature at

various wellbore depths in figure 5. The changes in
pressure and temperature in the production block at
the top of the wellbore for the three different
extraction rates are compared in figure 6.

The results in figure 5 show that in the deep wellbore
block at 3,625 m, pressure decline occurs as expected
but in the upper part of the wellbore, a significant
pressure increase occurs with time during the
stimulation process. The large pressure increase is
due to the replacement of the long column of initially
cold water with hot, less dense water from the
reservoir, as shown by the increasing temperature
with time.

T T

600 Vm

800 T L T T T T T T T
1,200 liters/minute

600 300 ¥m

40071 J

Pressure (ksca)

200 ]

0.0 —

350 T ¥ T T T T T T T T T
1,200 liters/minute E

300 ¢
250
200
150
100

Temperature (°C)

Laaalogsl | NI e | WP e |

2345678910111213
Stimulation time (hours) ‘

al e a e

Figure 6: Results from ;;roduction block

Assuming an average temperature of 100°C inithe
upper 575 m of the wellbore, the well should start to-

flow without the need for stimulation when- the
pressure in the production block reaches 55 ksca.
The results in figure 6 indicate that.this condition is
reached after 1 hour at 1,200 liters/minute, after 2.5
hours at 600 liters/minute and at greater than 13
hours at 300 liters/minute. As expected, there is a

Depth from surface (m)

significant reduction in the required stimulation time
at higher flow rates.The model results also show that
when the well starts to flow by itself, it will be
flowing single phase water under artesian counditions.

This is consistent with data available from the

successful stimulations of wells M-202 and M-203.
It was reported that both wells produced single phase
water at positive wellhead pressures and temperatures
of between 86°C and 90°C after air injection had
stopped and prior to the onset of flashing flow.

As mentioned above, the successful stimulations of
wells M-202 and M-203 occurred at induced flow
rates close to 300 liters/minute but a stimulation time
of several days was required instead of the several
hours suggested by the numerical model results. This
may be due in part to the assumption of continuous
flow in the numerical model whereas in the field
situation, air injection was not continuous and the
discharge water flow rates were probably not
constant. The model also does not account for any
cooling of the fluid column due to the air injection
and it is also possible that the heat transfer
parameters are not correctly specified.
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Figure 7: Model temperature distribution after
13 hours flow at 300 liters/minute

Figure 7 presents the calculated temperature
distribution within a 2 m radius around the wellbore
at the end of the 300 liter/minute run. The contours




show that after approximately 13 hours, the flow
within the wellbore has only affected - the rock
temperatures within a 0.4 to 0.6 m radius from the
wellbore.

Wellbore Simulation Results

A series of wellbore simulation runs were also
conducted to provide additional information on the
discharge process. For these rums, the static
conditions from M-201 were again used as the initial
conditions and runs were made after flow times of
0.1, 1, 5 and 20 days for extraction rates of 60, 300,
600 and 1,200 liters/minute.
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Figure 8: Wellbore simulation results;
flow from well = 60 liters/minute

The results from the wellbore simulation runs at 60
and 300 liters/minute are presented in figures 8 and
9. These cases approximate the conditions during the
previous stimulation attempts of the deep wells. The
initial static conditions are also included on the plots.
The results show that a flow rate of 60 liters/minute
is not sufficient to stimulate the well to flow, even
after 20 days of flow time, due to heat loss to the
cold casing in the upper 1,900 m of the well. These
results are consistent with the unsuccessful attempts
to flow wells M-201 and M-205." At the higher flow
rate of 300 liters/minute, the results show that
successful discharge should occur in less than 1 day.
These results are consistent with the numerical model

results; however, as noted above, the estimates of
stimulation time are significantly shorter than has
been found in the field situation.

Temperature (°C) Pressure (ksca)
0 100 200 300 400 O 100 200 300
T T T T T
increasing time
[ (0 to 20 days)
500 [1 —_—>
1,000 (i
1,500 [1
E 2,000
£
® 2500f
(e}
3,000
- increasing time
3,500 (0 to 20 days)
: -
[—TD=3817m
4,000
4,500 : . A ) A .

Figure 9: Wellbore simulation results;
flow from well = 300 liters/minute

The calculated profiles plotted in figures 8 and 9
clearly show that as the hot water moves up the
wellbore, the increase in temperature has a dramatic
impact on wellbore pressures. The increase in
pressure helps considerably in stimulating the well to
flow.

CONCLUSIONS

From the results of the modeling study of well
discharge requirements at Cerro Prieto, it is apparent
that the deep wells can probably be successfully
stimulated if a discharge rate of at least 300
liters/minute can be sustained. This is consistent with
the previous successful stimulations of wells M-202
and M-203. If the sustainable flow rate from the
well is closer to 60 liters/minute, then it is unlikely
that the well can be successfully stimulated in a
reasonable time. These results are consistent with the
unsuccessful attempts in wells M-201 and M-205.

The model results also suggest that stimulation times
of less than one day should be required, assuming a
fluid discharge rate of greater than 300 liters/minute
can be sustained. These times are significantly less



than noted in actual field operations, where
stimulation times of up to 11 days have been
required. This suggests that the ideal conditions
assumed in the model runs probably deviate
significantly from actual field conditions.

One of the reasons for the difference between
estimated and observed stimulation time is probably
the assumption of continuous flow. In practice, it is
not possible to maintain continuous flow with air
injection due to the need to change tubing depth or to
service the compressors. It 1is therefore
recommended that CFE consider using nitrogen
injection with a coiled tubing unit for future discharge
attempts on the M-200 series wells. This will allow
for significantly more flexibility and control over the
stimulation process which will also lessen the risk of
casing damage associated with thermal shock.

One of the more interesting observations from the
model study was the significant increase in pressure
that occurs in the wellbore due to the replacement of
the cold water column with hot water from the
reservoir; an overall increase of up to 50 ksc was
calculated near the top of the well. This helps the
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stimulation process considerably and allows the well
to initially flow under artesian conditions. It is also
probably one of the factors that explains the very
high productivity of the production wells within the
Cerro Prieto field.
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ABSTRACT

The extent of thermally altered rocks in high temperature .

geothermal reservoirs hosted by young volcanic rocks
can be assessed from magnetic surveys. Magnetic
anomalies associated with many geothermal field in New
Zealand and Indonesia can be interpreted in terms of
thick (up to 1 km) demagnetized reservoir rocks.
Demagnetization of these rocks has been confirmed by
core studies and is caused by hydrothermal alteration
produced from fluid/rock interactions. Models of the
demagnetized Wairakei (NZ) and Kamojang (Indonesia)
reservoirs are presented which include the productive
areas.

Magnetic surveys give fast and economical
investigations of high temperature prospects if
measurements are made from the air. The magnetic
interpretation models can provide important constraints
for reservoir models. Magnetic ground surveys can also
be used to assess the extent of concealed near surface
alteration which can be used in site selection of
engineering structures.

INTRODUCTION

Almost all geophysical methods have been used to
assess geothermal systems, the success (or failure) of
each method depends on the geological and hydrological
setting as well as the type of the geothermal system.
This paper reviews application of the magnetic method
for study of high temperature (high T).geothermal
systems in young .(Quaternary) volcanic rocks.
Investigation techniques that can be used-to estimate
reservoir extent and for mapping :surface Hydrothermal
alteration are discussed with reference -to case histories.
Application of the magnetic method to-assess crustal
temperature structures, i.e. Curie point depths (e.g.
Laughlin, 1982), is not discussed here.

The size of a geothermal reservoir is an important
constraint for any conceptual model of a geothermal
prospect and for resource assessment. The likely lateral
extent of a geothermal reservoir can usually be assessed
in moderately steep terrain from geophysical surveys,
since . significant contrast in physical parameters exist
between reservoir rocks and the surrounding country
rocks as a result of fluid/rock interactions. In many
geothermal prospects, fluids also affect the ground
surface. For such prospects, the size of a geothermal field
can often be obtained from a study of surface
manifestations, including mapping of altered ground.
However, in most volcanic settings, hydrothermally
altered rocks are hidden by vegetation or a weathered
layer, or else covered by younger deposits of tephra and
alluvium. Since thermally altered ground also exhibits
physical parameters which differ with respect to those of
unaltered ground, geophysical investigation methods
can be used to detect such ground even where concealed.

HIGH-T GEOTHERMAL RESERVOIRS HOSTED
BY YOUNG VOLCANIC ROCKS

Almost all volcanic rocks are magnetic because they
contain small amounts of primary magnetic minerals
(mainly magnetite and titanomagnetite). The total
magnetization of volcanic rocks (in the range of 0.5 to
10 A/m) is given by the vector sum of induced and
remanent magnetization. Induced magnetization depends
on the magnetic susceptibility of the rocks (which is
proportional - to -the volume fraction of magnetic
minerals present) and the magnitude of the earth's
magnetizing field. Remanent magnetization is the result
of a complex unbalanced domain structure within the
magnetic minerals and - exists . even where the
magnetizing field is absent; rocks with remanent
magnetization in the opposite direction to the present
day earthis magnetic field are termed "reversely
magnetized" rocks. In many liquid dominated geothermal
fields, hydrothermal processes alter magnetite and
titanomagnetite to almost non-magnetic minerals, such
as pyrite, leucoxene, or hematite (Browne, 1994). Such
processes cause the volcanic rocks to become partly or
completely demagnetized and a significant
magnetization contrast exists between the reservoir
rocks and the unaltered volcanic rocks outside it.
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Residual magnetic anomalies associated with a thick
layer (0.5-1 km) of demagnetized rocks in the upper part
of high T reservoir can usunally be recognised from
airborne magnetic data if larger areas surrounding the
geothermal prospect are also covered by the survey and
no reversely magnetized rocks (age 20.7 M yr) occur
inside and outside the reservoir. Algorithms suitable for
3-D magnetic modelling of hydrothermal
demagnetization zones are available (for example,
Barnett, 1976). In large volcanic fields associated with
so-called "active margins", regional effects of deeper
seated magnetic bodies can cause a shift of residual
magnetic anomalies. Assessment of such a regional field
is required to obtain a representative "zero level" value
for the residual bipolar anomalies; this can be obtained
from the analysis of pronounced, isolated "topographic
anomalies" outside the prospect, or by simultaneous
analysis of first order residual anomalies observed at a
higher level and extended to non-magnetic basement
rocks (Hochstein and Soengkono, 1994).

Demagnetization of volcanic rocks by fluid/rock
interaction is a complex process which depends on
parameters controlling the stability of the primary
magnetic minerals, like pH and temperature of fluids,
joint permeability, fluid movement, etc. In an oxidizing
environment, magnetite can be stable which explains
why volcanic rocks on top of a high T reservoir and at
levels above shallow boiling can retain their
magnetization (Hochstein and Soengkono, 19594).
Elsewhere the same rocks forming pronounced
topographic highs (volcanic domes) may be completely
demagnetized by interaction with shallow, acid
condensates as hematite and limonite replace primary
magnetic minerals.

Demagnetization by hot fluid/rock interaction is
cumulative and irreversible. Demagnetized rocks
therefore occur in extinct geothermal systems, a
phenomenon now used to explore for epithermal mineral
deposits. Cumulative demagnetization of active systems
may also reflect the control of paleo-permeability and
paleo- subsurface fluid flow patterns. In some cases
demagnetization can affect large areas outside the present
day high T reservoir, thus causing some rather indistinct
magnetic anomaly patterns (Hochstein and Soengkono,
1994). In the following two case histories,
demagnetization is clearly restricted to the productive
area of high T reservoir and where the geometry of the
demagnetized reservoir can be used for modelling it.

Kamojang Geothermal Field

The Kamojang Geothermal Field is located in West Java,
Indonesia. It is a vapour dominated system hosted by a
sequence of young, dominantly andesitic volcanic rocks
(e.g. Hochstein, 1976; Dench, 1980; Grant et al., 1982).
The reservoir is capped by a thick (about 300-350m)
condensate layer in which temperature increases from
about 100° C at the top to about 235° C at the bottom.

An airborne magnetic survey was conducted in 1986 at
2500m asl altitude (about 900m above mean terrain),

covering the Kamojang and the nearby Darajat fields. A
representative "zero level" value of the residual
anomalies was obtained from topographic modelling
(Suranto, 1987). The residual magnetic anomalies over
the Kamojang field are presented in Figure 1 which
shows a magnetic low centred on the field as delineated
by DC-resistivity surveys. At Kamojang, where the
magnetic inclination is about -35°, the centre of the
magnetic low has been shifted north of the centre of the -
anomalous body. There is no evidence that rocks within
or outside the Kamojang reservoir are reversely
magnetized. The residual anomalies were interpreted
using 3-D magnetic modelling (Soengkono et al., 1988).
The interpretation shows that the magnetic low can be
explained by a thick demagnetized volcanic body in the
southern part of the Kamojang field (see Figure 1) at
depths below 300m (Figure 2). This is supported by core
studies (Figure 3) which show that between about 300
and 1000m depth most cores are significantly
demagnetized. The demagnetized rocks lie now within
the vapour dominated reservoir below the condensate
layer. However, the widespread occurrence of
replacement and vein calc-silicates in the vapour
dominated reservoir indicates that demagnetization took
place when Kamojang was a liquid-dominated system
(Hochstein and Soengkono, 1994). Cores taken from the
surface to 300m depth and below 900m depth are still

magnetic.
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Figure 1. Residual total force anomaly (solid contours,
20 nT interval) at 2500m asl over the Kamojang
Geothermal Field, West Java, Indonesia. The topography
is shown by broken contours (interval 200m). The
demagnetized body below 300m depth is outlined by the
polygon. Numbered circles are wells referred to in
Figure 3 (from Soengkono er al., 1988).
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Figure 2. Observed and computed anomalies of profile
P1-P2 (see Figure 1) together with interpreted cross
section (taken from Soengkono et al., 1988).

Assuming that fluid characteristics remain about
constant at the same level throughout the reservoir, it
can be inferred that demagnetization has been controlled
by the (paleo-) permeability of the rocks. Based on this
inference, Soengkono et al. (1988) suggested that parts
of the Kamojang reservoir which lie outside the
demagnetized body, but still within the resistivity
boundary, should exhibit a lower permeability. Figure 4
shows that the demagnetized reservoir encompasses the
Kamojang borefield and wells with low productivity (i.e.
KMIJ- 9, 13, 25, 12, 7, 20 and 32) are indeed located
close to the boundary of the magnetic model. Reservoir
modelling by Saptadji (1987) also indicates that the
permeability of volcanic rocks outside the Kamojang
borefield is low.

Wairakei Geothermal Field

The Wairakei Geothermal Field is part of the large
Wairakei-Tauhara hot water dominated system in the
Taupo Volcanic Zone (TVZ), Central North Island, New
Zealand. The geothermal reservoir stands in a sequence of
young, dominantly rhyolitic volcanic rocks (Steiner,
1977). The Wairakei field has been exploited since
1950s and is now probably one of the best studied
geothermal systems in the world.

The Wairakei Field was covered by a low level (760m asl;
about 300m above mean terrain) airborne magnetic
survey conducted in 1984 by staff of the Geothermal
Institute. Residual anomalies were computed by
removing the normal field, defined by the International
Geomagnetic Reference Field (IGRF) of Malin and
Barraclough (1981), and reducing the regional field
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Figure 3. Plot of total magnetization of
cores from Kamojang wells against depth
(modified from Soengkono et al., 1988).
Well localities are shown in Figure 1.

Resistivity
boundary

Figure 4. Map showing the extent of demagnetized
rocks (thick polygon) and locality of Kamojang
production wells with mass flowrate 230 t/h (solid circle)
and <30 t/h (open circle).
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Figure 6. Flight lines of the survey are shown by the
dotted lines.
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LINE 11 o Magnetic (total force) profile
caused by deeper seated magnetic bodies beneath the TVZ o0 ™
(Soengkono and Hochstein, 1992). Residual anomalies 2001
are presented in Figure 5 which shows the presence of a 2007
distinct magnetic low in the northwestern part of the ™ ']
Wairakei field as defined by the resistivity boundary. 1 .
The data in Figure 5 also indicate a second magnetic low T e observed residual anomaties =
associated with the Tauhara Field, although this field is ~200+ computed anomfies
not fully covered by the survey. A large magnetic high B e e e e e A s
(max. amplitude ¢.400 nT) occurs to the south-west of 1500
the field; its northeast extension separates the magnetic Section of 3D model
low in the northwestern part of the Wairakei Field from 1000 - Karapit
that over the Tauhara Field. There is no evidence of any - 500 - ryoye dome
reversely magnetized rocks in the Wairakei area. .
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A study of cores from several wells was conducted by -500-
Lampoonsub (1987). This (Figure 6) showed that cores 000 40 A/m Gomagmetaeatos 1 sy
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levels are magnetic and not greatly affected by
hydrothermal alteration; cores taken from below 1000m
depth also have retained their magnetization. A similar
pattern was found at Kamojang in West Java, Indonesia
(see Figure 3) and in the Mokai geothermal field, about
25 km north-west of Wairakei (Soengkono, 1985).

NZ Map ‘Grid North (km)

Figure 7. Observed and computed anomalies of line 11
(see Figure 5) together with interpreted cross section
(taken from Soengkono and Hochstein, 1992).
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A 3-D magnetic model of the Wairakei geothermal field
(see Figure 5 and 7) was constructed by Soengkono and
Hochstein (1992) which includes hydrothermally
demagnetized rocks to about -500m below sea level
(450-950m depth from the surface). A concealed rhyolite
dome (Karapiti Rhyolite) still retains its magnetization;
a large concealed andesite strato volcano to the south-
west of the Wairakei field (not reached in any drillholes)
is also highly magnetic.

The magnetic model (Figure 8) shows that the
demagnetized reservoir covers the Te Mihi sector, the
main western bore field, and the southern sector of the
Wairakei field, but not the smaller eastern borefield.
Well 228 drilled in the Te Mihi area (Figure 8) is one of
the large producing wells in this field, with a production
of 90 t/h dry steam (Grindley, 1986). Based on pressures,
temperatures and fluid constituents of wells drilled in the
Te Mihi sector, Grant (1982) inferred that a major
upflow occurs beneath this area. - In the -natural state
hot fluids must have flowed laterally to the east of the
area now occupied by the western and eastern borefields'
and towards Geyser Valley (now called Wairakei Valley).
If this interpretation is true, we can explain the lack of
demagnetization in the eastern part of the Wairakei field
in terms of this being a very young outflow region.

The demagnetized rocks extend also outside the western
resistivity boundary of the Wairakei Field. Well 223 lies

over this extension and has temperatures up to 100° C at
600m depth. Well 224, which is located outside the
resistivity boundary but still within the extension of
demagnetized body, is cold; core studies (Lampoonsub,
1987) show that the rocks from well 224 are not greatly
altered, but they have relatively low remanent
magnetization. The cause of this primary low remanent
magnetization is still unknown.

MAPPING OF CONCEALED SHALLOW
ALTERATION :
For detection of shallow hydrothermal demagnetization
patterns, airborne magnetic data are usually not very
useful, since the magnetic signal associated with such
rather thin near-surface anomalous bodies is rapidly
attenuated with height. However, near surface alteration
zones can often be detected by -ground magnetic surveys,
particularly when the gradient of magnetic field
components is measured during the survey.

The phenomenon that volcanic rocks at the top of some
high T systems have been partially demagnetized is a
recent discovery. No systematic studies of shallow cores
and--outcrops have been made yet. If magnetite were
stable in an- oxidizing environment, such shallow
demagnetization should not occur. However, the two case
histories presented below show that demagnetization of
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Figure 9a. Horizontal magnetic gradient (solid, thick
contours) over the northern part of Te Kopia geothermal
field, Central North Island, New Zealand; contour values
are in nT/m (modified from Nguyen Hong Bang (1993)
and Perez-Ramos (1993)). Areas where the gradient is <4
nT/m (zones of near surface alteration) are hatched .

shallow rocks is common. At present we believe that the
phenomenon is caused mainly by the same process
which causes demagnetization of high standing surface
extrusions, namely demagnetization induced by acid
steam condensates.

Northern Te Kopia Geothermal Field

The Te Kopia Field lies about 25 km north east of the
Wairakei Geothermal Field. Present day thermal activity
consists of fumaroles, mud pools, steaming ground and
some hot springs. Two deep exploratory wells have
been drilled which show that the geothermal reservoir
lies in a sequence of rhyolitic pyroclastics and lavas
(Bignall, 1991) which outcrop in places.

Ground magnetic gradient measurement together with
Schlumberger resistivity traversing (AB/2 spacing of 30
and 60m) were conducted in 1993 in the northern part of
the Te Kopia field (Nguyen Hong Bang, 1993; Perez-
Ramos, 1993). Results of these surveys are presented in
Figures 9a and 9b. The figures show that low apparent
resistivity values (10 @-m for AB/2=60m), which
indicate the presence of electrically conductive altered
ground, are clearly associated with low values of the

Figure 9b. Apparent resistivity measured using a
Schlumberger array with AB/2=60m (solid, -thick
contours) over the same area shown in Figure 9b; contour
values are in Q-m (modified from Nguyen Hong Bang
(1993) and Perez Ramos (1993)). Area where the
apparent resistivity is <10 Q-m (zones of near surface
alteration) is hatched.

horizontal magnetic gradient (< 4 nT/m). In Figures 9a
and 9b, the hatched pattern indicates the likely extent of
the altered ground which is now covered by soils or thin
layers of pumice; samples taken from 1 m depth show
that hydrothermal alteration indeed occurs beneath a thin
unaltered cover. A small area with low magnetic
gradient to the north of well TK-2 (indicated by A in
Figure 9a) coincides with a zone of high apparent
resistivity values (Figure 9b). A similar phenomenon
occurs in the Northern Tokaanu-Waihi field and a
possible explanation is given in the following section.

Northern Tokaanu-Waihi Geothermal Field

The Tokaanu-Waihi prospect is an undeveloped
geothermal field located near the southern shore of Lake
Taupo, about 45 km southwest of the Wairakei
Geothermal Field. The area is mainly covered by young
andesite flows of the Tongariro Volcanic Centre
(Grindley, 1960). Two larger areas with hydrothermal
activity occur in this field - the Tokaanu thermal reserve
near Tokaanu village and the Hipaua thermal area in a
rugged area in the north. In addition, several discharges
of hot water occur along Lake Taupo shore line near the
Waihi village.
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Figure 10a. Horizontal magnetic gradient (solid, thick
contours) over the northern part of Waihi-Tokaanu
geothermal field, Central North Island, New Zealand;
contour values are in nT/m (modified from
Siripongsatian, 1994). Areas where the gradient is <20
nT/m (zones of shallow alteration) are hatched.

Ground magnetic gradient measurements and resistivity
traversing using AB/2 spacing of 50 and 100m were
conducted in the northern part of the Tokaanu-Waihi
geothermal field in 1994 (Munyithya, 1994;
Siripongsatian, 1994). Correlation between apparent
resistivity and magnetic gradient values (Figures 10a and
10b) shows a pattern similar to that observed at Te Kopia
(discussed in the previous section). However, the
interpreted near surface alteration zones (Figures 10a and
10b) appear to be associated with higher values of both
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Figure 10b. Apparent resistivity measured using the
Schlumberger array with AB/2=60m (solid, thick
contours) over the same area shown in Figure 10a;
contour values are in Q-m (modified from Munyithya,
1994). Area where the apparent resistivity is <50 Q-m
(zones of shallow alteration) is shown hatched.

that a shallow hydrothermal alteration process has
started in these areas, which has altered the magnetic to
non-magnetic minerals, but which has not produced a
sufficient amount of clay minerals to cause the rocks to
become electrically conductive. Thus, the phenomenon
of smaller areas with low magnetic gradient but high
apparent resistivity values may indicate an initial stage
of alteration. An anomalous ground temperature at 1 m
depth of more than 1° C above ambient also occurs in
area B in Figure 10a (Munyithya, 1994).

magnetic gradient and apparent resistivity in .

comparison to those at Te Kopia.. At Tokaanu-Waihi,
areas with near-surface alteration are marked by a
magnetic gradient <20 nT/m and an apparent resistivity
<50 @-m. It is possible that the difference in magnitude
of magnetic gradient and shallow apparent resistivity in
both areas reflect the level of boiling. At Te Kopia
boiling temperatures occur at shallow depths (probabl
10 to 30m) whereas beneath the "highstanding Hipaua
area at Tokaanu-Waihi boiling occurs at depths >100m
(Severne and Hochstein, 1994). -

There are two small areas: (B and C in Figure 10a) with
magnetic gradient values <20 nT/m which are not
associated with low apparent resistivity values. As
mentioned in the previous section, one such area also
occurs at Te Kopia. As magnetite and titanomagnetite are
the first minerals to be altered in NZ prospects by
hydrothermal activity (Browne, 1994), it is possible

SUMMARY AND DISCUSSION

Geophysical investigations using airborne magnetic
surveys are useful to assess the lateral extent of many
high temperature geothermal reservoirs in young
volcanic rocks. Airborne magnetic surveys can be used
to quickly investigate a large prospect area with access
problems. Interpretation of residual airborne magnetic
anomalies can often provide models-that show the extent
of hydrothermally demagnetized rocks and concealed
paleo-permeability structures. In active geothermal
fields, the presence of thick and extensive demagnetized
rocks can indicate areas of high reservoir permeability
and upflow regions, as shown. by the discussion of two
high T reservoirs which are presently exploited
(Wairakei and Kamojang). However, hydrothermal
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demagnetization is an irreversible process and
demagnetized bodies interpreted from the residual
magnetic data also reflect hydrothermal past activity.

Studies of two NZ geothermal prospects (Te Kopia and
Tokaanu-Waihi) show that ground magnetic surveys can
be used to detect and map the distribution of concealed
near-surface alteration. At Tokaanu-Waihi, thermally
altered ground beneath steeper terrain is unstable
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ABSTRACT

Microearthquake activity at the Southeast Geysers,
California, geothermal field is monitored with a high-
resolution digital seismic network. Hypocenters are
spatially clustered in both injection and production
areas, but also occur in more diffuse patterns, mostly
at depths from 1 to 2.8 km. Hypocenters near the
injection well DV-11 exhibit a striking correlation
with movement of injectate and injectate-derived
steam. Preliminary moment tensor results show
promise to provide information on the differing
source mechanisms resulting from fluid injection and
steam extraction.

INTRODUCTION

Over the last several years, Lawrence Berkeley
Laboratory (LBL) has been monitoring
microearthquake (MEQ) activity at the Southeast
(SE) Geysers, California, using a high-resolution,
high-frequency digital array. The original array
consisted of eight three-component stations operated
by LBL, and five three-component stations operated
by Lawrence Livermore National Laboratory
(LLNL). A re-configured array of 13 stations
telemetered to a central site went on-line in January
1994. From these new data we have been able to
determine a three-dimensional (3-D), P- and S-wave
velocity model for the SE Geysers, and to utilize this
model to obtain high-quality MEQ hypocenters. We
have also inverted the data for moment tensors,
providing information on event size and source
characteristics. ‘ ‘

One of the main objectives of ‘the project is to
evaluate the utility of high-resolution MEQ
monitoring as a geothermal reservoir management
tool. Specifically, we wish to determine what kind of
hypocentral accuracy can be obtained with this type
of network, what kind of analysis can be performed
with such hypocentral data, and whether the results of
such analysis are of use to reservoir managers. To

this end, we report here on the MEQ locations we
have obtained in the SE Geysers, and compare them
to those determined using the lower-resolution,
analog MEQ network operated at the Geysers by the
Unocal-NEC-Thermal (U-N-T) partnership. We
discuss the seismicity associated with the Unit 18
Cooperative Injection Project, and its relation to the
effects of the injection on nearby production wells.
We also discuss the seismicity associated with steam
extraction in a production well, and compare it with
injection-related seismicity.

Another objective of the project is to use the seismic
velocity structure obtained from the MEQ data to
infer the physical conditions and properties of the
reservoir. In this report, however, the velocity
structure is discussed only in relation to its use in
determining hypocenters.

NETWORK AND DATA

The LBL array consists of 13 high-frequency
(4.5 Hz), digital (480 samples/s), three-component
stations deployed on the surface, in portions of the
Calpine, U-N-T, and Northern California Power
Agency (NCPA) leases. U-N-T has monitored
seismicity of portions of the Geysers since 1985
(Stark, 1992). Their network consists of mostly
vertical, 4.5-Hz seismometers, with some three-
component stations. The data are recorded in analog
form, but later digitized at 100 samples/s. Both the
LBL and the U-N-T arrays are shown in Figure 1.
The U-N-T network covers a larger area and has a
larger station spacing.

The LBL network records regional and teleseismic
events as well as those from the Geysers area. To

“avoid processing these extraneous events, U-N-T

provides us with a list of events which they have
located in the SE Geysers. We use this list to identify
and extract the events of interest from our data for
processing. Because of the greater sensitivity of the
LBL network, this means that many of the smaller
events recorded at the SE Geysers by the LBL array,
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Figure 1. Location of LBL and U-N-T MEQ
networks at The Geysers, California.

but not by the U-N-T array, remain unprocessed.
Also, because of down-time of the LBL array due to

operating problems, some events that were located by
U-N-T were not recorded by LBL.

Once the events are identified, the P- and S-wave
arrival times for each event at each station are picked
manually. The uncertainty in the P arrival time is
estimated at 0 to 3 samples, or up to 0.006 s, and the
uncertainty in the S arrival time is estimated at 2 to 6
samples, or 0.004 to 0.012s. These arrival times
provide the data set for the velocity model and
hypocentral location inversions. The moment tensor
inversion models the amplitude (obtained by
integration over the pulse width) and polarity of the
P-wave pulses. '

From January 1994 through July 1994, 930 “U-N-T
events” were processed and located using LBL data.
In June, we processed all of the LBL data, and
located an additional 139 events within the area
defined by U-N-T as the SE Geysers (as well as
others outside this area that we wished to use in the
velocity inversion). Since U-N-T located 225 events
in June, it appears that the LBL network is capable of
locating some additional 50% of events.

THREE-DIME EISMIC V 1
INVERSION

In order to determine high-quality hypocenters, an
accurate model of the seismic velocity is needed. We
_chose approximately 300 events from the January to
June 1994 time period to use in an inversion for

three-dimensional P- and S-wave velocity structure.
The events were selected to maximize ray coverage
of the imaged volume. The final data set consisted of
2731 P arrival times, and 1578 S arrival times from
295 events.

The joint hypocenter-velocity inversion method of
Thurber (1983), as modified by Michelini and
McEvilly (1991) was used. Initial velocity values are
assigned to nodes on a 3-D grid, and are adjusted in
an iterative procedure that minimizes the travel-time
residuals using damped least squares. The initial
velocity model was an average of the 1-D, P velocity
model obtained by O’Connell and Johnson (1991) for
the central portion of the Geysers field, and the 1-D P
model used by U-N-T (M. A. Stark, pers. comm.),
which is based on that obtained by Eberhart-Phillips
and Oppenheimer (1984). The initial S model was
calculated from the P model using an assumed Vp/Vs
of 1.7.

A 7 km by 4 km area bounded by the stations was
imaged to a depth of 2.5 km. The horizontal node
spacing was 1.0 km and the vertical node spacing was
0.5 km. The inversion resulted in a 52% weighted
root mean square residual reduction over the 1-D
starting model, and a 59% weighted variance
reduction.

MICROEARTHQUAKE LOCATION RESULTS

The new 3-D, P- and S-wave velocity model was
used to relocate the SE Geysers events. The
hypocenters for the January to July 1994 time period
are shown in Figure 2. They can be compared with
the U-N-T hypocenters for the January to June 1994
period shown in Figure 3.

The uncertainty of the hypocenter locations arises
primarily from two factors, errors in the arrival times,
and inaccuracy of the velocity model. We estimate
the uncertainty in locations arising from error in
arrival times as less than 30 m. The uncertainties
arising from inaccuracy of the velocity model are
more difficult to assess. We plane to estimate them
by perturbing the velocity values, then relocating the
events to see how much the locations change.

Distinct spatial patterns of seismicity are evident on
the LBL map (Figure 2). The seismicity on the U-N-
T map (Figure 3) appears much more diffuse; the use
of the LBL data and the 3-D model results in much
tighter clustering of events. Also, absolute locations
of many events and clusters differ between the two
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and west of 1785000 are from June 1994 only and are
additional to the U-N-T events.
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figures. Several of the clusters are known to correlate
with injection wells, while at least one of the clusters
is associated with a production well. Two of these
clusters (the boxed areas in Figure 2) are discussed in
detail in the following sections. The rest of the
seismicity has not yet been studied for detailed
correlation with injection and production activities.

The depth distribution of the LBL hypocenters is also
less diffuse than the U-N-T hypocenters. The LBL
hypocenters locate in a much more limited depth
range, between —1000 and -7000 ft msl (-0.3 to

—2.1 km msl, or a depth of 1.0 to 2.8 km, using an 4

average surface elevation of 0.7 km msl), with
several localized MEQ “stringers” extending below
the base of the main zone of seismicity. This result is
similar to that found at the NW Geysers by Romero
et al. (1994). Using a similar array, they identified a
shallow zone of microseismicity between 1 and 3 km
in depth, and a more limited zone from 3.5 to 5 km in
depth.

The observation that few events occur above —1000 ft
(-0.3 km) msl is interesting in that the elevation of
the top of the steam reservoir ranges from 1000 ft to
-3000 ft (0.3 to —0.9 km) msl in the area that is
seismically active (Field Operators, 1992). The top
of the steam is above the —1000 ft (-0.3 km) level
over approximately one-half of the seismic area.
Thus, it appears that the portion of the steam
reservoir between 1000 and -1000 ft (0.3 and
—0.3 km) msl is relatively aseismic.

More detailed study will be conducted to determine
the relation of the base of the seismicity with the
bottom of the reservoir. The depths of the deeper
events are less well constrained than the shallower
events due to poorer resolution of the velocity model
with depth. In general, producing wells in this area
extend down to elevations of —5000 to —6000 ft (-1.5
to —1.8 km) msl, roughly coincident with the base of
the primary zone of seismicity. Clearly, however,
some MEQs do occur below the maximum depth that
the steam reservoir is currently being exploited.

It would be desirable to know which components of
the LBL monitoring process contribute to the
differences between the LBL and U-N-T hypocenter
results. If, for example, it were determined that the
inclusion of S-wave data did not contribute
appreciably to improved accuracy, it would be much
cheaper to operate a high-resolution network since
horizontal components would not be. required.
Therefore, we conducted several tests to separate the
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effects of the use of P- and S-wave data vs. the use of
P-wave data only, and also the use of a 1-D vs. a 3-D
model.

First, the events were relocated using the 3-D, P
velocity model, excluding S-wave arrival times.
Locations shifted an average of 240 ft (73 m)
horizontally, and in a random pattern. The clustered
patterns of seismicity were still quite evident, and the
depth distribution of events did not differ
significantly from the 3-D, P and S case, although
depths of many of the individual events shifted
appreciably. ‘

Next, the events were relocated using a 1-D, P- and
S-wave velocity model. In this case, the clustering of

. events still occurred, but the locations of the clusters

shifted appreciably, up to 1500 ft (0.45 km). The
base of the main seismicity zone extended to —9000 ft
(-2.7 km) msl. Relocations using a 1-D model
without S-waves were also performed. The results
are similar to the 1-D, P and S case, although some
clusters were not as tight.

We conclude that the high-resolution data and/or the
increased density of the LBL array results in more
clustered event locations compared to the U-N-T
data, and that use of a 3-D velocity model
significantly affects the absolute locations of the
events and clusters. S-wave data may be of limited
usefulness for hypocentral locations of SE Geysers
MEQs with this particular array. Because the large
amount of energy in the P-wave coda in these
seismograms tends to obscure the S-wave arrivals,
their arrival times are fewer and less accurate than
those of the P waves, and therefore may not
contribute appreciably to the inversion. We plan to
test the effect of the high-resolution data by adding
random noise to the arrival times and relocating the
events. This should indicate how much picking error
is needed to make the LBL locations as diffuse as the
U-N-T locations.

SEISMICITY ASSOCIATED WITH AN
INJECTION WELL

The cluster of seismicity associated with the injection
well DV-11 was investigated in detail (“Area 1” in
Figure 2). Injection in DV-11 began in late
December 1993 as part of The Geysers Unit 18
Cooperative Injection Project, a three-year
cooperative program between the U.S. Department of
Energy (DOE) and U-N-T, Calpine, NCPA, and
Pacific Gas and Electric, to increase the



understanding of injection into known productive
intervals at The Geysers (Voge et al. 1994).

Analysis of 1993 and 1994 data shows that the DV-
11 area was seismically quiescent prior to February
1994. During that month, five MEQs occurred near
DV-11. By June 1994, they occurred at a rate of 21
events per month. The injection rate and -the
seismicity rate are compared in Figure 4. There is a
lag time of approximately one month between
initiation of continuous injection and the onset of
seismicity. A similar lag time is observed between
the cessation of injection in late May and the drop in
seismicity in July. In contrast, only seven days after
the January 7 injection start, enhanced steam
production began to occur from the five producing
wells on the injection well pad (Voge et al., 1994).

The DV-11 study area and the wells being monitored
for physical and chemical parameters during the
injection test are shown in Figure 5. Posted next to
each well is the nominal flowrate difference in kph
(thousand pounds per hour) between 12/1/93 and
4/30/94, four months after injection began (data from
Voge et al., 1994). Note that the largest increases in
steam production are seen in the wells with steam
entries to the west and south of the injector.

The LBL hypocenter locations in the DV-11 injection
area are shown in detail in Figure 6. The MEQs are
located near and below the bottom of the injection
well (from 400 ft above [120 m] to 3500 ft [1070 m]
below the well TD), and distances up to 400 ft
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Figure 4. Comparison of DV-11 injection rate and
seismicity in the surrounding 2400- x 2400-ft
(0.73- x 0.73 km) area. MEQ count is based on U-N-
T data, because of some down-time of the LBL
network during the period shown.
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(120 m) north, 1000 ft (300 m) west, and 1000 ft
(300 m) south. This trend in event locations is
toward the wells that showed the largest increases in
production (wells DV-1, DV-6, DV-15, DV-16, and
DV-17; see Figure 5). There are few events to the
east of DV-11; likewise, well DV-24-RD, whose
steam entries are directly east of DV-11, showed only
one-half to one-third the nominal flowrate increase of
these other five wells. The maximum depth of the
MEQs is similar to the depth of the deepest
production wells in this area.

Most of the flowrate increase in DV-6 did not occur

. until April 1994, while the other increases were seen

almost immediately. Voge et al. (1994) suggest that
the delayed increase was due to the time necessary
for expansion of the boiling front from the injected
liquid to reach the deep DV-6 steam entries. This
interpretation may be supported by the observation
that the deepest MEQs in Figure 6 (those below
—4000 ft [-1.2 km] msl) all occurred in June, with the
exception of one each in March, April and May. The
distribution of the shallower events do not show a
temporal pattern.

It has been suggested that MEQs indicate the
presence of injectate, but also that conversely, the
absence of MEQs cannot be taken to mean its
absence. There has been at least one case of injection
with no clear increase in seismicity detected (M. A.
Stark, pers. comm.), and preliminary correlation of
LBL hypocenters with injection wells in the NCPA
lease area indicates that seismicity can decrease or
even stop around injectors active for long periods of
time. Likewise, the absence of MEQs above —2500 ft
(=7.6 km) msl in Figure 5 cannot be taken to show
that injectate is not leaving the well above that
elevation, because the mechanisms by which
injection induces MEQs are not known. We have
already discussed the existence of a relatively
aseismic zone within the reservoir above —1000 ft (—
0.3 km) msl over other areas of the SE Geysers.

The top of the felsite intrusion is also shown in
Figure 6, and it is seen that the located MEQs occur
within the felsite.  This observation should be

-compared with the felsite-dependence of other

injection-related MEQs as well as production-related
MEQs to evaluate its significance. Much of the
Geysers is underlain by this northwest-trending
intrusive body, and in the SE Geysers, the productive
reservoir is found in both the felsite and the overlying
greywacke unit.
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In summary, the data do suggest that the MEQ
distribution can be interpreted as a rough indication
of the pathway of injectate and/or injection-derived
steam, and further, of the existence of fractures or
high-permeability pathways. While it is possible that
the larger number of wells extracting steam to the
west and south of DV-11 influenced preferential fluid
movement in that direction and the corresponding
seismicity, this would not explain the seismicity to
the north of DV-11. If the locations of the
hypocenters are accurate, they could indicate the
movement of some injectate to the north, and
consequently that deep drilling in this area could
increase fluid recovery. Voge et al. (1994) estimated
for April 1994 a 40.7% near-term recovery of
injectate as produced steam in the existing nearby
wells, primarily to the south and west.
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Presented in Figure 7 are plots of the DV-11
seismicity determined using different data and
velocity models. They demonstrate that in doing the
above type of analysis, confiderce is increased by the
use of a 3-D model and LBL-type network data, and
to a lesser extent, S-wave data. The U-N-T locations
(Figure 7a) are more diffuse, both laterally and
vertically, than the LBL locations. The trend towards
the wells showing increased flowrate is not as
defined, and many events locate to the east of DV-11.
Events also locate above the felsite, and below the
TD of the deepest wells.

Figure 7b shows the hypocenters obtained using LBL
data, but with a 1-D model. The events are clustered,
but are shifted to the southeast, towards wells that
showed low flowrate increases. Some events also
locate much deeper than in Figure 6, below the TD of
the deepest production wells in this area.

Figure 7c presents the hypocenters obtained with
LBL data and a 3-D model, but without using S-wave
data. The MEQ distribution is very similar to that in
Figure 6, and all of the same conclusions could be
drawn from this data. However, elimination of
S-wave data has resulted here in more events located
to the north of DV-11, making a stronger case for
infill well drilling in that area than might be
warranted from the 3-D, P- and S-wave results.

SEISMICITY ASSOCIATED WITH A
PRODUCTION WEIL

A tight cluster of seismicity occurring around the
Calpine production wells DV-2 and DV-4 was also
studied in detail (“Area 2” in Figure 2). A detailed
plan view and cross-section is shown in Figure 8, and
Figure 5 shows the area in relation to the DV-11
injection test. Although Calpine DV-2 and DV-4 are
being monitored as part of the DV-11 injection
project, we do not believe the seismicity associated
with these two wells is related to the DV-11 injection,
because the rate of seismicity in this area has not
increased appreciably since the injection began. Both
LBL and U-N-T data show a cluster of events in this
area in 1993. Also, flowrates in Calpine DV-2 and
DV-4 have shown almost no response to DV-11
injection, although small amounts of tracers injected
into DV-11 have been recovered. They may,
however, be influenced by injection in two nearby
Calpine wells. One injection wellhead is located just
to the east of the area shown, with the well course
deviated to the southeast. The other injection

2
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Figure 7. Plan views and east-west cross sections of seismicity near injection well
DV-11, obtained using differing data and velocity models. Compare with Figure 6.

wellhead is on the same pad as 956A-6 and 958-8,
shown in Figure 5, and the well course is nearly
vertical. Both DV-2 and DV-4 produce at a rate

~around 70 kph (Voge et al, 1994).

The MEQs occur mostly near and below the bottom
of well DV-2, and within the felsite, similar to the
seismicity near the injection well DV-11. Again, it
appears that the upper portion of the steam reservoir
is relatively aseismic here. The events are also
displaced laterally from the DV-2 well course, or to
its projection downward in the case of those events
located below the well’s TD. The seismicity nearest
to DV-4 is also displaced by about 300 ft (90 m) east.
Differences in source characteristics between these

events and those near DV-11 are discussed in the next
section.

SOURCE MECHANISM STUDIES

In order to obtain information on the size and source
characteristics of the MEQs, the LBL data were
inverted for moment tensors. The procedure yielded a
scalar moment and an orientation of the maximum
compressive and tensional stresses (P and T axes) for
each event. Because the procedure takes both
amplitude and polarity of P waves into account, the
results are better constrained than the standard fault
plane solutions, which are often ambiguous. High-
resolution data is required for this method because



1791300 1793500

o]
?, +
e +
Zo
#'Oi“
o
° ¥
o +$. %
S +
S
[-3
o
2
3
o
=3
o
4
o ol
afle
= a2
[
L
5 b
7] + +
:.g + +
F3a +
(=20
g +
> i
w +
w F Y
S % +
o
o] Hw
] f‘&' +
: +  MEQ HYPOCENTER
& 7 o STEAMENTRY
s o TOP OF FELSITE
27 PRODUCTION WELL
Ll
o
s
H
! 1791300 1793500 401000 403200
w-E S-N

Figure 8. Plan view and east-west and north-south
cross sections of seismicity near the Calpine
production wells DV-2 and DV-4. Location of area
indicated by boxes on Figures 2 (“Area 2”) and 5.

the amplitudes are obtained by integration over the
pulse width; therefore the uncertainty in arrival time

must be small compared to the pulse width. The
method is also capable of using S-wave data;
however, because of the high uncertainty of the LBL
S-wave arrival times, we were not able to do so.

Although the method is still in the development
stages, preliminary orientations of the P and T axes of
the events in the DV-t1 injection area and the
Calpine DV-2 and DV-4 production area are shown
in Figure 9. While there is a great deal of scatter in
the orientations in both areas, it does appear that there
are some differences. The axes in the injection area
are more randomly oriented while in the production
area there is a cluster of P axes oriented in a NE-SW
direction, and alignment of many T axes in a NW-SE
direction. The production area axes are consistent
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CALPINE DV-2 and DV-4 PRODUCTION AREA

Figure 9. Orientation of P and T axes obtained by
moment tensor inversion of the LBL data, for the
events. for January to August 1994, from the areas
shown in Figures 6 and 8. Lower hemisphere equal
area projection.

with the orientation of the regional strain field from
geodetic measurements, of approximately N79W
extension and N11E contraction (Prescott and Yu,
1986), and with many of the P and T axes obtained
by Oppenheimer (1986) for The Geysers from fault
plane solutions on USGS data.

If this difference in focal mechanisms between one
injection and one production area were found for all
injection- vs. production-related events at the SE

. Geysers, it would have important implications for

different earthquake-inducing mechanisms. As
pointed out by Oppenheimer (1986), agreement
between the orientation of the production-related
earthquake stress axes with the regional strain rate
axes would- indicate that the stress perturbations

'resultmg from extraction are small compared to the
-regional tectomc stress field. On the other hand, the
lack of such correlation for the injection-related

events would mdxcate that the local stress
perturbationsinduced by injection dominate.

The scalar moments of the SE Geysers MEQs are
shown in a standard “b-value” plot in Figure 10. The
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different slope of the line for moments above and
below 3 x10!8 dyn-cm may indicate differing
mechanisms for the events above and below this
value. One possible explanation is that the larger
events have causes related to tectonic stresses, while
the mechanism of the smaller events are related to
production, resulting in a different frequency
distribution.

The moments (M) were converted to magnitude
(Myy) using the relationship

M, = %log M, - 10.7

(Hanks and Kanamori, 1979). The equivalent
magnitudes are shown on the upper x axis of the b-
value plot. The size of the events at the SE Geysers
are quite small. For the time period January to July
1994, the largest event recorded by the LBL array
had a moment of 2 x 10! dyn-cm, or a magnitude of
about 2.2.
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The results presented above indicate that further
investigation of moment tensors is warranted and
may provide important information regarding the
mechanisms inducing MEQs at the SE Geysers. It
may also be possible to infer additional source
characteristics such as energy release, size of rupture
surface, and source duration from the moment tensor
results. "

CONCILUSIONS

High-quality MEQ hypocenter locations have been
obtained at the SE Geysers using a high-resolution
digital array operated by LBL and have been
compared with those obtained from the U-N-T array.
The use of a 3-D seismic-velocity model is important
for obtaining accurate absolute locations, while either
the high sample rate or the tight array configuration,
or both, is required for accurate relative locations.

Use of the new array reveals that MEQs at the SE
Geysers occur in spatial clusters which can be
associated with both injection and production
activities, as well as in a more diffusely scattered
pattern. Elevations of most of the events are between
—1000 and -7000 ft msl, or depths of 1 to 2.8 km.
The base of this primary seismicity zone is

- approximately coincident with the maximum depth

from which the steam reservoir is currently being
produced. The portion of the steam reservoir from
1000 to -1000 ft (0.3 to 0.3 km) msl is relatively
aseismic. The seismic moments of the events
recorded have been under 2 x 101 dyn-cm, or a
magnitude of about 2:2.

MEQs appear to have been induced by injection of
water into well DV-11. The LBL data showed that
the lateral, vertical, and temporal distribution of
seismicity was towards the production wells
responding most favorably to the injection, adding
credibility to the use of MEQs to track injectate or to
infer the location of high-permeability pathways.
MEQs also spread north from DV-11 towards an
unexploited area of the field, which, using this
principle, indicates that recovery of injectate might
increase with drilling in this area.

Orientations of P and T axes of moment tensors of
events near the injection well DV-11 differ from
those of events near the Calpine production wells
DV-2 and DV-4. The source mechanism studies are
in a preliminary stage, but show promise for



providing information on the mechanisms by which
water injection and steam extraction induce MEQs.
High-resolution data are required for the moment
tensor analysis. '
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INSIGHT FROM THE GEYSERS CORING PROJECT

Jeffrey B. Hulen and Dennis L. Nielson

Earth Sciences and Resources Institute,
Department. of Civil Engineering, University of Utah,
Salt Lake City, Utah 84112

ABSTRACT

The Department of Energy (DOE)/geothermal industry-
sponsored Geysers Coring Project (GCP) has yielded
236.8 m of continuous core apparently spanning the tran-
sition between the uppermost Geysers steam reservoir and
its caprock. Both zones in the corehole are developed in
superficially similar, fractured, complexly veined and
locally sericitized, Franciscan (late Mesozoic) graywacke-
argillite sequences. However, whereas the reservoir rocks
host two major fluid conduits (potential steam entries),
the caprock is only sparingly permeable. This discrepan-
cy appears to reflect principally vein texture and mineral-
ogy. Two types of veins are common in the core — ran-
domly-oriented, Franciscan metamorphic quartz-calcite
veins; and high-angle, late Cenozoic veins deposited by
The Geysers hydrothermal system. The older veins local-
ly contain hydrothermal carbonate-dissolution vugs,
which, although concentrated at the larger fluid conduit,
are scattered throughout the core. The younger veins,
commonly with intercrystalline vugs, consist dominantly
of euhedral quartz, calcite, K-feldspar, wairakite, and
pyrite — those in the reservoir rock also contain minor
epidote and illite. The corresponding caprock veins are
devoid of epidote but contain abundant, late-stage, mixed-
layer illite/smecite (5-18% smectite interlayers) with
minor chlorite/smectite (40-45% smectite interlayers).

We suggest that clots of these two expandable clays in the
caprock clog otherwise permeable veins and carbonate-
dissolution networks at strategic sites to produce or
enhance the seal on the underlying steam reservoir.
Illite/smectite geothermometry indicates that the SB-15-D
caprock clays were precipitated in the approximate tem-
perature range 180-218°C, and those in the reservoir at
about 218-238°C. These temperatures, along with occur-
rence of the clays on commonly etched éalci.te, K- ’
feldspar, or wairakite, suggest that the clays were precipi-
tated from mildly acidic steam condensate under condi-
tions similar to those now prevailing.

INTRODUCTION

The GCP is a geothermal industry/DOE collaboration
aimed at improving understanding of porosity, permeabil-
ity, and remaining fluid saturation in The Geysers vapor-
dominated geothermal system (Fig. 1; Hulen et al., 1995).
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Figure 1. Location map

Gaining that understanding requires core, which, prior to
the GCP, was a scarce commodity here. At the time the
project was initiated, only 24 short (<8 m) cores <90 m in
combined length had been collected from the field. The
drilling phase of the GCP, completed late in 1994, yielded
236.8 m of additional continuous core, spanning the depth
interval 251.4-488.3 m, from a newly-created sidetrack
(SB-15-D) to an existing Unocal Corporation production
well (Fig. 1).

Detailed characterization and precise quantification of
porosity, permeability, and fluid saturation in this new
core must await the results of focused investigations now
in progress by the GCP's collaborating investigators (e.g.
Bonner et al., 1995). However, our own baseline geolo-
gic studies in support of these efforts have begun to
reveal significant differences between core from the rela-
tively impermeable upper 70% of SB-15-D (above a
depth of 417.3m) and the lower 30%, in which two
prominent-fluid conduits (potential steam entries) were
penetrated (Hulen et al., 1995). ‘Chief among these differ-
ences are.the types, distributions, and abundances of vein-
hosted hydrothermal clays. This paper discusses the
implications of these differences — with emphasis on the
clays — for evolution of reservoir porosity and formation
of the caprock above the modern Geysers steam field.
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GEOLOGIC AND HYDROTHERMAL SETTING

The Geysers geothermal system occurs principally in sub-
duction-trench-related Franciscan (Late Mesozoic)
metagraywacke, metashale, and metasiltstone, hereinafter
referred to as "graywacke” and "argillite” (McLaughlin,
1978, 1981; Sternfeld, 1981, 1989). These rocks are
intruded by a large (>100 km?), composite, late Cenozoic
felsic pluton (the felsite; Fig. 1) which has produced a
thick, contact-metamorphic aureole in the enveloping
older lithologies (Schriener and Suemnicht, 1982;
Thompson, 1992; Dalrymple, 1992; Hulen and Nielson,
1993). The intrusive and contact-metamorphic rocks also
host a significant portion of the steam field. Mapped
faults at The Geysers include high-angle, northwest-trend-
ing, dextral strike-slip faults related to the San Andreas
system, and low- to high-angle, also commonly north-
west-trending thrust faults of probable Franciscan age
(McLaughlin, 1978, 1981; Oppenheimer, 1986;
Thompson and Gunderson, 1992). Faults and fractures
controlling major steam conduits tend to be high-angle in
the felsite (Thompson and Gunderson, 1992) and low- to
moderate-angle in the Franciscan rocks (Beall and Box,
1992; Thompson and Gunderson, 1992).

The Geysers steam field is divisible into a so-called "nor-
mal" reservoir, with a pre-exploitation temperature of
about 235°C at a pressure of about 3.3 MPa (White et al.,
1971) and, principally in the northwest Geysers, a deeper,
"high-temperature” reservoir (Walters et al., 1992) with
rock temperatures locally exceeding 300°C. Although
now vapor-dominated, The Geysers hydrothermal system
was initially hot-water dominated, with deeper tempera-
tures probably as high as 400°C (Moore, 1992;
Gunderson and Moore, 1994). While in this earlier stage,
the system created significant secondary porosity by dis-
solving calcite from Franciscan metamorphic quartz-cal-
cite veins (Hulen et al., 1991, 1992; Thompson and
Gunderson, 1992; Gunderson, 1992). The system also
precipitated a well-zoned suite of hydrothermal vein min-
erals including tourmaline at deeper levels, epidote
throughout most of the future steam reservoir, and com-
monly bladed calcite at higher elevations (McLaughlin et
al., 1983; Hulen et al., 1991, 1992; Moore, 1992). The
bladed calcite has been cited as an important porosity-
sealing phase in The Geysers' caprock (Hulen et al., 1991,
1992; Moore, 1992).

The existence of such a caprock is necessary to "...inhibit
the free escape of rising vapor" from the underlying steam
reservoir (White et al., 1971). As we will argue, corehole
SB-15-D apparently penetrates the transition zone
between the basal portion of this caprock and the upper
portion of the subjacent reservoir. This penetration pro-
vides an opportunity to investigate the means by which
this essential seal was formed.
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LITHOLOGY, FRACTURING, ALTERATION, VEIN
MINERALIZATION, AND THE NATURE OF i
POROSITY

The GCP corehole encountered a sequence of interbedded
Franciscan graywackes and argillites, with the graywack-
es strongly predominant (Fig. 2). These rocks were
deposited as turbidites. The generally fine- to medium-
grained graywackes show graded bedding and load casts,
and the argillites, prominent flame structures (see also
Sternfeld, 1989). Prevailing dip angles in these strata
(relative to a plane normal to the core axis, itself inclined
83° from horizontal) range from 40-65°. The argillites at
deeper levels, below a depth of about 375 m, appear
stightly more indurated and competent than their higher-
level counterparts (Hulen et al., 1995).

Although the SB-15-D core was highly fractured through-
out (Hulen et al., 1995), losses of the water- and polymer-
based drilling fluid to the formation were only 10-25% to
a depth of 417.3 m. At this depth, a total loss of circula-
tion occurred (Fig. 2), and the remainder of the hole was
cored without drilling-fluid returns. A second major fluid
conduit, somewhere between 472.4 m and 488.3 m (Fig.
2), was detected by a post-drilling Sandia National
Laboratories temperature survey conducted immediately
following injection of cool water into the partially ther-
mally reequilibrated corehole (Brian Koenig, pers. com-
munication, 1994). Both this deeper conduit and the one
at 417.3 m almost certainly would have been steam
entries had SB-15-D been air-drilled.

The lack of an obvious correlation between fracture type
or density (not illustrated on Figure 2) and the fluid con-
duits noted above suggests to us that many of the pene-
trated fractures were induced or enhanced during drilling
and core recovery. Probable causes for this artificial frac-
turing include relief of overburden pressure (formation of
hackly disk-like fractures) and core contraction accompa-
nying cooling (enlargement of existing fractures; "pull-
apart” of weakly cemented veins). There are, however,
numerous, clearly natural, high-angle (typically >65°),
slickensided fractures (principally in argillites) along the
entire length of the core. The slickensides are commonly
subhorizontal features, recording strike-slip to low-angle
oblique-slip displacement.

Hydrothermal alteration of the core is typically minimal
and confined to thin (less than a few mm) selvages on the
Geysers hydrothermal veinlets described immediately
below. However, scattered zones of intense alteration up
to a meter or more in length occur locally (for example,
around the major fluid conduit at 417.3 m).

Sericitization, the principal alteration type, is character-
ized by replacement of susceptible original clastic compo-
nents of the rock (especially albite and volcanic rock
grains) by white to greenish-white illite (or phengite).
The illite throughout the core generally contains <5%
smectite interlayers, as determined by X-ray diffraction
(XRD) analysis. Other alteration minerals occurring both
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with the sericite and in separate selvages include K-
feldspar, quartz, chlorite, and pyrite.

Metamorphic and hydrothermal veins are abundant in the
SB-15-D core (Figs. 2 and 3). The metamorphic veins are
Franciscan in age, randomly oriented, of variable shape,
and consist exclusively of turbid white calcite and quartz.
Hydrothermal veins, deposited during the hot-water-domi-
nated stage of the Geysers geothermal system, are textu-
rally distinctive from the Franciscan varieties. They tend
to be high-angle (>65°), straight-sided, and uniform in
width (typically 0.5-1.5 mm). Their fillings are also read-
ily detachable from the veinlet walls, whereas the
Franciscan veins are "frozen" to their wallrocks. The
hydrothermal veinlets contain colorless to translucent
white, euhedral prismatic quartz, bladed calcite, and
(locally) K-feldspar, with minor pyrite, wairakite, illite,
chlorite, mixed-layer clays, epidote (below a depth of
435.8 m), and scattered traces of sphalerite, galena, and
chalcopyrite. The calcite is the bladed variety, indicating
precipitation from a boiling hydrothermal solution
(Tulloch, 1982).

Both types of veins in the GCP core are locally vuggy,
especially in the vicinity of the upper major fluid conduit
at 417.3 m. Here, the vugs are clearly an important ele-
ment of porosity and permeability, but such cavities are
present to a lesser extent even in the tight overlying stra-
ta. The vugs are of two origins. Some Franciscan veins
contain amoeboid to irregular voids believed on textural
evidence to represent hydrothermal dissolution of meta-
morphic calcite. These dissolution voids are commonly
lined by the same assemblage of secondary minerals
found in the younger veins. Larger vugs in these Geysers
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hydrothermal veins are intercrystalline, the result of
incomplete filling of the initially available open space.
Both types of vugs are generally <1 cm in diameter but a
few (for example in the fluid-conduit zone at 417.3 m)
reach diameters or lengths of up to 5 cm. In addition to
these major vug types, there are also small-scale (<1-50
micron), surficial dissolution pits and scours locally pre-
sent on hydrothermal calcite, K-feldspar, and wairakite
crystals.

CLAY MINERALOGY OF HYDROTHERMAL
VEINS '

The vein-hosted clays in the SB-15-D core are principally
late-stage minerals (Fig. 3), commonly precipitated on
weakly etched wairakite, K-feldspar, and (especially)
bladed calcite. Some illite and chlorite also occur both in
early bands precipitated on vein walls and in multiple
zones of solid inclusions in euhedral quartz crystals. The
late-stage clay minerals show a distinct vertical zonation
(Fig. 2). Illite occurs in veins below a depth of 406 m,
and mixed-layer clays are found in those above 410 m,
with minor amounts of chlorite nearly ubiquitous (Fig. 2).
(We define discrete illite and chlorite for this study arbi-
trarily as having <5% expandable interlayers as deter-
mined by XRD). Clays are also much more abundant in
veins at and above the major fluid-loss zone at 417.3 m
than in those below this depth. The higher-level veins
commonly contain up to 10% late-stage clay, whereas
most of their deeper counterparts are essentially clay-free.

Mixed-layer illite/smectite (IL/SM) occurring in these
veins (Figs. 3-5) is a brilliant white to greenish-white,
pearlescent variety. As determined from XRD scans of
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<5u separates of the veins, using the methods of Srodor’
(1980), it is an R3-ordered variety containing 5-18%
smectite interlayers (Fig. 5). There are two smectite-
interlayer maxima, one at a depth of 261.5 m, the other at
306.5 m. Below each of these maxima, smectite percent-
age in general decreases with depth (Fig. 5). The upper
major fluid conduit in SB-15-D occurs at about the point
in the corehole where expandable interlayers in IL/SM
diminish to <5% (Fig. 5).

The pale greenish-gray mixed-layer chlorite/smectite
occurring with IL/SM in these veins (Figs. 3 and 4) is the
variety corrensite, an R1-ordered clay with a distinct
superlattice peak at about 30.7A. According to methods
outlined in Moore and Reynolds (1989), the corrensite in
the SB-15-D veins contains 40-45% smectite interlayers.
At this stage of our investigation, we cannot explain the
discrepancy in ordering and interlayer smectite content
between the corrensite and coexisting IL/SM.

Vein-Mineral Illite/Smectite Geothermometry

The smectite-interlayer content of IL/SM (especially
hydrothermal varieties) is a sensitive indicator of deposi-
tional temperature — in general, as this temperature rises,
fewer smectite interlayers are formed, and those which do
form attain a higher degree of ordering with illite interlay-
ers (Steiner, 1968; Henley and Ellis, 1983; Browne,
1984; Hedenquist and Houghton, 1988; Moore and
Reynolds, 1989; Pollastro, 1991). A widely used IL/SM
geothermometer is the one calibrated for active New
Zealand geothermal systems by C.P. Wood (personal
communication reported in Hedenquist and Houghton,
1988). According to this geothermometer, an IL/SM pre-
cipitated at 187°C would have a smectite interlayer con-
tent of 15%, whereas one formed at 238°C would have no
smectite interlayers (and by the definition given above
would actually be an illite).

The smectite interlayer content of the SB-15-D IL/SM
above a depth of 410 m varies from 5% to 18%, corre-
sponding to a geothermometer temperature range of 180-
218°C (Fig. 5). The illites below 406 m contain <5%
expandable interlayers and indicate a depositional temper-
ature range of 218-238°C. This reservoir paleotempera-
ture range corresponds well with the reported pre-
exploitation temperature of about 235°C for The Geysers
steam reservoir as a whole (White et al., 1971), and with
the estimated initial reservoir temperature (about 230°C)
encountered in the upper reaches of production well SB-
15 (Brian Koenig, pers. communication, 1994). It is
interesting to note, however, that both the modern and
clay-mineral geothermometer temperatures are slightly
lower than those indicated by preliminary fluid-inclusion
microthermometry of pre-clay hydrothermal quartz in
veins at depths of 315 m and 459 m (Fig. 5; Joseph
Moore, pers. communication, 1995). This relationship
suggests that the clays were precipitated after The
Geysers hydrothermal system at these depths had cooled
slightly from its thermal maximum.
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DISCUSSION AND CONCLUSIONS

The nature and distribution of late-stage clay minerals in
hydrothermal veins in the SB-15-D core, when considered
along with (1) the downhole locations of major fluid con-
duits (potential steam entries) and (2) the depth range of
vein epidote, now suggest to us that the corehole pene-
trates the transition zone between the uppermost Geysers
steam reservoir and its largely impermeable caprock.
Below. the upper fluid conduit at 417.3 m (Figs. 2 and 5),
epidote is present, vein-hosted clay minerals are minor
constituents, and mixed-layering in these clay minerals is
minimal. By contrast, in veins above the 417.3 m fluid
channel, epidote is absent, clay minerals are common, and
mixed-layering is prevalent. In support of this caprock-
reservoir zoning model is the subtle apparent textural dif-
ference between less competent argillites at upper levels
in the corehole and brittler, more competent argillites at
deeper levels.

The vein- (and vug-) hosted mixed-layer clays are the
most distinguishing features of what we have interpreted
as the caprock in SB-15-D. The reservoir and caprock
lithologies (apart from the slightly different argillite tex-
tures) are very similar, and they are cut by similar types
and abundances of fractures and veinlets. Carbonate-dis-
solution and intercrystalline vugs in the veins are locally
present throughout the core, although the largest and most
interconnected of these vugs are certainly found at the
417.3 m fluid conduit (Hulen et al., 1995).

Gunderson (1992) and Williamson (1992) have presented
evidence that much of the matrix rock at The Geysers is
only weakly porous and permeable, with fractures, brec-
cias, and open veins in this matrix providing the reser-
voir's major steam-bearing conduits. The corollary to this
suggestion is that a zone of such rock without these con-
duits, or with the conduits sealed at strategic sites, would
be an effective hydrologic barrier — a caprock if posi-
tioned above the reservoir. We contend that the SB-15-D
mixed-layer clays would function as effective vein seals,
particularly the corrensite, with up to 45% smectite inter-
layers. Clots of these expandable clays, if kept moistened
(most likely by steam condensate) would choke off other-
wise open channels. Furthermore, unlike brittle vein min-
erals (for example calcite), the clays would tend to absorb
tectonic stresses plastically rather than breaking to create
new porosity.

It must be noted that steam entries were encountered in
the original production well, SB-15, at depths as shallow
as 330.7 m (Hulen et al., 1995), well within the zone in
SB-15-D we have characterized as caprock. One possible
explanation for this discrepancy is that the controlling
conduits for these original steam entries are steeply-
inclined, and either miss SB-15-D entirely or intersect the
corehole below 417.3 m. This would imply that the
caprock-reservoir interface is complex and irregular, with
salients of each zone locally projecting deeply into the
other.



The physical/chemical conditions prevailing during pre-
cipitation of these vein-hosted mixed-layer clays and illite
remain to be fully understood. White et al. (1971) specu-
lated that pore-clogging smectite and kaolin above the
steam reservoir could form by reaction of (acidic) CO,-
saturated steam condensate with rock- (and by extension,
vein-) forming silicates. Although these lower-tempera-
ture minerals (e.g. Browne, 1984) might be expected to
develop at higher elevations than those tested by SB-15-
D, the same mechanisms at deeper levels and higher tem-
peratures might readily form the smectite-interlayered
clays and illite encountered by the corehole.

The layer silicates in the SB-15-D veins commonly occur
on slightly corroded calcite blades as well as etched K-
feldpar and wairakite (Hulen et al., 1995). This relation-
ship supports the concept of clay precipitation from a
late-stage acidic condensate. Since (1) inferred modern
temperatures and vein IL/SM geothermometer tempera-
tures are comparable for the SB-15-D steam-reservoir
interval (417.3-488.3 m); and (2) fluid-inclusion tempera-
tures for pre-IL/SM quartz in selected reservoir and
caprock veins are up to 26-53°C higher than the IL/SM

~ temperatures (Fig. 5), we suggest that the clay-precipitat-
ing condensate developed under similar-to-modern vapor-
dominated conditions rather than in the precursor hot-
water-dominated hydrothermal system.

ACKNOWLEDGEMENTS

Funding for the drilling phase of the GCP was provided
jointly by DOE (Geothermal Division; GD) and Unocal
Corporation. Our baseline geologic studies of the core
are sponsored by DOE-GD under contract DE/ACO7/
90ID12929. Said support does not necessarily constitute
a DOE endorsement of the views expressed in this paper.
We are grateful to our colleagues at Unocal Corporation
(particularly Brian Koenig) for their essential role in mak-
ing the GCP a reality. Discussions with Joe Moore were
helpful for understanding this shallow caprock/reservoir
transition zone in the context of his comprehensive model
for evolution of The Geysers hydrothermal system. ,
Louise Spann prepared clay separates and completed cor-
responding XRD scans. Graphic artist Bob Turner pro-
duced the illustrations.

REFERENCES

Beall, J.J., and Box, W.T., 1992, The nature of steam-.
bearing fractures in the south Geysers reservoir in
Monograph on The Geysers geothermal field (C. Stone,
ed.): Geothermal Resources Council, Special Report 17,
p. 69-77.

Bonner, B.P.,, Roberts, J.J., Schneberk, D.; Marsh, A., and
Ruddel, C., 1995, X-ray tomography. of preserved core
from The Geysers scientific corehole: Stanford,
California, Stanford University, 20th Annual Workshop on
Geothermal Reservoir Engineering, preprint, 8 p.

Browne, P., 1984, Lectures on geothermal geology and
petrology: Reykjavik, Iceland, United Nations
University, Geothermal Training Program, Course Notes,
92 p. '

Datrymple, G.B., 1992, Preliminary report on 40Ar/3%Ar
incremental heating experiments on feldspar samples
from the felsite unit, Geysers geothermal field, California:
U.S. Geological Survey, Open-File Report 92-407, 15 p.

Gunderson, R.P., 1992, Porosity of reservoir graywacke at
The Geysers in Monograph on The Geysers geothermal
field (C. Stone, ed.): Geothermal Resources Council,
Special Report 17, p. 89-96.

Gunderson, R.P., and Moore, J.N., 1994, Oxygen isotope
geochemistry of The Geysers reservoir rocks, California:
Stanford, California, Stanford University, 19th Annual
Workshop on Geothermal Reservoir Engineering,
preprint, 8 p.

Hedenquist, J.W., and Houghton, B.F., 1988, Epithermal
gold mineralization and its volcanic environments:
Kelian, Kelimantan, Short Course Notes, 416 p.

Henley, R.W., and Ellis, A.J., 1983, Geothermal systems,
ancient and modern: Earth Science Reviews, v. 19, p. 1-
50.

Hulen, J.B., and Nielson, D.L., 1993, Interim report on
geology of The Geysers felsite: Geothermal Resources
Council, Transactions, v. 17, p. 249-258.

Hulen, J.B., Walters, M.A.,-and Nielson, D.L., 1991,
Comparison of reservoir and caprock core from the north-
west Geysers steam field, California — Implications for
development of reservoir porosity: Geothermal
Resources Council, Transactions, v. 15, p. 11-17.

Hulen, J.B., Nielson, D.L., and Martin, W., 1992, Early
calcite dissolution as a major control on porosity develop-
ment in The Geysers steam field, California — Additional
evidence in core from Unocal well NEGU-17:
Geothermal Resources Council, Transactions, v. 16, p.
167-174.

Hulen, J.B., Koenig, B.A., and Nielson, D.L., 1994, The
Geysers coring project — A cooperative investigation of
reservoir controls in a vapor-dominated geothermal sys-
tem: Geothermal Resources Council, Transactions, v. 18,
p. 317-323.

Hulen, J.B., Koenig, B.A., and Nielson, D.L., 1995, The
Geysers coring project, Sonoma County, California, USA
— Summary and initial results: Florence, Italy, World
Geothermal Congress, Transactions, 6 p. (in press).




McLaughlin, R.J., 1978, Preliminary geologic map and
structural sections of the central Mayacmas Mountains
and The Geysers steam field, Sonoma, Lake, and
Mendocino Counties, California: U.S. Geological Survey,
Open-File Map 78-389, scale 1:24,000.

McLaughlin, R.J., 1981, Tectonic setting of pre-Tertiary
rocks and its relation to geothermal resources in the
Geysers-Clear Lake area, California: U.S. Geological
Survey, Professional Paper 1141, p. 3-23.

McLaughlin, R.J., Moore, D.E., Sorg, D.H., and McKee,
E.H., 1983, Multiple episodes of hydrothermal circula-
tion, thermal metamorphism, and magma injection
beneath The Geysers steam field, California: Geological
Society of America, Abstracts with Programs, v. 15, p.
417.

Pollastro, R.M., 1991, The illite/smectite geothermometer
— Concepts, methodology, and application to basin histo-
ry and hydrocarbon generation in Applications of thermal
maturity studies to energy exploration (V.F. Nuccio, C.E.
Barker, and S.J. Dyson, eds.): Society of Economic
Paleontologists and Mineralogists, Rocky Mountain
Section, p. 1-18.

Moore, J.N., 1992, Thermal and chemical evolution of
The Geysers geothermal system, California: Stanford,
California, Stanford University, 17th Workshop on
Geothermal Reservoir Engineering, p. 121-126.

Méore, D.M,, and Reynolds, C.R., Jr., 1989, X-ray dif-
fraction and the identification and analysis of clay miner-
als: New York City, Oxford University Press, 332 p.

Oppenheimer, D.H., 1986, Extensional tectonics at The
Geysers geothermal system, California: Journal of
Geophysical Research, v. 91, p. 7475-7484.

Schriener, A., Jr., and Suemnicht, G.A., 1981, Subsurface
intrusive rocks at The Geysers geothermal area, California
in Proceedings of the symposium on mineral deposits of
the Pacific Northwest (M.L. Silberman, C.W. Field, and
A.L. Berry, eds.): U.S. Geological Survey, Open- File
Report 81-355, p. 295-302.

Srodor, J., 1980, Precise identification of illite/smectite
interstratifications by X-ray powder diffraction: Clays
and clay minerals, v. 28, p. 401-411.

Steiner, A., 1968, Clay minerals in hydrothermally altered
rocks at Wairakei, New Zealand: Clays and clay miner-
als, v. 16, p. 193-213.

Sternfeld, J.N., 1981, The hydrothermal petrology and
stable-isotope geochemistry of two wells in The Geysers
geothermal field, Sonoma County, California: Riverside,
California, University of California at Riverside, M.S.
Thesis (also Report UCR/IGPP 81-27), 202 p.

-98-

Sternfeld, J.N., 1989, Lithologic influences on fracture
permeability and the distribution of steam in the north-
west Geysers steam field, Sonoma County, California:
Geothermal Resources Council, Transactions, v. 13, p.
473-479.

Thompson, R.C., 1992, Structural stratigraphy and intru-
sive rocks at The Geysers geothermal field in Monograph
on The Geysers geothermal field (C. Stone, ed.):
Geothermal Resources Council, Special Report 17, p. 59-
64.

Thompson, R.C., and Gunderson, R.P., 1992, The orienta-
tion of steam-bearing fractures at The Geysers geothermal
field in Monograph on The Geysers geothermal field (C.
Stone, ed.): Geothermal Resources Council, Special
Report 17, p. 65-68.

Tulloch, AJ., 1982, Mineralogical observations on car-
bonate scaling in geothermal wells at Kawerau and
Broadlands: Pacific Geothermal Conference,
Proceedings, v. 1, p. 131-134.

Unocal Corporation, Geysers Geothermal Company,
NCPA, GEO Operator Corporation, Santa Fe Geothermal,
and Department of Water Resources, 1992, Geysers (geo-
thermal field) top-of-reservoir and top-of-felsite maps in
Monograph on The Geysers geothermal field (C. Stone,
ed.): Geothermal Resources Council, Special Report 17,
scale 1:98,182.

Walters, M.A., Sternfeld, J.N., Haizlip, J.R., Drenick,
A.F., and Combs, J., 1992, A vapor-dominated, high-tem-
perature reservoir at The Geysers, California in
Monograph on The Geysers geothermal field (C. Stone,
ed.): Geothermal Resources Council, Special Report 17,
p. 43-53.

White, D.E., Muffler, L.J.P., and Truesdell, A.H., 1971,
Vapor-dominated geothermal systems compared with hot-
water systems: Economic Geology, v. 66, p. 75-97.

Williamson, K.H., 1992, Development of a reservoir

model for The Geysers geothermal field in Monograph on
The Geysers geothermal field (C.Stone, ed.): Geothermal -
Resources Council, Special Report 17, p. 179-188.



PROCEEDINGS, Twentieth Workshop on Geothermal Reservolr Engineering
Ssgnford University, Stanford, California, January 24-26 1995
P-TR-150

X-RAY TOMOGRAPHY OF PRESERVED SAMPLES FROM THE GEYSERS SCIENTIFIC COREHOLE
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ABSTRACT

Approximately 800 ft. of continuous core was
recovered from borehole SB-15 D (on unit 15, near
the site of the abandoned Geysers Resort) during a
recently completed drilling operation funded by the
USDOE. Sections of this core were collected at 50 ft
intervals for subsequent examination as drilling
proceeded. Five foot sections were not removed at the
drill site, but were sealed in the innermost sleeve of a
triple tube coring system to minimize drying and
disturbance of the core.

All cores remained sealed and were radiographed
within 72 hours of drilling: the five foot core from
near 1400 ft. was scanned within 18 hours of drilling.
A third generation x-ray scanner, which uses high
energy radiation to penetrate the aluminum sleeve and
3.5 inch cores, was used to make preliminary
radiographs and to collect multiple views of the
sample as the core is rotated in front of the beam.
True three dimensional tomographs are then
reconstructed from the data. At present, the images
have a spatial resolution of approximately 140
micrometers and can resolve contrast differences of
0.2%. The tomographs clearly show differences in
lithology with depth in the reservoir. Partially filled
fractures, vein selvage and vuggy porosity are all
evident in parts of the core.

A principle goal of the imaging effort is to help
determine the fluid content of the reservoir.
Important questions to investigate include water loss
during core recovery, infiltration of drilling fluid, and
the heterogeneous distribution of pore fluid. Images
show that radial gradients in x-ray attenuation
commonly occur in jacketed cores. Regions of excess
attenuation extend about halfway into the 3.5 in.
core, and are probably caused by mud invasion
induced by capillarity of the small scale porosity of
the graywacke matrix. X-ray measurements will be
coordinated with other independent measurements of
fluid content underway in separate studies, particularly
NMR spectroscopy of frozen ‘pressure core,” and
compressional velocity and electrical resistivity
measurements.

INTRODUCTION

The successful completion of The Geysers scientific
corehole at the site of SB-15 (near the abandoned
Geysers resort) provides an unprecedented opportunity
to study rocks from the upper regions of The Geysers
steam reservoir. High quality core was recovered
starting near 800 ft extending to ~1600 ft depth from
a sidetrack starting from the former production well,
SB-15. The rock was characterized at the drill site by
Hulen and Nielson as “highly fractured, heavily
veined, but weakly altered Franciscan graywacke with
minor argillite.” The graywacke's origin appears to
be turbiditic as indicated by the graded beds, load
structures and the interbedded argillite, a dark organic-
rich shale which exhibits flame structures into the
graywacke. Details of the drilling operation and a
first analysis of the rocks encountered are given by
Hulen et al., 1994. Sections of this core were
collected at 50 ft intervals for subsequent examination
at Lawrence Livermore National, Laboratory. At
alternating intervals, either 1.5 ft of core was selected
and sealed, or a 5 ft section was preserved. The five
foot sections were not removed from the core tubes,
but were sealed at the drill site with caps fitted with
'0' rings to minimize drying and disturbance of the
core.

The jacketed cores are examined with a third
generation x-ray scanner, which uses high energy
radiation to penetrate the aluminum sleeve and three
inch cores. Two types of data are collected: digital
radiographs and tomographs: Radiographs are made
by collecting two dimensional projections of x-ray
transmission through the sample on high resolution
film. Tomographs are produced by collecting
multiple views of.the sample as the core is rotated in
front of the beam,‘and then reconstructing true three
dimensional images using computational techniques.
Both types of images are useful for locating highly
fractured regions; for detecting structural features such
as filled veins and folds and for detecting changes in
lithology. Improved estimates of the amount of
stored water at The Geysers are also of interest
because these data are critical for predicting the
performance and lifetime of the reservoir. Water




content can in principle be determined by weighing
recovered core as it dries under controlled conditions.
However, water content estimates can be biased either
by invasion of drilling mud or by fluid loss as the
core cools and depressurizes on its way to the surface.
High resolution x-ray methods have potential for
evaluating the importance of these artifacts. Scoping
tests of tomographic methods for small, unjacketed
cores of graywacke from deep in the reservoir in the
northeast Geysers (Bonner, Roberts and Schneberk,
1994) determined that pore fluid could be detected.
However, changes in x-ray attenuation caused by
saturation were comparable to fluctuations resuiting
from grain scale heterogeneity. Measured porosities
for that graywacke, cored at ~8400 ft in NEGU-17,
are ~1%, near the low end reported for the Geysers
reservoir (Gunderson, 1990). Porosity is not yet
known for the relatively shallow SB-15 rocks, but
may well be higher than for the NEGU-17 samples.
Therefore, changes in x-ray attenuation associated
with pore fluids should be easier to detect than for the
NEGU-17 core.

EXERIMENTAL APPARATUS AND METHODS

The x-ray imaging system used here has several
advantages as compared to systems typically used for
studies of rocks, which are usually adaptations of
medical systems. These include higher energy x-rays,
better spatial and contrast resolution, and specialized
reconstruction software. Both film radiography and
CT were performed with a PHILLIPS 450 kVp
source. Radiographs were taken with single m film
with a source to film distance of 53 in. at an energy
of 125 kVp. Imaging was performed with the PCAT
scanner which uses a cone shaped beam of x-radiation
to illuminate the object and a two dimensional
detector to collect the transmitted radiation. This
system includes a variable integration rate CCD
camera, lens-coupled to a piece of scintillator glass.
~ A 1024 by 1024 CCD chip with a dynamic range of
14 bits detects the output of the glass. A rotational
stage spins the sample to obtain third generation
(rotation-only) scans - a 2D radiograph is acquired at
each rotational angle, and reconstructed directly into a
3D volume. To minimize the impact of source
unsharpness the magnification was kept at 1.04 with
a source to detector distance of 134 cm. This
configuration results in a cone angle of 2.2 degrees
requiring the use of the Feldkamp code for image
reconstruction. The 10.16 cm field of view was
employed for each of the scans which results in a
pixel size of 97 micrometers and an effective spatial
resolution of approximately 140 micrometers (as
measured by the ASTM Full Width Half Maximum
technique). Contrast sensitivity of this scanner was
measured at 0.2% with aluminum penetrameters. The
most extensive scans, which inspected 4 in. sections
of core took 8 hrs to complete. All radiographic data

were processed and reconstructed with software
developed at LLNL. Additional discussion is given
by Bonner, Roberts and Schneberk, 1994.

RESULTS AND DISCUSSION

Test of Core Sealing Method—A primary goal of the
scientific coring project was to retrieve material with
the in-situ water content as well preserved as possible
(Hulen and Nielson, 1994). = A triple tube coring
system was used for the LLNL samples to maximize
the possibility of recovering representative core from
depth. Separate attempts to 'pressure core' while the
hole was sealed and pressurized from the surface,
which minimized the loss of steam during retrieval,
were also made by Withjack and colleagues. The
triple tube coring system had not previously been
used in a geothermal field. Therefore, a test was
devised to verify that the tube had been successfully
sealed. Since the laboratory air in which the core was
stored ranges in relative humidity from 20 to 30%,
values lower than 100% inside the core tube would
indicate that the atmosphere had exchanged with the
ambient atmosphere subsequent to capping the tube at
the drill site. First, a plastic tube was glued to the
end cap of the core and a hole was drilled inside the
tube through the end cap. A humidity sensor, which
very nearly fills the plastic tube, was then inserted to
sample the internal atmosphere for one week. The
humidity increased rapidly at first and then steadily
increased until it reached 100% after several days.
Although only a single 1.5 ft core from 918.9 ft has
been tested to date, and loss of fluid while the core
barrel is on the wireline must be considered, the
methods for sealing the tubes on site appear to be
reliable.

Radiographs—Radiographs are taken as soon as
possible of all received core to make a preliminary
judgment of core quality and locate regions of interest
for further study. Radiographs are x-ray
shadowgraphs of an object, with denser regions
producing less exposure on the film or detector .
collecting the image. Exposures of the entire core
can be obtained rapidly, usually within a few
minutes. Two examples of radiographs taken of 5 ft
core from coring run 7, 875 ft and run 68, 1415 ft,
are shown as Figure 1 a, b. Brighter regions absorb
more of the illuminating radiation; numerals seen on
the radiograph are lead markers placed outside the core
tube before the exposure to locate points on the
image as the source is moved relative to the core.
These images have been filtered to enhance edges by
locally increasing the contrast. The shallower core is
less competent and more highly fractured than the
core from 1415 ft. Linear features approximately
normal to the core axis, such as those just above the
3 and midway between 6 and 5 in Figure 1a and near
3 in Figure 1b, are very likely drilling induced discing



Fig. 1. Radiographs of five ft core lengths within sealed aluminum coring tubes. Core is ~3.4 inches in diameter.
Images have been filtered to enhance edges. Brighter regions indicate higher x-ray attenuation, darker areas less x-ray
attenuation. Numerals are lead markers placed on the outside of the cores for reference. a) Run 7, 875 ft depth. b)
Run 68, 1415 ft depth.
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Fig. 2. X-ray tomograph of run 7, 875 ft depth. This is a radial cross section taken between locations 4 and 5 (Fig.
la). Pixel size is 97 um, core is ~3.4 in. in diameter. The outer ring is the aluminum tube. Partially filled veins
are readily visible.
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fractures. These images were produced by digitizing
the film negative with an imaging system limited to
eight bits of dynamic range in brightness,
considerably less than the original. Drop outs in the
core section may not necessarily be real, and are
primarily an artifact of the imaging method.

Tomographs—An example of a high resolution
tomograph is given in. Figure 2. This is a radial
cross section of the 875 ft core shown in the
radiograph of Figure 1a, scanned between locations 4
and 5 and high pass filtered to enhance contrast.
Brighter areas indicate higher x-ray attenuation. The
narrow ring surrounding the core is the aluminum
core tube. Bright linear sub- parallel features are

partially mineralized veins which appear to bé -

discontinuous at high resolution. Conspicuous gaps

in the mineralization are characteristic at this depth,
and seem to indicate vuggy porosity. Another
feature, roughly perpendicular to the filled veins,
appears to be a fracture crossing the core at a high
angle.

Four radial sections are shown as Figure 3 to

illustrate the range of structural features that can be

resolved in the tomographs and to show the effect of
depth in the reservoir. Figure 3b is of a relatively
shallow core, taken at 918 ft. The missing material
in the upper left may be associated with a large
mineralized vein and will be examined in detail. A
ring like region of higher attenuation extending
inward from the outer boundary in all cores differs in
detail in each case but is a common feature at all
depths.

It appears that the gradient in x-ray attenuation can be
related to invasion of the core by drilling mud. An
enlargement of the radial tomograph taken of core
from run 68, depth 1420 ft, Figure 4a, shows an
invasion front similar to that seen to varying degree
in the radial tomographs made at all depths. A region
of excess attenuation beginning at the outer radius
extends into the interior. The invasion front is not

completely axisymmetric, but changes character in .-

the northeast quadrant. This_section of the core
contains a contact between: heterogeneous coarser

grained rock and fine. gralned material, posmblyﬁ

argillite. The mud invasion’is less extensive in this
area. It should be noted that beam hardenmg arufact

which occur in tomographic" reconstructlons as-a-

result of preferential radiation at lower energles SRS

appear as radially symmetric rings ~ starting at the
outer edge of a sample. The asymmetry of the ‘c like’
feature coupled with the observation' that the
heterogeneous and fine grained sections have similar
average density, e.g., x-ray attenuation, suggests that
the beam hardening correction applied to all data is
adequate. :
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The second part of the Figure, 4b, plots relative
attenuation along the lines crossing Figure 4a. The
first profile, labeled as s1, crosses the annular ring of
high attenuation at both ends of the traverse. The
second profile, s2, crosses the argillite and shows that
attenuation is lower at this end of the traverse,
consistent with less mud invasion in the region.

Radiographs of the deepest 5 ft core recovered for x-
ray inspection, run 81, reveal a vuggy section near
1531 ft.” The radial tomograph, Figure 5a, shows a
slice through this structure, a complicated partially
mineralized vein. Note also the fresh fracture near the
bottom of the slice. Vertical slices through the

central region of the core were examined to

investigate the three dimensional character of the
vuggy region.. The vertical slices are ~0.7 in high,
extending upward into the core from the radial slice.
The slices are taken across the core progressing from
the top to bottom of the radial section according to
the index numbers shown next to the mineralized
region. The slices show that this feature is not
planar, but extends upward and to the left as a system
of loosely connected stringers.

LUSION

Images of sealed cores clearly resolve major structural
features, changes in lithology, vuggy porosity, and
other features with sufficient detail to draw
conclusions about processes which have occurred in
the reservoir. For example, cores from 820 ft contain
intermittent veins suggesting that fluids
undersaturated in the vein filling minerals have
circulated through this region, dissolving material and
leaving vuggy porosity. Tomography has sufficient
spatial and contrast resolution to detect the prominent
features of the lost circulation zone encountered in
SB-15 D at 1396 ft. Features such as interconnected
vugs in the metamorphic Franciscan vein, and large
bladed calcite crystals, as described by Hulen et al.,
1994, can probably be detected. None of the 5 ft
cores sealed for x-ray inspection’ are close enough to
the lost circulation zone at:1396 ft to sample it, but
detailed inspections of the core from 1308 ft will be _
made to search for related features,

* “With further refinements, it rnay be possible to make
-quantitative measurements of mineralogy, porosity

and water content and distribution. Preliminary

" measurements indicate that quantitative measurements

of water content are possible if cores can be scanned
as drying proceeds, but this depends on our ability to
relocate points in the core in successive scans. It is
also necessary to calibrate the effect of pore fluid on
X-ray attenuation against measurements on fully
saturated material, or independent measurements such
as NMR, which is directly sensitive to hydrogen
content. Another possibility for future work is to




Fig. 3. Four radial tomographs taken at different depths to illustrate variability in texture, fracturing, and degree of
mineralization. Core diameters are ~3.4 in. a) Run 7, 875 ft depth; b) run 12, 918 ft depth; c) run 68, 1420 ft

depth; d) run 81, 1531 ft depth.
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(1,0

Fig. 4. a) Radial tomograph of run 68, 1420 ft depth, with enhanced contrast. Core is ~3.4 in. in diameter. Note
the brighter (more highly attenuating) region around the perimeter of the sample. This is interpreted as evidence for:
mud infiltration during the drilling process. All the radial tomographs display this feature to some degree. In this
sample the more highly attenuating region is not continuous, but is less pronounced in the northeast corner. The
lines crossing the figure are plotted in b as relative attenuation versus distance. Both lines show higher attenuation
near the edges of the core, however, S2 is less attenuating than S1 on the right hand edge, the area of decreased
infiltration.

= “View 0: 1115 7 Wed Jan 4 15:20:18 1995 o O l[= view7-no75

||= Wew2:n2r8

= View 4: ryd39

Fig. 5. Tomographs of run 81, 1531 ft depth, the deepest core examined using x-ray methods. a) Radial tomograph
showing a partially mineralized vein, open fracture, and parallel filled fractures. Core diameter is ~3.4 in. The
numerals indicate approximate locations where vertical tomographs have been reconstructed (b). Vertical slices are
~0.7 in. high.
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extract estimates of fluid diffusivity at reservoir
conditions by searching for variations of mud
invasion along the core. Sections at the top or
beginning of a coring run are exposed to the drilling
fluid for a longer time allowing for greater
penetration. Alternatively, mud invasion may be
useful for correlating changes of fluid diffusivity with

depth or lithology. Chemical analysis of the mud and

the outer sections of the core will be performed to
determine if the attenuation contrast apparently caused
by mud infiltration was enhanced by contamination
by materials with high atomic number, that increase
x-ray attenuation relative to pure water. It is also
worth noting that areas near the core edges
consistently show higher attenuation, opposite from
the effect expected if fluid is lost during core recovery.
However, it is possible that changes caused by fluid
loss might be masked by mud infiltration. Time
lapse tomography will prove useful for determining
drying rates of recovered core, and the influence of
fractures on imbibition and drying.

Studies of recovered core are indispensable for
understanding The Geysers reservoir, but are
inherently limited to sampling a small fraction of the
reservoir volume. A principle long term goal of this
x-ray scanning program is to provide basic data for
determining water content in-situ. Geophysical
properties, such as seismic velocity and electrical
conductivity, depend on water saturation. If the
relationships between these quantities and water
content can be calibrated reliably, borehole and field
scale measurements of seismic and electrical
properties could provide measures of water saturation
in-situ at scales ranging to several kilometers.
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ABSTRACT

A suite of laboratory measurements have been
conducted on Geysers metagraywacke and metashale
recovered from a drilled depth of 2599 to 2602
meters in NEGU-17. The tests have been designed
to constrain the mechanical and water-storage pro-
perties of the matrix material. Various measure-
ments have been made at a variety of pressures and
at varying degrees of saturation.

Both compressional and shear velocities exhibit
relatively little change with effective confining pres-
sure. In all of the samples, water saturation causes
an increase in the compressional velocity. In some
samples, saturation results in a moderate decrease in
shear velocity greater in magnitude than would be
expected based on the slight increase in bulk den-
‘sity. It is found that the effect of saturation on the
velocities can be quantitatively modeled through a
modification of Biot-Gassmann theory to include
weakening of the shear modulus with saturation.
The decrease is attributed to chemo-mechanical
weakening caused by the presence of water. The
degree of frame weakening of the shear modulus is
variable between samples, and appears correlated
with petrographic features of the cores.

Two related models are presented through which
we can study the importance of saturation effects on
field-scale velocity variations. The model results
indicate that the saturation effects within the matrix
are significant and may contribute to previously
observed field anomalies. The results help to define
ways in which we may be able to separate the
effects of variations in rock properties, caused by
phenomena such as degree of fracturing, from simi-

lar effects caused by variations in matrix saturation.

The need for both compressional and shear velocity
data in order to interpret field anomalies -is illus-

trated through comparisons of model results with the -

field observations.

I. INTRODUCTION

reflect variations in the degree of fluid saturation
associated with the water/steam transition. However,
these interpretations have been based on laboratory
data on other rock-types and field data from other
geologic settings. The purpose of this project is to
provide direct measurements on reservoir material
from The Geysers to assess and constrain these
interpretations.

Over the last 18 months, a suite of measurements
have been conducted on Geysers rocks recovered
from reservoir depths in NEGU-17. The tests have
focused on studying the physical properties of the
matrix and their relationship to the degree of satura-
tion. Ultrasonic velocity data has demonstrated that
the V,/V, signature of saturation is quantitatively
similar to anomalies observed in field data. How-
ever the interpretation is complicated by a number
of factors concerning the extrapolation of laboratory
scale velocity measurements to field scales, since
velocities at the field scale are considerably lower
than the maitrix velocities measured in the labora-
tory.

In this work, we are emphasizing measurements
required to enable the extrapolation of laboratory
data to field scales. Models are being developed to
better understand the importance of matrix proper-
ties in influencing field scale observations. In order
to have confidence in extrapolating from laboratory
measurements to field observations, a physical
understanding of the influence of saturation on
matrix properties is required.

II. SAMPLE SELECTION AND DESCRIPTION

- The results of tests performed on 8 plugs from 4
core samples: of NEGU-17 material are reported
here. The samples were selected to obtain represen-
tative and uniform pieces of the intact matrix

: material, as well as to represent the range of litholo-

- ] gies prevalent in the reservoir. Table 1 provides a

summary of the hand samples from which the plugs

" were taken and a brief description of the individual
“ - plugs which were tested. A detailed discussion of

Results of field seismic experiments by O’Connell A

and Johnson, [1991] and Zucca et al, [1994] have
identified anomalies which have been interpreted to
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the petrography of the NEGU-17 core and its geolo-
gic context has been given by Hulen et al. [1992].




Table I

Sample Description

Sample Depth (m) Sample Description Plug Plug Description

2 2598.82-2598.91 Massive metagraywacke, moderately veined | 2X Massive metagraywacke, relatively unaltered,
with quartz, locally ferroaxinite and epidote. oriented parallel axis of NEGU-17 core.
Abundant flakes and grain-sized inclusions of
meta-shale. A highly altered portion with
associated veining and enhanced porosity
dominates in one corner of the sample.

2y1 Massive metagraywacke, moderate to little
alteration with some enhanced porosity in the
form of macro-pores, oriented perpendicular
to axis of NEGU-17 core.

2y2 Massive metagraywacke, moderate to little
alteration with some enhanced porosity in the
form of macro-pores, oriented perpendicular
to axis of NEGU-17 core.

2u Massive metagraywacke, highly altered with
significantly enhanced porosity in the form of
macro-pores, oriented parallel to axis of

. NEGU-17 core.

12 2599.64-2599.73  Metagraywacke with stringers of argillaceous | 12u Metagraywacke, darker and finer grained than
graywacke metasiltstone; prominent quartz- samples 2 and 39, and with numerous fine
ferroaxinite-epidote veinlets concentrated in stringers and grain-sized flakes of metashale.
the metagraywacke.

21 2600.49-2600.55  Tectonically and  chaotically admixed | 21u Dominantly argillite (metashale) with abun-

' graywacke  metasiltstone and  argillite dant, contorted quartz veinlets. :
(metashale) with abundant, contorted quartz :
veinlets (most inherented from franciscan-
vintage regional metamorphism.

39 2602.08-2602.17  Massive metagraywacke, moderately veined | 39u Massive metagraywacke with prominent
with quartz, locally ferroaxinite and epidote. quartz vein cutting through one corner of the
Less abundant grain-sized inclusions if plug.
metashale than as in sample 2. :

39u2  Massive metagraywacke.
Table 1T
Bulk Properties

Plug Dry Density  Saturated Density. | Porosity  Grain Density
- g/cc glcc % g/cc
2x 2.664 2.674 1.0 2.691
2y1 2.634 2.651 1.7 2.680
2y2 2.644 2.662 1.8 2.692
2u 2.506 2.584 7.8 2.718
12u 2.654 2.669 1.5 2.694
21u 2.736 2.752 1.6 2.780
3%u 2.654 2.674 20 2.708
3%u2 2.642 2.660 1.8 2.690
Westerly 2.646 2.652 0.6 2.662
Berea#1 2.134 2.319 18.8 2.628
Berea#2 2.141 2.329 18.9 2.640
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In addition to the Geysers material, identical tests
were performed on samples of Berea sandstone and
Westerly granite. Berea and Westerly were chosen
because they have been heavily studied, they have
microstructures and petrographic characteristics
which are different from the Geysers material, and
they have been used in the past as material for stu-
dies of rock properties under hydrothermal condi-
tions (see Ito et al. [1979], DeVilbiss [1980], and
Zucca et al. [1994]).

Sample dimensions, bulk densities (dry and
saturated), and inferred porosities and grain densities
(based on dry and saturated densities) are given in
Table II. For the NEGU-17 samples, porosities
range from 1.0 to 2.0 percent with the exception of
sample 2u, which was recovered from a highly
altered piece of metagraywacke containing
significantly enhanced porosity. Grain densities are
confined to a limited range of 2.68 to 2.72 g/cc,
with the exception of the metashale (21u) which
exhibited a moderately higher density.

1. ULTRASONIC VELOCITIES

A variety of ultrasonic pulse propagation experi-
ments have been conducted. The results of meas-
ured velocities versus pressure for the NEGU-17
samples and comparisons with field values are
shown in Figure 1. The results illustrate that all
samples exhibit relatively little pressure effect on
velocities, even in the case of dry samples. This
indicates that the matrix is very tight, an observation
further supported by the high velocities and low
acoustic attenuation characteristic of the samples.
The comparisons with the field values illustrate that
matrix values are consistent with the highest field
velocities and asymptotically approached by the
field velocities at depth, consistent with the notion
that the field velocities are influenced (reduced) by
field-scale features such as rock joints which are not
sampled at the laboratory scale.

All samples exhibit some increase in compres-
sional velocity with saturation, the effect being most
notable at low pressures. Shear velocities are either
not effected by saturation (i.e. samples 2u and 2y1),
or more commonly exhibit some reduction with
saturation. This behavior, which is uncommon in
low porosity rocks, is thought to reflect the presence
of chemo-mechanical weakening of the matrix
material. The metashale sample (21u) exhibits a
persistent shear velocity reduction with saturation,
while some of the metagraywackes commonly exhi-
bit a slight decrease in shear velocity with saturation
which appears to increase with increasing effective
confining pressure.

Table III summarizes the variations in velocities
among samples at 30 MPa effective confining pres-
sure. Despite the general lack of pressure effect on
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the velocities of the NEGU-17 matrix, the saturation
effects are of similar relative magnitude as other
rocks of diverse micro-structure (i.e. Berea sand-
stone and Westerly' granite). Note that there is
between 4 to 9% variation among the NEGU-17
samples in compressional velocities, shear velocities,
and V,/V, ratios for both the dry and saturated
results. Also of interest is the fact that sample 2u
exhibited the highest velocities and the smallest
effect of saturation of all the samples tested, despite
its exceptionally high porosity and degree of altera-
tion. In addition, the slowest velocities and one of
the largest shear velocity reductions with saturation
were recorded for sample 12u, which exhibited one
of the lowest porosities. These observations serve
to illustrate some of the odd behavior of the
NEGU-17 material.

IV. MODELING THE DATA

The effects of saturation on acoustic velocities
have been well studied, and are qualitatively under-
stood to result from four basic mechanisms: "Biot-
Gassmann stiffening” of the bulk modulus, "local
flow stiffening of both the bulk and shear moduli;
change in bulk density with saturation; and chemo-
mechanical effects (usually weakening) (see Mur-
phy, [1982], Mavko and Jizba [1991]).

In contrast to most other rocks, we have found
that for the NEGU-17 matrix samples the dominant
effect of saturation on the compressional velocities
is quantitatively consistent with Biot-Gassmann
poroelastic theory. The classically used Biot-
Gassmann theory provides as simple relationship
between the dry and saturated dynamic elastic
moduli, resulting from changes in density with
saturation as well as the increase in bulk modulus
due to the finite bulk modulus of the saturating
fluid. According to the low frequency version of
the theory, the saturated bulk modulus (K,,) is
given by

Ko =Ky + AK (1a)

where AK represents the increase in bulk modulus
due to saturation and is given by

Kootia—Kary p
(1b)
Kolia ll 0~ (Kary /K sotia ) O(Kotia /K¢ )]

AK is a function of the porosity (¢), the bulk
moduli of the fluid (K;) and the solid (Ks)
comprising the matrix, and the bulk modulus of the
dry matrix itself (K,, ) (see Biot, [1956]); Winkler,
[1985]). The shear modulus G is assumed to be
independent of saturation (i.e. G, Gy ).

While the low frequency Biot-Gassmann theory
does a reasonable job of being able to model the
increase in compressional velocity with saturation

AK




Table 111

Velocities @ 30 MPa Effective Pressure

Dry Saturated Effect of Saturation
A(Vp /V K )
Plu g Vp Vs Vp /V s Vp Vs Vp / V_,- AVP / Vp I ary AV_, / Vs | dry m
m/s m/s m/s m/s
2x 5593 3446 1.623 5770 3378 1.708 0.032 -0.020 0.052
2yl 5529 3421 1.616 5605 3431 1.634 0.014 0.002 0.011
2y2 5622 3467 1.621 5732 3424 1.674 0.020 -0.012 0.033
2u 5917 3573 1.656 | 6008 3586 1.675 0.015 0.004 0.011
12u 5370 3370 1.593 5668 32717 1.727 0.055 -0.028 0.084
21u 5650 3412 1.656 5799 3272 1.772 0.026 -0.041 0.070
3% 5458 3367 1.621 5598 3334 1.679 0.026 -0.010 0.034
39u2 5437 3362 1.617 5683 3329 1.707 0.045 -0.010 0.056
NEGU-17+ | 5574t 3427+ 1.626% | 57331 3379t 1.697% 0.028% -0.014% 0.044%
Westerly 5577 3252 1.715 5908 3312 1.784 0.059 0.018 0.040
Berea#l 3908 2510 1.557 3989 2399 1.663 0.021 -0.044 0.068

1 Average values of velocities of all NEGU-17 samples.
1 Computed from average values of velocities of all NEGU-17 samples.
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Figure 1:

a) Dry compressional and shear velocities as a function of confining pressure for the eight NEGU 17 plugs
Note the lack of a significant pressure effect, indicating the tight nature of the matrix material.

b) Comparison of laboratory velocity measurements on sample 2x with the results of field seismic inversions
from the central Geysers. Ultrasonic velocity measurements were conducted on dry (open circles) and
saturated (closed circles), and exhibit small but measurable saturation effects on both compressional and shear
velocities. Solid lines are from O’Connell and Johnson, [1991] and the gray shaded region represents the vari-
ation in compressional velocities from the 3-D work of Zucca et al,, [1994].
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exhibited by the NEGU-17 samples, many samples
exhibit a shear velocity reduction with saturation
which is far in excess of what can be explained by
the theory. In the simplest case, the weakening
effect can be modeled by assuming that the weaken-
ing effects the shear modulus but has little influence
on the bulk modulus. Thus we replace the assump-
tion that G, =G, with a weakened shear modulus,
where the weakening is a function of effective pres-
sure.

Gour = Gy - AG (1c)

Note that this weakening effects both the saturated
shear and compressional velocities.

Applying the modified theory to the data at hand,
we find that we have two free parameters, namely
the bulk modulus of the solid material comprising
the matrix (Kj,;;) and the shear weakening term
AG. The value of K,;; is determined from equa-
tions la and 1b by first computing K, and K,
from the high pressure dry and saturated compres-
sional and shear velocities and wsing the bulk pro-
perties from Table II. Likewise, the values of AG
are determined through use of the dry and saturated
shear velocities as a function of effective pressure.

An example of comparisons of data and model
are given in Figure 2. Note that both the reduction
in shear velocity as well as second order effects of
the shear weakening on compressional velocities are
modeled by the theory. All of the NEGU-17 sam-
ples are modelable with this approach, with values
of K,,;s near 59 GPa, reasonable values for rocks
of these compositions.

The modified Biot-Gassmann theory provides us
with a theoretical foundation upon which to interpret
field observations, develop models of wave propaga-
tion in partially saturated rock, and identify physical
processes and phenomena which may be important
to reservoir performance.

V. EXTRAPOLATING TO FIELD SCALES

Field seismic imaging experiments at The Geysers
bave indicated V,, V,/V, and attenuation anomalies
associated with the dry steam reservoir [O’Connell
and Johnson, 1991; Zucca et al, 1994]. The
observed anomalies have  been mtcrpreted as
reflecting changes in the degree of saturation associ-
ated with the water/steam transition. It has been
observed that the measured . difference , between
V,/V, for dry and saturated matrix.is quantltatxve]y
consnstent with the observed anomaly reported by
O’Connell and Johnson [1991] however the correla-
tion is not straightforward since the average field
scale velocities are significantly lower than the velo-
cities measured in the laboratory on the reservoir
matrix material (see Fig. 1).

The discrepancy between field and laboratory
velocities is certainly not surprising, and is com-
monly attributed to the presence of joints and other
large scale features not sampled in the laboratory
specimens. In order to assess whether the matrix
effects measured in the laboratory may be the cause
of the field scale anomalies, two related models
have been developed to incorporate the measured
matrix properties with the expected properties of
joints in order to predict the field scale properties.
As a starting point, we would like to see if by
adding sufficient number of joints to lower the lab
velocities to field values, we can still preserve the
V,/Vs signature of saturation exhibited by the
matrix.

For The Geysers rocks, there is little evidence of
significant rate dependent phenomena (i.e. local
flow), with the lab results being fairly easily
modeled with the modified low-frequency Biot-
Gassmann theory. Thus, we are left with dealing
with field scale features such as joints and fractures,
features which are well known to be ubiquitous
within The Geysers reservoir. Because rock joints
are compliant features, their presence within a
matrix can significantly reduce the field-scale velo-
cities. Here we present two simple models to
include the effect of rock joints and use the models
to test if the matrix properties are potentially impor-
tant in controlling and/or influencing the observed
field scale anomalies.

At the scale of the passing elastic wave, we
assume that the stresses within the medium are con-
tinuous, while the displacements are discontinuous
across the joints. We assume that the scale of
deformation (i.e. the wavelength) is large enough
that we can treat the deformation of the matrix as
independent from that the joints. This is to say that
the compliance of the jointed medium subject to a

" given stress is the sum of the compliances resulting

from the elastic deformation of the matrix and that
attributed to the compliance of the joints. For con-
venience, we parameterize field-scale (effective)
bulk and shear moduli in terms of the moduli of the
matrix (denoted by the subscript m) and the moduli
associated with the presence of joints and fractures
(denoted by the subscript f) :

1 11

—— = 2a

Kyr  Kn  K; (22)
1 1 1

-t —— 2b

Gy Gnm Gy (25)

From laboratory and theoretical studies of joints,

-we know that both.the compressional (k,) and shear

* (k) stiffnesses increase with normal load across the
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joint, and that for each the relationship is approxi-
mately linear with effective stress for a wide variety
of joints. It follows that the ratio k,/k; is roughly
independent of stress. As a result we might postulate
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Figure 2: Dry (open circles) and saturated (closed
circles) compressional velocities, shear velocities,

and V,/V, ratios, as a function of effective
Nﬁ confining pressure for sample 12u. The measure-
ments compare vary favorably with the modified

Biot-Gassmann model described by equations
1(a,b,c), in which the shear modulus is weakened
by saturation. Model predictions of saturatéd
velocities based on the dry measurements are
shown with the gray shaded lines in each figure,
indicating very good agreement with measured
values. All of the NEGU-17 samples can be
modeled with similar degree of accuracy using

the same model.
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that K, /G, will be insensitive to effective stress as
well as fracture density, and thus treat it as a physi-
cal constant of the fractured rock mass.

Alternatively, we might adopt the parameteriza-
tion of Fossum [1985] in which the effective elastic
moduli are parameterized directly in terms of the
normal and shear stiffnesses of the joints and the
joint spacing (s). The model, which assumes a iso-
tropic distribution of fractures, provides alternative
estimates of K.;; and G, denoted schematically
through functions k() and y( ) as follows:

Kofp = X(Kpp G Jon K )
szf = Y(Km.Gm,kn ,ks.s)

(a)
(3b)

Either model can be used to test to see if field
data and laboratory data are internally consistent
with such a simple fractured rock model. Working
with the model as parameterized in equations 2(a,b),
if we have estimates from field and laboratory shear
velocities of G,y and G,,, we can use equation 2b
to compute Gy;. Assuming K;/G; is constant, we
then use equation 2a and laboratory measurements
of K, to estimate K,;;. Hence, we have a predic-
tion of the field scale V.

A similar argument can be used in the context of
equations 3(a,b). Again noting that k,/k, is roughly
independent of stress, as well as the fact that func-
tions k( ) and y( ) are such that the joint spacing (s)
always appears as a product with k, or k;, we can
use laboratory measurements of G,,, assume a value
of k,/k,, and find s-k; consistent with field measure-
ments of G, through equation 3b. We then use
laboratory measurements of K,, and G,, and equa-
tion 3a to predict K;; and thus the field V.

These models are well suited for predicting the
degree to which matrix saturation will effect field-
scale velocities. It should be noted that both models
outlined above contain only one free parameter
which is assumed independent of depth and fracture
density ( i.e. the ratio K; /G, in equations 2a,b and
the ratio k,/k, in equations 3a,b). Through use of
matrix properties represenfative of dry and saturated
conditions, we can use the models to test to see if
field-scale V, and V; are compatible, thus indicating
both the fracture properties and the state of satura-
tion of the matrix.

VI. DISCUSSION

An example of such an exercise using the field
data of O’Connell and Johnson [1991] is shown in
Figure 3. The velocities at depth are assummed to
represent the matrix values, being consistent with
the laboratory values. The modified Biot-Gassmann
theory is used, along with the laboratory values of
velocities versus pressure, to constrain realistic dry
and saturated matrix velocities. The shear velocity
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versus depth from O’Connell and Johnson [1991] is
then combined with matrix values, and the contribu-
tion to the rock mass compliance attributed to the
presence of joints is determined.

Using such a procedure, these models can be used
to predict the sensitivity of the V,/V, signature in
the fractured rock mass to the V,/V, signature of
the matrix. Preliminary calculations as in Figure 3
illustrate that it is conceivable that the observed
field scale anomalies may result in part from matrix
effects. They also suggest that the overall velocity
versus depth (as well as the spatial variations in
velocity observed by Zucca et al. [1994]) are most
likely controlled by fracture properties and/or frac-
ture density.

Importantly, the model results illustrate that both
saturation effects and the effects of joints can
influence the compressional and shear velocities as
well as V,/V, (see Fig. 3b). It appears dangerous to
assume (as was done by O’Connell and Johnson
[1991]) that some of the V,/V; variations with depth
are not the result of joint density and/or the effects
of pressure on joints. Thus V,/V, ratios alone
should not be used to indicate saturation.

Similarly, assumptions that V, variations reflect
saturation effects, as postulated by Zucca et al.
[1994], also appear dangerous in that the dominant
cause of velocity variations appears associated with
joints (i.e field scale features). While Zucca et al.
[1994] noted that low compressional velocities
corresponded to regions of the reservoir thought
from other evidence to be the driest, this association
may result from a correspondence between fracture
density and reservoir depletion rather than being
direct evidence of dry/depleted matrix. Without high
resolution shear velocity information to compare
with the compressional velocity variations, it is
difficult to assess to what extent low compressional
velocities are related to the saturation state of the
matrix.

Through use of models as described above, one
can begin to separate the two effects if both
compressional and shear velocities are well con-
strained in the field. Using dry matrix values along
with the models given by equations 2 and/or 3,
correspondence between predicted and measured
field-scale compressional velocities may be used to
indicate dry reservoir. Likewise, using saturated
matrix values, correspondence between predicted
and measured compressional velocities can be used
to indicate saturated reservoir.. In so doing, the
effect of fractures on-the velocities, and hence
V,/V, is’ removed and the fracture properties are
constrained. With this accomplished, the effects of
saturation within the matrix can then be assessed.
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Figure 3: a) Comparison of predicted dry (dashed) and saturated (dot-dashed) compressional velocities with

values from an field-seismic inversion of O’Connell and Johnson [1991] (solid lines). The model uses the
difference between matrix shear velocities (measured in the laboratory) and field measurements of V, from
O’Connell and Johnson [1991] to infer shear modulus reduction due to the presence of joints and other field-
scale features. Equations 2a,b were used, with a value of K;/G; = 2.5, for the predictions in Fig 3a. Similar
results can be obtained using equations 3a,b and k,/k; = 2.0. Note the remarkable agreement over the entire
depth range, indicating the appropriateness of assuming K;/G, is constant. The predictions are consistent
with (and illustrate) an anomaly thought to reflect and understated region within the reservoir at a depth of
approximately 1.8 km.

b) Comparison of predicted V,,/V; ratios using equations 2a,b (K;/G; = 2.5) and equations 3a,b (k,/k; = 2.0)
with values from a field-seismic inversion of O’Connell and Johnson [1991} (solid line). Dashed lines are the
model results using dry matrix values while dot-dashed lines are for saturated matrix values. Note that both
models produce nearly identical results. The anomaly beiween 1 and 2 km b.s.l. appears to be explainable by
the matrix saturation effects, being consistent with a dry matrix.
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ABSTRACT

~ Active fault systems usually provide high-permeability
" channels for hydrothermal outflow in geothermal fields.
Locating such fault systems is of a vital importance to
plan geothermal production and injection drilling, since
an active fault zone often acts as a fracture-extensive
low-velocity wave guide to seismic waves. We have
located an active fault zone in the Coso geothermal field,
California, by identifying and analyzing a fault-zone
trapped Rayleigh-type  guided wave from
microearthquake data. The wavelet transform is employed

to characterize guided-wave's velocity-frequency

dispersion, and numerical methods are used to simulate
the guided-wave propagation. The modeling calculation
suggests that the fault zone is ~200m wide, and has a P
wave velocity of 4.80km/s and a S wave velocity of
3.00km/s, which is sandwiched between two half
spaces with relatively higher velocities ( P wave
velocity 5.60km/s, and S wave velocity 3.20km/s).

(1) INTRODUCTION
To maintain high-permeability channels for
hydrothermal outflow in geothermal fields, it is

necessary to have active faults and fractures. In this
context, "active” does not indicate that felt earthquakes
associated with the fault are imminent, but that there has
been enough seismic activity in the geologic past to
maintain permeability along the fault plane. From a
global survey of active hydrothermal systems, nearly all
active venting is closely associated with faults (Aydin
and Page 1984, Pollard 1987, Scholz et. al. 1993, Malin
1994). Locating active fault systems is of a vital
importance to plan production and injection drilling in a
geothermal field, and some major tectonically-controlled
fault systems may be mapped directly by surface
geological observation or subsurface drilling, or/and
indirectly by geophysical methods such as
reflection/refraction seismology. However, small to
medium scale fault zones are difficult to delineate with
traditional seismic reflection/refraction methods, and the
surface seismic method is not effective to explore fault

zones having vertical or nearly vertical dipping fault
planes.

Fault zones usually act as low velocity seismic
wave guides. These are energy-trapping, dispersion-
inducing channels which make the observation of
seismic guided waves an effective tool to delineate and
monitor such fault zones. The Love-type fault-trapped
seismic guided waves were first discovered in a three-
dimensional vertical seismic profiling (VSP) experiment
in the area surrounding a borehole drilled into fault zone
of the Oroville, California, earthquake of 1975 by Li et.
al.(1987). Similar trapped modes were also identified in
some of the borehole seismograms obtained at the San
Andreas fault near Parkfield (Li et. al. 1990), and at the
fault zone of the Landers, California earthquake (Li et.
al. 1994). In this paper, we describe how we located an
active fault zone in the Coso geothermal field,
California, by identifying and analyzing the Rayleigh-
type guided waves from microearthquake seismograms
recorded by a dense down-hole three-component
seismographic network in the Coso area. As far as we
know, this is the first report on Rayleigh-type guided
waves ever observed in an active fault zone.

The trapped modes in' a fault zone arise as a
consequence of constructive interference of multiple
reflections/ refractions at the boundaries between the
low-velocity fault zone and high-velocity surrounding
rocks. The waveforms of trapped waves (including
features such as amplitude-space distribution and
velocity-frequency dispersion) strongly depend on the
fault zone geometry and its physical properties. We
employed a guided wave modeling method to invert the
fault zone width and rock velocity structure. In addition,
we used the Wavelet Transform, a kind of time-varying
Fourier Transform, to analyze the dispersion and
frequency-content of guided wave modes.

(2) GEOLOGIC BACKGROUND AND THE COSO
SEISMOGRAPHIC NETWORK
The Coso geothermal field lies to the east of the
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Sierra Nevada Frontal Fault (SNFF) in southern Owens
Valley, California. The field is covered locally by a thin,
less than 100m layer of recent volcanics (Duffield et al.
1980). Geological maps (e.g. Figure 1) of the urea
(Duffield and Bacon 1981; Roquemore 1981) and recently
acquired seismic reflection profiles (Monastero 1992,
Malin 1994) delineate the general structure of the area.
Although most major NW trending faults exposed on the
surface have been detected, their extent below the
surface, as well as other possible smaller scale faults
systems, have yet to be determined.
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Figure 1. Generalized geological map of the Coso

geothermal field and surrounding area ( from Duffield
and Bacon 1981).

The Coso geothermal area is a very active seismic
zone with an average of 20 microearthquakes per day
(Malin 1993). Starting in 1990, Duke University has
operated a three-component downhole seismographic
station network at the area. The network has 16 bit
digital telemetry to an earthquake triggered central
computer, which samples the signals at 480 Hz. The
network sensors are in 100m or deeper boreholes, greatly
reducing background noise and increasing the high-
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frequency band width of microearthquake observations.
This downhole sensor environment is particularly useful
to record any possible fault-trapped guided waves, since
the downhole sensors would avoid the geological
complexity of the near surface weathered layer which
itself is a low velocity wave guide.

(3)GUIDED WAVE IDENTIFICATION AND
ANALYSIS

Figure 2 shows 5 selected seismic stations, laid
roughly along a north-south line, which recorded the
reported guided waves. Careful inspection of the -
recently (since July of 1993) recorded events at the 5
stations of Figure 2, revealed that those seismograms
recorded at station S/ with source locations near the
dashed line ( a possible fault trace with orientation of
~N30°W) display some distinguishing guided-wave
features on the components normal to the direction of
wave propagation. Figure 3 shows three-component
recordings at the same five stations from event /49,
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Figure 2. Five selected Coso seismographic network
stations, microearthquake event locations, and
orientation of a possible active fault zone (dashed line).



EVENT 149

R A e e A RS LS AR R AT [T T T T T T T e R e SARARRERASESmasesnan
T siT] F S1R” r S1V ]
AWTT—IWWT—Y ‘T_Y“'TV"_Y"—‘—”_" - "T'!"I"T"i YTy [ TTTF ' TrTT I T TT [1 T | 11 YT ‘ TT1T | T I TTTT ' TTTV Ty T rl T
- s2t] 1 $2R ¥ sav |
- f—AWMMWWHWMM~J.WM { MWWAA[W memmu -——wawwww«r W{wa'»\fvw
B L L L B B L IR B s e S R SR S B ‘vvvv!rrrvlvvvv|xyvr]vrrvlyvvlevxn
U S47 ] r S4R S4V 7]
S VR ERVIEY. I 1V VIV LW, ,SJV\/\/\(\V\W'N\N\M»« -—uMWWwwwﬂWww
- F’T“'Y[ LI g I T |T' T I TTTT ]"r—rr'r—rv—v—v—r‘ s -'_fT_rrlTT—T_'_‘T‘_rT'T—‘TV_rT_TT‘Y_‘_V-ﬁT-r‘rT_'_r-' TTTTT l 1T T [ Y ‘ TYTrY ‘ rrr ‘ TYr T I YT
S7T S7R 7 B s SVl
PV V W\]\W"WNW”V.‘ P N AR A A A
‘IlIIllvll]lVY’VITTlllllll]l'll]lYl’ 'Il[llVIIIIIDVV"Vll]lll||ll|l|l|l| 'lVll[Vvlrlvll||vv|l"TY7¥I1"l|VllV
I S8T | [ S8R v S8V T
L AN M NSrnd L N By R AP A minn]
F T WY RN RE S R SRR RN, ,[u_u IARETY RN TR NENEE R WE ey NEEee v o Lo v bsa s b
) 1} 1] 15 0 i3 3 ] 1} [} 14 th 0 B b B [ I 15 i B b 3
SLO0HS SLOONDS SLOGS
(a) (b) (c)

Figure 3. Three-component seismograms of event /49 (inside fault zone) recorded by the five selected stations: (a)
the horizontal components normal to propagation direction(7T) , (b) the horizontal components parallel to
propagation direction(R) , and (c) the vertical components (V). A large amplitude, dispersive Rayleigh guided wave
1s received by the two horizontal components of station S/, only.
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Figure 4. Three-component seismograms of event 57/ (outside fault zone) recorded by the five selected stations. (a)
the horizontal components normal to propagation direction(7), (b) the horizontal components parallel to propagation
direction(R), and (c) the vertical components(V). No guided waves similar to Figure 3 are received by any of the five
stations.
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which is located at 6.31 km deep and is of magnitude
1.2. The seismograms at station S/, particularly on the
component normal to the direction of wave propagation
(SIT), show an abnormally large amplitude and a
relatively long period wave train closely following the
S wave arrival. The wave train disappears at other
stations as located off the dashed line of Figure 2. For
example, although station S7 is at a closer distance(
about 9.0km ) from the event than station S/ (about
12.0km), the amplitude ratio between components S/T
and S7T is4:1. The wave train recorded by the two
horizontal components of station SI also shows some
normal dispersion, which is diagnostic of guided-wave
modes.  Comparing with the Love-type fault-trapped
modes at vertical components observed by Li et. al.
(1987, 1990, 1994), the wave train recorded by station
S1 is of Rayleigh type, since it is primarily polarized
on the plane normal to a fault plane.

In contrast, the event 571 (I.36km deep,
magnitude /.1 ) occurring outside the dashed line
shows no evidence of a trapped mode at any of the five
stations (Figure 4). This suggests that the abnormally
large amplitude and relatively long period wave train
seen at station SI (Figure 3a) is closely associated with
the location of the event, rather than with any possible
difference of station site effects.

Further evidence for identification of guided waves
is shown in the seismograms from two additional fault-
zone events 326 (Figure 5a) and 246 (Figure 5b),
recorded at the T-component of three different stations
(S1, §2, S4). The dispersion of guided waves can be
easily displayed by a wavelet transform (see Lou and
Rial 1995a) shown in Figure 6, for (a) the guided wave
recorded by S/, and (b) non-guided wave recorded by
S4, respectively. Typical normal dispersion is seen
clearly in Figure 6a, while Figure 6b shows no evidence
of dispersion (Indeed, a slightly abnormal dispersion is
observed, which may be due to some high frequency
attenuation of a body wave).

The source locations and magnitudes of all events
showing similar guided-wave characteristics are plotted
in Figure 2. The event location distribution suggests
that the fault zone has a near vertical fault plane, with
the depth extended at least 7 km below the surface.

EVENT 326

b
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"WWWMMW
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°,MWMV«-WNA
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. (b)

Figure 5.

different stations (SJ7, S27T, and S4T).

is observed by the station S/ for both events.

(4) GUIDED-WAVE MODELING

To model the above observed seismic guided waves,
we employed a Green's function method to compute the
Rayleigh guided-wave propagation (Lou and Rial
1995b). Based on plausible seismic velocity structures
in the Coso area (Malin 1993, 1994), we constructed a
simple fault zone model composed of a low-velocity
layer sandwiched between two half-spaces with relatively
high P velocity, as shown in Figure 7. Because of the
observed guided waves in Figures 3 and S have a relative
simple, short wave train, we only considered the
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Seismograms of two additional fault-zone
events (a) 326 and (b) 246, recorded by the horizontal
component normal to propagation direction of three
A large
amplitude, and strong dispersive Rayleigh guided wave
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Figure 6. The amplitude spectral - of the wavelet
transform (a kind of Time-Varying Fourier Transform) to
the windowed seismograms of Figure 5a (marked by
arrows): (a) the spectrum of the guided wave recorded
by the station §/, and (b) the spectrum of non-guided
wave recorded by the station S2.

fundamental mode of Rayleigh-type guided waves.
Figure 8 shows the phase-velocity (solid line) and group-.
velocity (dashed line) dispersion curves of the
fundamental mode of Rayleigh guide wave for the fault-
zone model of Figure 7. From the group-velocity
dispersion curve, we see that the dispersion of the guided
wave starts at about 5 Hz, and is well developed at
around /0 Hz, which basically matches the wavelet
transform plot of the observed guided wave in Figure 6a.

Figure 9 illustrates the synthetic results (synSIT,
synSIR, synS4T, and synS4R) from the simulation of
the two-horizontal component seismograms recorded at
stations S/ (inside fault zone) and S4 (off fault zone) for
event /49. We tested a range of model parameters (fault
zone width, P- and S wave velocities), we found the best

match to observations with model parameters shown in
Figure 7. Although these modeling parameters may not
be unique, we think it is reasonable to constrain the
velocities on the basis of observed P- and S arrival
times, and the width on the period of dispersive trapped

A '

waveforms.
Vp=5.6km/s Vs=3.2km/s
density=2.6
[
) Vp=4.8km/s Vs=3.0 km/s
. density=2.5
200m (event 149)
: i b~} 1 B ~
z -5
i 50m

Vp=5.6km/s Vs=3.2km/s

density=2.6
Figure 7. The fault zone model, showing source and
station location used to compute the guided wave of
event /49,
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Figure 8. The phase velocity (solid line) and group

‘velocity ‘(dashied line) dispersion curves of the

fundajrﬁental Rayleigh modé of the guided waves for the
model of Figure 7.

We did not include an attenuation factor (internal
friction) in the simulation, but simulated it by low-

pass filtering ( with /5 Hz high cutoff) the synthetic

guided waves. On the other hand, the modeling is
somewhat restricted because we only simulated the
trapped mode-from one event, and we also assumed the
fault zone to be a two dimensional infinite uniform
waveguide. A more thorough modeling of trapped waves
from more events with different locations would result
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Figure 9. Synthetic guided waves and their comparison with real records of event 149 for two stations S (inside
fault zone) and S4 (outside fault zone): (a) the horizontal component normal to propagation direction, and (b) the

horizontal component parallel to propagation direction.

in a more detailed 3-D model of the fault zone.
Numerical methods such as finite elements and finite
differences, which allow to incorporate some
inhomogeneity and intrinsic attenuation, may give more
precise modeling results.

(5) DISCUSSION

We have clearly identified a fault-zone trapped
Rayleigh-type guided wave from the microearthquake
data recorded in the Coso geothermal field, California.
As far as we know, this is the first report on a Rayleigh
guided-wave ever observed in a fault zone. These trapped
modes appear as wave trains of relatively large amplitude
wave trains closely following S waves on seismograms
recorded at stations close to fault trace for the events
occurring within the fault zone. They are clearer on the
components normal to fault plane than parallel to fault
plane, which suggests the guided waves are of Rayleigh
type. For the events occurring in a relatively shallow
depth , we also observe strongly dispersive guided
waves. From the spectral amplitude of the wavelet
transform, we observed that the dominant frequency of
trapped mode is lower (~/0Hz) than the non-guided
waves outside fault zone (~I2 Hz ), which is the
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phenomenon also found by Li et. al. (1987, 1990,
1994).

In order to define the fault zone revealed by those
guided waves, we used a numerical method to calculate
synthetic Rayleigh-type guided waves. By comparing
the observed waveform with the synthetic calculated in a
planar low-velocity zone, we estimate a fault zone width
of -200m, a fault zone P wave velocity of 4.8 km/s and
S wave velocity of 3.0 km/s, with surrounding rock P
wave velocity of 5.6 km /s and S wave velocity of
3.2km/s. These parameters are generally consistent with
the Coso geologic structure and previous seismic
interpretation (Caruso and Malin 1994, Malin 1994).
From the source location distribution of guided waves,
we estimate the fault system has a near-vertical dip with
the depth extended to at least 7 km below surface.

An active fault system plays a very important role in
the development and maintenance of fluid conduits in a
geothermal field. Locating such fault system is critic to
economically plan production and injection drilling for
geothermal reservoirs. The seismic guided waves are very
sensitive to the structure and material or fracture
properties of an active fault zone. Our work suggests
that careful analysis and modeling of such seismic guided



waves could provide a very effective method to locate and
monitor active fault systems.
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Abstract

A simulation model capable of handling the effects of
sorption was constructed. It accounts for the curved
interface thermodynamics associated with adsorption
and desorption. Data from several laboratory exper-
iments were used to verify the model. The results in-
dicated that simulation runs using sorption isotherms
adequately model the pressure transient behavior ob-
served in the laboratory experiments. Dry steam
models severely underestimated the the effective com-
pressibility. Models using flat-interface (steam table)
thermodynamics over-estimated the compressibility
of the system, indicated by slower than actual rate of
pressure transient propagation.

1 Introduction

In a porous medium, the interface between different
fluid phases is seldom flat, like the one that would
occur when the fluid is placed in a large container.
The phase occurring on the concave side of a curved
interface can exist at a pressure lower than its cor-
responding saturation pressure. (Saturation pressure
is defined as the equilibrium pressure, with a flat in-
terface.) For a vapor-liquid system in equilibrium
this phenomenon explains the existence of the vapor
phases at pressures lower than the saturation pres-.
sure, commonly known as the vapor pressure lower-
ing effect. Other thermodynamic effects due to the
presence of a curved interface are discussed.in Sec-
tion 2. i C

The objective of this work is to construct a nu-

merical model that honors the:thermodynamics-of

sorption in the presence of curved interfaces. “This
was achieved by treating laboratory measured sorp-
tion isotherms as the governing mass balance rela-
tionship, and accounting for the thermodynamic ef-

fects of curved interfaces in the mass and energy bal-
ance equations. The model also has a separate option
of using flat-interface (steam table) thermodynamics
for comparison. The flat-interface option of the sim-
ulator has been verified by successfully modeling all
of the cases in the Stanford Geothermal Model In-
tercomparison Study (1980). The numerical model
with sorption was verified by modeling various labo-
ratory adsorption and desorption experiments. Com-
parisons were made against models with flat-interface
thermodynamics and single-phase dry steam. The
following discussions focus on the implementation of
the sorption model.

2 Thermodynamic Effects of
Curved Interface

Apart from the vapor-pressure lowering effect, the
presence of a curved interface also causes an increase
in the heat of vaporization compared to that with a
flat interface. Equilibrium thermodynamics analyses
also showed that curved interface causes both phases
to exist in superheated states (Udell 1982). The ther-
modynamics relationships outlined in this section fol-
low those of Defay and Prigogine (1966) and Kaviany
(1991).

2.1. Vapor Pressure Lowering

Consider a liquid and a vapor phase in equilibrium
in the presence of a curved interface. Starting with
the Gibbs-Duhem equation for each phase, it can be
shown that the presence of a curved interface implies
the existence of a pressure difference between the lig-
uid and vapor phases — the capillary pressure:

(1)

Pe = Pv— D1
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The phase occurring on the concave side of a curved
interface can exist in equilibrium at a pressure lower
than its corresponding saturation pressure by a quan-
tity equal to the capillary pressure.

2.2 Liquid Superheat

The thermodynamics relationship for determining
the amount of superheat in the liquid phase is:

G-r) e o

The quantity (T'=1"°) is the degree of superheat in the
liquid phase. By honoring Eq. 2 while solving for p;
as a secondary variable an input of p, is unnecessary
because it will overconstrain the solution.

2.3 Increase in Heat of Vaporizatibn

The presence of curvature also causes an increase in
the heat of vaporization in comparison with the cor-
responding value when a flat interface is present:

Ov
hfg = h}g+ ('UI*"T%’

where the superscript ™’ refers to & case with flat-
interface. In general (Kaviany, 1991),

Ovy
u>T o7

4

so that the last term in Eq. 3 can be ignored. In the
model the heat of vaporization is computed as:

Pv—DP
hyy = h}g+( ~ ’) (4)

3 Governing Equations

Mass, energy and momentum balances are the three
governing equations of fluid flow. For a given compo-
nent ¢ in a multicomponent system the mass balance
equation is:

0 (5)

) " }
a [Z ycp¢PpSp:| "ch _ZV'[ycpppvp]
p

P

The terms in Eq. 5 are, respectively, rate of accumu-
lation, source/sink term and net influx of component
c. For a given phase p, the momentum balance in a
porous media is governed by Darcy’s Law:

. kk.
U = " P (Vpp — pp gVD) (6)
p

Egs. 5 and 6 are combined to form a mass balance
equation for each component.
The energy balance equation is:

d
30 |22 #PeSpUs + (1= )peUn| +q"h" — H
P

—ZV'(Ppﬁphp) -V-(AVT) =0 (7)

The physical meaning of the terms in Eq. 7 are, re-
spectively, rate of accumulation of internal energy,
heat production, specified heat influx, energy associ-
ated with fluid influx and heat conduction term.

3.1 Primary Variables

Each simulation gridblock has n, mass balance equa-
tions and one energy balance equation. Therefore,
the number of independent primary variables re-
quired is n. + 1. The primary variables are chosen
such that the variables are independent of one an-
other over all physical regions of the fluid system.
The primary variables chosen for this study are

e p, (pressure in the vapor phase, 1 variable)

e z. (overall mole fractions of component c, ﬁc -1
variables)

e h (overall specific enthalpy of fluid, 1 variable)

For a single component system, the primary variables
are p, and h.

3.2 Secondary Variables

After the primary variables are obtained, the re-
maining variables can be determined using consti-
tutive relationships and phase equilibrium calcula-
tions. The variables to be determined are temper-
ature, liquid phase pressure and phase saturations.
Flat-surface thermodynamics and regions with sorp-
tion (i.e. curved interface) are treated separately.
The following discussion is limited to single compo-
nent, two-phase systems.
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3.2.1 Flat-Interface Thermodynamics

A flat interface between the liquid and vapor phases
implies that both phases exist at the same pressure.
Saturated steam (steam table) properties are appli-
cable.

In the two phase region pressure and temperature
are dependent on each other, and saturations can be
easily determined from the primary unknowns. At a
given temperature, mass transfer between the phases
can occur without a change in pressure.

In the single phase (compressed water and super-
heated steam) regions fluid properties are functions
of both pressure and temperature. The temperature
1s determined iteratively by satisfying all constitutive
relations and equilibrium thermodynamics. Conver-
gence can be easily obtained in very few iterations
because the temperature of a reservoir does not vary
much, with the probable exception around source or
sink locations.

3.2.2 Sorption

In the sorption model the mass balance is influenced
by the sorption isotherm. The 1sotherms relate the
mass adsorbed to pressure and specified tempera-
tures. Knowledge of the pressure and temperature
would allow explicit determination of phase satura-
tions. To account for temperature variations, mass-
relative pressure isotherms are internally converted to
mass-activity relationships (Hsieh and Ramey, 1983).
For a given adsorbed mass (X, mass-of-water/mass-
of-rock) the liquid saturation is:

(8)

In this case the liquid phase pressure, p;, becomes
a secondary unknown instead of saturation. It is to
be determined by satisfying all the thermodynamic
effects described in section 2.

4 Verification

Results from three separate sets of laboratory pres-
sure transient experiments were used -to verify the
numerical models. All numerical models are one-
dimensional. Analyses were made for the case of a
single component steam-water system. For compari-
son purposes, the corresponding cases assuming flat-
interface thermodynamics and dry steam were also
analyzed. The flat surface thermodynamics cases
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Figure 1: Isotherm for temperature of 146°C,
from Herkelrath et al. (1983).

were 1nitialized with the same liquid saturations as
those in the corresponding cases with sorption. The
dry-steam cases assumed zero liquid saturation and
that the steam remained as single phase vapor at all
times.

Analyses also showed that the results were not sen-
sitive to the gridblock sizes, but are very sensitive to
the sorption isotherms.

4.1 Adsorption: Data of Herkelrath et

al. (1983)

Herkelrath et al. (1983) conducted a series experi-
ments to study the transient steam flow in a uniform
porous medium. A sample holder 61 c¢m long with
an internal diameter of 5.04 ¢m was used. Transient,
superheated steam flow experiments were run by first
bringing the porous material to a uniform initial pres-
sure. A step increase in pressure was imposed at one
end of the sample by exposing it to a saturated steam
reservoir while measuring the pressure at the other
end. The experiments were conducted at 100°, 125°
and 146°C. The corresponding adsorption isotherm
was measured separately. Fig. 1 shows the isotherm
for this study.

Laboratory data and simulation results for the ex-
periment conducted at 146°C are shown in Fig. 2.
Simulation results assuming gas flow theory (for the
case labeled dry steam) and flat interface thermo-
dynamics are also shown. The results showed that
the transient pressure response could be adequately
modeled with the sorption model using the measured
adsorption isotherm. ‘This observation was also made
by Herkelrath et al. (1983). The sorption model takes
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Figure 2: Transient flow experiment of Herkel-
rath et al. (1983) at 146°C.

into account the fact that there always exists a pres-
sure difference between the vapor and liquid phases
and can be adequately represented by the pressure-
sorption relationship contained in the isotherm. The
dry steam case severely underestimated the time re-

~ quired for the pressure at one end of the core to reach

the pressure imposed at the other end. This is due
to the absence of phase change associated with ad-
sorption of steam on the rock surfaces, which would
reduce the speed of pressure propagation. Assum-
ing flat surface thermodynamics, on the other hand,
caused a delay in pressure response compared to the
experimental data. This is because the quantity %
at a given temperature is infinite in the two phase re-
gion. In each simulation gridblock this phenromenon
results in steam condensation at an almost constant
pressure. Pressure changed during condensation be-
cause the model was not isothermal, with the injected
steam having a higher temperature than the initial
conditions in the model. The is reflected in the sim-
ulation result as a model having very large apparent
compressibility.

To illustrate the differences in pressure responses,
the pressure distributions at various times for the
sorption and flat-interface models are shown in Figs. 3
and 4, respectively. With flat surface thermodynam-
ics, the speed of pressure propagation is almost an or-

der of magnitude slower compared to that with sorp-

tion. Pressure distributions at 1 and 5 second for the
sorption model resembles those at 10 and 50 seconds
for the flat interface model.

Results of the 100° and 125°C cases showed essen-
tially the same results as the 146°C case.
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Figure 3: Pressure distributions for the 146°C
case, sorption model.
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Figure 5: Desorption experiment of Palar and
Horne (1994).

4.2 Desorption: Data of Palar and

Horne (1994)

Palar and Horne (1994) used equipments similar to
that of Herkelrath et al. (1983) to conduct desorp-
tion experiments. A rock sample from the Geysers
geothermal field was used. The sample was exposed
to saturated steam at about 125°C and the corre-
sponding saturation pressure. One end of the sample
holder was exposed to the atmosphere while the pres-
sure change at the other end was monitored. Fig. 5
shows the measured transient pressure decline against
time. Due to the low level of adsorption (the es-
timated overall liquid saturation is less than 1 per
cent), and high permeability of the sample (37.5
darcy) the pressure decline propagated to the closed
end of the sample holder very rapidly. Also shown in
Fig 5 are the simulated results with the sorption and
flat-interface models. The sorption isotherm inset in
Fig 5 is the isotherm used in the simulation model.
The isotherm is a slight modification of that obtained
by Palar and Horne (1994) using regression analysis.
Again the sorption model gives a good match with the
laboratory observations. The flat-interface model re-
sults implied a very large effective compressibility, as
indicated by the delayed pressure drop.

4.3 Desorption: Data of Herkelrath

(1994)

The experiment was run using a column packed with
Tipperary Sand, a dune sand obtained near Fallon,
Nevada. The samples contain only the less-than 106
micron fraction of the sand. The following are the
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Figure 6: Desorption experiment of Herkelrath

(1994)

sample data:

sample mass 1941 g
sample length 58 cm
sample diameter 5.2 cm
porosity 0.42
permeability 1.61E-08 cm**2

Steam pressure-drawdown experiment was run at
123°C. The sample was evacuated and then charged
with steam until the steam pressure reached 2.026

" bars, and the temperature stabilized. At time=0, the

bottom of the sample was opened to the atmosphere,
and the pressure at the top of the sample was mon-
itored as a function of time. Sorption isotherm was
measured in a separate equilibrium experiment us-
ing the same sample. Simulation results are shown
in Fig. 6. The dotted line is the results obtained
using sorption data of Herkelrath (1994). It gave a
much better match to the laboratory data than either
the dry-steam or the flat-interfacé case. An excel-
lent match was obtained by modifying the sorption
isotherm very slightly, as shown by the solid line in
Fig. 6. Considering the fact that the same sample
was.used for two separate experiments with differ-
ent packings, the.differences between the isotherms
shown in Fig. 6 are well within experimental accu-
racy.

5 Conclusions

From the preceding discussions the following conclu-
sions can be made:
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. A numerical model capable of honoring the ther-

modynamics of sorption has been constructed
and verified against laboratory experiments.

. Pressure transient due to sorption could be

adequately modeled using equilibrium sorption
isotherms, and the results were in excellent
agreement with experimental observations.

. Sorption of steam on rock surfaces results in

delayed transient pressure response and in a
higher apparent compressibility compared to a
dry steam case. However, the apparent com-
pressibility due to sorption is much lower than
that of a flat-interface model.

. Direct application of steam table properties in

the flat interface models resulted in very large
apparent compressibilities and in delayed pres-
sure transient propagation compared to those
observed in experiments.

Nomenclature

T R >N Nd[@ T T v R lﬂ;u:p’ﬁsr'?rmb‘

= specific enthalpy

= heat influx

= permeability

= relative permeability
= pressure

= capillary pressure

= universal gas constant
= temperature

= source/sink term
specific enthropy
saturation

time

temperature

specific internal energy
specific volume
velocity

adsorption, mass/mass-of-rock
mole fraction

overall mole fraction
thermal conductivity
viscosity, or chemical potential

il

i

= porosity
= density
Subscripts
¢ = component
¢ = gas phase

= liquid phase

, = rock

p = agiven phase
» = vapor phase
Superscripts

° = saturated state
T = total

v = well
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ABSTRACT evacuated. The gas pressure is then progressively
increased at constant temperature until it reaches
the saturation pressure value at the given temper-
ature. Measuring the amount adsorbed at equi-
librium as a function of the relative pressure con-
stitutes the adsorption stage. Desorption is the
reverse cycle, where the adsorbed phase desorbs
by progressively decreasing the gas pressure. In-
formation on the surface area, the pore size dis-
tribution and other properties can be obtained
from an analysis of these cycles. Gas adsorption-
desorption in porous media differs from adsorption
on open surfaces due to two factors, the existence
of curved surfaces or pores, where capillary con-
densation may occur, and possible accessibility or
topological effects incurred by the porous medium.

Using a pore network model to represent porous
media we investigate adsorption-desorption pro-
cesses over the entire range of the relative pressure,
highlighting in particular capillary condensation.
The model incorporates recent advances from den-
sity functional theory for adsorption-desorption in
narrow pores (of order as low as 1 nm), which
improve upon the traditional multi-layer adsorp-
tion and Kelvin’s equation for phase change and
provide for the dependence of the critical pore
size on temperature. The limited accessibility of
the pore network gives rise to hysteresis in the
adsorption-desorption cycle. This is due to the
blocking of larger pores, where adsorbed liquid is
allowed to but cannot desorb, by smaller pores
containing liquid that may not desorb. By allow-
ing for the existence of supercritical liquid in pores
in the nm range, it is found that the hysteresis
area increases with an increase in temperature, in
agreement with experiments of water adsorption-
desorption in rock samples from The Geysers. It
is also found that the hysteresis increases if the
porous medium is represented as a fractured (dual
porosity) system. The paper finds applications to
general adsorption-desorption problems but it is il-
lustrated here for geothermal applications in The

In adsorption of gases over an unconstrained
surface, at the early adsorption stage, correspond-
ing to sufficiently small gas pressure, gas molecules
are physically adsorbed on the solid surface ow-
ing to sorbent-solid molecular interactions. As the
process continues, one and subsequently multiple
layers of adsorbed fluid cover the solid surface. For
larger-values| of pressure, the thickness of the ad-
sorbed layer|is sufficiently -large so that the ad-
sorbed fluid behaves as a continuum liquid film, at
which point'a distinct vapor-liquid interface ex-
ists. The thickness of the adsorbed layer depends
on the gas pressure as well as other parameters

Geysers. that are gas and solid specific. Eventually, as the
pressure approaches the saturation pressure, bulk

INTRODUCTION condensation occurs.
In adsorption of gases in pores, the early part of
In sorption experiments, a condensible gas is in- adsorption is similar to the above. Because of the
troduced into a porous medium, which is initially pore- wall curvature, however, bulk condensation
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occurs earlier (at a lower relative pressure) than

over a flat surface. This capillary condensation is -

described by Kelvin’s equation, to be discussed in
detail below. Additionally, in narrow pores (of the
order of a few nm), due to the proximity of solid
surfaces, the growing film is subject to strong in-
termolecular forces. As a result, capillary conden-
sation may occur earlier and at conditions differ-
ent than predicted by Kelvin’s equation. For suf-
ficiently small pores, a phase change may actually
not occur, and the fluid remains in a supercritical
state, as discussed below.

LITERATURE REVIEW

Understanding adsorption-desorption in porous
media requires first its understanding in single
pores (slits, cylinders), and subsequently the un-
derstanding of the collective behavior of an ensem-
ble (network) of pores. Below we briefly review the
relevant literature in these two areas.

1. Single-pore models: The literature in this
area can in turn be divided into two parts: (i)
Surface (physical) adsorption in the absence of
pores, where single- and multi-layer adsorption are
emphasized. Clearly, no hysteresis in adsorption-
desorption cycles is observed here. A comprehen-
sive review of this subject can be found in Gregg
and Sing (1982) and Adamson (1990). For the
purposes of thié paper we note that the thickness
of the adsorbed layer can be expressed by various
models, of which we shall make use of the following

1

€o b
t= | —7—5—
(RT In B2 )
where t is the thickness of the adsorbed layer, ¢, is
the adsorption potential of the solid surface, P%‘,% is
the relative pressure, and « is an empirical param-
eter. This expression is derived from the Frankel-
Halsey-Hill (FHH) equation [1]. Although used
over the entire pressure range, the accuracy of the
above equation is questionable at very small pres-
sures. However, for the purposes of this study, we
shall use the FHH equation over the entire pres-
sure range. _
(i1) Adsorption-desorption in pores. Following
multi-layer adsorption, capillary condensation oc-
curs. This is traditionally described by Kelvin’s

equation
1 Vo

(1)

20V,

TRI(R=1)’ @

-130-

Liquid

Amount Adsorbed

Figure 1: Schematic isotherms indicating single-
pore hysteresis (from Liu et al. ( 1993)).

where o,V, Ry, T, Py, Pyg and R are the surface
tension, the liquid molar volume, the gas constant,
the absolute temperature, the gas pressure, the
saturation vapor pressure and the pore radius, re-

spectively. Actually, the above is a modified form
of Kelvin’s equation, where the pore radius was

appropriately reduced by the amount of the ad-
sorbed film. In the standard approach, the onset
of capillary condensation denotes an instability of
the film (gas-liquid) interface due to the pore cur-
vature. In fact, this mechanism is also responsi-
ble for a single-pore hysteresis, where the phase
change (from liquid to vapor) during desorption
occurs at a radius smaller by a factor of 2 than
(2).

An explanation of single-pore hysteresis is given
in Figure 1 which shows schematic isotherms for
a single pore (from Liu et al. (1993)). Conden-
satlon or evaporation in a single pore is to take
place at a pressure, P,,, at which liquid and gas
coexist and the chemical potentials for liquid and
gas phase are the same. However, it is possible for
condensation and evaporation to be delayed until
pressure values different than P.,. Now, adsorp-
tion and desorption follow the spinoidal branches
shown in Figure 1. The onset of phase change
may occur at pressure values between P,, and
Pg, (the spinoidal pressure for the gas phase),
and between P, and Pr, (the spinoidal pressure
for liquid phase) for condensation and evapora-
tion, respectively. Kelvin’s equation in the two
different geometries accounts for these two differ-
ent presures. The end result is that even for a sin-
gle pore different paths can be followed depending
on the direction (condensation or evaporation).

When the pores involved are narrow, fluid



Amount Adsorbed

Relative Pressure

Figure 2: Schematic of adsorption-desorption
isotherms in a narrow pore.

molecules interact with solid surfaces- on either
side of the pore (Evans et al. (1986) and Ball
and Evans (1989)), thus adsorption and desorp-
tion are strongly affected. Consider, for exam-
ple, the process in a narrow pore (Figure 2). As
pressure increases, the usual adsorption behavior
is followed. At low temperatures (and large ra-
dius values) the single-pore behavior is as shown
in Figure 1. However, as the temperature increases
(or the pore radius decreases), the isotherms shift
towards the left, while the jumps between liquid
and gas branches at the phase transition become
smaller (curves a, b and ¢ in Figure 2). Signifi-
cantly, for a critical value of temperature or a crit-
ical size of the pore, the adsorbed fluid becomes
supercritical and a clear transition is not observed
(curve d in the Figure). Evans et al. (1986) de-
fined this as the capillary critical point, beyond
which a distinct vapor-liquid interface ceases to
exist and the density increases monotonically over

the whole range of pressure. Evidently, use of
Kelvin’s equation will be inappropriate in this
range. We note that this behavior is reminiscent
of the critical behavior in a bulk liquid. Evans
et al. (1986) used a functional density approach
to study the characteristics of adsorption in such
pores. ‘They obtained the following approximate
expression for the critical capillary radius
1 T,

AT =T

where R, A and T, are the critical capillary ra-
dius, the decay length of solid-fluid potentials (a

Rcr ~

3)

function of solid and liquid) and the critical tem-- -

perature of the fluid, respectively. It should be
noted that single-pore hysteresis is also predicted
from the theory of Evans et al. (1986), as can be
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seen schematically in the Figure isotherms.

Along similar lines, but using Monte-Carlo com-
puter simulations, adsorption in narrow pores was
studied by Nicholson (1975), Seaton et al. (1989),
Aukett et al. (1992) and Lastoskie et al. (1993).

2. Multiple-pore models: Early work on
adsorption-desorption made use of the simple
model of parallel capillaries (Everett and Haynes
(1972)). Mason (1983) suggested that accessi-
bility effects would be important in porous me-
dia and attempted to model adsorption-desorption
hysteresis by -a probabilistic approach. Parlar
and Yortsos (1988) and (1989) realized that the
process shares common aspects with percolation
phenomena and proceeded to explain desorption-
adsorption hysteresis, based on the lack of acces-
sibility of liquid-containing pores to bulk (con-
nected) vapor. The following rules were postu-
lated: for phase change to occur in a pore (body
or throat), the pore radius first must be consis-
tent with Kelvin’s equation (be allowed). At any
capillary condensation (adsorption) stage R, given
by an equilibrium pressure Py (equation 2), va-
por in all pore bodies with Rp < R and all pore
throats with Rp < R/2 is allowed to condense.
Since vapor has access to all of the pores in the
network during adsorption, condensation occurs in
all pores that are allowed. On the other hand, for
capillary evaporation (desorption) to take place
in a pore with size Rp, the following two condi-
tions must hold: (a) Rp > R and (b) the pore
(body or throat) must have access to vapor phase
(either to bulk vapor or to a nucleation center).
These two rules include the two plausible mech-
anisms of hysteresis behavior observed in adsorp-
tion experiments for porous solids, namely the lo-
cal (or single-pore) hysteresis [3] and the network
(or pore blocking) éffect [17]. The first mechanism,
reflected above as a difference of 1/2 between ad-
sorption and desorption radii, may appear in pore
throats due to the cylindrical geometry. The sec-
ond mechanism may occur. during desorption due
to the necessity of having access to vapor. The ori-
gin of the second mechanism for hysteresis is due
to the topology of the porespace. Depending on
the geometry of pore network, evaporation in some
large pores may not occur if they are surrounded
by small pores that are not allowed to desorb at
the particular pressure value.

Recently, the work of Parlar and Yortsos (1988)
was expanded by Liu et al: (1993) .

3. Empirical approaches: In relation to the
adsorption behavior of steam in The Geysers,
many previous studies have been conducted, in-




cluding those by Hsieh (1980}, Hsieh and Ramey
(1983), Luetkehans (1988), Harr (1991), Horn-
brook (1994) and Shang et al. (1994). A recent
attempt was made by Correa and Ramey (1994) to
explain experimental results with the use of some
empirical models. Recent experiments by Satik
and Horne (1995) have shown a dramatic temper-
ature effect on hysteresis and the existence of a
“residual” value in the amount of desorbed liquid.
This cannot be explained convincingly by the work
published so far. In this paper, we shall use a pore
network model coupled with the theory of Evans et
al. (1986) to propose a possible explanation of this
effect. More generally, the paper develops a gen-
eral pore network model for adsorption-desorption
processes in porous media.

The paper is organized as follows: First, the
pore network model is described. The model re-
sults are then compared with the experiments and
the sensitivity to effects of temperature and mean
pore size is described. Finally, we briefly ex-
amine the effect of correlated porespace on the
adsorption-desorption behavior. '

PORE NETWORK MODEL
AND RESULTS

To simulate the process of sorption in porous
media, we have made use of a pore network model.
We represent the pore space by a 3-D lattice com-
posed of pore bodies (sites) and connections be-
tween pore bodies (bonds or pore throats). In
this approach, pore bodies and throats are approx-
imated by spherical and cylindrical geometries, re-
spectively. A simple cubic lattice, where six bonds
emanate from a site, corresponding to a coordina-
tion number of six, is taken (although other lat-
tice types can also be used). Radii for sites and
bonds were randomly distributed from a truncated
Gaussian random distribution with means 32.5 nm
and 5.5 nm, respectively and standard deviations
of 35 nm and 9 nm, respectively, while the bond
length (I;) was kept constant at 25 nm. Adsorp-
tion and desorption were modeled following the
rules of Parlar and Yortsos (1988).

Adsorption proceeds by multi layer adsorption,
modeled via the FHH equation, then capillary con-
densation in sufficiently large pores occurs. We
used the modified Kelvin equation for its descrip-
tion. For desorption to occur, the given pore
must have size sufficiently large, as predicted by
Kelvin’s equation or its modifications, but it must
also be connected to the bulk vapor. Narrow pores
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containing supercritical liquid were not allowed to
desorb. Owing to stability considerations [17], if a
bond is occupied by vapor, the two adjacent sites
are also occupied by vapor, while if a site is occu-
pied by liquid, all bonds connected to it are also
occupied by liquid.

As discussed above, during a typical sorption
experim®nt for porous solids, a hysteresis behav-
ior is commonly observed. Depending on the pro-
cess parameters, different types of hysteresis can
be expected. Although different in shape, in most
cases adsorption and desorption isotherms coin-
cide below a moderate pressure value, indicating
the end of hysteretic behavior. However, a rather
unusual hysteresis was observed in high tempera-
ture steam adsorption experiments conducted in
samples obtained from The Geysers geothermal
field (see Satik and Horne (1995)). These exper-
iments showed that at higher temperatures, e.g.
120 °C, hysteresis persists down to very low pres-
sures, of order 0.001 psia, while diminishing at
lower temperatures. With the use of the pore
network model, we have attempted to investigate
this behavior and to interpret the effects of tem-
perature. In all simulations presented the size of
the network was taken to be 20x20x20, which was
found to be sufficiently large to eliminate finite-
size effects.

Figure 3 shows two sorption isotherms obtained
from the numerical model at 80 and 120 °C. The
figure shows a very good agreement with the ex-
perimental findings of Satik and Horne (1995).
In particular, the two main experimental features
are clearly observed in the simulations: A hys-
teresis persisting down to very small pressures,
at high temperature values, and a diminishing of
the hysteresis cycle at lower temperatures. Fig-
ure 4 shows a comparison of the simulation results
with the experiments (for a sample from The Gey-
sers) of Satik and Horne (1995). Figure 4a and 4b
shows the experimental results, while Figure 4c
and 4d contain the numerical results obtained at
120 and 80 °C, respectively. A very good agree-
ment is shown, considering the experimental errors
involved. Figure 5 shows the effect of the mean ra-
dius on the adsorption curves. We have examined
three cases with mean radius corresponding to 5.5,
6 and 10.5 nm,respectively. As shown in the fig-
ure, the degree of hysteresis increases as the mean
radius decreases. This is expected in view of both
the Kelvin equation and the effects of the critical
capillary radius. The implication is that the rock
samples treated by Satik and Horne (1995) must
contain pores of a narrow size (of order of a few
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Figure 3: Sorption isotherms in pore networks at

80 and 120 °C.

nm).

Experimental and numerical results show that
hysteresis diminishes as the temperature de-
creases, this is opposite to the trend in a single-
pore. We explain this as follows: As temperature
increases, the capillary critical radius, below which
fluids occupying pore space are supercritical, also
increases. This tmplies that a larger fraction of
pores contain supercritical fluid. The fluid density
in these pores decreases slowly and monotonically
with pressure from an initial liquid-like density to
a gas-like density at very small pressures (see curve
d in Figure 2). In a pore network, these small
pores eventually surround larger pores, preventing
them from desorption due to the pore-blocking ef-
fect explained above. This behavior results in the
hysteresis persisting until very small pressure val-
ues, and being a strong function of temperature.

Figure 6 shows a comparison of the sorption
isotherms obtained for a fractured and an uncorre-
lated pore network. A fractured system was gen-
erated by assigning two very different average pore
size values, with smaller values assigned to the
»matrix” and larger values assigned to the ”frac-
ture” system. For the results shown in the figure,
the fracture sysytem consisted of five orthogonal
fracture planes parallel to the three coordinates of
the cubic lattice (x=const,y,z), (x,y=const,z) and
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(x,y,2=const), each spanning the whole network
and intersecting each other. As shown in the fig-
ure, the fractured systems display a pronounced
hysteresis behavior compared to uncorrelated sys-
tems. This is also due to the pore blocking effect.
We must note, however, that the hysteresis behav-
ior shown in Figure 6 will not depend on temper-
ature, hence a fracture network itself would not
be able to simulate the experimental results if the
previous mechanism involving supercritical fluid is
not accounted for.

CONCLUSIONS

We have presented a pore network model that
incorporates improved single-pore pheneomena for
adsorption and desorption in porous media, par-
ticularly the supercritical behavior at narrow
pores. The latter accounts for substantial hystere-
sis which depends sensitively on temperature. The
network model gives results in good agreement
with the experiments. This hysteresis is attributed
to a pore blocking mechanism, where narrow pores
containing supercritical fluid prevent larger pores
from desorbing, due to lack of access to bulk va-
por. Hysteresis is also found to increase in a dual
porosity (fracture) system.
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ABSTRACT

We report results of steam adsorption exper-
iments conducted for rock samples from vapor-
dominated geothermal reservoirs. We examine
the effect of the temperature on the adsorp-
tion/desorption isotherms. We find that the tem-
perature effect is only important on the desorption
such that the hysteresis becomes more pronounced
as the temperature increases. The scanning be-
havior within the steam sorption hysteresis loop
is also studied to investigate the behavior during
repressurization. Collection of sets of data on the
sorption behavior of The Geysers geothermal field
in California is presented.

INTRODUCTION

Geothermal systems can be classified into
two categories: Liquid-dominated and vapor-
dominated reservoirs. Liquid- and vapor-
dominated geothermal reservoirs have large and
small liquid saturations, respectively.  Since
the resident fluid is saturated or superheated
steam, the vapor-dominated geothermal systems
are among the most interesting commercially. In
particular, we focus on The Geysers, CA, the
world’s largest vapor-dominated reservoir.

In the past, there have been some attempts to
explain the recharge in The Geysers geothermal
field. White (1973) speculated on the two plausi-
ble mechanisms: A separate external water source
and adsorption of liquid water. The first mech-
anism has been ruled ‘6ut since further research
has been unsuccessful in proving any evidence of a
hidden water source, leaving adsorption phenom-
ena as the most plausible fluid storage mechanism
in The Geysers field. Therefore, to improve effi-
ciency during injection/production projects in The
Geysers, the phenomena of adsorption and its ef-
fects on the fluid flow and storage processes in such
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geothermal systems must be further explored. To
this end, a number of studies have been initiated at
Stanford to measure the amount of water adsorbed
and ultimately to construct an adsorption map
of the field. Earlier attempts were reported by
Hsieh (1980) and Leutkehans (1988). A BET type
sorptometer equipment was constructed and used
for high temperature adsorption measurements on
Berea sandstone and unconsolidated silica sands,
as well as on core samples from The Geysers, CA
and Larderallo, Italy. However, the accuracy of
these experimental results were questioned due to
the excessive leaks from the sorptometer equip-
ment at the elevated temperatures, mainly due to
the long equilibrium times required when using
very tight core samples. This problem was also
acknowledged by Herkelrath and O’Neal (1985) in
their experimental study of water adsorption in
the context of disposal of nuclear wastes. Recently,
Harr (1991) and Shang et al. (1994) made an ad-
vance and conducted more accurate steam adsorp-
tion measurements on tight core samples from The
Geysers, CA, by using an improved, computer-
automated, high temperature sorptometer equip-
ment.

In this paper, we réport on the continuing ex-
perimental effort to examine the effects of ad-
sorption in vapor-dominated geothermal systems,
particularly The Geysers; CA. First, we describe
our experimental apparatus and procedure. Next,
we discuss our experimentédl results and illustrate
sorption isotherms for various Geysers’ samples at
different temperatures. Finally, we shall discuss
scanning curves, which are adsorption isotherms
that span only a partial range of pressure.

EXPERIMENTAL APPARATUS

Our experimental apparatus is a computer-
automated, high temperature sorptometer (built
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Figure 1: A schematic of the experimental appa-
ratus.

by Porous Materials, Inc.). It consists of three iso-
lated chambers (electronics, top and sample cham-
bers), a computer system and a vacuum pump. All
of the electronics that control the operation are lo-
cated inside the electronics chamber, which is kept
at room temperature. Control software loaded in
the computer system is used to operate and carry
out sorption experiments. A schematic of the top
and the sample chambers is shown in Figure 1. As
shown in the figure, the top chamber consists of
a set of valves, transducers and thermocouples, a
steam vessel, a heater and a fan. This chamber is
kept at a temperature higher than the experiment
temperature. At present, however, the temper-
ature limitation on the equipment imposes a re-
striction on the maximum temperature (currently
150 °C) of this chamber. Finally, the third cham-
ber is the sample chamber where a sample tube
container is located. The sample chamber has a
separate heating system such that it can be kept at
the experiment temperature. Samples to be used
for experiments are loaded into the sample cell (or
tube). The sample cell is a stainless steel U-tube
with inner diameter of 9.65 mm, restricting the
size of the samples. Therefore, every core sample
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is crushed into smaller pieces that can fit to the
sample cell. We must also note that breaking sam-
ples into smaller pieces might affect both adsorp-
tion and desorption results. However, Harr (1991)
reported that the effect of crushing on the amount
adsorbed is insignificant. On the other hand, con-
sidering the fact that the adsorption equilibrium
time for tight core samples, such as The Geysers,
with porosities of order of a few percent could be
extremely long, using moderately crushed samples
conveniently reduces the experiment run time and
reduces the danger of leaks.

EXPERIMENTAL PROCEDURE

Since the equipment is computer-automated,
the experimehta_,l procedure is simple. Normally,
an operator only needs to load and start the con-
trol software. The remaining experimental proce-
dure is carried out under computer ¢ontrol. Here

" we shall summarize the sequence. Before each ex-

periment, a new sample is outgassed under vac-
uum for a sufficiently long time at ‘an elevated
temperature (normally at 180 °C). Then, the pro-
cedure followed to obtain a single point on an ad-
sorption and a desorption isotherm is as follows:
First, during adsorption, the sample cell is ini-
tially isolated from the reference volume, located
inside the top chamber, by closing the valves V1
and V2 (see Figure 1). Steam is then introduced
to the reference volume. -Next, a pressure read-
ing (p;) is taken when the pressure is stabilized in
the reference volume. Following this, steam in the
reference cell is expanded into the sample cell by
opening the valves V1 and V2 and another pres-
sure reading (py) is taken when the pressure in
the system is stabilized again, at which time the
stage is completed by closing the valves V1 and
V2. Thus, an adsorption isotherm over the en-
tire pressure range can be obtained by repeating
the above steps until the saturation pressure is
reached, after which the direction of the experi-
ment can be reversed to a desorption, if desired.
During desorption, the reference and the sample
cells are also initially isolated. The pressure in
the reference volume is now reduced by producing
a certain amount of steam. A stabilized pressure
reading, again corresponding to p;, is taken. Next
is to open the valves V1 and V2 and to wait until
an equilibrium pressure p; is obtained. This gives
a single point on the desorption curve. Repeat-
ing these steps until the minimum pressure value
desired completes the desorption isotherm.

During an adsorption (or a desorption) stage,



the amount of water adsorbed (or desorbed) is cal-
culated from the following equation

Vsc — Vs
RT; '’
(1)
where X, p;,py, Vr,Vsc, Vs, 15, T; and R are the
amount adsorbed in moles, the initial and the equi-
librium pressures, the reference, the sample cell
and the sample volumes, the temperatures in the
top and the sample chambers, respectively. Su-
perscripts n and n — 1 denote the parameter val-
ues corresponding to the current and the previous
stages, respectively.

1
_ -1 r_sn_ . n-1
X" =X" +(p?—p'})———RTr (P7—p;7")

DISCUSSION OF RESULTS

We carried out a series of steam sorption experi-
ments towards the final goal of constructing an ad-
sorption map of The Geysers geothermal field. We
also examined the effects of temperature on steam
adsorption process, and finally investigated the be-
havior of scanning curves of steam adsorption hys-
teresis for The Geysers’ samples. Adsorption ex-
periments were carried out for samples from five
different wells located in The Geysers field. Exper-
iments for each sample were repeated at three dif-
ferent temperatures (80, 100 and 120 °C). Due to
the temperature restriction mentioned earlier, we
have not conducted tests at temperatures higher
than 120 °C. In the future, however, higher tem-
perature experiments are planned following mod-
ifications to the equipment.

In Figures 2, 3, 4, 5 and 6, we show results ob-
tained in steam adsorption experiments for sam-
ples from NEGU-17, Calpine Co. MLM-3, Sul-
phur Bank 15-D, Cold Water Creek and CCPA
Prati State 12 at 80, 100 and 120 °C, respectively.
The location of these wells in the field is as fol-
lows: NEGU-17 (North East Geysers Unit 17) is
in the north east, MLM-3 in the south east, Prati
Sate-12 and Cold Water Creek in the north west
and Sulphur Bank-15D in the central west Gey-
sers. Significant differences in the adsorption be-
havior of the samples studied were observed. The
shape of the curves as well as the magnitude of the
adsorption are quite different. For the NEGU-17
sample (Figure 2), the curve remains almost flat
until a very high relative pressure value, at which
point it curves upward, while a different behavior
is observed for the samples from the other four
locations (Figures 3-6). These other isotherms
show a monotonical increase as relative pressure
increases. A previous Stanford study by Shang et
al. (1994) showed that adsorption behavior may

(¢)

Figure 2: Results of adsorption experiments for
NEGU-17 at (a) 80, (b) 100 and (c) 120 °C.
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Figure 3: Results of adsorption experiments for
Calpine Co. MLM-3 at (a) 80, (b) 100 and (c) 120
°C.
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Figure 4: Results of adsorption experiments for
Sulphur Bank 15-D at (a) 80, (b) 100 and (c) 120
°C. :
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differ even for samples obtained at different eleva-
tions in the same well. At this point, our prelim-
inary results are not conclusive since the experi-
mental data do not cover the whole field. How-
ever, they indicate a need for further research in
this area. Therefore, in order to have a better
understanding of the adsorption behavior in The
Geysers geothermal field, more adsorption experi-
ments are required from additional locations.

An interesting and rather unusual feature ob-
served in the results shown in Figures 2-6 is the
temperature effect. The figures indicate that the
temperature has a very important effect on the
desorption curve while it has only a slight effect
on the adsorption. The temperature effect on the
desorption curve is such that the hysteresis loop
becomes more pronounced (Figures 2-4) as tem-
perature increases. Moreover, the shape of the
adsorption-desorption loop is very different than
that previously reported for other sorption experi-
ments in other porous solids. The difference is that
the hysteresis here persists until a very small pres-
sure value (of order of 0.001 psia) leaving a residual
amount adsorbed, whereas it is normal for hystere-
sis to cease at a moderate pressure value. Further-
more, experimental results for samples from Cold
Water Creek (Figure 5) and Prati State 12 (Fig-
ure 6) show a different temperature effect, limited
only to small pressure values. This effect is of im-
portance because it controls the hysteresis loop.
From our results, we conjecture that the temper-
ature effect on the hysteresis will be even more
pronounced at higher temperatures than those we
studied. Recently, Satik and Yortsos (1995) have
made an attempt to explain this effect by mod-
elling the process with the use of ia pore network
model and combining it with the improved ad-
sorption theory of Evans et al. (1986) for nar-

row pores and also with a model proposed by Par--

lar and Yortsos (1988). Satik and Yortsos (1995)
compared their numerical simulation results with
our experimental findings and found a good agree-
ment. To explain the temperature effect observed
in our experiments, their results suggested that,
for adsorption in microporous solids, liquid occu-
pying narrow pores (of order of 1 nm) can be-
have in a supercritical state as the temperature
exceeds a critical value. Such fluids, depending
on the topology of the porous medium, can ac-
tually prevent the liquid occupying larger pores
from evaporating due to the lack of their accessi-
bility to vapor, delaying evaporation (desorption)
until very small presure values.

Finally, in Figure 7, we show scanning curves
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Figure 7: Scanning curves obtained for a sample

from NEGU-17 at 120 °C.

obtained for a sample from NEGU-17 at 120 °C.
Scanning curves are obtained by changing the di-
rection of the experiment from an adsorption to a
desorption at an earlier pressure for each loop. As
seen from the figure, the starting pressure value
for each loop is the same, at a complete vacuum.
Figure 7 also shows that hysteresis diminishes as
the final pressure value for a loop decreases. A
complement to this type of scanning curve is to
start the adsorption part at larger pressure value
for each loop and to finish it always at the sat-
uration pressure. However, the second type of
curve requires changing the direction of the ex-
periment from a desorption to an adsorption at a
larger pressure value for each loop. At present,
only the first type of the curves can be obtained
because our sorptometer equipment can not han-
dle the sequence of steps required for the second
type. With a further modification to the control
software, we also expect to obtain the second type
of curves in the near future. The two types of
scanning curves, when combined together, should
reveal information important to the optimization
of injection-production strategies in-The Geysers
geothermal field.



CONCLUSIONS

In this paper, we have reported our results of
sorption experiments conducted for samples from
The Geysers geothermal reservoir, CA. We have
studied the effect of the temperature on the ad-
sorption/desorption cycle. Our results have shown
that the effect of temperature is insignificant on
the adsorption whereas it is very important on
the desorption, therefore, a more pronounced hys-
teresis behavior is observed as the temperature in-
ceases. We also conjectured that this effect can
even be more pronounced at larger temperature
values than we examined. To have a better un-
derstanding of the phenomena, however, more ex-
periments at elevated temperatures are required.
Finally, we studied the behavior of scanning curves
and presented a family of scanning curves of the
hyteresis for a sample from The Geysers field.
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AN EXPERIMENTAL MEASUREMENT OF THE ADSORPTION OF SUPER-HEATED STEAM

Ruggero Bertani, Renato Perini, Bruno Tarquini.

ENEL SpA DPT/VDT/G Via Andrea Pisano, 120 - 56122 Pisa, Italy.

1. Introduction

The adsorption of liquid water in a vapour-
dominated geothermal reservoir is one way the
rocks hold fluids. The presence of this adsorbed
water must be taken into account in the
evaluation of the reservoir capacity.

A great number of papers have been published in
the last ten years on this matter (see for instance
[Hornbrook, 1994], and [Economides, 1985]); at
Stanford University a big effort was carried out
in experimental measurements of the
adsorption/desorption from reservoir samples
(see [Shang, 1994'7).

In Italy we have a new geothermal field not
exploited yet, in the Monteverdi region (southern
border of Larderelio), where 16 productive wells
were found, supplying two 20 MW geothermal
units. All the wells produce superheated steam.
The effect of adsorbed water was simulated, and
the results will be presented in WGC 95
[Bertani, 1995].

2.  Adsorption Simulation

2.1. Grid geometry and thermodynamic

conditions

A mathematical model of the field was
developed in order to have a preliminary field
evaluation, using the STAR [Pritchett 1992].

The reservoir area is a roughly rectangular shape
of 4x8 km, and the reservoir elevation is from
-1000 to -3500 m a.s.l. '

The grid used for the simulation is rectangular,
with all the cells 500x500 meters in each
horizontal (XY) plane. -
The number of cells is 8x15x12, covering a
volume of 4000x7500x2500 m3. The vertical
thickness of the reservoir is from -3500 to -1000
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m a.s.l. The grid orientation is north-west-south-
east, as shown in Figure 1.

\ .

N

N \
\ A
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CANNETO X
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e
MONTEVERDI

Figure 1:

Monteverdi zone with the grid
orientation.

The vertical (Z) cell distribution is irregular
starting from 500 (at the bottom) to 100 meters
(atthetop). Lo

Temperature and pressure indicate superheated
conditions; the maximum degree of superheat is
70°C (7.5 MPa ‘and 360°C). The initial
temperature  distribution was based upon
extrapolated values taken ad hoc during drilling;
the temperature distribution at -2500 has a
maximum to the south-east (360°C) and a




minimum to the north-west (300°C), as shown in
the contour plot given in Figure 2.

a0ec

Figure 2: Isotherms at -2500 m a.s.l.

2.2. Results of Simulation
Available experimental data show that the
amount of adsorbed water depends on the
pressure, temperature and rock properties. Only
a small fraction of the pore volume can be
occupied by the adsorbed film, but the overall
effect on the fluid density can be significant: for
example, at 350°C and 7 MPa the steam density
is 28 kg/m3; we have, with 10% of the pore
volume filled with liquid water, a change of the
effective steam/water mixture density to 85
kg/m3, with an increment of 200% in fluid
storage.
We can define a global reservoir value of the
amount of adsorbed liquid water per kg of rock
(called ADS in the present paper).
We simulated the natural state with different
values of ADS, with all the other rock
parameters unchanged.
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The results of the exploitation are illustrated in
Figure 3. The average electrical power for 20
years roughly increases from 15 MW (ADS=0)
to 35 MW in the two ADS runs.

e ads=0.79 mg/g - ads=0.42 mg/g
- ads=0

Flow Rate [Kg/s]

Figure 3: Simulated exploitation for different

adsorption values.

The important effect of the value of ADS on the
total electrical energy is evident. In any case,
with the lowest value (ADS=0.42), we can
exploit the reservoir for twenty years with
adsorbed water still stored in the pore volume.
For this reason, there is only a small difference
between the two ADS values over practical
indusirial exploitation time scales. _

On the other hand, in the two ADS cases, it is
possible to exploit the reservoir with a different
number of wells; it will give a greater difference
of extracted mass in the same time.

3. Experimental measuraments

Unfortunately, there is a lack of measurements of
the adsorption parameters in the high
temperature region, where our reservoir is
located. .
The experimental data available for Monteverdi
are shown in Figure 4 from [Shang, 1994'].



—— T80
------ e 12000
vdeen T2120C
-—+= T=(40C
08t

Amount adsorboed/desorbed in ma/g rock

00 02 04
Ralatlve oressure

Figure 4: Stanford

4

e -
T

i

measuraments on

Figure 5: Experimental apparatus.

Monteverdi sample.

For this reason, we have planned an experiment,
on the basis of the Stanford ones, in order to
measure the Desorption versus Pressure curve

All is inside an oven, fully insulated. Data on
pressure and temperature are recorded by a Data
Logger.

The maximum reachable temperature is 250 °C,

with the Monteverdi sample.

3.1.

Apparatus
The experimental apparatus is shown in Figure 5.

limited by the valves and cables; the
pressure/temperature transducer is certified only
below 230 °C. The main operating parameters
are collected in the following table:

Item

Description

Sample Holder (1)

Expansion Volume (2)

Valve V1
Valve V2

the volume (V).
Valve V3 Not used in operation.
Transducer T1
Transducer T2

This is the container of the cutting; the mass of the rock sample is 300 g. The
Dead Volume (DV) is 1.50E-4 m°.

The total volume of the expansion chamber (V), with piping and valves is
1.145E-4 m*.

This is the valve which separates the Dead Volume (DV) and the expansion
one (V). It is opened for expansion, with valve V2 closed.

This is used after each expansion step, with V1 closed, in order to evacuate

This is a thermoresistence (class A IEC 751: £0.5°C at 200°C), giving the
internal sample temperature: it is inside the rock.

This carries Pressure and Temperature coupled signals, which are used for the
experimental measurement; the precision is £0.18% span (2.5 Mpa), i.e. 4.5
KPa.
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The work of [Shang, 19942] has demonstrated
the equivalence of measurement of core samples
or cutting, as shown in Figure 6.

Amount of warter adsorbed (mg'y)

Figure 6:  Comparison between core and

cuttings.

Using cuttings the experimental procedure is
speeded up, due to the smaller equilibrium times.

3.2. Experimental procedure

Preliminary, the Dead Volume was measured
using helium expansion between DV and the
volume V; the Dead Volume is the free volume
in the core holder, including tubing and pore
volume, excluding only the rock. First of all, the

sample is fully water saturated; and afterwards a -

vacuum is made inside the circuit. Then, the
temperature rises until the desired value is
reached (for instance 180 °C); and the pressure
is monitored, with venting of the excess water.
When an equilibrium is reached at super-heated
conditions, approximately after 24 hours, the
valve V2 is opened and the vapour fills the
second part of the apparatus; the pressure will
decrease as in Figure 7.

PRESSURFE
Pi

Figure 7: Pressure transient (theoretical).
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The steady state pressure (after 2-3 hours) has
higher values than the isothermal expansion at a
constant number of moles, because of the
desorbed water from the sample.

From the pressure difference between the iso-
moles value and the actual one, it is possible to
determine the mass (in mg) of desorbed water
per gram of rock, at the final relative pressure,
from the following simple equations:

M;= Initial mass of steam in the Dead Volume;

P= [Initial pressure of steam in the Dead
Volume (measured);

P~= Final pressure of steam after expansion

(measured);
P’= Final pressure at a constant number of
moles (no desorbed water);
DELTA is the amount of desorbed moles of
water from the rock sample.

2 = PPV
T ZRR*T

o Z*M. *R*T

P =
4 (DV +V)

Z*R*T*DELTA

(DV +V)
The final ratio ADS (in mg of water per grams of
rock) is given by

— 0
P, =P+

DELTA *18

ADS
Rock _ M ass

Due to the volumes and the precision of the
pressure transducer, the minimum desorbed
water which it is possible to measure is roughly
0.05 mg/g.

4, Conclusion

The apparatus for the ENEL desorption -
experiment is able to measure the isotherms for

rock samples of relative big size (~300 grams),

from 140°C to 240°C; our goal is the

measurement at 180°C, 200°C and 220°C of
different samples, in order to estimate an average
reservoir desorption curve.

Comparaison with Geyser samples are also in
schedule.



5. References

R. Bertani, G. Cappetti (1995): "Numerical
simulation of the Monteverdi zone (western
border of the Larderello geothermal field",
Proceedings of the World Geothermal
Congress, Florence, Italy, 18-31 May 1995 (in
press).

M.J. Economides, F.G. Miller (1985): "The
effect of Adsorption Phenomena in the
evaluation of Vapour Dominated Geothermal
Reservoirs”, Geothermics vol. 14, No. 1, pp.3-
27.

J.W. Hommbrook, R.N. Horne (1994): "The effect
of adsorption on injection into geothermal
reservoir”, Proceedings of Nineteenth Annual
Workshop on Geothermal Reservoir
Engineering, Stanford University, Stanford, CA,
January 18-20, 1994.

J.W. Pritchett (1992): STAR User's Manual, S-
Cubed, SSS-TR-92-13366; see also J.W.
Pritchett (1994): "STAR-A General Purpose
Geothermal Reservoir Simulator”, Geothermal
Resource Council Bulletin, vol. 23, No. 4 - April
1994, pp. 139-141.

S. Shang, R. N. Home and H. J. Ramey IJr.
(1994'): "Experimental Study of Water Vapour
Adsorption on Geothermal Reservoir Rocks",
and "Water Vapour Adsorption on Geothermal
Reservoir Rocks", submitted to Geothermics.

S. Shang, R. N. Homme and H. J. Ramey Jr
(19942%); "Measurament of surface area and water
adsorption capacity of the geyser rocks.",
Proceedings of Nineteenth Annual Workshop on
Geothermal Reservoir Engineering, Stanford
University, Stanford, CA, January 18-20, 1994.

-149-







PROCEEDINGS, Twentieth Workshop on Geothermal Reservoir Engineering
Stanford University, Stanford, California, January 24-26 1995
SGP-TR-150

HDR RESERVOIR ANALYSIS INCORPORATING ACOUSTIC EMISSION DATA

J. Willis—Richardsl, K. Watanabez, T. Yamaguchi3, Y Sato? and S. Takasugi5

1 Dept. of Resources Engineering, Tohoku University, Sendai 980, Japan
2 Research Institute for Fracture Technology, Tohoku University, Sendai 980, JAPAN
3 National Institute for Resources and Environment, 16-3 Onogawa, Tsukuba-shi, Ibaraki, 305, JAPAN
4 NEDO, Geothermal Energy Dept., Sunshine 60, Higashi-lkebukoro 3-1-1, Toshima, Tokyo 170, Japan
5 Geothermal Energy Research and Development Co., Ltd., Kyodo Bldg., 11-7 Kabuto-cho, Nihonbashi,
' Chuo-ku, Tokyo 103, Japan

ABSTRACT

A set of models of HDR systems is presented which
attempts to explain the formation and operation of HDR
systems using only the in-situ properties of the fractured
rock mass, the earth stress field, the engineering
intervention applied by way of stimulation and the relative
positions and pressures of the well(s).

A statistical and rock mechanics description of fractures in
low permeability rocks provides the basis for modeling of
stimulation, circulation and water loss in HDR systems.
The model uses a large number of parameters, chiefly
simple directly measurable quantities, describing the rock
mass and fracture system.

The effect of stimulation (raised fluid pressure allowing
slip) on fracture apertures is calculated, and the volume of
rock affected per volume of fluid pumped estimated. The
total rock volume affected by stimulation is equated with
the rock volume containing the associated AE
(microseismicity). The aperture and compliance properties
of the stimulated fractures are used to estimate impedance
and flow within the reservoir. Fluid loss from the boundary
of the stimulated volume is treated using radial leak-off
with pressure-dependent permeability.

The model is applied to HDR stimulation and circulation
experiments carried out at Rosemanowes, UK (1983-
1989) and at Hijiori, Japan (1986-1991).

INTRODUCTION

The linked models of stimulation, circulation and water
loss presented here use simple rock mechanics applied to a
population of (circular) fractures in an attempt to reach an
understanding of the creation and operation of HDR
systems. Worldwide HDR experiments and other “field
observations over the past 15 years (CSM Associates,
1992 ) suggest:

o The rock mass is subject to anisotropic, remotely
generated lithospheric stresses

¢ Fracture lengths can often be described by fractal
distributions

o The in situ permeability of the natural fracture systems
in crystalline basements selected for HDR experiments
is generally 1 - 100 uD (e.g. Clauser, 1992).
Circulation through such systems, unmodified, would
have unacceptably high impedance and water losses

¢ High pressure fluid injection, by reducing the normal
stress on fractures, enables slip to take place. In strong
rocks slipping at low normal stress this generally leads
to a significant increase in fracture aperture and
permeability. A small fraction of the slip is unstable
and causes AE, which may be located, typically
appearing as structured ellipsoidal clouds

o The ratio of the permeability within the stimulated
volume (AE cloud) to that outside it is high, generally
several orders of magnitude

o It appears to be difficult to create extensive new
fractures in anisotropically stressed and pre-fractured
crystalline rock

e The position of recovery wells in relation to the
injection well, fracture orientations and the earth
stresses exerts a strong effect on production. Optimal
positioning has yet to.be determined

« Steady state water losses increase more than linearly
with reservoir mean pressure

These considerations suggest that "first principles" models
should contain the following elements:

- Description of fracture lengths, orientations, compliance
and shear behavior; the rock elastic properties; the in-situ

fluid pressure and stresses.

- A treatment of stimulation which describes the resulting
fracture aperture distribution and makes predictions that
can be verified against AE locations

- . A treatment- of circulation which uses .the stimulated

. fracture properties and their geometry in relation to the

wells, the earth stresses and the pressure distribution
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- A treatment of water loss from the margins of the
stimulated region

For. HDR application, the complexity of explicit 3-D
geometric fracture representations and the computational
demands of coupled flow solvers are disproportionate to
our knowledge of the actual geometry of the fracture
system, which, in any case, we believe to be "well
connected".

The objectives of the models presented here are to predict
field production, impedance and water loss data from
experimental or hypothetical HDR systems with the
minimum of model calibration involving input parameters
that can not be measured, at least in principle, in the field
or laboratory.

ROCK MASS DESCRIPTION

Fracture orientation data is gathered from borehole wall
images or core. For each visible fracture, the orientation
and length of observed fracture should be recorded.
Fracture orientation can be simulated by resampling the
observed data set, using the length of fracture observed as
a "weight" thereby removing any geometric observational
censoring of the fracture network without recourse to
analytic corrections. The fracture density, at the resolved
fracture length scale, can be estimated directly as the total
recovered fracture area divided by the core volume.

Fracture lengths, at the scale of interest for HDR
circulation (> about 2m), are typically unmeasurable for
HDR reservoirs. This is potentially a very serious problem,
since the proportion of longer fractures determines the
ease with which large shear displacements, and hence large
apertures, may be created. Main et al. (1990) state that
much of the current observation of trace lengths in
outcrop for quasi-stable fracture systems suggest that the
length distributions are characteristically fractal, with
fractal dimension (Dj ) close to 1.0.

A first order approximate simulation of a fracture network
can, - therefore, be made knowing only the fracture
orientation “distribution ‘and the fracture density (e.g.

Watanabe and Takahashi, 1995). Whilst the models used’

here do not simulate the fracture network explicitly, they
make use of both the fracture density and the fracture
length distribution. A default value for Dy, of 2.0 for
fracture radii (equivalent to an Dy of 1.0 for outcrop trace
length distribution) is used.

Fracture in-situ apertures, closure and shear behavior can
be obtained from laboratory experiment carried out on
core specimens or on samples of outcropping analog
fractures. Their effects on stimulation and circulation, as
expressed through the model, are not dependent on the
fine detail of the chosen constitutive laws, but a clear
distinction can be drawn between weak or strong
asperities, and rough or smooth fractures.

Water loss from an HDR system is dependent on the far
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field in-situ permeability, usually at hydrostatic pressures.
There also appears to be a scale effect, with higher
permeability observed at increasingly larger scales up to
about 100m. Permeability should be measured from low
pressure injections into long open hole lengths and with
large radii of investigation (both > 100m). Even when
careful measurements are made, considerable uncertainty,
perhaps up to nearly an order of magnitude, may still
remain. In as much as the in situ permeability is uncertain,
so are predictions of water loss.

Rock elastic properties may be measured from core
specimens or from logs.

Calculation of the response of the fractures to fluid
injection requires knowledge of the in situ stresses. One
principal axis of the stress tensor is assumed to be normal
to the earth's surface, and its magnitude given by the
weight of overburden (but see Cornet and Burlet, 1992).
The orientation of the remaining axes may be determined
from borehole breakouts, drilling induced fracture
orientation, differential strain curve analysis (i.e.
microcrack orientation) or hydraulic fracturing. Where
tress directions are coherent over wide areas, a good
estimate of the maximum principal stress direction can be
found in the world stress map (Zoback; 1992).

The stress magnitudes are also needed. If direct estimates
of the magnitude of Oy (usually one of the horizontal
stresses in deep HDR sites) from hydraulic fracturing or
ISIP analysis are not available then indirect indicators
should be used. These may include the pressure at which
AE are first induced, or analysis of microseismic focal
mechanisms.

STIMULATION MODEL

HDR stimulation is the creation of irreversible increases in
fracture aperture by high pressure fluid injection through
shear movement of rough fracture surfaces in stressed
rock. Since the apertures produced during stimulation are
high (of order 1 mm), the stimulation volume is considered
be at a single uniform pressure and bounded by a narrow
region in which much active shear is taking place and
across which pressures drop rapidly to hydrostatic. The
effects of stimulation on an individual fracture can be
calculated by:

1. Assessing frictional stability using a simple Coulomb

friction law

2. Noting that shear stiffness is proportional to the

fracture radius and so calculating the amount of slip

3. Calculating the increase in aperture that results

By noting the increase in aperture of many fractures and
knowing the fracture density, the ratio of the volume of
fluid injected to the volume of rock affected can be
calculated. this is termed the rock / fluid ratio (RFR), see
Willis-Richards (1995) for details of the caiculations
involved. ’

An estimate of the RFR is necessary to correctly calculate



the "backstress" terms. Any one of a number of analytical
solutions available for the stresses imposed by the
expansion of a flattish ellipsoid in an elastic medium (e.g.
Eshelby, 1957) may be used.

The stimulation model produces a collection of stimulated
fractures, each defined by its orientation, length, and shear
displadement. The RFR estimate can be compared with the
volume of the microseismic cloud generated divided by the
volume of fluid injected. Typical RFR ratios can vary from
about 2000:1 for high pressure injection into rough
fractures with high stress anisotropy (c1-63) and hence
high potential for fracture opening by shear dilation, to
30,000:1 or more for lower pressure injections that are
just able to cause widespread shear movement.

Stimulation design objectives are to minimize the pressure
used and hence the fluid volume required, whilst at the
same time ensuring that the reservoir created has low
enough impedance. Low impedance ensures a low mean
reservoir operating pressure and hence minimizes far field
fluid losses, as well as reducing parasitic pumping
requirements. Excessive pressure during stimulation
increases costs through the higher fluid volume
requirement and possibly through the need to use gel
rather than water. Too much fluid pumped leads to too
large a stimulated volume, which results in high far field
losses.

The critical operationally controllable parameter for HDR
stimulation, therefore, is the pressure. Changes in flow rate
will have little effect on resulting apertures unless the
change in treatment pressure is significant, but may expand
the stimulated volume until the injection rate balances far
field losses.

In the case of a seismogenic circulation, which is a
"progressive stimulation”, the critical pressure is a mean
reservoir pressure, approximately determined as a
weighted average of injection and recovery well pressures.

CIRCULATION MODEL

The stimulated fractures are the main resource from which
a picture of the circulation is drawn. Since we seek to
avoid a complex 3-D simulation of the fracture network,
simple geometric combinations of fractures which reflect
flow paths across the reservoir are sought. A single such
flow path can be envisaged as the series of fractures traced
by fluid crossing the reservoir.

A large number of flow paths are simulated, and the
fracture area and impedance of each calculated. The total
fracture area to simulate, the total flow and the resulting
flow-area distribution can be assessed by comparison with
suitably analyzed field data from a well studied reservoir,
such as the Rosemanowes Phase 2B system. Agreement
validates the flow path generation method, at least for the
particular reservoir used for calibration.

The model assumes that if the flow-area distribution for
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the Rosemanowes Phase 2B reservoir, deduced from
tracer and thermal draw down data by Nicol and Robinson
(1990), Table 1, can be matched by the flow path
generator chosen, then useful results can be obtained for
other sites when the total fracture area is suitably scaled by
the well separation. Naturally, other fracture orientations,
stresses and well geometries will automatically generate
other flow-area distributions; but these should be
appropriate for the sites in question if the flow path
generator chosen is sensible.

Table 1: Reservoir flow / area distribution determined by
Nicol and Robinson (1990) for the Rosemanowes RH12 -
RHIS Phase 2B reservoir as 4 flow paths

Flow path Flow % | Cumulative | Cumulative
area (m2) area % flow %
7400 15.1 2.6 15.1
40400 342 16.6 493
130300 39.6 61.7 88.9
110500 11.1 100.0 100.0

It turns out (fortuitously?) that the simplest possible flow
path geometry, that of overlapping fractures in series,
figure I, can generate suitable flow-area distributions.

FLOWPATH

Fig. 1. Conceptual model of reservoir made up of a
number of linear flow paths

Two parameters, fracture path tortuosity (Tpagh) and the
ratio of total simulated fracture area to reservoir flowing
fracture area, are available for customizing the fit to the
Rosemanowes Phase 2B data. A good fit is achieved with
Tpath= 1.3 and fracture area ratio 2.5, figure 2. The fit
obtained to the experimental cumulative area / cumulative
flow curve for the Rosemanowes reservoir imeans that the
flow model should similarly be able to reproduce the tracer
and thermal draw down results, were these aspects to be
included. '

The model can be simply, but approximately, adapted to
multiple well configurations, provided that each set of
flow paths is treated independently i.e. there is no flow
interference between paths.
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Fig. 2 30 realizations of the flow model for the Phase 2B
circulation. Flow paths sorted in order of flow density and
plotted as cumulative flow against cumulative fracture
area. Field data from Nicol and Robinson (1991).

Results quoted below are the mean of 100 realizations of
the flow paths concerned. The variance of individual well
production flow is, as might be expected, quite high, but
the relative magnitudes of production from the different
wells are generally preserved.

WATER LOSS MODEL

Circulation takes place towards the center of a stimulated
volume of high permeability. Fluid loss, on the other hand,
is leak off from the margins of this volume and is
controlled by the in-situ permeability and its response to
fluid pressure change in the sub-seismogenic pressure
range. Fluid losses are not a function of the injection or
recovery flow rates as such, but rather of the mean
reservoir pressure seen at the margin of the stimulated
volume and of it's surface area. The injection and recovery
pressures, weighted by their flow rates, are used to
estimate the mean reservoir pressure, somewhat after the
manner of Brown (1994).

At sub-seismogenic fluid pressures, permeability changes
will be most strongly controlled by the response to
changes in effective stress of the most compliant fractures.
Such fractures are those sub-parallel to the maximum
principal stress i.e. with the minimum normal stresses.
Typical fracture compliance curves can be measured or
otherwise estimated from generic data. The cube of the
ratio of fracture apertures at some fluid pressure P and at
the in-situ fluid pressure can thus be used to calculate the
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change in permeability with pressure (the "cubic" flow law
implicitly assumed).

An aperture compliance law, together with the measured
in situ permeability and an equivalent radius for the
stimulated volume, lets us calculate the water loss for a
given pressure drop by numerical integration from the
edge of the stimulated region outwards. This simple
model, which has a reasonable physical and geometric
basis, gives the commonly observed super-linear
relationship between mean reservoir pressure and water
loss.

Extra fluid losses can also take place during "steady state”
circulation if AE events are being produced. The process
is identical with that during stimulation. A significant
fraction of the high water losses experienced during
seismogenic circulation at various sites can be ascribed to
this mechanism. Quantitative examination of the
importance of this mechanism is possible using the
stimulation and water loss models together. The great
expansion of the stimulated volume accompanying
circulation AE will result in a permanent increase in the .
water loss rate from the reservoir, even when the mean
reservoir pressure is reduced to sub-seismogenic levels.

The water loss model is incorporated within the circulation
model, but may be used in isolation if required.

APPLICATION TO PHASE 2A AND 2B
CIRCULATION EXPERIMENTS, ROSEMANOWES,
CORNWALL, UK

The Phase 2B (1985-1989) circulation from well RHI12 to
well RHIS over a distance of 190m took place within a
small volume of rock (~107 m3), stimulated by a viscous
fluid injection (~12-14 MPa, 5500m3) in 1985 (Richards
et al., 1994). However, this reservoir was contained within
a much larger (~6x108 m3) stimulated volume created
during Phase 2A (1983) by a prolonged seismogenic
circulation between wells RHI2 and RHI1 at injection
pressures of about 8 - 12 MPa. A total of about 105 m3 of
water was lost creating this microseismic cloud, a water to
rock ratio of about 6000:1 without correction for aseismic
leakoff to the far field.

Fracture orientations are simulated by resampling the
BHTV database, a fracture Dy of 1 is assumed. Stresses
were measured by hydraulic fracturing and a number of
other methods (Pine et. al, 1990)

Phase 2A

For the Phase 2A ‘"seismogenic circulation” a mean
reservoir pressure in the range 6 to 10 MPa is investigated.
Table 2 shows the range of RFR to be expected for these
injection pressures and the water losses from the margins
of the seismic cloud, using a far field permeability of 20p
D. A self consistent picture of fluid loss and stimulation
emerges for a mean reservoir pressure of about 8 MPa,
consistent with typical recoveries of about 30 - 40% at the
higher injection pressures.



Table 2: Phase 2A "circulation - stimulation” water budget
and rock/fluid ratios (RFR)

Average | Maximum | Estimated RFR RFR
reservoir fluid loss | total fluid | observed | calculated
pressure rate loss adjusted for
MPa Vsec m3 fluid loss
6 5.6 22000 7700 19000
7 7.5 29000 8500 13000
8 10.0 39000 9800 9200
9 13.3 52000 12500 6800

The Phase 2A circulation took place within a more
restricted rock volume created by the RT2A046 -
RT2A051 stimulations at pressures of about 11 - 12 MPa.
Using this stimulation pressure to create a file of
stimulated joints as input, the circulation model suggests
appropriate flow rates and recoveries of about 75% for
RHI2 - RHII circulation, provided that the circulation
was aseismic. This is consistent with the relatively high
recovery rates for the low injection pressure circulations
during Phase 2A. The high Phase 2A water losses appear
to be due to the continuous AE expansion of the
stimulated volume, creating void space by shear dilation,
combined with increased potential for marginal water loss
as the stimulated volume expanded. A much improved
Phase 2A reservoir could have been created by proppant
placement around the recovery well, reducing the mean
reservoir pressure to sub-seismogenic values at acceptable
injection rates.

Phase 2B

The RT2B022 viscous gel stimulation determined the
inter well fracture apertures for the Phase 2B circulation.
Well head pressures of 14.4 MPa suggest formation
trcatment pressures of about 12 MPa. This stimulation
took place from RH15, ensuring that the highest pressures
were seen by the fractures near the production well. The
observed RFR inferred from.AE locations, was about
2000:1. The actual RFR was likely to have been somewhat
greater due to leadoff into the Phase 2A stimulated
volume. For a 12 MPa stimulation the predicted RFR is
3400:1. o ‘

Using this stimulation pressure to describe the circulation
fracture apertures, the predicted injection and fluid loss
rates are shown in Figure 3, together with field data from
Phase 2B. The simulated flow area was 288,000mZ, as
calculated by Nicol and Robinson. As was the case in
Phase 2A, the actual injection rates and water-loss increase
markedly when AE start, at mean reservoir :pressures of
about 6 MPa. The improved production well treatment
and more favorable production flow path direction,
reduced the impedance and thereby lowered the mean
reservoir pressure for a given injection flow rate. The
improved recovery and impedance thus allowed high

recoveries to persist to higher injection pressures and
much higher injection flow rates.

RH12 Injection data

40+ L
—— Model injection rate

Model fluid loss rate

35
]

30

25

20

\

Injection seismicity
starts

10+

Injection tlow rate (litres / sec)

RH 12 Injection pressure

Fig 3. Model injectivity, water loss and actual injectivity
data for the RH12-15 Phase 2B (1985-1989) circulation at
Rosemanowes.

These quantitative estimations of rock mass response and
fluid flow at Rosemanowes are only possible given suitable
values of the "unmeasurable” input parameters (total
stmulated flow path area, mean flow path tortuosity). The
values used, however, are reasonable and are carried
forward for use with the Hijiori reservoir below.

The concepts within the model allow a synthesis of
stimulation, fluid loss, seismicity and circulation for the
Phase 2A and 2B experiments at Rosemanowes that has
hitherto been lacking.

APPLICATION TO THE HIJIORI HDR PROIJECT,

~ YAMAGATA PREFECTURE, JAPAN

HDR .experiments have taken place at Hijiori in a shallow

~ (1800m) reservoir- since 1985 (Matsunaga et al., 1990;

-155-

NEDO, 1987-1992; CSM Associates, 1992). Stimulation
was from the injection well (SKG-2) and recovery from up
to three wells (HDR-1, HDR-2.and HDR:3) which were
progressively. added -to the system. Experimentation on
this "shallow" reservoir culminated in 1991 with a three
month circulation test using all three production wells.

Fracture orientations for modeling were simulated by re-
sampling 229 measurements made on core from well
HDR-3, figure 4. '




Exp. 8502 seismogenic circulation

13600m3 of water was injected into SKG-2 over 14 days
at arate of 16.7 sec and well head pressures of 5.5 to 6.1
MPa. About 35% was recovered from HDR-1. 70 AE

Fig. 4.
oriented core recovered from well HDR-3.

Polar plot of normals to fractures measured in

The stress data are somewhat ambiguous, but information
includes DSCA measurements on core, ISIP and pressure /
flow histories, AE focal mechanisms and observation of
the minimum fluid injection pressure required to cause AE.
The far field permeability has not been determined at low
injection pressures, but appears to be higher than that at
Rosemanowes; the modeling reported here uses a value of
60uD.

The history of experimentation can be divided into 4 parts:
1. Early stimulations 1985 - 1988
2. Exp. 8505 seismogenic circulation
3. Exp. 8902 seismogenic circulation
4. Exp. 9102 aseismic circulation

Early stimulations

A total of about 3500m3 of water was injected into SKG-
2 at well head pressures of up to about 15 MPa. Allowing
for depressurizations and reinflations, the effective
pumped volume was probably about 2500m3, and
- estimated friction losses suggest formation treatment at
about 13 MPa for which an RFR of 2600:1 is calculated.
The volume of the AE cloud created was about 9 x 106
m3 (NEDO, 1988, p20) giving an observed RFR of about
3600:1. Fluid loss estimates, based on the compliant
fracture model described above, suggest aseismic leakoff
during the stimulation of 10 - 20 liters /sec, about 15 -
30% of the mean fluid injection rate and consistent with
the two estimates of the RFR. The fracture properties
determined by these stimulations are used to calculate
subsequent circulation performance.
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were located, defining a cloud of about 60 x 106 m3.

The stimulation and water loss models suggest an RFR of
about 25000:1 and water losses of up to 16 l/sec when the
AE cloud is fully developed. lt appears likely that the
majority of the actual water loss took place aseismically at
the margins of the growing AE cloud, and that only about
2000m3 of the 10000m3 total water loss was due to shear
dilation. ‘

The circulation model, when applied within this extended
AE cloud and using a total reservoir fracture area of
10000m2, suggests recovery of about 30% from HDR-1
with total injection of about 15 I/sec, both very close to
the actual figures.

Exp. 8805 seismogenic circulation

46000m3 of water were injected into SKG-2 over 29 days
at a rate of 18 I/sec and well head pressures of 4.5 to 5.0
MPa. Over 400 AE events were recorded, defining a cloud
of about 250 x 106 m3 (NEDO, 1989, p55). Despite both
HDR-1 and HDR-2 being allowed to flow, total recovery
was still only about 34%, about 8% from HDR-1 and 26%
from HDR-2 (NEDO, 1991, p13).

The stimulation and water loss models suggest an RFR of
65000:1 and water losses of up to about 12 I/sec when the
AE cloud is fully developed. Thus, of the 26000m3 of
water loss, about 3000 - 4000 m3 was due to shear
dilation, the remainder, about 9 V/sec leaking off into the
formation aseismically.

The circulation model, adapted to two wells with a total
reservoir fracture area of 25000m2 contained within the
newly eéxtended AE volume, predicts about 45 - 50% total
recovery split, in the ratio 1:4 between HDR-1 and HDR-
2. Total injection flow is about 20% overestimated. The
higher production from HDR-2 is due to a better
alignment with respect to SKG-2 and the joint and stress
orientations (achieved through using the AE cloud as a
drilling target) which allows more direct communication
via large aperture fractures.

The failure to improve recovery was due to the expansion
of the AE cloud, water losses being caused by both active
shear dilation and the increase in surface area.

Exp. 9102 aseismic circulation

90000m3 of water was injected over 3 months at about 18
I/sec and well head pressures of 3.0 to 4.0 MPa. No AE
were detected. A total recovery of about 75% was
obtained, distributed in the ratio of about 1:2:2 between
HDR-1, HDR-2 and HDR-3 respectively. ' :

The water loss model, applied within the 250 x 106 in3
AE cloud created by Exp. 8902, gives a ‘water loss rate of
5.5 l/sec using the weighted mean reservoir pressure, close
to the actual loss rate of just over 4 I/sec. The circulation



model gives predicted recovery rates in the ratio 2:10:7
from HDR-1, HDR-2 and HDR-3 with total recovery of
about 70%, figure 5.

35 T T T T T T T M T
& Total recovery a7
k| - HDR-1 2
L] e HDR-2 U
HDR-3 A 4

5r o Water loss a

A
Fay
20

Flow (litres / sec)
o
T

1 2 3 4 5 6 7
Injection pressure (MPa)
Fig. 5 Model recovery and water loss for the Hijiori

1800m reservoir circulated from SKG-2 to HDR-1, HDR-
2 and HDR-3 at different injection pressures

During this test, pairs of production wells were shut in and
the injection pressure and remaining recovery flow rate
allowed to rise. Only the test with HDR-2 under
production appeared to reach a near steady state flow (up
40%) with constant production well-head pressure. The
circulation model with HDR-2 alone producing gives a
10% increase in recovery from that well. It is likely that
the remaining 30% increase in recovery actually obtained

comes from flow to HDR-2 in paths previously directed
towards HDR-1 and HDR-3.

DISCUSSION

The results obtained for Hijiori appear sreasonable and
utilize the same values for flow path tortuosity and the
ratio of total fracture area to reservoir fracture area as was
employed for Rosemanowes. : :

The remaining major uncertainty is the appropriate form of
the functional relationship between well s’eparation and
total reservoir fracture area. For Rosemanowes we know
that a well separation (S) of 188m leads to a total fracture
area resolvably involved in heat transfer (A) of about
288,000m2. For Hijiori the individual well production
results reported above were obtained with the total
fracture areas and separations in Table 3, using the
positions of the major flow exits / entries to define S:
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Table 3 Well separation / area values used for the
modeling hydraulic performance at Hijior.
Well pair S (m) A (m?)
SKG-2 to HDR-1 43 10000
SKG-2 to HDR-2 52 20000
SKG-2 to HDR-3 86 90000

Figure 5 shows the apparently linear relationship between
the well separation and the successful model reservoir
fracture areas for Rosemanowes and Hijiori.

However, useful heat extraction capacity will depend on
the flux density distribution in the few best flow paths and
not just on the total area. For example the SKG-2 to
HDR-3 heat extraction during Exp. 9102 was modeled by
Tenma et al. (1994) with a heat transfer area of less than
10000m2. This is not necessarily inconsistent with the
model presented here in which 50% of the flow is
frequently associated with 10% of the total area (this is
because the model has to generate many "poor” flow paths
to find the good ones).

The circulation model used here, whilst capable of
generating a good match when the total fracture area is
known, is clearly as yet deficient and improved methods
are being sought.

350000
300000
250000
200000
150000
100000

500004

Total model reservoir area (square metres)

4

0.

T 71 LI T 7 T 7T T 7T 1
0 20 40 60 80 100 120 140 160 180 200
Well injection / entry point separation (m)
Fig. 6 Tentative relationship between total model
reservoir area (A) and well separation (S); A = 1940.S -
77000

Implicit within the stimulation model is the identification
of AE with some small fraction of the total fracture shear
taking place. The predicted shear movement causes
dilation, creating void space equal to the volume of




injected fluid minus the calculated leak off. From this it
follows that AE density, if simply related to total shear
displacement / area product, is necessarily a good measure
of the fluid flow as well as pressure distribution. Were this
argument to fail, and aseismic leakoff along "invisible" yet
highly permeable features was important, then the
predicted and observed RFR's would fail to agree.

CONCLUSIONS

Since the fracture networks at most HDR research sites in
crystalline basement appear to be well connected, it should
be possible to make simple numerical models which avoid
the complexity and CPU demands associated with an
explicit representation of 3-D fracture systems. The
models used here are a first step in this direction.

The rock mass descriptive properties which seem to most
strongly affect the outcome of HDR stimulation and
circulation are identified together with simple methods for
their quantification. The small range of fractal dimension
exhibited by natural fracture systems greatly reduces the
uncertainty at a point where direct underground
observations are lacking.

A simple model of shear and shear dilation .of single
circular fractures is developed as the basis for the
description of rock mass stimulation in terms of a rock to
fluid ratio (RFR) and the set of apertures of the fractures
that result. Good matches to field data for experiments at
Rosemanowes, UK and Hijiori, Japan are found.

AE.recorded during stimulation are likely to be good
predictors of fluid flow paths as well as pressure
transmission due to the necessity of significant fluid input
to fill the associated shear dilation void space.

Circulation is described by an "in-series" connection of
fractures between injection and recovery wells, but a
method for adequately predicting the total area of fracture
connecting two wells is required. Reasonable descriptions
of flow / area partitioning and injectivity curves are easily
made, but further developments of this aspect of the model
will be made.

Water loss from the margins of the high permeability
stimulated volume is calculated using fracture compliance
to generate a pressure dependent permeability. Significant
water loss by shear dilation during seismogenic circulation
is also identified and quantified.

Three important operational lessons emerge. Firstly,
stimulation of too large a volume of rock will result in high
marginal water losses without useful increase in heat
extraction capability. Secondly, increase in the stimulated
volume by seismogenic circulation progressively increases
marginal water losses without improving inter-well
impedance and should be avoided. Thirdly, a good basis
exists for associating AE clouds with fluid flow. This
enables the use of AE for well targeting with greater
confidence.
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ABSTRACT

A simple model is proposed for water/rock interaction in
rock fractures through which geothermal water flows.
Water/rock interaction experiments were carried out at
high temperature and pressure (200~350 °C, 18 MPa) in
order to obtain basic solubility and reaction rate data.
Based on the experimental data, changes of idealized
fracture apertures with time are calculated numerically.
The results of the calculations show that the precipitation
from water can lead to plugging of the fractures under
certain conditions. Finally, the results are compared with
the experimental data.

INTRODUCTION

Recently geothermal energy extraction from the crust via
Hot Dry Rock (HDR) (Tester, 1989; Robinson and
Pendergrass, 1989) or Hot Wet Rock (HWR) (Takahashi
and Hashida, 1992) systems have received much attention.
Thermal energy is extracted by circulating water through
artificial and/or natural underground fracture networks.
Because the fractures in such systems are filled with
geothermal water, it is necessary to examine the effect of
chemical interaction between water and rock on water
circulation. Water temperature and its change through the
flow path is one of the most important variables for
chemical interactions such as dissolution and precipitation.
Few published sources are available for rock dissolution.
Hashida and Takahashi (1983) performed dissolution
experiments using granite. On the other hand, there are
many report about the dissolution behavior of quartz, one
of commonest rock forming minerals (Kennedy, 1950;
Kitahara, 1960; Rimsted et al., 1980). They show that the
solubility of quartz has a maximum value at around 320 °C,
-and thereafter decreases with increasing temperature.

In this paper, a simple model of water/rock interaction in a
one-dimensional fracture is developed. In-order to obtain
the basic parameters for this model, granite dissolution
experiments at high temperatures and high pressure are
performed with batch and one-through autoclaves. The
solubility of granite at several temperatures is obtained
from the batch autoclave experiment, and the reaction
rates are obtained from the one-through. autoclave
experiment. The influence of temperature on water/rock
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interaction is discussed. Based on the experimental results,
the changes of fracture aperture caused by rock dissolution
and precipitation are modeled numerically. Finally, these
numerical results are compared with the experimental
results from a tube-reactor autoclave which is constructed
to simulate water flow in rock fractures.

WATER/ROCK INTERACTION MODEL

Chemical interactions between rock and water have not yet
been fully described, and therefore, there is no well
established set of equations which describe rock/water
interactions. In this paper we assumed that the rock
dissolution can be expressed by following equation :

x_s
o M

where C is concentration of rock and t is time. M is
amount of water involved in the reaction, and S is the
water/rock contact area. K is the dissolution rate constant
and C® is the solubility of rock, and both values are
functions of temperature, 7. Equation 1 is the key
equation for the water/rock interaction model presented in
this paper.

Although the apertures of natural fractures are unlikely to
be spatially uniform, we assume that water flow can be
approximated by that in a parallel-sided fracture with a
uniform aperture as shown in Fig. 1.

-K(T)-{C™(T)-C} M

Q,

Fig. 1  The model of rock dissolution in a fracture.




Consider a small length, Ax at the point x at time 7, with
fracture aperture a(x,f) as shown in Fig. 1, the mass
balance of water/rock interaction is expressed as :

pg Ax-Aa(x,t)= AC(x,t)-p, - Q- At 2)

where py and py, are the densities of rock and water. Q is
water flux through the fracture. Letting Af —> 0 and Ax —
0, equation 2 can be transformed to the following equation
which expresses the rate of the aperture change along the
fracture.

da(x,t) _Py -Q.GC(x,t) _

3
ot Pr Ox @

Considering the temperature at this point as 7(x,f),
according to equation 1, the change of concentration,
AC(x,1) is calculated as :
AC(x,t) =
2-Ax
Py Q- A
Letting Ax — 0, equation 4 can be transformed to the

following equation which express the concentration along
the fracture.

K(T(x,0)-{C(T(x,0) - Cx,0)}- At @

x Py O K(T(x,0)) {C (T(x,1) C(x,t)} (5)
Combining equations 3 and 5 :
datx,)_ 2

K(T(x,0)-{C*(T(x,0)) - C(x,0)} (6)

ot P
Equation 6 expresses the rate of fracture aperture change
with time, and the fracture aperture at any position and any
time can be calculated using this equation. However, in
order to use equation 6 in numerical analysis, the
solubility, C* and the dissolution rate constant, K have to
be measured as functions of temperature.

THE SOLUBILITY OF GRANITE

The reaction processes between water and granite are very
complicated due to its composition. It is therefore
impossible to determine a solubility for granite sensuo
stricto.  Therefore the “apparent solubility” has been
assumed to be the solubility of granite, as explained in
following discussion.

The granite used in this study comes from Fukusima,
Japan, and the mineral composition is shown in Table 1.

Mineral Quartz |. Orthoclase Albite Anorthosite | Biotite
Formula SiO02 KAISi308 | NaAlSi308 | CaAl2Si208 |Omission
Vol. % 37 % 23 % 24 % 10 % 6%

Table 1. Mineral composition of Fukushima granite.

Specimens are cut into small plates whose sizes are 45 mm
X 40 mm x 5 mm, polished by 1500 mesh sand paper, and

washed in acetone to remove cutter oil. Fig. 2 illustrates
the batch type autoclave and specimen holder. This
autoclave can be operated at temperatures up to 350 °C
and pressures up to 20 MPa.

[ ]

-
TS oo

Fig.2 Batch autoclave. Rock specimens are fixed by
the specimen holder, and located in the middle of
the autoclave.

Experiments were carried for several run times at
temperatures of 200 °C, 250 °C, 300 °C, 330 °C and 350
°C, at a pressure of 18 MPa. After each run, the reacted
water was extracted through the drain valve without
cooling the autoclave. The specimens were weighed
before and after the experiment to calculate the weight loss.
In this study, the “granite” concentration in the reacted
water was determined from the weight loss of specimens,
not from solution analysis.

Figure 3 shows the relationship between time and weight
loss expressed as a concentration in the fluid for each
temperature.

1000

: & 200°C
.
®» 250°C
g ° .
= i A 300°C
§ e 330°C
; 500
3
S il
N& : ; ; g
0 ~50 100 150 . 200 250
Elapsed Time, hours
Fig.3 The weight loss with time caused by dissolution.

Due to precipitation on the inside of autoclave, it was
impossible to measure the concentration for the
experiments at 350 °C. The results for 350 °C are not
shown in Fig. 3. Because the saturated vapor pressure of
water at 350 °C is close to 18 MPa, and thé precipitation
occurred in an air layer, the precipitation may have caused
by boiling of the water.

As mentioned before, the strict solubility .of granite can
not be determined because it is almost impossible to know
all the reactions between water and rock. In this paper,
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however, we introduce apparent solubility as a tentative
solubility for granite. We have already assumed that the
interaction between water and rock was governed by
equation 1. Integrating equation 1 with time, ¢, and
appling the condition, C=0 when r=0, the equation to
express the relationship between the run time and the
concentration is obtained as follows for these experiments.

S. ; -K(T)~t)} (7)

w

C(t)= C”(T)-{l - exp(—

In equation 7, S is the total reaction interface which is
assumed to be equal to geometrical surface area in this
study, and V is the volume of water in the autoclave. The
unknown values in equation 7 are C*(7) and K(7). By
fitting equation 7 to the experimental results using a least
squares method, both the “apparent solubility”, C*(7) and
the dissolution rate constant, X(7) have been determined in
this study. Each fitting curve is shown in Fig. 3. The
“apparent solubility” is defined as the solubility of granite
in this study. Fig. 4 shows the solubility of granite for
each temperature obtained from these experiments. The
solubility of quartz measured by Kennedy (1950) and
Kitahara (1960) are also shown in Fig. 4.

1000
B Kennedy (1950)
- A Kitahara (1960)
g )
o
= 600 b ® Granite (thisstudy)
g A
z / g \
$ 400 fme o »
A L]
) ~
200
L]
-
.
0
100 . 200 300 400

Temperature, °C

Fig.4 The “granite” solubility as" a function of
temperature.  The solid curve is used for
numerical analysis. The solubility of quartz is
also shown.

Although the dissolution rate constants, K(7), for each
temperature was measured by these experiments, these
values may have large errors causeéd during heat up time of
the autoclave. We, therefore, performed another set of
experiments to measure K(7) using the one-through
autoclave as discussed next session.

THE DISSOLUTION RATE CONSTANT FOR
GRANITE

Granite dissolution experiments in circulating water were
performed using one-through autoclave as shown in Fig. 5.

Termocouple

| out

Detail of
Test Section

|
Sample
=4 ﬂ il
2777 4
- //
27
'\
Rock 7/
Sample g
7/
Sample M J
. Holder g
’> mn

Autoclave

Fig. 5 One-through autoclave. Five rock specimens are

set in the holder.

The major difference between this autoclave and the batch
autoclave is that fresh water is continuously supplied to
the autoclave by a high pressure pump. The experimental
conditions are the same as previous section, that is,
temperatures are 200 °C, 250 °C, 300 °C, 330 °C and 350
°C and the pressure is 18 MPa. The water flow rate was
1.0x10* m’/h, sufficient to keep the “granite”
concentration in the water to a very low value. The weight
losses of the specimens were calculated in the same way as
described in the previous section. Fig. 6 summarizes the
results of these experiments for each temperature and run
time.

& T=200°C

B T-250°C

® T=300°C

4 T=330°C

e T=350°C

o

Log Weight Loss, kgin’®

1.5 2 2.5 3

Log Elapsed Time,-hours

Fig. 6 The weight loss of rock specimens. Solid lines
are the best fit lines when the reaction rate is
assumed to be constant during experiments.
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The reaction rate must change somewhat with time,
because of the changes of reaction condition, such as total
area of reaction surface. In this study, however, we
assumed that the reaction rate did not change with time
and that the weight losses should be proportional to the
run time. Based on this assumption, straight line fits were
obtained as shown in Fig. 6. These lines show the rate of
weight loss with time.

In these experiments, the amount of fresh water being
supplied continuously into the autoclave is large enough to
assume that the concentration in the autoclave is almost
equal to zero. Therefore, equation 1 can be eritten as :

ac_ s
or pW'Q

The weigh loss per unit area, AW can be calculated by
following equation, according to mass balance.

K(I)-C*(T) ®

AW =AC-p,-Q/S ®)
Therefore :

ow  p,-Q oC -

9 _Pwk O _ keTy-C(T (10

ot S ot (1)-cA1)

The left side of equation 10 is the rate of weight loss
which we have measured by these experiments. The
solubility of granite, C*(7T), was measured in previous
section. Therefore, the dissolution rate constant, K(7), can
be calculated based on equation 10. Fig. 7 shows K(7) for
each temperature, and the fitting curve in Fig. 7 is used for
the following numerical analysis.

0.6
04 [
3

< ’ / NS
§° or N

-0.2 {

-0.4

-0.6 - H

150 200 250 300 350 400

Temperature, °C

Fig.7 The relationship between the dissolution rate
constant and temperature. Solid curve is used for
the numerical analysis.

ANALYSIS OF FRACTURE APERTURE CHANGE

In order to estimate the changes of the fracture apertures in
geothermal reservoirs, the one-dimensional water flow
model as shown in Fig. 8 has been introduced. In this

model, it is assumed that the injection water is saturated
with rock and rock precipitation occurs instantaneously

~ when the concentration exceeds the solubility.

Injection Well Production Well
S AT T T T 7T T 7T AT

oo |

—>

< >
W
g
3
N Taut
g,
S
&
I
S
= T,
0 L

Distance from Injection Well

Fig. 8 A model of one-dimensional water flow through a
fracture. The water temperature increases linearly
with the distance from the Injection well.

In this model, water flow occurs only through the parallel-
sided fracture, and the water temperature increases linearly
through the fracture as shown also in Fig. 8. The water
temperature at inlet and outlet are expressed by Ti» and Towr
respectively. The distance between the injection well and
the production -well was set to be 200 m. Four examples
with different condition as follows have been examined.

Ex. 1 : Tw=200 °C, Tour=300 °C, 0=10 m¥h
Ex.2 : Tin=250 °C, Tour=350 °C, 0=10 m%*h
Ex.3 : Tin=200 °C, Tour=300 °C, 0=100 m%h
Ex. 4 : Tw=250°C, Tou=350 °C, 0=100 m%h

The analytical result of .the concentration change through
the fracture for the Ex. 1 is shown by solid line in Fig. 9
(a). The dashed line expresses the saturation solubility at
each point, i. e., each temperature along the fracture. Fig.
9 (b) shows the changes of fracture aperture after 2, 4, 6, 8
and 10 years. The corresponding results for Ex. 2, Ex. 3
and Ex. 4 are shown in Fig. 10, Fig. 11, and Fig. 12
respectively. ’
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Fig. 9

(a)

800 |

700 .

600 L

500 L

400 ...

Concentration, ppm

300 L

0 30 106 T30 300

Distance from Injection Well, m

Aperture Change, mm
w

0 35 700 K] 200

Distance from Injection Well, m
The change of concentration and fracture aperture
along the fracture for Ex. 1. The concentration

never reached saturation, therefore, precipitation
did not occur at any point.
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Fig. 10 The change of concentration and fracture aperture

along the fracture for Ex. 2. The concentration
reached saturation, and precipitation occurred at
certain point.

Fig. 11
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along the fracture for Ex. 3. The water flux is fast
enough not to make a large change in the
concentration.
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Fig. 12 The change of concentration and fracture aperture
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along the fracture for Ex. 4. The water flux is fast
enough to prevent the precipitation.




In Ex. 1, the solubility increases along the fracture and the
concentration never reached the solubility. This allowed
only dissolution and results in widening the fracture
aperture. In Ex. 2, on the other hand, the concentration
reached saturation and precipitation occurred from this
point. The water flux used for Ex. 3 and Ex. 4, Q=100
m?/h, is large enough to prevent the concentration along
the fracture increasing significantly. Even in Ex. 4, where
temperature condition was same as Ex. 2, precipitation did
not occur at any point.

COMPARISON WITH EXPERIMENTAL DATA

To help verify the numerical results, we have developed
the tube-reactor type autoclave as shown in Fig. 13. This
autoclave makes it possible to simulate water flow in a
fracture using cylindrical rock specimens. Five separate
heaters are attached along the 1 m long tube, and several
kind of temperature gradient can be set. In order to
examine the precipitation behavior suggested in the
previous section, the experimental temperate was selected
to be around 320 °C. Two experiments with different
water flow rate (0.5 mm?/s and 5 mm?3/s) were performed.
The number of cylindrical specimens used for each run
was 50. The water temperatures were set 250 °C, 300 °C,
330 °C, 350 °C and 340 °C at each heater point from the
inlet. The last heater was set lower to prevent the output

water boiling.

o

o 1

lfijl

=

|\ | o | N [
(A e [

?
X

Fig. 13 Tube-reactor autoclave. Temperature gradient
can be introduced along the flow path using five
heaters. '

Figure 14 (a) shows the weight changes of the specimens
along flow path measured from the experiment with 0=0.5
mm?/s. The weight of some specimens increased due to
precipitation. This lappened at the point where the
temperature exceeded 320 °C, as same as the numerical
analysis. Fig. 14 (b) shows the concentration profile
calculated from weight loss of specimens, and the solid
line is the solubility of granite for each point. A region of
overssaturation was found. This means that the
precipitation rate constant should be also considered in
order to inprove the numerical model presented here.
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Fig. 14 The reaction rate and the calculated concentration
along flow path obtained from the experiment for
0=0.5 mm3s. Rock precipitation occurred
around the point of 60 cm from inlet. The water
was over saturated from the point of 45 cm from
inlet.

Figure 15 shows the results for the experiment with 0=5
mm?/s. In this experiment, no specimen increases its
weight and the concentration never reached asturation.
However, the dissolution rate decreased from the point
where temperature exceeded 320 °C.
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Fig. 15 The reaction rate and the calculated concentration
along flow path obtained from the experiment for
0=5.0 mm3/s. Water flux was sufficiently high
that the saturation concentration was never
reached, and no precipitation could not take place.

CONCLUSIONS

The solubility of granite may be dominated by quartz, and
its sensitivity to temperature was similar to that of quartz.
Fractures in geothermal reservoirs may be subjected to
various chemical problems depending on temperature,
flow rate and other parameters. The analytical and
experimental results in this study suggest that rock
precipitation can occur and may result in the plugging of
the fractures in geothermal energy extraction systems
whose reservoir temperatures exceed 300 °C.

Although, in this study, precipitation was assumed to
occur at the point where the concentration exceeds the
solubility, experimental results suggest that rock
supersaturation persist for some time. This implies that
the precipitation rate constant should also be measured in
future work.
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ABSTRACT

A concept of "Fractal Fracture Mechanics" for HDR (Hot
Dry Rock) geothermal reservoir design has been
developed as an extension of conventional rock fracture
mechanics. It is suggested that this concept is successfully
applicable to characterize and model subsurface fracture
network in HDR geothermal reservoir.

Furthermore, this modeling procedure makes it possible to
evaluate the thermal energy output from the fractal HDR
reservoir and its life performance, and to understand the
fractal multiple cracking behavior during the hydraulic
fracturing.

INTRODUCTION

Since a half century design concept and procedure of
pressure vessel and piping system like boiler or nuclear
and chemical reactor for energy conversion engineering
has been developed as an accumulated and integrated
technology system, where there have existed a lot of
inventions and improvement in the fields of important
basic research area, for example, combustion technology,
heat transfer, and material science and engineering.

(a)

Nowadays, in fact, the standard design procedure for a
power plant boiler of 500 MW has been established as
ASME Boiler and Pressure Vessel Design Code. As
illustrated in Fig. 1 (a), when the design specification of a
power plant is determined, then the conceptual design and
engineering details such as type of boiler, area of heat
exchanging surface and etc., can be selected, and
consequently design engineers can estimate a cost and
time schedule for the whole construction.

In geothermal engineering, on the other hand, there has not
been established a reasonable basic design procedure for
the thermal output from the earth's crust. In another word,
there is no standard design procedure for "Geothermal
Underground Boiler". Until now, the thermal output and
life time of a geothermal power plant is determined only
from well logging data obtained for the reservoir
concerned. As shown already in Fig. 1 (b), the most
important key technologies to establish "Geothermal
Boiler Technology" is a design procedure of heat
exchange surface in the underground and its life
performance estimation.. The majority of currently
operating geothermal power plants in the world heavily
rely on natural geothermal fluid stored in the existing
subsurface fracture network.

(b)

Boiler Design Procedure

Geothermal Boiler Design Procedure

Design Specification

Design Specification

- Thermal Power(Temp.Press.Volume/hr) * Thermal Power(Temp.Press.Volume/hr)

« Fuel Consumption

+ Subsurface Temp.

Design of Heating
Surface

Design of Heating

Surface

+ Characterization and Modeling of
Subsurface Fracture Network.

+ Water/Rock Interaction.

« Life Evaluation of Geothermal Boiler.

+ Type of Boiler.

+ Gas/tube Heat Transfer.

- Design of Superheater/Reheater.

+ Material Selection.(creep and corrosion)

Fig. 1 Comparison of design procedures for conventional boiler and geothermal subsurface boiler.
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Therefore thermal output is limited because of the locality,
and the potential thermal energy from the surrounding
areas is typically not fully utilized and remains unexplored.
Here, the basic idea of HDR (Hot Dry Rock) can be
applied to extract those potential thermal energy of
surrounding areas in the conventional geothermal field,
where a name of "HWR (Hot Wet Rock)" was proposed
and this HWR system refers to the combined natural and
artificial crack network (Takahashi and Hashida, 1992).
The research target is directed towards enhancing the
geothermal power of existing reservoir. This paper
describes a future R&D and target for HDR or combined
HDR-HWR geothermal reservoir engineering in next
decay, where a contribution of "Fractal Fracture
Mechanics” to the geothermal reservoir design is
demonstrated and the basic research items to be solved are
also discussed. '

NEED OF QUANTITATIVE CHARACTERIZATION
OF SUBSURFACE FRACTURE NETWORK FOR
GEOTHERMAL RESERVOIR

Since 20 years HDR geothermal energy extraction
technology has been developed as one of the most
attractive energy conversion systems. Although several
HDR field experiments demonstrated the strong potential
for energy production from the crust, no HDR power plant
is realized yet, because hot water circulation systems are
still not fully understood and consequently HDR reservoir
could not be designed in the engineering base.

Hence, the key technologies for the future HDR

development are summarized as follows :

(1) Characterization of fracture networks in a subsurface
and their modeling for the HDR reservoir design.

(2) Evaluation of water permeation through the fracture
networks and design of the circulation systems.

(3) Evaluation of heat and mass transfer and their change
during HDR life time.

(4) Mechanical response of fractal fracture network
during hydraulic fracturing stimulation and service
operation.

Among those key technologies mentioned above, it is first
of all important that three-dimensional . fracture network
systems in the crust are fully understood and modeled
reasonably based on the geological background.
Geometrical similarity of the fracture patterns has been
reported often in the literature, where various fractures
from the microscopic grain-size fracture (~1 mm) to
macroscopic fault-size fracture (~1 km) were described
and characterized. Recently strong attention has been paid
on "fractal geometry" to explain and characterize those
fracture patterns.

Although as described previously, no HDR power plant is

available, there are many conventional geothermal power

plants in the world. Their thermal outputs per unit power
station are limited c¢/a 30~50 MW, on average, to prevent

thermal draw down and keep long life performance.

Figure 2 shows an illustrative sketch of the future research
and development target not only for the traditional
geothermal energy extraction but also for the HDR
reservoir design.

Present| soMw 200~300MW

i

Antificial Fracture

\ ! ~ 2000-2500m
! |
=\ 7
Arificial Ffacture

~ 1000-1500m

~ 4000m

~ 2000m

~ 350°C

F1g 2 Future target for geothermal energy extraction
from HDR/HWR reservoir making use of
subsurface fracture networks.

It is understood that thermal output of 30~50 MW seems
to be the optimal energy output from a 1 km cube of rock
of ~250°C temperature. Next-generation HDR energy
extraction from deep crust provides us the potential for
large capacity power plants (~300 MW). An image of our
future HDR reservoir is illustrated also in Fig. 2, where the-
depth of well attains 4~5 km, and rock temperature
~350°C. The size of the HDR reservoir is a 2 km cube.
After we can understand the fracture networks, water
circulation and thermal output within a 1 km cube
quantitatively and it can be modeled by use of simple
methodology, a scale-up to 2 km cube HDR reservoir is
easily achieved. In Fig. 2 there are illustrated two-
dimensional fracture network systems by which the water
circulation from inlet well to production well and energy
extraction could be made.

FRACTAL FRACTURE NETWORK RESERVOIR
MODEL

Recently, Watanabe and Takahashi (1995) proposed a
two-dimensional modeling technique for subsurface
fracture networks on the basis of "fractal geometry” as a
new procedure for modeling geothermal energy extraction
system. This procedure makes it possible to characterize
geothermal reserves by parameters measured from field
data such as core sampling. This two-dimensional model
can be easily extended to three-dimensional model as
described as following.

There is essentially no information available concerning
the three-dimensional shape of subsurface fractures. In
this paper, therefore, we assume the subsurface fractures to
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be penny-shaped as in the analysis by Koldith (1993) and
Willis-Richards et al. (1995), and the diameter distribution
to be fractal in which the relation between fracture length,
r and the number of fractures, N whose lengths are equal
to or larger than r can be expressed by the following
fractal equation :

N=C-r?® 1)

where C is a constant and D is a fractal dimension.

Figure 3 shows the concept of the three-dimensional
fracture network model, and a schematic of the fracture
network water circulation system. The network is
generated by distributing a fractal size distribution of
penny-shaped fractures with random orientations to
random positions in the cube. In order to simplify and
generalize the discussion, the area and the fractures are
normalized by the size of cubic.

Production Well

Scan Line

z - i

y >
k} X

Fig.3 General concept of the individual fracture
generation for the three-dimensional fracture
network model and a schematic of the fracture
network water circulation model.

In this normalized model, the total number of fractures is
expressed by the syrhbol n, and the ith (i=1,2,...,n) fracture
is characterized by the following three parameters: mid-
point of the fracture, p;; normal to the fracture plane : 7;;
and diameter of the fracture : r;. Similarly, fracture
network patterns are characterized by the following three
parameters : the total number of fractures, #»; fractal
dimension, D; and fracture density parameter, C. In this
paper, these parameters are determined as follows.

Mid-point of the fracture, p; It is assumed that the
fractures do not interact to form clusters, so the x, y and z
co-ordinates of. the point p; are determined by using
random numbers lying between 0 and 1.

Normal to the fracture plane, ;. The distribution of j;
often appears to be random, but observations of fractures
in borehole cores and in the field commonly show that
fracture sets have preferred orientations. Therefore, if it is
possible to obtain the preferred orientations, j;; must be
determined to have the same tendency as that of the field
data. In this study, howeveér, only a random distribution of
normal to the fracture plane is used.

Diameter of the fracture, r;  Since the diameter
distribution of the fractures is governed by fractal

geometry, the distribution of values of r; must satisfy
equation (1). In order to satisfy equation (1), r; is
determined by the following formula :

r=(C/i)"” @)

Total number of fractures, n. Theoretically, if we were to
consider very small fractures whose lengths approach zero,
then n would approach infinity. However, very small
fractures cannot be observed, and the minimum fracture
size which can be observed is dependent upon the
resolution of the measuring instrument. In this paper, r,,;,
is defined as the smallest length of fracture which must be
considered for the analysis. Although we do not discuss
the details here, pre-calculation has shown that fractures
with normalized lengths smaller than 0.1 exert only a very
small influence on the permeability. So, we have set the
value of r,,;, as 0.1, and the smallest value of i which
satisfies r;>r,,;, is accepted as the value of n.

Fractal dimension, D. Although some fault systems have
been investigated and their fractal dimensions calculated
by the box-counting method, the fractal dimensions
required for equation (1) are not available. As described
above, Main et al. (1990) have reported the relationship
between the fracture length and the number of fractures at
four different scale fault systems and shown that the
fractal dimensions of all fault systems are almost equal to
1. Because geothermal energy extraction systems often
make use of natural fault systems in the reservoir for water
flow paths, it is reasonable to adapt the same value
obtained by Main et al. (1990) to geothermal reservoir
models. Theoretically a three-dimensional fractal
dimension must be 2.0 to get a fractal distribution of
fracture lengths with D=1.0 on the section areas of the
three-dimensional model proposed here. So, the fractal
dimension of the three-dimensional fracture network
model is assumed to be 2.0 in this present work.

Fracture density parameter, C. Once the total number of
fractures and their fractal dimension are determined, then
the fracture network models can be described simply by
parameter C alone. In this study, parameter C is used as
the model comparison parameter. For actual geothermal
sites, it is also possible to estimate the value of parameter
C based on field data. It is relatively easy to measure the
number of fractures per unit length that are observed on
core material that samples a borehole interval of interest.
If we then consider a borehole as a scan-line of a
subsurface fracture network as shown in Figure 3, it is
possible to predict the number of fractures observed per
unit length of core m by the following equation :

e {5 (42)nc] o

where sind, is the average sin of all the angles of fractures

from horizontal, 9, From equation (3), the parameter C
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can be calculated according to :

_ 4m
C_sin—el.~{97t‘(1—r°‘2)+1} C))

min

CONCEPTUAL HDR RESERVOIR DESIGN*

PROCEDURE BASED ON FRACTAL FRACTURE
MECHANICS ’

Figure 4 illustrates a basic concept of "Fractal Fracture
Mechanics", where three essential parameters, crack
distribution, crustal stress data and fracture toughness of
rocks are interrelated each other as a fracture mechanics
parameter. '

3-D Crack (Fracture)
Distribution
in HDR Reservoir

Fractal
Fracture
Mechanics

Crustal
Stress Data
(3-D-Distribution)

Fracture
Properties of Rocks
and its 3-D Distribution

including Inhomogenuity of Rock Mass
and Effect of Environment
(Temperature, Pressure and Water)

Fig. 4 Concept of fractal fracture mechanics with three
essential geophysical parameter.

Because, in the previous section described above, there is
no quantitative information of three-dimensional
information of subsurface fracture network, a simple three
dimensional model for HDR reservoir was proposed by
use of circular shaped fracture (Watanabe and Takahashi,
1993, 1995). Figure 5 is an example of R&D program of a
conceptual HDR reservoir design procedure based on
"Fractal Fracture Mechanics". This design flow chart
presents a fundamental step of the Fractal Fracture
Mechanics applied to HDR reservoir modeling by use of
core sample information. Until now this design procedure
is not yet established as the whole system technology.
However, the conventional fracture mechanics can be used
as a fundamental tool and be modified for subsurface
application. In the conventional fracture mechanics, a
single crack problem is a typical one, while there are
naturally created multiple cracks (fractures) within HDR
reservoir. Therefore it is strongly needed to develop a
standard procedure to characterize three-dimensional crack
system in the reservoir from borehole data such as core
sample or BHTV. When the fracture network is known,
then fluid flow and heat transfer analysis can be made
even for the complicated fracture system as mentioned
later.

EVALUATION OF THERMAL OUTPUT FROM
THREE-DIMENSIONAL FRACTAL HDR RESERVOIR
AND ITS LIFE PERFORMANCE

Single Fracture and Permeable Zone Models

In the first instance, it is important to estimate geothermal
energy extraction performances from the single fracture
and permeable zone models since these will provide
respectively the lower and upper bounds of the reservoir
performance due to the total area of heat exchange surface.

Modeling Procedure of
Subsurface Reservoir

Y

Simulation Procedure of
Thermal Energy Output
from Reservoir and

) i imati Yy
. 2D and 3D Model of Life Estimation
Fracture Network Reservoir Conceptual
+ Numerical Simuilation of Design Procedure
Fluid Flow and Heat Transfer of HDR / HWR
within Reservoir Reservoir
1
Fractal Analysis of Model Construction Modeling
Fracture Network i Of ReSErVOIr Dy > ?ﬁ;ﬂﬁg'o
i istributi Borehole Data
(Size and Distribution) for Reservoir

- Development of Scan-line Method of Fracture Network for Borehole Data Analysis.
+ Development of 2D and 3D Box-counting Method for Fracture Network

Fig. 5 An example of R&D program for establishing the conceptual design procedure of HDR

reservoir based on fractal fracture mechanics.
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Figure 6 illustrates the three-dimensional single fracture
and permeable zone models used in this.study. In the
single fracture model, water flow occurs only through one
fracture which connects the injection well and the
production well as shown in Fig. 6. The permeable zone
model is considered as an equivalent of the fracture
network model in which fractures fill the volume
uniformly. These two models are the ideal examples of
the fracture network model.

Production Well Production Well
Injection Well

Three-Dimensional Three-Dimensional
Single Fracture Model Permeable Zone Model

Fig. 6 Three-dimensional single fracture and permeable
zone models.

Water Flow Model
Assuming that the density of water is constant at every
point and temperature within the model reservoir volume,
the water flow through the permeable volume can be
expressed by :
2 2 2
k. -d—f+ky ~d—1;+k: d—I:
dx dy dz
where P is the water pressure, and ky, ky and k; represent
the permeability in the x, y and z directions. For numerical
calculations, the volume of interest is divided into a mesh
of small elements. In this paper, the local permeability is
given between elements in the mesh where fractures
" intersect element interfaces as shown in Fig. 7.

=0 )

Element A Element B

i Fracture

Fig. 7 Definition of local permeability between elements
where a fracture intersects the boundary.

Although the apertures of natural fractures are not spatially
uniform and an "effective" aperture should therefore be
calculated, we have assumed that water flow can be
approximated by that in a parallel-sided fracture with some

constant effective aperture. According to the cubic flow
law, the quantity of water flowing between elements, g,
can be expressed by :

g=a-w-a-AP/d (i=x,y,x) 6)

where a and w express the aperture and the width of
fracture intersecting the element interface, and Ap is the
difference in fluid pressure between the two elements. d is
the element size and « is a constant.

In this model, the local permeability between elements is
defined as :

GO

where u; is the water velocity, and / symbolizes the
directions x, y and z. The effective aperture of fractures is
assumed to be proportional to the fracture lengths
according to :

a=B-r ®)
therefore :
k=yowr (y=a-p/d) ©)

where B and y are constants.
In this study, the local permeability is alsd normalized to
the permeability of the whole mesh by the following

equation :
gro LW _wer | (10)
Y oyd ) dL
Thermal Transfer Model

The model used to calculate the thermal transfer is shown
in Fig. 8. In Fig. 8, the dotted line indicates the adiabatic
thermal boundary for the calculation of thermal transfer,
and LE represents the distance to the thermal boundary.
LE is determined by a theoretical calculation of the one-
dimensional heat transfer rate to be the minimum distance
for approximately zero temperature change over the time
scale of interest.

Injection Well  Production Well

N N
LE
<>
N
+ N
Water Flow Regior;\"'\.‘_\

\ Therma! Boundary

Fig. 8 Thermal transfer model. The solid lines express
the water flow region where no water flows occur.
The dotted lines express the adiabatic thermal
boundary.
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The following eQuation is used for the calculation of
thermal transfer : '

C or c ar or ar
R'pk'g"' w Pw" ux'g"’uy’g"'uz‘;}*
2 2 2
% ‘3_?,2),5_{ (1)
ox® oy~ Oz

where T is the temperature of the rock (equal to the
temperature of the water in this calculation) and ¢ is time.
A is the thermal conductivity of the rock. Cp and C), are
respectively the specific heats of the rock and the water,
pr and py, are respectively the densities of the rock and the
water, and u,, uy and u, are the water velpcities in each
direction. Normalized value of temperature, T*, time, ¥,
water velocity, u,*, uy*, u,* and quantity of circulating
water, O* are defined as follows :

o L% 1, p-_2t a3

-1, ke Py L
u»*zL’CW'pw'u: 14), Q*zcw'pw'Q (15
' A L-A

where T and T, define the initial temperatures of the rock

mass and the water in the injection well, respectively. Q is
the quantity of circulating water.

Changes in Thermal Output with Time

The thermal energy output profile is the most important
parameter for performance estimation. Hence, We define
the normalized thermal energy output £* as :

E*=Q*.T* (16)
Figure 9 shows the changes in E* with time for each
reservoir model. The thermal energy change for a single
water quantity of O*=100 has been used to compare the
performance of each model. Three fracture network
models with different fracture densities (C=2.0, C=4.0,
(C=6.0) have been used. Because our fracture network
model is generated using random numbers, each profile of
thermal energy output is obtained from the average value
of 20 trials with different random seeds.

100

80
60

*
551
40

20

7 T
Single Fracture Model

0

0 0.002 0.004 0.006 0.008 0.01
t*
Fig. 9 Changes in the thermal energy outputs for the

single fracture and permeable zone models, and the
variants of the fracture network model.

OPTIMUM DESIGN AND POTENTIAL ANALYSIS

Design Optimization of Energy Extraction

For economically effective energy extraction, the optimum
design of HDR systems must be discussed. Although
there are many factors to be considered for the optimum
system design, here, we use only the normalized optimum
quantity of circulating water Q* as the optimization
parameter. Because the temperature of a geothermal
reservoir decreases with heat energy extraction, it is
necessary to define the normalized reservoir life, Life * In
this study, the normalized temperature threshold - of
production water, T,;,* is used to determine ¢, * as shown
in Fig. 10.

t"‘,m, "

Fig. 10 Definition of the normalized reservoir life.

T,4* is the lowest temperature at which economical energy
production is possible. As we saw in the previous section,
the normalized temperature of production water decreases
as fracture density, quantity of circulating water and time
all increase. The reservoir life, t,,-fe* is defined as the point
where the normalized temperature of production water
reaches T}, *, as also shown in Fig. 10. Once Ty;,* is fixed,
and the fracture density is obtained, ¢, * can be predicted
as a function of Q* as shown in Fig. 11.

=0
Tklh
L o=

o=
\ o= 4 e
|
M) 0N 0 el

t*

Fig. 11 The relationship between the reservoir life and the
quantity of circulation water.

For optimized systems, tlife* should be equal to the design
life. It is possible to set the value of T}, * to be equivalent
to the design life by controlling O* In this study, the
optimum design requires us to find the value of Q* which
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give the same value of #;,* as the design life, and this
value of O* for each system is defined as the normalized
optimum quantity of circulating water, Q*, . Fig. 12
shows the relationship between Q%*,, and f;,* for
T},*=0.5, and it is found that the relationship is linear in
log-log space.

01
~
g oo
N
o
&
& 0001
*
t,

00001

Fig. 12 The normalized optimum design curve. Each line

shows the optimum quantity of circulating water-

for the reservoir life (design life).

Potential of Energy Extraction from HDR
To estimate the potential of HDR systems, a numerical
analysis of energy extraction from optimized HDR
systems, i. e., those with an optimized quantity of
circulation water, has been performed. Fig. 13 shows the
relationship between reservoir size and maximum energy
output transformed from normalized values using
following conditions and the thermal properties.
Initial temperature of rock mass : 200°C
Temperature of injection water : 100°C
Tip* 1 150°C, 15* - 20 years
A=240W/m-K
C,=120x10° J/ K -kg-
C, =448x10° J/ K -kg:

Pr=226%10° kg/m’
Py =868x10% kg/m’

, MV

E

Lm

Fig. 13 The maximum thermal energy output from HDR
with the optimum quantity of circulation water.

From Fig. 13 it can be predicted that a 2km x 2km x 2Zkm
HDR reservoir which has a relatively high fracture density

(C=4.0) can produce more than 300 MW under optimized
operational conditions. This shows the great potential of
HDR geothermal energy extraction as a new energy
production technique.

FRACTAL FRACTURE MECHANICS MODEL OF
HYDRAULIC FRACTURING

In this section, outline of a numerical simulation model is
presented which was used to study the crack pattern
induced by hydraulic fracturing in a fractured rock mass in
two dimensions, and some preliminary results are given.

The model employs the Fluid Rock Interaction Program
(FRIP)(Cundall, 1983; Markland, 1992), but a beam
model is built into the simulation code so that the growth
behavior of newly created crack by hydraulic fracturing
can be simulated in addition to the stimulation of pre-
existing cracks in the fractured rock mass. The model
consists of a regular grid of elastic blocks separated by
weak planes. An elastic beam network is constructed on
the grid model such that two neighboring grids are bridged
by the elastic beam. The beams are rigidly connected at
the center of the grid. The elastic beam represents the
cohesive strength of the weak plane in which the fluid
flow occurs. The fluid flow in the weak plane is allowed
to occur when the tensile stress in the beam reaches the
fracture strength of the rock. The elastic modulus and the
cross sectional dimensions of the elastic beams are
selected to simulate the elastic properties of the rock.

In order to simulate the pré-existing cracks in rock masses,
the cohesive strength along the weak plane is set to be
zero, namely the elastic beam across the pre-existing
cracks is broken before fluid injection is applied. A
population of pre-existing cracks varying in size and
orientation is generated stochastically. A fractal
distribution is assumed for the crack size, and the crack
orientation and location is assumed to be random.

Numerical simulations were conducted to examine the
effects of the density of the pre-existing cracks and the
fractal dimension on the hydraulically induced crack
pattern. The initial crack densities used in the simulations
were 5, 7.5, 10, 15 and 20 %, and the fractal dimensions
for the crack size were 1.0, 1.4 and 1.8. In order to
characterize the size of the stimulated reservoir, the
number of the stimulated cracks , i.e. the broken beams
within the square grid model were counted. The
relationship between the number of the stimulated cracks
and the initial crack parameters is shown in Fig. 14 along
with typical crack patterns obtained by the above
procedure on a square grid model 50 x 50 with a free
external boundary. The dimensions of the grids are 0.1 m
x 0.1 m. The incompressible fluid is injected at the center
of the grid model. The thick line indicated in the grid
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model shows the stimulated reservoir. It appears that the
number of the stimulated cracks (total flow area) primarily
depends on the initial crack density.

Total Flow Area

20 25

0 5 10 15
Initial Crack Density (%)

- Multiple crack

Single crack —a

Fig. 14 Transition of the hydraulically induced crack
pattern

Furthermore, it is shown that the crack pattern transition
from a single crack to the multiple crack type reservoir
occurs approximately above the initial crack density of
10 %. Information regarding the initial crack density can
be obtained from a borehole survey. Thus, it may be
possible to predict the reservoir type using the present
hydraulic fracturing model combined with such field data.

There has been reported the very similar crack patterns .

created by hydraulic fracture simulation (Herrmann et al.,
1993). More rigorous three-dimensional simulation model
which allows for the pressure gradient in the crack and the
growth of shear dilation along pre-existing cracks is
currently being developed at Tohoku University.

CONCLUDING REMARKS

With special reference to fracture network in the
HDR/HWR geothermal reservoir, the concept of "Fractal
Fracture Mechanics" was proposed to develop a
conceptual design procedure for the geothermal boiler.

In order to establish this concept, the further development
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of both fundamental: methodology and careful
accumulation of field examples would facilitate during
next 10 years.
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ABSTRACT

This paper is an attempt to model well decline in a
vapor dominated reservoir with fractal geometry. The
fractal network of fractures is treated as a continuum
with characteristic anomalous diffusion of pressure. A
numerical solver is used to obtain the solution of the
partial differential equation including adsorption in
the fractal storage space. The decline of the reservoir
is found to obey the empirical hyperbolic type relation
when adsorption is not present. Desorption does not
change the signature of the flow rate decline but shifts
it on the time/flow rate axis. Only three out of six
model parameters can be estimated from field data,
due to the linear correlation between parameters. An
application to real well data from The Geysers field is
presented together with the estimated reservoir, frac-
tal space and adsorption parameters. Desorption dom-
inated flow is still a questionable approximation for
flow in fractal objects.

INTRODUCTION

R d
Classical modeling approaches available in the litera-
ture for describing fractured reservoirs are based ei-
ther on discrete deterministic and/or statistical frac-

ture geometry information or on a-lumped parameter

multiple (usually dual) continuum approach. In many
cases, however, the discrete fracture network approach
is bound to fail due to-the prohibitively large number
of fracture parameters required by the model. This is
the case with The Geysers geothermal field-for which
studies of the fracturing patterns have concluded that
it can only be characterized as ”effectively random”

(Beall and Box, 1989).

At the other extreme, the continuum approach, usu-
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ally involving the presence of double continua with
different storage parameters coexisting in a Euclidean
space with dimension D=2 or 1, offers little flexibility
for characterization at the reservoir scale. The implicit
assumption embedded in these models is that there ex-
ists a typical scale at which the variation of reservoir
parameters is bounded, in other words that there ex-
ists a Representative Elementary Volume (REV).

Alternatively, fractal geometry of fracture networks
provides a promising framework for a realistic reservoir
model unconstrained by the requirement of REVs and
without ruling out the possibility of using the contin-
aum approach. Fractal geometry is characterized by
self-similarity over all scales: zooming in a fractal ob-
ject results in deterministic and/or statistically identi-
cal copies of the whole. This repetitivity determines on
one hand the degree to which a fractal object fills the
embedding space, or in other words the mass fractal
dimension D and on the other hand the connectivity of
the object, expressed by its spectral dimension. The
discontinuous character of a fractal object, as opposed
to the perfectly connected embedding Euclidean space,
renders functions defined on it nondifferentiable. Thus
the very idea of a partial differential equation writ-
ten for flow in fractals would not be justified unless
the properties of the medium were replaced by ana-
lytical equivalents. Following the model developed by

" O’Shaughnessy and Procaccia (1985) for diffusion on

fractals, Chang and Yortsos (1990) have established
the differential equation which governs flow in a fractal
network of fractures. The solution of the welltest prob-

" lem presented by them illustrates the phenomenon of

anomalous diffusion typical for fractal geometry.

Often natural fracture systems have been successfully
described within the framework of fractal geometry.
Sammis et al. (1991) studied graywacke outcrop frac-
ture patterns at Geysers and found that the scaling re-




lationship characteristic to fractal objects is applicable
over a span of scale of two orders of magnitude. An
interesting application of fractal analysis to pressure
transients in the Geysers field was shown by Acuna
et al. (1992) who found that the mass fractal dimen-
sion could range between 1.2 and more than 2.0. Ac-
cording to them this type of analysis is more likely
to give a plausible explanation for pressure transients
than an alternative single finite conductivity fracture
model. To our knowledge, no attempt has been made
to date to interpret reservoir decline data using the
{fractal network of fractures model. Studies of well de-
cline at Geysers have usually used the semiempirical
Fetkovich method.

It has been suggested that adsorption is a plausi-
ble storage mechanism in vapor dominated reservoirs
(Nghiem and Ramey, 1991). Measurements of adsorp-
tion on cores from Geysers have shown that adsorbed
water completely saturates micropores in the reser-
voir rock (Shang at al., 1993). However, the numeri-
cal model set up by Hornbrook (1994) to compute the
pressure response to production in a one-dimensional
reservoir where adsorption was modeled by Langmuir
isotherms has shown very small adsorption effects at
late times.

The objective of this paper is to analyze the adsorption
effects on reservoir decline when fluid flow takes place
in a fractal network of fractures. The partial differen-
tial equation established for pressure diffusion and in-
corporating an adsorption source term is solved using
a numerical solver. Following the theoretical analysis
" of the results, the application of the model to specific
well decline data from The Geysers gives an estimate
of the model parameters and allows for an evaluation
of the present approach.

MATHEMATICAL MODEL

The physical model considered consists of a fracture
network embedded in the Euclidean rock matrix, con-
sidered to be impermeable. Traditionally the storage
and flow properties of the porous medium included
in the mathematical model are porosity and perme-
ability, respectively. In a fractal object neither poros-
ity nor permeability have a constant value across the
model. Both porosity and permeability are considered
to decrease with the Euclidean distance, r, from the
well in a power law fashion (Chang and Yortsos, 1988):

. Ve p-
porosity : ¢ = SALPEA (1)
B
permeability : k= ?—B‘émrD_d_e (2)

where a is a constant characteristic of the fractal ob-
ject expressing the number of sites per fractal mass
(dimension L~P), V, the volume of each site assumed
constant across the fractal object (dimension L°), B
a geometric constant (of dimension L*~P) which de-
scribes the appropriate symmetry (B = A, 2xh, 47 for
rectilinear, cylindrical and spherical symmetry, respec-
tively, where A and h represent cross-sectional area
and reservoir thickness respectively), m is a parame-
ter akin to permeability .which expresses connectivity
and flow conductance, D is the mass fractal dimension,
d is the dimension of the embedding Euclidean space
and 6 is a parameter related to the spectral dimension
of the fractal network (O’Shaughnessy and Procaccia,
1985). Note that for a Euclidean fracture network:
D = d and 6 = 0. In this case the two relations above
reduce to:

B¢ = aV, (3)

(4)

AN

The partial differential equation describing diffusion
on a fractal network of fractures has been derived
by Chang and Yortsos (1988). The nondimensional
form of this equation and the associated dimension-
less group is:

e0pp _ B 8pp _ &pp
(T ) otp : rp O0rp + drp? (5)

r t p.‘2 —p2

= —: Ip = —: = —— 6
D TD, D t*, PD Pi2 ( )
— 642 .
with tx= LE2 (7)
m

where 1, is the well radius and p; the initial reser-
voir pressure. The choice for this nondimensionaliza-
tion of the pressure was determined by the fact that
for the purposes of a well decline analysis the bound-
ary condition at the well is usually prescribed (con-
stant/variable) pressure.

Two important observations should be made with re-
spect to this equation: 1) nowhere in Egn. (5) does
the embedding Euclidean space dimension appear and
2) the anomalous diffusion phenomenon is captured
by the power law relation between the diffusivity and
radial distance.
\

The addition of a new term representing the desorp-
tion of water in the fracture network as a source at



each site in the fractal object will bring the partial
differential equation to the desired form for studying
the adsorption effects on the fluid flow. In order to
derive the adsorption source term we will consider the
Langmuir isotherm model for the mass X of water ad-
sorbed in a unit volume of rock:

(%)

Py g T\ps/
X(ps) ‘d1+(c—1)(ﬁ~)

where d is theé magnitude factor which determines the
maximum amount adsorbed at p = p,, ¢ is a shape
factor which determines the rate at which desorption
occurs and p. represents the saturation pressure at ini-
tial reservoir temperature, hereafter considered equal
to the initial pressure in the reservoir. Let V be the
volume of rock available for adsorption in a cylinder
of radius r. If the space available for adsorption has a
mass fractal dimension, Z then:

(8)

V= Ver? (9)
where V, is a geometric factor of dimension 1%, To-

tal adsorbed mass in the cylinder of radius r is, there-
fore:

(%) z

1re-nE)" "

A, =dcV, (10)

where pg represents the rock density. The dimensional
form of the adsorption source term can be obtained by
differentiating A, with respect to r and t:

Ps 8(172)
2p (ps +(c—1)p)® 9t

PR

(11)

Qa=(Z+1) rZ eV,

Expressing p in terms of the nondimensional pp:

2 (r°)

o) _ _, 29D
dtp

p=piy/1—pp; i

dtp
and using the assumption that the reservoir was ini-
tially at saturation conditions, p; = p. , after normal-
ization we obtain:

(12)

Jdpp

QA = A'I‘DQF(pD) atD

(13)

with constant A given by:

_ (Z 4+ 1)dcVampr
T 2mCrpsTw DHO=242 (aVL)

(14)
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where p. is the density of saturated vapour, exponent
ais Z — D and the pressure function F is given by:

1

Vi=po (1+(c—1)yT=pp)°

Note that F(pp) > 0 for any value of the shape fac-
tor ¢ > 0 and any pp in (0,1). Also note that large
values for this term can be expected when the dimen-
sionless pressure is small: pp — 0 (which occurs at
the beginning of the drawdown) and the shape factor
has a small value: ¢ — 0 (favorable for desorption).
Reasonable estimates of parameter A are of the order
of 10°.

F(pp) = (15)

The partial differential equation including desorption
effects becomes:

pp
drp?

a 3
[TDQ + Arp F(pD)] = ;’%;—E +

Ipp
IMp

(16)

It can be assumed that the dimension of the storage
space coincides with the dimension of the adsorption
space: D =2,

A numerical solver based on the method of lines was
used to solve Eqn. (16) for prescribed wellbore pres-
sure and infinite acting outer boundary conditions.
The solution, represented with cubic Hermite polyno-
mials, is presented in the next section.

RESULTS AND DISCUSSION

The solution of the equation of flow in a fractal net-
work of fractures was computed first for the case where
the adsorption term was neglected (A = 0). The re-
sults are presented in terms of dimensionless flow rate
vs. dimensionless time in Fig. 1. As expected, they
reduce to the well-known solutions for one-, two- and
three-dimensional cases, when the flow space has a Eu-
clidean geometry. The distinct feature of the solution
for D < 21is a practically constant log-log slope at late
time: :

logg=-alogt+ b 17

¢g=B1t"

(18)

or

where a and B = 10° are constants related to the
model parameters: D and 6. Differentiating relation
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Figure 1: Well decline with no adsorption, (a)
6 =0.0and (b) §=0.5

(18) with respect to time and replacing time ¢ with the
power 1/a of the flow rate ¢ divided by the constant
B we obtain:

dg a 1— 4
M _ L g 19
7t = pior! (19)
The generic form of (19): -
dq h
g 20
5 =C4 (20)

is known as the general empirical hyperbolic decline
relationship and has been used in specific forms to
analyze the decline of wells at The Geysers.

A sensitivity analysis was conducted for the two model
parameters involved: mass fractal dimension D and
the spectral dimension dependent parameter §. The
results, presented as a graph of the log-log slope of
flow rate - time relation versus D and 8 respectively
(Fig. 2) shows that the solution is more sensitive to
the mass fractal dimension D than to the parameter §,
specially at lower values of D (closer to 1.0). Also, Fig.
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Figure 2: Effects of fractal parameters on the
log-log slope of the well decline (a) Mass frac-

tal dimension effect (b) Effect of parameter
6 .

3 clearly shows that D and @ are linearly correlated.

The next step was to compute the solution for the case
where adsorption was present, For this a fractal geom-
etry with parameters D = 1.9, § = 0.25 was considered
(in agreement with the results obtained by Acuna et
al., 1992, in one of the wells at The Geysers), a dimen-
sionless adsorption parameter between 1 and 100 and
an adsorption curve shape coeflicient ranging between
0.01 and 10. Fig. 4a) shows the effects of increas-
ing the dimensionless adsorption coefficient. It can be
seen that beyond a threshold value of A (10 for this set
of parameters) the decline curves start with a plateau

0.2 feasing Lw—m}n{pe of Flow Rate.vs. Time

-

1 1.2 1.4 1.6 1.8 2

Mass Fractal Dimension D

Figure 3: Linear correlation of fractal param-
eters



value corresponding to a maximum flow rate that can
be sustained by the specific geometry of the reserveir.
Although the ratio of the flow rates sustained by the
reservoir for different dimensionless adsorption coeffi-
cients decreases with time, the curves remain distinct
during the entire time span examined. The adsorption
curve shape coefficient ¢ has practically the same in-
fluence as A on the decline curve (curves in Fig. 4b)
were obtained for A = 1000). The maximum sustain-
able flow rate was obtained for ¢ = 1, which is exactly
the value which divides the interval of possible values
of ¢ into two classes: the adsorption favorable class
(¢ > 1) and the desorption favourable class (¢ < 1).
For values of adsorption coefficients in excess of the
threshold values the reservoir can be characterized as
desorption dominated.

Examining the radius r; at which interference can be
noted (r for which p,y = 0.01) it can be seen from Fig.
5a) and 5b) that a power law relation between r; and
the two adsorption coeflicients A and 6 is applicable.
The value of r; itself for desorption dominated flow is
extremely low: r; < 3007, at t4 = 10°, which lays a
question mark on the validity of the assumption that
pressure can be approximated by its smooth envelope
at such small radii.

APPLICATION TO FIELD DATA ON WELL

DECLINE

The parameters of the model which have to be esti-
mated from field data are: gx and t*, the flow rate and
time normalizing constants, D and §, the fractal object
parameters and A and ¢, the adsorption coefficients.
However, not all these parameters are independent of
one another.

We have seen already from Fig. 3 that the fractal
object parameters are not independent. Also, overall
both adsorption parameters, A and c, have the effect
of shifting the decline curve in time, therefore being
correlated with the normalizing time constant. This is
of consequence in analyzing field data and estimating
reservoir parameters, causing the problem to be poorly
constrained.

Another aspect important in estimating the reservoir
parameters is that the boundary condition at the well

may be very important for the ’signature’ of the de- .

cline curve. An illustration of the effect of changing
the level of the well pressure is given in Fig. 6. The
case where pyjs is changed from 0.3 to 1.0 within a
period of time spanning two orders of magnitude, .al-
though less likely to be encountered in practice, shows
that the shape of the pressure decline curve can be dis-
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torted sufficiently to make a simple type-curve match
with type curves computed for constant wellbore pres-
sure impractical. Therefore an automated model fit-
ting using the appropriate boundary conditions is re-
quired. :

Finally, we can set as a target for an automated type-
curve matching program the estimation of 3 out of 6
parameters. As an illustration of the application of the
model to real field data we have tried to estimate the
reservoir parameters for well LF 425 of Unit 12, Gey-
sers geothermal field. The parameters to be estimated
were: g+, ), A. The bottomhole corrected pressure
was computed using Goyal’s method (1986) and used
in defining the boundary condition at the well for the
partial differential equation. For the short part of the
decline data the parameters that were used as input
to the program were: 8 = 0.1, t+ = 0.19, ¢ = 0.1, and
the parameters resulting from the automated evalua-
tion were: D = 1.15, gx = 12.5, A = 2137. This set of
parameters is by no means unique. It belongs to an en-
tire family of correlated parameter sets. For instance
the data could have been modeled with D = 1.45 and
g = 0.55 .

In spite of the underdetermination of the model it can,
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nevertheless be used to predict future decline in wells.

CONCLUSIONS

“The characteristics of flow denoted by anomalous dif-

fusion’ are determined by a power law relation of dif-
fusivity and Euclidean radius. Models of flow in a
fractal network of fractures require two additional pa-
rameters: D, the mass fractal dimension, associated
with the storage properties of the reservoir and 4, a
parameter representative for the spectral dimension
of the fractal object, associated with the permeabil-
ity field. Since adsorption is determined by the vapor
pressure lowering phenomenon it can be assumed that
the same mass fractal dimension of the storage space
can be applied to the adsorption space.



Flow rate decline in a fractal reservoir without adsorp- /
tion obeys the general relation for hyperbolic decline.
The signature of the flow rate decline in the presence of
adsorption does not change significantly at late times.
However, at early times a constant maximum attain-
able flow rate develops when threshold values of the
adsorption coefficients A and c are exceeded and des-
orption becomes dominant. Model results show that
when desorption dominantes interference effects may
be completely eliminated. A question mark remains
as to whether the assumption of a good approxima-
tion of the actually nondifferentiable pressure function
defined on a discontinuous fractal space is the smooth
envelope anymore.

Parameters akin to storage properties: adsorption co-
efficients A and ¢ and the invariant part of the dif-
fusivity are strongly correlated and thus difficult to
estimate from field data on flow rate decline. Reser-
voir response is less sensitive to the spectral dimen-
sion related parameter § than to the mass fractal di-
mension D. Estimation of a range of (D,8) values is
possible using real well decline data. Due to the cor-
relation of model parameters a set of maximum three
independent parameters out of six can be obtained by
automated type curve matching. The model was suc-
cessfully tested on a well from The Geysers geothermal

field.
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ABSTRACT

Hydrothermal systems typically consist of hot perme-
able rock which contains either liquid or liquid and sat-
urated steam within the voids. These systems vent flu-
ids at the surface through hot springs, fumaroles, mud
pools, steaming ground and geysers. They are simulta-
neously recharged as meteoric water percolates through
the surrounding rock or through the active injection of
water at various geothermal reservoirs. In a number of
geothermal reservoirs from which significant amounts of
hot fluid have been extracted and passed through tur-
bines, superheated regions of vapour have developed.
As liquid migrates through a superheated region of a
hydrothermal system, some of the liquid vaporizes at a
migrating liquid-vapour interface. Using simple physi-
cal arguments, and analogue laboratory experiments we
show that, under the influence of gravity, the liquid-
vapour interface may become unstable and break up
into fingers.

1 INTRODUCTION

For several decades fluids have been extracted from
two-phase geothermal reservoirs for power generation.
Important reservoirs include The Geysers, California
and Larderello, Italy. As a result of the depletion of
fluids that has arisen (Kerr 1991), the pressures within
such reservoirs have decreased and some. regions of the
systems have become superheated. As reservoir pres-
sures fall, the rate of supply of steam has been observed
to decrease by as much as 50% per year (Enedy et al.
1993). In a number of reservoirs, cold fluid has been
injected in order to recharge the system through the
vaporisation of a fraction of this water as it migrates
through the hot rock (Enedy, Enedy & Maney 1991;
Enedy et al. 1993). In order to evaluate the efficiency
of such reinjection programmes, the fundamental con-
trols upon the rate of vaporisation of an advancing lig-
uid front must be determined.

Pruess et al. (1987a) have shown that as liquid is
injected at a steady rate from a vertical well, a rela-
tively cold liquid-saturated region develops around the
well. This region is separated from the hot superheated

vapour in the far field by a migrating liquid-vapour in-
‘terface. As the rock is invaded by cold water it cools
and the thermal energy released is used to vaporize a
fraction of the water. New vapour is thus formed at the
liquid-vapour interface. Woods & Fitzgerald (1993) ex-
tended the work of Pruess et al. (1987a) by considering

_ injection in various geometries and presenting analyti-
cal solutions for the long-time behaviour of the system.
The results of both of these studies indicated that if lig-
uid is injected from a vertical well then the total rate
of vapour production increases with injection rate al-
though the fraction vaporizing actually decreases. Fig-
ure 1 shows the relationship between the mass injection
rate and the mass fraction of liquid which vaporises in
a two dimensional injection geometry, as presented by
Woods and Fitzgerald (1993).

Most studies of liquid injection into superheated
geothermal systems have implicitly assumed that the
migrating liquid-vapour interface is planar. However,
such interfaces may become unstable and break up into

fingers if a sufficient fraction of the water vaporizes.
In this paper we build upon these preliminary results
(Fitzgerald and Woods 1994) by assessing the impor-
tant and sometimes dominant effects of gravity. Our
analysis and analogue laboratory experiments provide
important constraints upon models of vapour genera-
tion in superheated reservoirs. Our results are also of
broader interest for understanding the dynamic state of
geothermal systems. We also apply our results to inter-
pret the effects of reinjection in the Geysers reservoir
California, and the Lardarello field, Italy.

As well as being of major importance to the geo-
thermal industry, our stability analysis may also lead to
new insights into the formation of precious ore deposits
(Cline, Bodnar & Rimstidt 1992) and also the inten-
sity of fumarolic activity associated. with crater lakes
(Brown et al. 1989; Hurst & Dibble 1981).

After discussing the different structures of geother-
mal reservoirs, we present a physical discussion of the
instability of a liquid-vapour interface, focusing upon
the role of gravity in (de-)stabilising the interface, and
identifying an upper bound upon the stability of the
interface. We then present some new analogue labo-
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ratory experiments, which identify the development of
this instability. Finally, we discuss the implications of
our results to various geothermal reservoirs, and con-
trast our results with earlier models of reinjection.

2 MODELLING OF HYDROTHERMAL SYSTEMS

Hydrothermal systems are commonly thought to ex-
ist in a dynamic state in which fluid circulates within
fractured, porous rock (Cathles 91977; Donaldson 1962;
Dunn & Hardee 1981; Hurst & Dibble 1981; Parmen-
tier & Schedl 1981; Grant, Donaldson & Bixley 1982;
Wohletz & Heiken 1992). The pores and fractures of
the systems are saturated with water or water and
vapour. Typically one phase is continuous and to good
approximation this determines the distribution of pres-
sure within the system (Pruess & Narasimhan 1982).
In the case of a two-phase system, if the distribution
of pressure is similar to that of a liquid-filled' (vapour-
filled) system then the system is described as liquid-
dominated (vapour-dominated).

The influence of the fractures upon the fluid flows
within the reservoirs is highly dependent upon the rel-
ative resistance to flow within the fractures and porous
matrix. The relative resistance to flow is dependent
upon the fracture apertures, the permeability of the
porous matrix and the spacing of the fractures. In
many reservoirs, such as Kawah Kamojang in Indone-
sia (Wohletz & Heiken 1992), The Geysers in Califor-
nia, Larderello in Italy, Ahuachapan in El Salvador and
Kawerau in New Zealand (Grant, Donaldson & Bixley
1982), the bulk of the fluid flows are believed to oc-
cur within the fractures. The flow of fluid in certain
other reservoirs, such as the East Mesa reservoir in Cal-
ifornia is, in contrast, primarily within the porous ma-
trix (Grant, Donaldson & Bixley 1982). Effects of the
fractures upon the fluid flow within geothermal reser-
voirs are often inferred from detailed measurements
of pressure and temperature within wells used for the
extraction or injection of fluid (Fradkin et al. 1981;
Goyal & Box 1990; Axelsson & Bodvarsson 1987). In
many reservoirs such data suggests that the fracturing
is highly pervasive (Wohletz & Heiken 1992) and that
the heat and mass transfer occur over lengthscales of
the same order as or larger than the interwell spac-
ing. Therefore, for modelling purposes the rock may
be treated as a homogeneous continuum with a uni-
form network of interconnected pores through which
fluid may flow (Cathles 1977; Elder 1981; Pruess et al.
1987a). The volume flux per unit area u may then be
related to the interstitial velocity v by

u=¢v (2.1)

where ¢ is the void fraction (Bear 1972; Phillips 1991).

In many situations of interest the fluid velocities thr-

ough a geothermal reservoir are sufficiently low that
viscous frictional forces are much greater than the in-
ertial forces so that the interstitial Reynolds number,
R = pvd/u is small, R « 1 (Rubin & Schweitzer 1972;
Pruess et al. 1987a); p represents the density of the
fluid, g the dynamic viscosity, d a typical pore size, and
v the interstitial speed. The volume flux per unit area
u is then given by Darcy’s Law

pu = —k (VP - pg) (2.2)

where VP is the applied pressure gradient, g is the grav-
tational acceleration and & is the permeability (Bear
1972; Rubin & Schweitzer 1972; Dullien 1992). For
liquid flow through porous rocks of typical pore size
d ~107° m and liquid density 10° kg/m?3, the condition
R« 11s valid for interstitial speeds v < 1072 m/s.

If the fluid velocities v and the typical grain size D
are sufficiently small then the timescale for fluid and
solid to thermally equilibrate, D?/«, is much shorter
than the timescale for the advection of heat across a
grain, D/v, and the medium becomes locally isother-
mal. Thus for a grain size of 0.5 mm, the condition for
local thermal equilibrium is the same as that for low
Reynolds number flows, v < 10~2 m/s since typically
the thermal diffusivity of rock & ~ 2 x 1075 m?/s.

In the following analysis, we therefore assume that
the rock may be modelled as an isotropic porous med-
ium in which Darcy’s law (2.2) is valid and in which the
rock and fluid are in local thermal equilibrium. In this
case we may adopt the results of Woods and Fitzgerald
(1993), shown in figure 1 herein, which describes the
mass fraction which vaporises as a function of the mass
flow rate of liquid injected into the reservoir.

00 —T T 1
) -1 [
log (Rate of injection)

Figure 1 Mass fraction vaporising f as a function of
dimensionless flow rate taken from Woods and Fitzger-
ald 1993. Curves are shownfor 3 different porosities as
labelled.



3 THE STABILITY OF A MIGRATING INTERFACE

We now present a simple physical argument to deter-
mine whether a vaporising liquid interface is stable.
This simple analysis identifies the fundamental process
by which an interface may become unstable, and pro-
vides a lower bound on the mass fraction which may
vaporise without destabilising the interface.

The interface between two regions of fluid migrat-
ing through a porous medium can become unstable if
the magnitude of the pressure gradient increases across
the interface in the direction of the flow (Saffman and
Taylor 1958; Homsy 1987). If liquid migrates towards
a vaporising interface with Darcy velocity u, then the
pressure gradient on the liquid side of the interface has

the form
dp B

T o9 - T (3.1)
where ¢ is the component of the gravitational accelera-
tion in the directon of the flow, z, p; is the liquid density
and p the liquid viscosity. If a fraction f of this liquid
vaporises, then the mass flux of vapour ahead of the
interface is p; fu. Therefore, the velocity of the vapour
ahead of the interface is

43
Uy = — fu 3.2
=2 (32)

where p, is the vapour density and the pressure gradient
in the vapour region is
dp _ Eo pi
d: 9T ol (3:3)
where p, is the vapour viscosity.
The pressure gradient therefore decreases (magni-

tude increases) in the direction of the flow across the
interface whenever

(ot = po)o > g~ 20) (34)

Since the vapour density is much less than the liquid
density, the left hand side of this expression is positive
whenever the liquid overlies the vapour; such a configu-
ration is therefore gravitationally unstable. Conversely,
if the vapour overlies the liquid, then the system is
gravitationally stable. The right hand side of (3.4) is
positive whenever

Hipy

m > f (3.5)
In this case, the magnitude of the pressure gradient as-
sociated with the viscous stresses decreases in the direc-
tion of the flow, tending to stabilise the interface. The
quantity ££x has a value of the order 0.1-0.2 for a water-

vapour system. Therefore expression (3.5) applies and
the viscous pressure forces are stabilising whenever the
mass fraction of liquid which vaporises, f, is sufficiently

small :
f<01-02 (3.6)

Otherwise the viscous pressure forces tends to desta-
bilise the interface, as in the classical Saffman-Taylor
instability (Saffman and Taylor 1958).

This result may at first appear surprising, since the
relatively dense liquid is migrating into a region of less
dense vapour; however, whenever, the mass fraction of
liquid which vaporises is of order 0.1-1.0, the mass flux
of vapour is comparable to the mass flux of liquid, and
therefore the speed of the vapour is much greater than
the speed of the liquid. Since the density ratio pi/p, is
greater than the viscosity ratio p/p,, this situation can
then lead to an adverse viscous pressure gradient in the
direction of flow.

For simplicity, let us introduce the dimensionless
parameters
_ kng (3.7)
Hiu
and
= el (3.8)
Hipv

which denote the magnitude of the gravitational and
viscous destabilisation of the interface. (Negative val-
ues correspond to a stabilising effect). If we assume
that p, <« p, as is typically the case, then instability
may be possible, (3.4), whenever

S+F>0 (3.9)

NN

INSTABILITY POSSIB

\\

sl
wn

10 0.0 Q‘.’ \.
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Figure 2 Schematic diagram of the various possible reg-
imes in which a geothermal system may exist. If S+F >
0 then the interface may become unstable.
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This expression identifies six possible stability regimes,
as shown pictorially in figure 2. Two of the most in-
teresting regimes are the cases in which (i) § > 0 and
F < 0,. S+ F < 0, in which case the viscous pressure
force can stabilise a gravitationally unstable situation;
and (ii) S <0 and F > 0, S+ F > 0, in which case the
viscous pressure forces may destabilise a gravitationally
stable interface. Case (i) only develops when a small
fraction of the descending liquid front vaporises, while
case (ii) only develops when a large fraction of an as-
cending liquid front vaporises. Fitzgerald and Woods
(1994) described the simpler system in which ¢ =0 and
hence § = 0; this corresponds to the x-axis of figure 2.

Equation (3.9) provides a simple lower bound on
the condition for instability of the vaporizing interface.
In a more detailed analysis Fitzgerald & Woods (1994)
have shown that in the absence of gravity long wave-
length perturbations to a migrating liquid-vapour inter-
face could be stabilized as a consequence of the com-
pressibility of the vapour. In essence, newly formed
vapour accumulates ahead of the interface, building
up the pressure and suppressing the formation of an
advancing perturbation on the interface. Also, short
wavelength disturbances can be stabilized through the
action of thermal diffusion. As a result, only pertur-
bations of intermediate wavelength are unstable, and
so perturbations of these wavelengths will grow on the
interface.

4 EXPERIMENTS ON INSTABILITY

We have conducted a series of analogue laboratory ex-
periments to examine conditions under which a migrat-
ing liquid-vapour interface becomes unstable. We in-
jected liquid ether into packed beds of pre-heated sand,
and recorded the evolution of the interface. Liquid
ether was injected both-from above and from below
into a perspex vessel, of cross-sectional area 100cm?,
and depth 40cm. The flow regime was recorded by
video, and the mass fraction vaporising was calculated

by comparing the mass supply rate with the observed

rate of ascent of the interface. In the case of injec-
tion from below, from section 3, we expect that the
liquid-vapour interface will remain stable. This is in-
deed the case, as may be seen in the photograph in
figure 3(a). In our analogue experiments, the packed
bed of sand was sufficiently fine-grained that the liquid
and ether remained in thermal equilibrium. Thus, for
a given descent speed and conditions under which the
interface remains planar, the mass fraction vaporising
follows the model of Pruess et al. (1987) and Woods
and Fitzgerald (1993)

(- ¢)PanS(Ts -T;)

f - (1 - ¢)pSCP8(TS - Tb) + d)pl(cpu(Ts - Tb) + L)

(41)
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Figure 3 (a) Photograph of an ascending liquid-vapour
interface. Liquid ether is supplied from below into a
sand layer of approximately 50°C. The photograph
shown was taken from an experiment conducted in a
sand chamber of internal horizontal dimensions 30 cm
by 1 cm. Although heat losses in this particular exper-
iment were considerably greater than those conducted
using the main apparatus described in the text, the
morphology of the ascending interface was essentially
the same in all experiments. The dark zone is the

liquid-saturated region and the lighter zone the vapour-
filled one.

as shown in figure 4, where C, denotes specific heat ca-
pacity, T corresponds to temperature, L the latent heat
of vaporisation, subscript s a property of the sand/rock,
subscripts I and v correspond to properties of the lig-
uid and vapour, and subscripts A and & to conditions in
the hot superheated region and at the boiling temper-
ature respectively. In the figure, we include theoretical
predictions for the mass fraction vaporising in porous
layers of porosity 0.4, 0.45" and 0.5, which represent
bounds for the porosity in our laboratory experiments.
The data were collected from a series of experiments
in which the initial temperature of the sand bed was
varied. The boiling point of ether is ~34° C.

When the liquid ether was injected downwards fr-
om above, the liquid-vapour interface became unstable,
as suggested by the analysis shown in figure 2. The de-
velopment of this instability is shown in the sequence of
experiments in figure 3(b). The instability leads to the
advance of non-linear fingers of liquid into the vapour
zone, thereby significantly changing the vaporisation
process from that predicted by equation (4.1). Indeed,
we found that a broad two phase saturated zone devel-
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ops as the interface descends, in contrast to the sharp
interface which forms with an ascending interface.

Figure 3(b) Sequence of four photographs of a descend-
ing liquid-vapour interface. Liquid ether is supplied
from above into a sand layer of approximately 90° C.
Photographs were taken at times 1, 3, 7 and 11 s af-
ter onset of the experiment. Fingers of liquid ether
are observed to form and grow ahead of the uniformly
liquid-saturated region. The dark zone is the liquid-
saturated region and the lighter zone the vapour-filled
one.

00 T

T T T T ul
- 110

8 4

0 + - 80
teznperature of sand (C)

Figure 4 Mass fraction vaporising f as a function of
sand temperature. Three curves are given representing
the theoretical values for sand porosities of 0.4, 0.45
and 0.5 as indicated on the figure.

5 APPLICATIONS

The results of this analysis identify dynamic situations
in which liquid zones may overlie and migrate into vap-
our-filled regions of rock. Although our model is very
simple, and is based upon a number of simplifying as-
sumptions, it is of interest to examine the consequences
of our model, noting the rather severe restictions upon
its applicability to a heterogeneous fractured reservoir.

For example, 22 years ago, in well SB10 at the
Geysers teservoir, at points deeper than 350 m, the
pressure gradient became significantly less than liquid-
static, where the temperature was about 240°C and
pressure about 30 bar (Truesdell & White 1973; White,
Muffler & Truesdell 1971). Furthermore, below this
point the fluid became more superheated. The well
data of Enedy, Enedy & Maney (1991) and that of
Enedy (1987) suggests that the permeability in the
reservoir lies in the range 107'° —10~¥*m?. Therefore, in
the regions of lowest permeability, the simple analysis of
section 3, combined with the relationship between the
mass fraction vaporising and the injection rate (Woods
and Fitzgerald 1993), predicts that the liquid-vapour
interface would be stable for liquid velocities greater
than about 2 m per year. .

As a result of the net extraction of fluids from the
Geysers reservoir, the pressures within the system have
fallen (Kerr 1991) and values of 10 bar are now mea-
sured in various sections of the field (Enedy et al. 1993).
This has increased the effective superheat of the reser-
voir. As a result, a greater fraction of the liquid may
vaporize at a migrating liquid-vapour interface. For
present conditions at The Geysers, we deduce that ac-
cording to our analysis, a migrating liquid-vapour in-
terface would be stable for liquid velocities greater than

about 2.5 m per year in the regions of lowest perme-
ability.

Conditions in various sections of the Larderello field
in Italy are somewhat hotter. Temperatures of 300°C
at pressures of around 30 bar are observed, (Pruess et
1987b), although we note temperatures as great
as 394° C have been reported for the San Pompeo well
(Truesdell 1991). The permeability variation within the
field derived from well data indicates that values lie
between 1-250x10-1*m? and hence our model predicts a
migrating liquid-vapour interface is stable in the regions
of lowest permeability for liquid velocities greater than
about 0.2 m per year.

al.

6 CONCLUSIONS ‘-

We have developed a simmple model describing how lig-
uid can migrate through a superheated geothermal res-

- ervoir. We have identified that if the liquid velocity is
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too low then the destabilizing force produced by gravity
will exceed the resistance to motion within the liquid
zone and consequently, the interface will become unsta-
ble. We have also identified that if the fraction of liquid
which vaporizes is too high then the pressure gradient
within the vapour region can exceed that in the liquid
zone, thereby leading to instability at the interface. We
have also demonstrated this instability with some ana-
logue laboratory experiments in which large non-linear
fingers develop.
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ABSTRACT

Numerical simulations were carried out
to characterize the behaviors of
fractured reservoirs under production
which causes in-situ boiling. A radial
flow model with a single production
well, and a two-dimensional geothermal
reservoir model with several production
and injection wells were used to study
the two-phase reservoir behavior.. The
behavior can be characterized mainly by

the ‘parameters such as the fracture
spacing @ and matrix permeability.
However, heterogeneous distribution of

the steam saturation in the fracture and
matrix regions brings about another
complicated feature to problems of
fractured two-phase reservoirs.

INTRODUCTION

"MINC" method (Pruess and Narasimhan,
1985) is wusually used for numerical
simulation of fractured reservoirs.
-Pritchett and Garg (1990) 'made a
classification of numerical treatments
for fractured reservoirs, based on a
spherical, zero-dimensional MINC model.
In the classification, the time required
for pressure equilibrium to be reached
between the fracture zone and the matrix
block (T, )y and the time required - for
temperature equilibrium to be reached
due to heat conduction acting alone (i“)
are the basic parameters for choosing a
suitable numerical treatment including
MINC me thod and porous medium
assumption.

If 1, is short enough compared with the
time of interest, the pressures within
the rock matrix is in equilibrium with
fracture zone. In this case, porous
medium assumption can  be used for
numerical treatment.
divided into two cases, one is with high
permeability rock matrix, and the other
is with low permeability rock matrix. In
the former case, 1, 1s short enough
compared with 1, ,so that complete
porous medium assumption can be applied.

In the latter case, 71, is comparable

This case is also .
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assumption.

with or greater than t,,, so the effect
of heat conduction appears depending on
the matrix permeability k, .

If v, 1s greater than the time of
interest, the pressures within the rock
matrix cannot reach to equilibrium with
fracture zone within the time. In this
case, MINC method should be used to
represent transient flow between rock
matrix and fracture zone. In this case,
however, if 1, is short enough compared
with 1, , there is no heat conduction
effect, and models with the same k, /A" (4
is the fracture spacing) behave the same
way .

Using above classification of Pritchett
and Garg(1990), Jjudgement for choosing
numerical me thod can be made

quantitatively, considering the time o,
interest, compressibility (two-phase or
single-phase), rock matrix permeability,
and fracture spacing.

However, in the real geothermal
application, existence of "global flow",
which is not present in the above zero-
dimensional model, makes reservoir
behavior much more complicated. In this
paper, numerical simulation studies to
assess the influence of the global flow
on the behavior of two-phase fractured
reservoirs are discussed.

PRODUCTION INDUCED BOILING IN A RADJAL
FLOW MODEL

Reservoir behavior associated with
production and 1injection has a much
shorter time scale compared with natural
state problems, and sometimes it cannot
be treated: by:. a . "porous medium"
In many geothermal
reservoirs, boiling of fluids occurs in
formations near production wells, due to
production induced pressure decrease.
Two-phase fluid @compressibility is
larger than that of single -phase  fluid
by three orders of magnitude, and it
often makes <t long enough to be

comparable with“t“.




At first, we studied two-phase reservoir
behavior using a radial flow model with
production from a horizontal formation
where fractures are distributed
homogeneously. The parameters of the
model are listed in Table 1. The initial
condition of the reservoir is a
saturated liquid at 300°C. Production
calculations were performed for an
interval of 10 seconds (4 months).

The fluid and heat flow between the
fracture and country rock (matrix), and
within the matrix region is controlled
by the fracture spacing and matrix
permeability. Here, we consider nine
different cases of fractured reservoirs,
by the combination of three different
fracture spacings and three different
matrix ‘permeabilities. "Global"
permeability and porosity for all cases
are the same as those of the reference
"porous medium" case.

Table 2 shows 1, and t1,, for the nine
cases. Within tﬁe calculation time of
10 seconds, all cases H, which have the
highest matrix permeability, and all
cases M, which have an intermediate
matrix permeability, reach to the
pressure equilibrium. On the other hand,
case 10L, which has the lowest matrix
permeability and the largest fracture
spacing, cannot reach to the pressure
equilibrium. For cases H, the heat
conduction effect is slower than the
pressure relaxation. For cases M, they
have the same time scale. And for cases
L, the heat conduction effect comes
faster than the pressure relaxation.

Table 1.

Figure 1 shows numerical representation
of the fractured reservoirs by MINC
method. Numerical blocks which represent
fractures are interconnected, and global
flow can only passes through fracture
blocks. Numerical blocks which represent
matrix regions exchange heat and mass
with the adjacent fracture blocks. The
flow into the interior of matrix region
is expressed by the connection of
separated numerical blocks (shells).

The calculations were performed using
the STAR general-purpose geothermal
reservolr simulator (Pritchett, 1989).
In the "MINC" medium representation on
the sub-grid scale, the STAR simulator
idealizes a "typical" block of matrix as
a sphere, surrounded by a concentric
spherical shell of high-permeability
material representing the fracture zone.
In the present calculations, the matrix
region was subdivided into 6 concentric
spherical shells for numerical purposes
(for explanation of the MINC

representation employed in the STAR
code, see e.g. Pritchett and Garg,
1990).

Figure 2 shows the calculated pressure
change in the well block. The pressure
change of the "porous medium" case,
which is shown as a straight line on the
semi-log plot, represents the "global"
permeability~thickness and storativity
of the reservoir. For the "fractured
reservoir" cases, the calculated results
are largely affected by the matrix
permeability, and also there are some
differences in .the pressure changes

Model parameters used for the numerical simulation of a

production test with in-situ boiling.

RESERVOIR GEOMETRY
Horizontal layer
Numerical blocks:

Thickness

ROCK PROPERTIES
(1) Common properties

(2) well block
Porous medium
Porosity = 0.99 :
Permeability = 10" m

Total porosity =

Porosity of fracture =
INITIAL CONDITIONS
Temperature: 300 °C
Pressure:

PRODUCTION

100 m
divided by distance from the production well.
Distance between the well center and block

r(1)=0.1 m, Ar(i+1)

boundary = r(i);
12,039 m

r(max) = r(40)

Rock graln heat capacity
Rock grain thermal conduct1v1t§ = 2.5 W/m°C
Rock grain density = 2700 kg/m

(3) Reservoir blocks (porous medium or fractured)

Global permeabllity = 10"
Fracture volume ratio to total volume = (.1

8.5927 MPa (saturation pressure for 300°C)

31.416 kg/sec for 10" sec ( about 4 month )

= Ar(i)x1.3,

1000 J/kg°C

1
m

-192-



Table 2. Times (in seconds) required for pressure equilibrium
(r“) and temperature equilibrium (1,,) of the nine
cases for numerical simulation of in-situ boiling.

fracture 1 v1o0 10
spacing (m)
rock
matrix
permeability (md}
(1 H) (3 H) (1 0H)
0. 1 Tee=10"* Tee=10°% Tre=10°¢
Tae=107 The=10° The=107
(1 M) (3 M) (1 0M)
0. 01 Tee=107% Tpe=10F¢ Tpee=107
Tae=107 The=10F¢ The=107
(1 L) (3 L) (10L>
0 001 Tee=10°¢ Tpre=107 Tee=102°%
Tae=10°% The=10°¢ Tae=107

among cases of the same matrix
permeability but of different fracture
spacings.

For cases H, pressure equilibrium time
is short compared with the calculation
time, and the time scale for heat
conduction effect is larger than the
pressure equilibrium time by one order
of magnitude. In these cases, the
results had been expected to be the same
as the "porous reservoir" case on the
basis of the <criterion proposed by
Pritchett and Garg (1990). However, the
calculated results for cases H (Figure
2) are different from the "porous
‘reservoir" result. The pressures of
cases H are larger at each time than the
"porous" model, although the lines of
pressure change are almost parallel to
the "porous" result. This difference
seems to be caused by the existence of
"global" flow which is not present in
the zero-dimensional model.

In order to understand the cause of this
difference, we checked steam saturations
of the fracture and the matrix regions.
At 10" seconds (about one day) from the
beginning of production, the steam

saturation 1in the fracture: of - the.

numerical block next to the well block
is 0.16. At this time, "the steam
saturation of the matrix is 0.65 for
every shell. Although the pressure and
temperature are in equilibrium, large
difference of steam saturations between

-193-

Fig.

numerical blocks for porous medium reservoir

MINC numerical blocks for fractured reservoir

[Cf1- - - fracture block
... rock matrix block

1. Numerical block configurations
for the production test.
Fracture blocks are connected in
the "MINC" model for global flow
representation.
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Pressure transients of the well
block in a production test with
in-situ boiling. Results are
shown for nine different
fractured reservoir cases and
a "porous" reservoir case.

Fig. 2.

the fracture and matrix exists. This is
because the matrix region only supplies
fluid to the fracture and becomes highly
steam saturated, while the fracture gets
fluid from the matrix and also from the

global flow through fractures. These
different steam saturations lead to
different flow conditions through

relative permeability difference.

In our numerical calculation, we used a
X-type relative permeability function
with residual saturations of water and
steam of 0.3 and 0.05 respectively. On
the basis of this function, the relative
permeability of water is 0.77 and that
of steam is 0.12 in the fracture, and
these control global flow condition in
the reservoir. On the other hand, the
steam saturation in the same numerical
block of the "porous medium" reservoir
is 0.23. In this case, the relative
permeabilities of water and steam are
0.67 and 0.19 respectively. Considering
total mass flux for a constant pressure
gradient, the global flow through the
fracture zone will have a larger flux
rate than the "porous medium" reservoir

of the same global permeability. This
higher mobility of cases H makes the
pressure decrease smaller than the

"porous" reservoir.

The pressure of case 10H is a little
lower than cases 1H and 3H at early
times. This is because only case 10H has

W
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not attained pressure equilibrium at
these times.

Pressure decreases of all of cases M and
I. are larger than the "porous" case as
seen in Figure 2. The time constant of
temperature relaxation in the matrix
region is shorter than the pressure time
constant for cases L, and they are
comparable for cases M. At time scales
before reaching pressure equilibrium
between the fracture and matrix, the
temperature is lower in the fracture
than in the matrix under the two-phase
conditions. For cases L and M, rapid
heat conduction takes place in these
short time scales due to short t, . This
facilitates the increase in steam
saturation in the fracture zone, leading
to lower global flow mobility. As a
consequence, the pressure decrease at
the well block becomes larger than the
"porous medium" case.

The time constant ¢, is 10" seconds for
cases 3L and 3M, and 10 seconds for
cases 10% anq 10M. As seen in Figure 2,
after 10 (10 ) seconds of production ,
case 3L (10L), and case 3M (10M) behave
as the same way as case 1L and case 1M
respectively.

The pressure fluctuations of cases 1L
and 3L seen in Figure 2 are caused by
jumps of boiling front over finite
distance corresponding to the size of
numerical blocks, and has no physical

meaning.

As we have mentioned above, the
reservoir behavior with global flow is
more complicated than that without
global flow, mainly because of
heterogeneous distribution of steam
saturation between the fracture and

matrix regions. The present result is
thought to be useful when we analyze the
complicated behaviors of production-
induced boiling in fractured reservoirs.

PRODUCTION FROM A TWO-DIMENSIONAL

GEOTHERMAL. RESERVOIR

In this section, we use a mathematical
reservoir model of one of geothermal

fields in Japan for production
simulation. However, allocations of
production and injection wells,
production rates, and production
conditions including wellhead pressures
used in this paper are all just
hypothetical.

Figure 3 shows the computational grid
blocks of the vertical two-dimensional
reservoir model . (thickness is 500m).
High permeability (100 md) reservoir (A)
is formed along a large fault- zone, and



is covered by a low permeability caprock
(D). Hot water is fed from the deep
conduit (E) into the reservoir, and flow
out through the horizontal conduit (B),
surrounding rocks (C), and a permeable
passage (F) through the caprock to the
surface. In the permeable passage and in
most of the upper part of the reservoir,
a two-phase zone with high steam
saturations 1is developed under the
natural state conditions.

Three hypothetical production wells and
several injection wells are set in the
model as shown in the figure. Production
calculations were done for 30 years.
Constant steam flowrate to produce 10MW
of electricity was assumed. A fixed
separator pressure of 5 bars was used,
and all separated liquid water and small

amount of steam condensate were
reinjected. For the calculations, the
newest version of STAR geothermal
reservoir simulator (Pritchett, 1993)
was used. .

A "porous" medium reservoir model ( Case
P ) and two “"MINC-type fractured
reservoir" models ( Case F30 and F100 )
were applied to the production
calculation, using the same boundary
conditions and geologic structures, and
global permeabilities. The fracture
spacing and matrix permeability are 30m
and 0.001 md respectively in Case F30,
and 100m and 0.01 md respectively in

Case F100. {(The matrix region was
subdivided into 4 shells in both cases.)
The time constant of pressure

equilibrium, T, is about 30 years under
the two-phase conditions for both cases.
Due to the difference of fracture
spacings, they have different time
constants of temperature equilibrium,
1,,.- In Case F30, t, is about 3 years, -
and in Case F100, 1, is about 30 years.

Figure 4 shows the total fluid
production rate of the three cases.
Since the steam flowrate is fixed, the

total fluid production rate (water and
steam) required by the power station
will change with time, and is inversely
correlated with the average produced
fluid enthalpy (the steam saturation in
the blocks of production feedpoints).
Figure 5 shows the steam saturation in
a block centrally located in the
production zone. For the "fractured
reservoir" cases, the steam saturations
of the fracture and the center of matrix
region are both shown. Figure 6 shows
temperature changes of the same
production block for the three cases.
Since, in two-phase flow, fluid
pressures and temperatures lie along the
saturation curve for steam/water
mixtures, the pressure changes of the
production block can be seen from Figure
6.

C F €
D 11
_Il P
: f ol
o 8
o
B .
500m
C E C
0
0 500m

Fig. 3. Computational grid block used in the numerical’éimﬁlafion
of production from a vertical two-dimensional geothermal
reservoir model. Letters A to F represent geologic

formations enclosed by bold lines.

The symbol @

represents production feed points and the symbol O
represents injection feed points.
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Fig. 4. Change in total fluid production rate versus time.

1.0 T 1T 1 1 1 rrrr1rro o017 111 1T 1717 1T 17 1T 7T
- P : Case P (Porous Medium) -
F30-f : Fracture Zone of Case F30
+ F30-m : Matrix Block of Case F30 4
F100-f: Fracture Zone of Case F100
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Fig. 5. Change in steam saturation versus time in the grid block
of the middle elevation production feedpoint.
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Fig. 6. Change in temperature versus time in the same grid block

as Figure 5.
At early times (up to 1-2 years), the different among the three cases
temperature (and pressure) decrease is considered here (Figure 4). It should be
larger for "fractured reservoir" cases noted that rapid decrease in the total
than for "porous medium" case (Figure production rate 1is present at early
6), even though the total production stages for the fractured two-phase
rate 1is lower for the "fractured reservoirs.
reservoir" cases as seen in Figure 4.
This behavior is consistent with the After 1-2 years of .operation,
results for the "radial flow" model low-enthalpy fluid inflow from the
described in the previous section. reinjection zone 1is probably involved

Considering the relationship among t,,
t,, and the time of interest, Case ﬁho

and F100 correspond to Case 3L and 10M

in the previous section respectively.

The same explanation as that described

in the previous section can be applied

to understand the early time behaviors

of the "fractured reservoirs" shown in

Figures 4 to 6. Due to the large t,,, the

pressure in the fracture decreases

faster than the "porous medium" case.

The steam saturation in the fracture

zone rises very quickly due to the rapid

heat conduction effect for Case F30.

This brings about reduction in the
global flow mobility and facilitates the

pressure decrease.

The histories of total fluid production
rate at early times are largely

for "fractured reservoir" cases. The
"cold front" travels faster with
increasing fracture spacing, so the

steam saturation in the fracture does
not show any significant increase for
Case F100 (100 m fracture spacing) as
seen in Figure 5. In Case F30 (30 m
fracture spacing), the influence of the
low-enthalpy fluid starts to appear
about 1.5 years and suppress the steam
saturation in the fracture.
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ABSTRACT

This paper presents a space integrated zero dimen-
sional model that describes the thermodynamic be-
havior of a geothermal fracture undergoing exploita-
tion. The main assumptions involved are: fluid and
energy entering the fracture come from the surround-
ing matrix, fracture of infinite conductivity, and that
the steam and water phases are gravitationally segre-
gated and in thermodynamic equilibrium. The non-
linear equations of mass and energy conservation are
numerically solved. A sensitivity analysis on the main
parameters that affect this problem was carried out.
Wiater recharge is described by a linear infinite aquifer,
and heat flow from the matrix to the fluid was also con-
sidered by means of a linear infinite system. The be-
havior of the system is clearly described for conditions
of exploitation in the steam, in the water, or mixed
completion in both steam and water zones.

INTRODUCTION

The main aim of reservoir engineering is to determine
the optimum exploitation conditions of a reservoir. Cur-
rently mathematical modeling plays a very important
role in accomplishing this task. In a general sense these
models consists of a set of nonlinear partial differential
equations, relating the conservation of mass and en-
ergy. The use of reservoirbsimuIaAtion".wouId, allow the
consideration of all production schémes_ considered as
viable; thus, after proper economic analysis the opti-
mum exploitation procedure for the reservoir can be
determined.

Historically there have been two types of models used
to predict the behavior of a reservoir; the zero dimen-
sional models (ZDM) and the distributed parameters
models (DPM). Zero dimensional models consider that
rock and fluid properties are uniform and independent
of the position in the reservoir. Two approaches for
the consideration of these ZDM models have been pre-
sented in the literature. The first uses the classical
visualization of the integrated material balance equa-
tion (Shilthius, 1936; Craft and Hawkins, 1959; Whit-
ing and Ramey, 1969; Brigham and Morrow, 1977;
Brigham and Neri, 1980; Grant, 1977; Sorey and Frad-
kin, 1979; Castanier et al., 1980). The second ap-
proach uses a space integrated version of the partial dif-
ferential equations of the distributed parameters mod-
els. These type of models have been previously de-
scribed in the petroleum engineering literature (Muskat,
1945; Raghavan, 1994). In the application of these
models to geothermal reservoir engineering, time is the
independent variable and the model is composed of or-
dinary differential equations for the mass conservation
of vapor and water, and for energy conservation.

The complex distributed parameters models (Brownell
et al.,, 1977; Garg et al., 1975; Garg and Pritchet, 1977;
Faust and Mercer, 1979,a,b; Pruess 1983, 1987, 1988)
consider the spatial and time distribution of the forma-
tion and fluid properties. The equations for the con-
servation of mass and energy are discretized in space
and time and are numerically solved.

The purpose of this paper is to present a space inte-
grated zero dimensional model (SIZDM), for the de-

_ scription of the thermodynamic behavior of a geother-
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mal fracture undergoing exploitation. The main as-
sumptions involved are: recharge fluid enters the frac-
ture through the original liquid level, energy entering
the fracture comes from the surrounding matrix, frac-
ture of infinite conductivity, and that the vapor and
water phases are gravitationally segregated and in ther-
modynamic equilibrium.




MATHEMATICAL MODEL

We consider an infinite conductivity geothermal frac-
ture (ICGF), with gravity segregated steam and water
in thermodynamic equilibrium, as shown in Fig. 1. -Ap-
plying the principles of mass and energy balances we
obtain the following set of differential equations:

Mass conservation:

d
¢bea(szl +p(z — &) = w,. — 1)

Wyp — Wep

The water recharge w, term in Eq. 1 represents the
natural recharge to the fracture, which can be ex-
pressed through the convolution integral given by Eq.
2:

w, = /0’ ai;fﬂwl(t —7)dr 2)

In Eq. 2 w; represents the influence function for the
recharge system, or in other words is a unit pressure
drop water recharge response. Considering a linear
‘recharge system, the influence function is given by Eq.
3 (Miller, 1962; Nabor and Barham, 1964):

/ k
w1 = QpPrbzy g Ciy) ———
1= &P 1,t=0 Ct Tl

Energy conservation:

(3)

d

(1-
¢begt‘(

¢
—(ﬁprSRCSRZtT + PulUyZ] + psus(zt - Zl))

- wrhr - wwph'w - wsph’s + q (4)
Eq. 4 assumes that within the fracture thermodynamic
equilibrium prevails between the steam, water, and the

rock.

Similary to the previous discussion on recharge mass
flow, the heat rate toward the fracture g can be ex-
pressed by Eq. 5:
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.= /Of OAT (1)

5 q(t—7)dr

(5)
Considering that this rate comes through the two frac-
ture faces, under linear flow conditions, the heat influ-
ence function is given by Eq. 6 (Carslaw and Jaeger,
1959).

PRCRKR
@ =2z Ly ——— (6)
t
steam production water production
- A
steam
liquid
recharge

Fig. 1. Infinite conductivity geothermal fracture (ICGF).

NUMERICAL SOLUTION

The nonlinear system of equations given by expressions
1 and 4 was solved through an iterative numerical pro-
cedure, briefly described as follows:

1. The fracture temperature in an unknown integra-
tion At time step decreases in AT =T, — T;_4,
where i refers to the time level. Thus, in accor-
dance to this consideration, the thermodynamic
properties of the steam and water phases at sat-
uration conditions can be determined. It is con-
sidered that T and p, are the temperature and
pressure of the fracture at initial conditions.



2. Egs. 1 and 4 are discretized on time and solved

for the unknowns liquid level zf; and the time
step At¥, where k is the iteration level.

(1)

amzfi — b Ath = ¢,

aczf; — b At =c,

(8)

The coefficient in these Eqs. 7 and 8 are defined

by the following expressions:

Ay, = Pwi ~ Psiis

Qe = PyiUwi — Psillsis

b = —(Wup + wsp) / S5bL;

be = ~(Waphay + Wsphs)/ ;0L

cm = {Pwi-1 — Psim1)Zli-1 + (Psi-1 — Psi)z +

w, At /¢ bL;

Ce = (Pui-1Uui-1 = Psi-1Usio1)Zli-1F

(1-¢y)
b5

AT + (woh, + Q)AtF /¢ :bL;

where k,, and h; are the average enthalpies within

a time step for the water and steam phases, re-
spectively.

(Psi—1Usi1 — Psills;i) 2 + PsRZCsR!

The water recharge w, and the heat rate towards
the fracture g, can be evaluated following the dis-
cretization procedure of the convolution integrals
presented by Eqs. 9 and 10:

J=i
w,.(ti) = ZAPJ . 'LU](AI(,{'C + ti—l — t]‘_l)

j=1

(9)

j=i
q(ti) = Z AT’] . ql(Atf + ti*] — tj—l) (10)

i=1

. Once the following convergence criteria are met

|AtF — AtFH < Tol, and

|zl]‘Z - zl";1| < Tol.

The new time level ¢; is calculated through Eq.
11:

t; =ty + AtF (11)

Next the control returns to step 1 of this algo-
rithm and a new time step calculation is started.
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After the second time step (i > 3) the convergence of
the algorithm can be speeded up taking into account
the results of the two previous time steps. Thus, Eq.
12 can be used for the At evaluation at the first iter-
ation level (k = 0)

o1 — 2

A0 = ( ) (tion — tia) (12)

ti—? - tie.'i

The following criteria were taken for the production of
water and/or steam from the fracture:

1. The turbine admission steam rate ws qdm, IS CON-
sidered to be equal to the steam mass production
ws, from the fracture steam zone:

(13)

Wsp = Ws adm

2. Fluid production from the water zone w,, oc-
curs under isoenthalpic conditions, resulting in
a mixture (water and steam) enthalpy at vapor
pressure turbine admission p; 44, being equal to
that of water at fracture pressure (or tempera-
ture) conditions h,,. Under this assumption the
mixture quality at the surface can be expressed
as follows:

hw_hwa,dm
T = ——

(14)
hfg adm

where h,, .4m is the water specific enthalpy at

turbine admission steam pressure, and gy oy 1S

the latent heat of vaporization.

This study considers a constant turbine admis-
sion steam mass rate, W q4m; thus the water
mass production from the fracture can be ex-
pressed by Eq. 15:

(15)

Wryp = Ws adm/:l:

3. For the case of simultaneous mass production
from the steam and water zones through a single
well, Eqs. 16 and 17 express the steam w,, and
water production w,,:

(16)

'wsp == fsws adm

Ws gdm — W
Wap = fu ZHEE)

(17)

where f, and f, are the liner length fractions
in contact with the steam and water phases, re-
spectively.




PRODUCTION CONDITIONS

It is important to keep in mind that the results of this
study to be next presented, were obtained consider-
ing a simplified visualization of the system geother-
mal fracture-recharge-matrix heat source, previously
described in relation to Fig. 1.

Table 1 presents the basic data used for the numerical
modeling of the ICGF system of this work. As it has
been stated, the production conditions considered are
of constant turbine admission steam mass rate w; ,gm,
fixed for our forthcoming results at 1 kg/s. The simu-
lations to be discussed are grouped in accordance to the
three main physical possibilities that can be present in
the field, when dealing with a gas cap reservoir (Grant
and Glover, 1984), Fig. 1:

1. Production from the water zone.
2. Production from the steam zone.

3. Mixed production from both zones.

DISCUSSION OF RESULTS

With regard to case 1 for conditions of the well pro-
ducing from the steam zone, results are presented in
Figs. 2-5. Fig. 2 shows the temperature and pressure
variation versus time, observing a decrease of approxi-
mately 9.5 °C for a production time of 1300 days. At
this time the water level in the fracture reduced to zero,
as indicated in Fig. 3. Fig. 4 presents the variation
of the recharge mass flow to the fracture versus time;
it can be observed that in spite of the high aquifer
permeability of 50 Darcys, recharge rates are low in
relation to total mass production, in the order of 10
percent. Fig. 5 indicates that the main providing mass
source to the steam cap is the evaporation of the water
zone, ocurring at its contact with the steam, Fig. 1,
with an approximately constant 80 percent of the total
production during the considered exploitation period.
This finding explains the linear decrease versus time of
the water level shown in Fig. 3.

Figs. 6-8 present the results obtained for producing
conditions in the water zone. it can be noticed that the
producing life of the fracture is substantially reduced,
to 215 days. This is due to the fact that a greater mass
production from the fracture is needed to provide the
specified turbine admission rate of 1 kg/s.

-202-

Figs. 9 and 10 show the fracture behavior correspond-
ing to case 3 of mixed production from the steam cap
and water zone, through a liner open between the 350-
400 m fracture height. These graphycal results clearly
show two different behaviors of the ICGF, that occur
at short and large production times, which correspond
to previously discussed cases 1 and 2 with regard to
Figs. 2-5 and 6-8, respectively.

Sensitivity studies were also carried out for some of
the main parameters that enter into the equations that
describe this flow problem. For instance, with regard
to the aquifer permeability the values considered were
50,100 and 500 Darcys, resulting in temperature vari-
ations essentially coincident. The effect of the thermal
conductivity of the matrix surrounding the fracture is
presented in Fig. 11, for values of this parameter of
0.0005, 0.0010 and 0.0020 W/m °C. It can be noticed
that its effect is very important, and as expected, in-
creasing the thermal conductivity results in grater heat
rates and smaller temperature drops.

One point that deserves discussion is that related to
the importance of the steam cap expansion in the ther-
modynamic behavior of a fracture undergoing exploita-
tion. This significance can be observed when compar-
ing the temperature and pressure behavior versus time
for cases 1 and 2, shown in Figs. 2 and 6, observing in
the latter results corresponding to production from the
liquid zone, a minimum pressure drop due to the high
compressibility of steam, that contributes significantly
to the pressure support of the system.

TABLE 1. PARAMETERS USED IN THE

SIMULATION.
u:racture:
2z, (m) 700
L, (m) 900
b, (m) 03
unitial conditions: }
T, (°C) 250
2, (m) 500
| Rock: |
Pr = psr. (kg/m?*) 2650
ek = con, (RJ/kg°C) 1
Kr = ksp, (W/m °C)  0.001
EAquifer:
T., (°C) 250
9.() 0.20
k, (Darcy) 50
¢, (1/Pa) 1.2e9
u)roduction:
Wy aam, (kg/s) 1
Ps adm (]\-[P(l) 0.8




CONCLUSIONS

The main purpose of this paper has been to present re-
sults obtained from a numerical solution to a space in-
tegrated zero dimensional model (SIZDM), for the de-
scription of the thermodynamic behavior of a geother-
mal fracture undergoing exploitation. The motivation
of this work came after identifying the need for a better
understanding of the behavior of wells producing from
main fractures, in geothermal reservoirs.

From the results of this study, the following conclusions
can be made:

1. A SIZDM is presented for the thermodynamic
behavior description of a geothermal fracture.

2. The nonlinear equations of mass and energy con-
servation were numerically solved.

3. The system’s behavior is described for exploita-
tion conditions in the steam, in the water, or in
both zones.

4. The main providing mass source to the steam
cap is the evaporation of the water zone.

5. For producing conditions in the water zone the
producing life of the fracture is substantially re-
duced.

6. The effect of the matrix thermal conductivity on
the heat rates is very important.

7. The steam cap expansion has a great significance
in the thermodynamic behavior of a fracture.

NOMENCLATURE

b = fracture thickness (m)
¢ = specific heat (J/kg °C)

¢, = aquifer total compressibility (1/Pa)
L = length of fracture (m)

h = specific enthalpy (J/kg)

h = average specific enthalpy (J/kg)

k = permeability (m?)

x = thermal conductivity (W/m °C)
p = pressure (Pa)

g = heat rate toward the fracture (J/s)
q1 = influence function (J/s °C)

t = time (s)

T = temperature ( °C)
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u = specific internal energy (J/kg)

z = mixture quality (fraction)

7z = liquid level refered to the fracture base (m)
z; = fracture height (m)

213—0= height of the initial steam-water level (m)
w = production (kg/s)

w; = influence function (kg/sPa)

At = time step (s)

Ap = pressure drop (= p; — p;_1) (M Pa)
AT = temperature drop (=T; —Ti-1) (°C)
p = density (kg/m?)

¢ = porosity (fraction)

Subscripts:

adm= turbine admission

f = fracture

i = time level

{ = liquid

p = production

r = recharge

R = rock

s = steam

sR = solids in the fracture

w = water

1 = influence function
superscripts:

k = iteration level
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Donald Brdwn and Robert DuTeau

Los Alamos National Laboratory
Earth and Environmental Sciences Division
Los Alamos, New Mexico 87545

ABSTRACT

Field measurements and modeling have shown the potential for
using a Hot Dry Rock (HDR) geothermal reservoir for electric
load following: either with Power-Peaking from a base-load
operating condition, or for Pumped Storage of off-peak electric
energy with a very significant thermal augmentation of the stored
mechanical energy during periods of power production. For the
base-load with power-peaking mode of operation, an HDR
reservoir appears capable of producing over twice its nominal
power output for short -- 2 to 4 hour -- periods of time. In this
mode of operation, the reservoir normally would be produced
under a high-backpressure condition with the HDR reservoir
region near the production well highly inflated. Upon demand,
the production backpressure would be sharply reduced, surging
the production flow.

Alternatively, for Pumped Storage, the reservoir would be
operated in a cyclic mode, with production shut-in during off-
peak hours. When the produced thermal energy of such a
pumped-storage system is considered, an HDR reservoir would
be capable of returning considerably more energy to the surface
during the production phase than would have been consumed in
inflating the reservoir during the off-peak storage phase.
Pumped Storage reservoir operation was actually demonstrated
experimentally during a brief series of cyclic reservoir tests at the
end of the Long-Term Flow Test (LTFT) of the HDR reservoir
at Fenton Hill, NM in May 1993.

The analytical tool used in these investigations has been the
transient finite element model of the an HDR reservoir called
GEOCRACK, which is being developed by Professor Dan
Swenson and his students at Kansas State University. This
discrete-element representation of a jointed rock mass has
recently been validated for transient operations 'using the set of
cyclic reservoir operating data obtained at the end of the LTFT.

INTRODUCTION

The subjects of Power Peaking and Pumped Storage Energy
Production, which would offer electric utilities flexibility in load
management when using engineered Hot Dry Rock (HDR)
geothermal systems, are very timely as concerns the commercial-
ization of HDR geothermal technology.. This is-because one or
the other of these load following concepts may provide an initial

“niche” market application which would allow HDR geothermal
energy to become economically competitive earlier in the
commercial demonstration phase, before .HDR tcchnology
would have had sufficient time for the anticipated engineering
refinements that will be necessary to make HDR power
generation an accepted option in the presently very competitive
electric power marketplace. In both of these applications, one
would use the large fluid capacitance of a highly pressurized
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HDR reservoir to store and then rapidly produce energy. The
resulting flexibility offered by these engineered HDR systems
may be the ultimate key to the development of HDR geothermal
energy as a commercial reality.

The first concept is that of on-demand power peaking using an
HDR geothermal system. In this concept, the HDR reservoir
would be continuously produced in a high-backpressure base-
load operating mode with the ability -- and flexibility -- to almost
instantaneously double the power output by dropping the
production backpressure to a much lower level. In practice, this
might be accomplished by reducing the backpressure from a
base-load level of 3000 psi to 700 psi in less than a minute,
effecting a very significant increase in the production flow rate,
as well as an increase in the produced geofluid temperature, as
the inflated portion of the reservoir surrounding the production
wellbore is rapidly vented.

The second concept is that of using an HDR reservoir for
pumped storage and power peaking as follows: The reservoir
would be shut-in and pressurized with an electrically driven
pump during off-peak hours, inflating the reservoir with fluid
and storing mechanical energy through the elastic compression
of the rock comprising the HDR reservoir region. Then, the
reservoir would be partially vented during the subsequent period
of peak power demand, returning the previously stored
mechanical energy in the form of a much larger amount of
thermal energy.. This augmented energy production, with the
mechanical energy being returned as thermal energy, obviously
results from the increase in the enthalpy of the injected fluid as
heat is extracted from the HDR reservoir during the storage
phase of the cycle. This recovered thermal energy, during the
production phase of the cycle, would then be converted to
electrical energy in a conventional geothermal power plant.

In this ¢ pumpcd-storage mode’ of operation, an HDR reservoir
is capable of returning to the surface significantly more thermal
energy than was stored as mechanical energy during the hours of
off-peak pressurization. This behavior is not unlike that of a
heat pump, which is capable of providing several times its
electric power input as space heat during winter months.

This study represents only a first analysis of these two HDR
load-following concepts. A more definitive study must await a
comprehensive experimental data set supported by further
numerical modchng The presently available data is from a 3-
day sequence of cyclic flow experiments performed in May
1993, at the end of the Long-Term Flow Test (LTFT) of the
Fenton Hill HDR reservoir. The modeling results presented
here will allow us to better define and plan the sequence of HDR
production flow experiments planned for the summer of 1995.




ADVANTAGES AND DISADVANTAGES OF THESE
TWO METHODS OF LOAD FOLLOWING

Advantages of operating an HDR system in a high-backpressure
base-load mode with the option of power peaking:

o This mode of operation would add significantly to the
flexibility of an HDR-based geothermal power plant.

 The revenue potential would be increased due to the doubling
of the power output during periods of peak demand and the
premium price paid for peaking power.

* Injection pumping costs during high-backpressure base-load
operation would be reduced because elevated production
pressures would, with proper surface-system design,
significantly reduce the pumping power required for any given
injection pressure.

Disadvantages:

» The base-laad power production at a backpressure of 3000 psi
would be only about 60% of that at 1400 psi.

* Production welthead equipment would be subjected to marked
pressure fluctuations.

* A more complicated power plant design would be required,
with more injection pumping capacity and with attendant
increased capital costs to accommodate the doubling of the
production thermal power output during the relatively short
periods of enhanced production.

Advantages of Cyclic Reservoir Operation Associated with
Pumped Storage:

* During the production portion of the cycle, significantly more
power would be generated than during comparable base-load
operation, partially compensating for the reduced period of
power production. :

¢ Heat removal from the less-fluid-accessible portions of the
reservoir volume would be enhanced.

* Cyclic operation would reduce the tendency for reservoir flow
short-circuiting.

Disadvantages:

* This method of operation could adversely affect power plant
and wellhead equipment due to pressure and temperature
fluctuations.

* The capital investment in the power plant, wells and reservoir
would be underutilized. However, enhanced reservoir power
production and peaking-power revenue would at least partially
compensate for lost revenue duing shut-in periods.

* Borehole heat losses would be accentuated since the
production well(s) would be shut-in for up to 16 hours per day.
This would have the effect of markedly reducing the surface
production temperature for the first few hours of each produc-
tion interval, as discussed later. An insulated production tubing
string would reduce these heat losses, but at an added cost.

¢ To best utilize the pumped-storage aspect of this mode of
operation, it would be most advantageous if the reservoir were
produced open-loop, with the fluid stored above ground for later
reinjection. However, this would add to the overall capital costs
and would result in the evolution of some of the gas dissolved in
the geofluid and the precipitation of minerals during the time of
storage.

MODEL REPLICATION OF EXPERIMENTAL
CYCLIC RESERVOIR PERFORMANCE

The GEOCRACK model was first validated against the cyclic
reservoir performance measured near the the end of the Long
Term Flow Test in May 1993. The injection and production
pressure profiles for these three cycles are shown in Figure 1
while the corresponding injection and production flow rates are
shown in Figure 2. It should be noted that because freezing
nighttime temperatures were still anticipated at Fenton Hill
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Figure 1. Injection and Production Pressure Profiles During
the 3-Day Cyclic Flow Experiment in Early May, 1993.
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Figure 2. Injection and Production Flow Rate Profiles During
the 3-Day Cyclic Flow Experiment.

during May, a small (about 25 gpm) production flow was
maintained during each 16-hour overnight production “shut-in”

- to prevent damage to the air-cooled heat exchanger.

Analysis efforts were concentrated on the second cycle which
began the morning of May 5 (at the first sharp drop in
production backpressure) because this cycle contained all the
necessary components for an adequate model validation:

» Two unique levels of production backpressure during
the 8-hour production interval: 1800 psi and 500 psi,

‘s A 16-hour period of reservoir inflation while the
production well was nearly shut-in and,

* A near-constant injection pressure of 3900 psi.

As shown in Figure 2, the most significant feature regarding
production enhancement is that the average flow rate during the
second 8-hour production interval was about 145 gpm. This
flow rate is about 60% greater than the previous steady-state
production flow rate of 90 gpm measured two weeks earlier at
the end of the second phase of the Long-Term Flow Test
(Brown, 1994a).
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Figure 3 shows the production temperature variation during
these three one-day cycles. The initial production temperature of
only 107°C (225°F) at the beginning of the first 8-hour produc-
tion interval shows the significant cooling effect resulting from
having shut-in production for the previous 13 days. At the
beginning of the next two intervals, the geofluid production
temperature is still depressed, but not as much as for the first
cycle. For the second and third cycles, the initial geofluid
temperature was in the range of 130°C (260 to 270°F) compared
to the 184°C (363°F) geofluid production temperature near the
end of the second phase of the LTFT in April 1993 (Brown,
1994a). These temperatures clearly show the effects of wellbore
cooling during the preceding 16-hour shut-ins. This reduced
geofluid temperature for the first 3 to 4 hours of each production
interval points up an obvious disadvantage with this mode of
reservoir operation which, however, could be mitigated by using
an insulated production tubing string.
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Figure 3. Production Temperature Variation During the 3-Day
Cyclic Flow Experiment.

MODELING RESULTS
Replication of Actual Cyclic Reservoir Behavior

The behavior of the Phase II HDR reservoir during transient
operations has been modeled with the finite-element coupled
fluid-flow and deformation portion of the GEOCRACK model.
In particular, the reservoir behavior during the second 24-hour
cycle shown in Figures 1 and 2 (from 08:00 on May 5 through
08:00 on May 6) has been simulated with GEOCRACK. As
shown in these two figures, there were essentially two phases to
this second cycle which can be represented as follows: A two-
stage high-rate production interval starting at 08:00 on May 5
and Jasting 8 hours, followed by a low-production/very-high-
backpressure phase lasting 16 hours.

The model input parameters and results for the simulation of the
second cycle are shown in Figure 4. It should be noted that the
initial half-day “lead-in” period shown in this figure was used to
establish the array of converged steady-state solutions through-
out the reservoir region before the sharp transient drop in the
production backpressure at 0.5 days. For the entire period
modeled, a constant injection pressure of 3700 psi (25.5 MPa)
and the time-varying production backpressure profile shown in
Figure 4 were used as model inputs. For the 8-hour high-
production phase, two stepwise decreases in the production
backpressure, from an initial value of 3500 psi (24.2 MPa),
were specified: first to 1800 psi (12.5 MPa) for 3 hours and
then to 500 psi (3.5 MPa) for the next 5 hours. For the
subsequent 16-hour phase of this cycle, a very rapid increase in
the production backpressure from 500 psi to 2980 psi (20.5
MPa) was specified, followed by a much more gradual approach
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to a near-constant backpressure of 3500 psi (24.2 MPa) by the
end of 16 hours.

Figure 4 also presents the principal outputs from the model
simulation of the cyclic behavior of the reservoir for an 8-hour
high-production-rate phase followed by a 16-hour near shut-in
phase -- the temporal variation of the production flow including
a constant production flow rate of 25 gpm for the second 16-
hour phase. When compared to the measured production flow
behavior during the second cycle as shown in Figure 2, the high
degree of replication by the GEOCRACK model is evident.
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Figure 4. Modeling Results for the Second Cycle of the
Cyclic Flow Experiment.

CYCLIC RESERVOIR OPERATION ASSOCIATED
WITH POSITIVE-GAIN PUMPED STORAGE

The actual behavior of the Fenton Hill reservoir under an 8-hour
on and 16-hour off mode of cyclic production has already been
experimentally determined. This behavior is best represented by
the second production cycle starting May 5, 1993 as discussed
above. During continuous commercial operation of such an
HDR load-following system, it would be anticipated that a very
similar approach would be taken: a high production rate during
daytime hours followed by a near shut-in condition during off-
peak hours. To minimize the effects of thermal transients on the
production piping and to prevent freezing during winter
operations, it would be anticipated that a modest production flow
would be maintained during the “shut-in” periods, as was used
at Fenton Hill. Thus, the measured behavior as shown in
Figures 1, 2, and 3 as well as the modeling results shown in
Figure 4 can be used to better understand cyclic HDR system
operation associated with a positive-gain pumped storage mode
of reservoir operation.

A first observation is that the amount of mechanical energy
stored during 16 hours of reservoir inflation is small compared
to the electrical energy generated during the 8 hours of high-
production flow. For-a combined 2-well injection rate of 272
gpm at 5200 psi (Brown, 1994b), only 10 MW-hours of
mechanical energy would be stored during the 16-hour reservoir
inflation (shut-in) phase. During the 8-hour production phase,




however, up to 40 MW-hours of electrical energy could be
produced, representing a net gain of a factor of 4 over the stored
mechanical energy. This number was derived as follows from
the previously reported 20 MW(th) potential power output from
the Fenton Hill Reservoir when using a 2-production-well
system (Brown, 1994b):

Average production flow enhancement for 8 hours = 1.6 (145
gpm/90 gpm)

Peaking power production = 1.6 x 20 = 32 MW(th)

Using a net 16% power conversion efficiency for a geofluid
production temperature of about 210°C (410°F), and with no
injection pumping losses, the peaking electrical power genera-
tion would be about 5 MW for 8 hours, or 40 MW-hours of
electrical energy -- 4 times the stored mechanical energy.

A second observation is that if the Fenton Hill reservoir were to
be operated in this load-following mode for 8 hours a day, one
would need to sell this peaking power for at least twice the base-
load rate to produce the same revenue as continuous base-load
operation (assuming other plant costs were comparable). -

However, the absence of flow short-circuiting, the enhanced
thermal recovery from the entire reservoir region, and the fact
that the reservoir would experience only half the draw-down (or,
conversely, twice the lifetime) when compared to base-load
operation may add to the desirability of this cyclic mode of
Teservoir operation.

Operation in a High-Backpressure Base-Load Mode with the
Capability for Power Peaking

Operation of the Fenton Hill reservoir in a high-backpressure
base-load mode of operation, with periodic flow surging to
approximate the system response to a peaking power demand,
has also been simulated with the GEOCRACK model. Steady-
state reservoir operating conditions as measured during the
LTFT and the two higher backpressure portions of the Interim
Flow Test (Brown, 1994a) were used to determine reservoir
flow parameters and boundary conditions. However, the model
had to be adjusted in the far-field region to account for the
significantly larger capacitance of the Phase II reservoir than had
previously been replicated by the GEOCRACK model. The
simulations were performed as if the HDR system were being
operated in flow control, with the backpressure being continu-
ously adjusted to produce a constant elevated flow rate during
periods of peak power demand. These periods of enhanced
power production were assumed to be for either 4 or 8 hours
each day.

Figure 5 shows the predicted behavior of the Fenton Hill HDR
system operated in a high-backpressure mode, with 4-hour
power surges each day produced by significantly reducing the
production backpressure from a 3000 psi baseline level. This
figure shows the specified production flow parameters: 63.5
gpm (4 V/s) for 20 hours and then 127 gpm (8 I/s) for the next 4
hours. Using a flow control system to produce a constant
power output by controlling the production backpressure, the
base-load flow rate was easily doubled during the 4-hour period
of peak power demand. It should be noted that since the
production backpressure only dropped to 1820 psi (12.5 MPa)
during this period of enhanced power production, the overall
system performance could be further improved in either of two
ways: By reducing the backpressure level during base-load
operation, the base-load power output could be increased and the
“minimum backpressure would still not drop below the desired
500 to 700 psi level during the period of flow surging.
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Alternatively, the production flow rate could be increased by
more than a factor of 2 during peaking opérations, increasing the
power output and still not dropping below the 500 psi back-
pressure limit after 4 hours of enhanced production.
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Figure 5. Simulated Reservoir Behavior for High-Backpressure
Base-Load Operation with 4 Hours of Low-Pressure Production
Every 24 Hours.

Figure 6 presents the results from simulating a similar peaking-
power mode of reservoir operation, but with an 8-hour high-rate
production interval rather that the 4-hour period discussed
above. In order to produce the same level of enhanced power
production for 8 hours instead of 4 hours, it was necessary to
increase the mean injection pressure by 300 psi, to 4250 psi
(29.3 MPa). As a consequence, the base-load production flow
rate increased from 63.4 gpm (4 I/s) to 85.6 gpm (5.4 1/s),
resulting in only a 48% gain in power during the period of
enhanced power production, but now from a considerably
higher initial power level. '
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Figure 6. Simulated Reservoir Behavior for High-Backpressure
Base-Load Operation with 8 Hours of Low-Pressure Production
Every 24 Hours.



Hopefully, questions regarding how best to operate an HDR
reservoir in a base-load mode with extended power surges will
be answered experimentally during the reservoir flow testing
planned for the summer of 1995.

DISCUSSION AND CONCLUSIONS

These preliminary experimental and modeling results suggest
that load-following methods of HDR reservoir operation could
be very attractive from a commercial power-production
standpoint.

The HDR load-following concept which maintains the system in
a high-backpressure base-load operating condition except for
periods of peak demand, when the reservoir is produced in a
rapid venting mode with at least twice the power output for 4-
hour intervals, appears to offer the most attractive method of
load following.

However, positive-gain pumped storage using an HDR reservoir
appears to offer several advantages over conventional pumped
storage concepts now being used by the electric utility industry
-- the principal one being an energy output several times greater
than the off-peak energy storage.

As now planned, the initial results obtained from this study will
be confirmed during the summer of 1995 when a sequence of
cyclic flow tests will be performed in association with additional
numerical modeling using a model with a more detailed
representation of the jointed rock region in the vicinity of the
production wellbore. This region of the model is the most
important for modeling cyclic reservoir production, since a
significant fraction of the produced fluid will have been stored in
the pressure-dilated region within 100 m or so of the production
wellbore prior to each low-backpressure production interval.
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