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PREFACE

The Seventeenth Workshop on Geothermal Reservoir Engineering was held at
Stanford University on January 29-31, 1992. There were one hundred sixteen registered
participants which equaled the attendance last year. Participants were from seven foreign
countries: Italy, Japan, United Kingdom, France, Belgium, Mexico and New Zealand.
Performance of many geothermal fields outside the United States was described in the
papers.

The Workshop Banquet Speaker was Dr. Raffaele Cataldi. Dr. Cataldi gave a talk
on the highlights of his geothermal career. The Stanford Geothermal Program Reservoir
Engineering Award for Excellence in Development of Geothermal Energy was awarded
to Dr. Cataldi. Dr. Frank Miller presented the award at the banquet.

Thirty-eight papers were presented at the Workshop with two papers submitted
for publication only. Dr. Roland Horne opened the meeting and the key note speaker
was J.E. "Ted" Mock who discussed the DOE Geothermal R. & D. Program. The talk
focused on aiding long-term, cost effective private resource development.

Technical papers were organized in twelve sessions concerning: geochemistry, hot
dry rock, injection, geysers, modelling, and reservoir mechanics. Session chairmen were
major contributors to the program and we thank: Sabodh Garg, Jim Lovekin, Jim Combs,
Ben Barker, Marcelo Lippmann, Glenn Horton, Steve Enedy, and John Counsil.

The Workshop was organized by the Stanford Geothermal Program faculty, staff,
and graduate students. We wish to thank Pat Ota, Ted Sumida, and Terri A. Ramey who
also produces the Proceedings Volumes for publication. We owe a great deal of thanks to
our students who operate audiovisual equipment and to Francois Groff who coordinated
the meeting arrangements for the Workshop.

Henry J. Ramey, Jr.
Roland N. Horne
Frank G. Miller
Paul Kruger
William E. Brigham
Jean W. Cook

-vii-
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DOE GEOTHERMAL R&D PROGRAM FOCUSED ON FACILITATING
LONG-TERM, COST-EFFECTIVE PRIVATE RESOURCE DEVELOPMENT

John E. Mock, Director

Geothermal Division
U.S. Department of Energy

ABSTRACT

Analyses conducted in support of the National
Energy Strategy projected that as much as 22,000
megawatts of cost-effective, moderate-temperature
geothermal energy are available to the U.S. over the
long-term, or to the year 2030. Thus, the primary
hydrothermal technology research goal of the
Department’s Geothermal Division is to facilitate the
ability of the private sector to exploit competitively
this large source of energy up to that capacity level
or greater. The primary mechanism for
implementing this goal is an R&D core program
cost-shared with industry focused on major cost-
sensitive technology areas: exploration technology,
reservoir engineering and management, and drilling.

The NES analyses also indicated that electricity
generated with energy derived from hot dry rock
could be a geographically dispersed, logical follow-
on to hydrothermal electricity in the longer term. In
order to demonstrate whether energy at useful
temperatures can be extracted over extended periods
at competitive energy prices, a long-term flow test of
an experimental HDR system will be conducted.

This paper describes DOE’s current participation in
R&D activities leading to the development of
"cutting edge" technology that will serve the
geothermal industry’s interest well into the next
century.

INTRODUCTION

National market-analysis models developed in
support of the National Energy Strategy show that
when reasonable assumptions are made about the
characteristics of U.S. geothermal resources and
technology, continued markets for, and economic
benefits from, can be projected for geothermal
energy. In a scenario which assumes continuation of
today’s national energy policy, the NES projects that
22,100 (net summer capacity) of hydrothermal
electric capacity will be in use in 2030. To derive
this projection, my staff and the Meridian
Corporation developed special simulators using
existing resource and cost data, including projected
mid- and long-term effects of research on technology

cost-effectiveness. The quantitative research
objectives of the DOE geothermal R&D program
were used as a basis for technology improvement up
to 2010, after which a more optimistic
"breakthroughs”scenario for technology improvement
was applied. The resulting cost-supply curves for
hydrothermal electricity were then used in the
primary NES economics model, FOSSIL-2, which
competes most energy supply technologies against
incremental demands to the year 2030.

For hot dry rock, the DOE/Meridian economic
supply model indicated that if 10 percent of the
moderate-to-high thermal gradient area of the U.S.
could be used for HDR applications, the technically
feasible potential would be about 19,000 GWe for 20
years with about 3,800 GWe occurring at
economically attractive sites. In 1990, the 3,800
GWe could have had an average break-even price of
just over 8¢/kWh in 1990 dollars. By 2010, the price
could drop to about 5.3¢/kWh, and the long-run cost
could be as low as 4¢/kWh if all the postulated
technology developments occur.

The NES provides for a climate in which geothermal
energy can reach reasonable expectations of growth
through its commitment to substantial diversification
of U.S. sources of energy. Specifically, it is stated,
the Strategy "will spur more...competition throughout
the energy sector, expand the fuel and technology
choices available to the Nation, [and] improve U.S.
research and development..." What is needed in
renewable energy, including geothermal, the Strategy
concludes, "is the opportunity to translate R&D
progress to practice, removal of market barriers, and
continued focused R&D to realize the full potential
of these technologies."

This, then, is the goal of the DOE R&D program
-- to focus on activities that will facilitate long-term,
cost-effective private geothermal development. If
successful, the program will enhance the ability of
the geothermal industry to compete within the NES
policy framework of market reliance -- i.e., "wherever
possible, markets should be allowed to determine
prices, quantities, and technology choices."




HYDROTHERMAL PROGRAM
IMPL. EMENTATION

The primary mechanism for achieving the
hydrothermal objectives of this goal is an R&D core
program cost-shared with industry focused on major
cost-sensitive  technology areas: exploration
technology, reservoir engineering and management,
and drilling, the costs of which impact both
exploration and reservoir ° engineering and
management.

Exploration Technology

A number of the U.S. hydrothermal reservoirs that
were explored by industry beginning in the late
1960°’s and through a cooperative
government/industry exploratory drilling program are
in commercial production today. However, further
near-term development will be limited by the
availability of proven reservoirs. William P. Short III
of Kidder, Peabody, & Co. predicts that "if there is
insufficient evidence to classify a geothermal field’s
resource as proven, that geothermal field will
probably not be developed in the 1990’s." He bases
his prediction on several factors, not the least of
which is the lack of risk capital to commit to
geothermal exploration and development programs.

And with today’s technology limitations which
require the drilling and testing of at least one
expensive deep well to determine the producibility of
a reservoir -- at costs of $1.5 to $3.5 million each
-- the up-front risk capital needed by an industry
described by Dr. Jim Combs as one of "cash-short
entrepreneurs” is very large. In calling for continued
cost-shared geothermal exploration and reserves
confirmation R&D by DOE, industry, and academia,
Dr. Combs of Geo Hills Associates said this effort is
needed to resolve the "Catch-22" situation in which
the industry finds itself. That is, he said, "industry
needs to prove a viable geothermal reservoir without
spending much money in order to acquire a long-
term power sales contract with a utility which can be
used to finance the project in order to drill and test
the wells that are needed to prove the efficacy of the
' power generation project.”

In response to this critical industry need, our R&D
program is undertaking to select the most innovative
methods to locate and characterize undiscovered
resources. We are investigating the range of optical,
electromagnetic, geochemical, gravitational, and
biological methods that may offer promise as
exploration techniques. Industry is actively involved
with us in technology development to produce the
new generation of instruments necessary to discover
hidden geothermal systems, and we are planning to
conduct a cooperative venture designed to confirm
the existence of a suspected hydrothermal system.
An RFP will be issued asking industry to propose a
favorable exploration target based on its information
up to that point. An area will be selected for
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completing exploratory work that has not been done,
and finally a deep hole will be drilled to confirm the
findings of the less expensive technologies or to
determine where those methods failed.

Our current planning anticipates that this innovative
research into improved exploration techniques will
be continued and expanded as future resources .
permit to meet industry’s needs for this function
during the next decade and beyond.

Reservoir Engineering and Management

The need for improved methods, equipment, and
materials for geothermal reservoir engineering and
management is demonstrated conclusively by the
current problems at The Geysers. And the need can
only become more critical as hot water fields begin
to mature and new reservoirs are identified bringing
their own sets of characteristics and complexities to
be delineated and managed in developing and
implementing exploitation strategies.

The successful performance of geothermal reservoirs
in terms of meeting contractual requirements for
production quantity, quality, and longevity have
implications far beyond the economics of the
particular producer and wuser in each case.
Successful performance is vital to the survival of
geothermal energy as a reliable and accepted
alternative fuel within regulatory and energy
planning communities -- as well as the investment
community. Successful performance in terms of
environmental quality is vital to the acceptance of
this resource by every level of government and the
public. Less than successful performance invites our
critics, doubters, and competitors to challenge the
validity of this resource in the marketplace.

Thus, a very high priority continues to be given to
the development of new techniques for locating and
characterizing fractures and reservoir boundaries, to
assess fluid recharge, and to understand complex
reservoirs. Many in this workshop audience are long
time participants in this R&D program element and
will be reporting on their activities in detail, so I will
confine my remarks to a brief summary of our Fiscal
Year 1992 approach.

Research related to a better understanding of The
Geysers system is continuing to be emphasized to aid
the industry in managing the field for sustained
production. Geophysical and geochemical studies
related to fractured geothermal systems are
investigating phenomena unique to vapor-dominated
systems and the generic need for injection of water
into all fractured geothermal systems to efficiently
recover the resource. The benefits of this effort will
extend beyond The Geysers and provide field

management guidance for other major US.
producing fields which depend on fracture
permeability.



The research will include studies for the
identification of fracture systems early in the
exploration and drilling stages, the development and
refinement of methods to model flow of reservoir
fluids and injected fluids in fractured reservoirs, and
the development of tracers which can be used in
high-temperature hydrothermal reservoirs.

Drilling

The successful accomplishment of a major objective
of the FY 1992 drilling R&D will advance both
exploratory drilling and field management
techniques. This objective is the development of
downhole memory instrumentation to improve
logging of geothermal wells.

The drilling experts at Sandia National Laboratory
report that downhole measurements are not
commonly used in the geothermal industry even
though they possess a demonstrated capability of
providing data important to development and
maintenance of geothermal fields. Log data, for
example, can provide the basis for engineering and
permitting decisions involving corrosion control and
the design/evaluation of cement bonding operations.
In addition, log data on parameters such as fracture
density, size, and orientation can gnide well
placement. '

The use of logs in geothermal fields has been
inhibited by the lack of high-temperature tools as
well as uncertainty as to their value. However, a
Sandia review of the logging literature indicates that
similar uncertainties initially existed with respect to
hydrocarbon applications, but as the ability
developed to make downhole measurements, the
interpretation of the data often produced unexpected
beneficial results. A similar experience is expected
in regard to geothermal applications.

The Sandia approach to instrumentation for high-
temperature wells is to use a downhole memory unit
that stores the data in a computer system. This
technique is potentially inexpensive and does not
require extensive uphole equipment or an expert
crew, attributes which may lead to applications
beyond use in geothermal wells.

DOE is funding, in conjunction with industry, the
design and construction of a high-temperature
spectral gamma tool based on the downhole memory
concept. It will be designed for 400°C operation and
will be compatible with small diameter coreholes in
response to industry’s needs for reduced exploration
costs. New higher temperature tools being
developed for deep gas wells will be evaluated by a
cooperative arrangement among Sandia, geothermal
operators, and a logging company.

Another element in the FY 1992 drilling R&D
directed toward reducing exploration costs is the
consideration of advanced coring concepts utilizing

high-speed coring rigs to drill small, less expensive
holes. It will be determined whether an industry
cost-shared field test can be developed to compare
directly productivity from the same formation in
large and small wells. The field test would include
injectivity /productivity correlations and use downhole
instrumentation to supplement the wellhead
measurements for better definition of the flow
conditions in the wellbore.

HOT DRY ROCK PROGRAM
IMPLEMENTATION

As most of you know, the Geothermal Research,
Development, and Demonstration Act of 1974
mandated that the production and use of all forms of
geothermal energy be investigated. At about the
same time, a patent was issued to researchers at the
Los Alamos Laboratory for the HDR extraction
concept, and work began on the first HDR reservoir
at Fenton Hill, New Mexico. Experimental work has
continued from that time, and now we are examining
the commercial prospects of this technology.

The first reservoir was tested successfully for about
one year and demonstrated that the concept "works"
-- i.e., it demonstrated that heat could be extracted
from rock at reasonable rates without
insurmountable technical problems or serious
environmental effects. A deeper, hotter reservoir
was constructed, and, after corrections to connect the
two well bores, tested for 30 days in 1986. The
production flow rate, fluid temperature, and,
consequently, the thermal power increased
throughout the test. The flow impedance continually
declined as did the rate of water loss. By the end of
the test, about 70 percent of the injected water was
being produced at a temperature of 190°C. The
power level reached about 10MW,.

More recently, preparations have been made to
conduct a long-term flow test, which, if successful,
will provide an example of the potential of the HDR
concept over long periods of time and a benchmark
for the development of commercial HDR systems.
The objectives of the long-term flow test fall into
three categories:

. Technical goals

- Evaluating the useful lifetime of the
reservoir, quantifying water
consumption rates, measuring
production fluid flow and temperatures,
and determining the power production
of the reservoir.

. Operational goals

- Understanding the important operating
parameters of the system including
maintenance requirements, ongoing
costs, and other relevant information.




o Scientific goals

Increasing the levels of understanding
in seismology, tracer technology, and
underground reservoir engineering.

In a preliminary system checkout in December prior
to actual start-up in January 1992, all major
components of the plant performed adequately with
a production temperature of 154.3°C.

This initial stage was observed by representatives
attending a renewable energy conference conceived
by former U.S. Secretary of the Interior Stewart
Udall, and co-sponsored by the Center for Resource
Management, Los Alamos National Laboratory, the
Electric Power Research Institute, Southern
California Edison, and Bechtel. The meeting heard
reports on international HDR projects by
representatives from Japan, the European
Community, and the United Kingdom. Dr. Paul
Kruger of Stanford University presented a summary
of the Russian HDR effort. A panel was then
convened to discuss the economics of HDR and the
factors necessary for commercialization of the
technology. The meeting concluded with the reading
of a statement urging increased support for HDR
development and proposing a series of concrete steps
to move the technology forward. As has traditionally
been the case with respect to the recommendations
of industry and other sectors of the geothermal
community regarding the ‘conduct of hydrothermal
R&D, the views of these distinguished individuals
will be considered in planning for future research
program activities.

CONCIUSION

While legislation needed to implement certain
aspects of the National Energy Strategy is still under
consideration by Congress, we do not really need
new legislation to continue our effort to meet the
NES goal of more competition in the energy sector
and expansion of the available fuel and technology
choices. We also do not need legislation to use the
NES goals in support of geothermal energy. We
should never waste an opportunity to remind
decision-makers that this resource is "made-to-order"
for implementing the strategy developed at the
highest levels of government.

I believe that the geothermal R&D program I have
highlighted here supports the recent call of the
President for "an energy future that opens the door
to new and diverse energy sources" and provides "the
responsible leadership of industry and government.”
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THE UK GEOTHERMAL HOT DRY ROCK
R&D PROGRAMME

Paul MacDonald, Ann Stedman and Geoff Symons

Energy Technology Support Unit
Harwell, Oxfordshire OX11 ORA
United Kingdom

ABSTRACT

The UK hot dry rock research and development
programme is funded by the Department of Energy and
aims to demonstrate the feasibility of commercial
exploitation of HDR in the UK. The philosophy of the
UK programme has been to proceed to a full-scale
prototype HDR power station via a number of stages:

® Phase 1
Experiments at shallow depth (300 m) to assess the
feasibility of enhancing the permeability of the rock.

® Phase 2
Studies at intermediate depth (2500 m) to determine
the feasibility of creating a viable HDR subsurface heat
exchanger.

® Phase 3
Establishment of an HDR prototype at commercial depth.

The programme has run over a 15 year period, and has
been formally reviewed at stages throughout its progress.
The 1987 review towards the end of Phase 2 identified a
number of technical objectives for continuing research
and proposed that the initial design stage of the deep
HDR prototype should start.

Phase 3A is now complete. It addressed:

e the feasibility of creating an underground HDR heat
exchanger suitable for commercial operation

e techniques for improving hydraulic performance and
correcting short circuits in HDR systems

e modelling of the performance, resource size and
economic aspects of HDR systems.

The work has been conducted by a number of contractors,
including Camborne School of Mines, Sunderland and
Sheffield City Polytechnics and RTZ Consultants Limited.

This paper focuses upon the experimental work at
Rosemanowes in Cornwall and the recently completed
conceptual design of a prototype HDR power station.
The economics of HDR-generated electricity are also
discussed and the conclusions of a 1990 programme
review are presented. Details of the HDR programme to
1994, as announced by the UK Department of Energy in
February 1991, are included.

INTRODUCTION

For nearly 20 years there has been interest in research
and development aimed at extracting the heat from hot
dry rock (HDR). The technology for extracting the heat
involves pumping water down a borehole drilled from
the surface, circulating it through artificially enlarged
fissures in the hot rock and bringing it back to the
surface via a second borehole". See Figure 1.

The UK programme has proceeded in 3 phases. The
programme chronology and cumulative expenditure to
April 1991 are shown in Figure 2.

SURFACE PLANT FOR ELECTRICTTY
GENERATION AND WATER SUPPLY

bkm

PRODUCTION
BOREHOLE

INJECTION
BOREHOLE

Figure 1 Schematic representation of an HDR system in the UK

1977-1980 PHASE 1

The major work under Phase 1 was a small-scale field
trial at Rosemanowes, aimed at linking four 300 m deep
boreholes over a horizontal distance of 40 m. Earlier
work at Los Alamos in the United States had already
shown that water could be circulated between two
boreholes after hydraulic stimulation (at 3000 m), but the
resistance to flow had been unacceptably high and it was
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Figure 2 Chronology of Phases 1 to 3A at Rosemanowes,
and the cumulative expenditure by the UK
Department of Energy to April 1991

believed that much of the impedance was concentrated in
the zones immediately surrounding the boreholes. One
objective of Phase 1 of the CSM work was to show that
the use of controlled explosions within the boreholes
could improve the permeability of the rock adjacent to
the wellbore and initiate new fractures, which might
themselves be stimulated hydraulically to provide a low
impedance path between the boreholes by way of the
natural joint system.

During Phase 1, the combination of explosives and
hydraulic fracturing followed by water circulation
reduced the impedance of the system by a factor of 50
relative to that achieved previously (at Rosemanowes
and at Los Alamos) by hydraulic fracturing alone. The
lowest impedance achieved was close to 0.1 MPa per 1/s,
a value which was considered to be necessary for a
commercial prototype.

In several senses, however, the conditions of this
experiment were unrepresentative of those expected in a
deeper system. At 300 m, the direction of minimum
principal stress in the rock at Rosemanowes is vertical,
consequently, the fractures that were opened were
essentially in the horizontal plane. At depths greater than
400500 m, the minimum principal stress will normally
be horizontal and hence fractures will open preferentially
in a vertical plane. It is now recognised that many
aspects of the behaviour of shallow fractures (mode of
opening, consequent water loss, etc) are different from
those at depth. Nevertheless, at the time, the results of
Phase 1 gave sufficient confidence in the experimental
procedures to justify a second phase of investigation.

1980-1983 PHASE 2A

Phase 2 was an eight-year project in total, aimed at
engineering a commercial-scale HDR heat exchanger.
However, instead of drilling to the commercial depth of
6 km, it was decided to drill two boreholes to a depth of
about 2 km. This reduced the drilling costs and meant
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that rocks at a temperature of about 80°C would be
reached. Phase 2 aimed at engineering a subsurface
system with the hope that, if successful, it might have
relevance to conditions at 6 km. However, many of the
temperature-dependent aspects of reservoir performance
at 6 km, such as geochemical and thermal drawdown
effects, could not be evaluated directly at 2 km. The
rock jointing and stress régime at 6 km depth would
eventually have to be determined.

The first part of Phase 2 (ie Phase 2A) lasted from 1980
to 1983 and was funded in part by the Commission of
the European Communities. During this period, two
boreholes deviated from the vertical by 30° were drilled,
in the same plane and spaced 300 m apart at depth, to a
depth of 2 km. Figure 3 shows the wellheads at
Rosemanowes. Hydraulic fracturing was carried out with
water from the lower borehole to try to open up the near-
vertical joints rising to and intersecting the upper
borehole. When circulation started, the system did not
behave as predicted: water losses were excessive and the
pumping pressures required for circulation were too
high. It was not possible to get within a factor of ten of
the target production flow rate of 75 I/s. Examination of
the microseismic evidence during stimulation and
circulation showed a large ‘cloud’ beneath each borehole
but the pumping and tracer tests showed that inter-
connection between the boreholes was poor. To try to
improve this connection by further hydraulic stimulation
could have risked even greater water losses.

Figure 3 Towers above production and injection boreholes at
Rosemanowes Quarry, Cornwall, UK
(Photo courtesy Camborne School of Mines)

The technical status of the work at Rosemanowes was

reviewed early in 1984 by a group of outside consultants

working with CSM staff. They concluded that a number

of important technical issues were unresolved:

e how the geological structure (particularly the
permeability and variability of rock joints) affects the
development of a subsurface heat exchanger

e how the shear stresses affect the permeability of joints
at depth

e the role of ambient reservoir pressure in hydraulic
fracturing, and how it affects flow rates and water losses.



1983-1988 PHASES 2B AND 2C

Measurements made after the two boreholes (RH11 and
RH12) had been drilled at Rosemanowes Quarry showed
that the direction of the maximum principal stress in the
ground was aligned almost exactly with the borehole
deviation — the worst possible alignment for maximising
the intersection of the boreholes with the most easily
opened joints. Therefore a new borehole (RH15) was
drilled at Rosemanowes at the end of 1984 to a depth of
2600 m and along a helical path crossing the microseismic
‘cloud’ at right angles to the vertical plane of the first two
boreholes, to try to get the maximum number of inter-
sections. The Phase 2B programme was started by using a
medium-viscosity gel to try to open up the volume between
this new borehole and the deeper of the original boreholes.

The circulation programme with the new arrangement at
Rosemanowes represents the longest continuous
circulation of any HDR system to date. The injection and
production flow rates between 1985 and 1989 are
illustrated in Figure 4. The results show that Phase 2B
was dominated by a gradual increase in the injection
flow rate. Measurements in Phase 2C established that
impedance fell as the injection pressure and flow rate
increased. The upper limit of injection pressure, above
which the size of the envelope of microseismicity and
water losses increased unsatisfactorily, was demonstrated
to be 10 MPa above hydrostatic pressure. This suggested
an optimum hydraulic performance at Rosemanowes of:
e injection flow rate 24 1/s

¢ impedance 0.6 MPa per I/s

e water loss 21%.

This hydraulic performance fell well short of the targets
established in 1987 for a deep ‘commercial’ prototype.
However, it was suggested® that a prototype might be
engineered by combining a number of underground
modules in parallel; in this way the system could have
the required impedance without being limited to the
volume of one module.

PHASE 28 PHASE 2C | PHASE 3A

1

FLOWPATH
CHARACTERISATION
EXPERIMENT
A

DOWNHOLE
OSCILATIONS ~ PUMP TEST

PROPPANT I
PLACEMENT

|

FLOW RATE (I/fs)

1986 1987 1088 1989
YEAR

Figure 4 Injection and production flow rates measured in the
Rosemanowes system during 1985-89

The circulation experiments showed that the new system
at Rosemanowes had substantially lower impedance and
lower water losses than its predecessor, but its better
hydraulic performance had been achieved at the expense
of thermal performance®. The temperature of water at the
top of the production borehole dropped from 80°C to 55°C
over a three year period from 1985 to 1988. Thermal
modelling following a flow path characterisation
experiment (using pulses of injected tracers) indicated the
presence of a ‘short circuit’ between the boreholes. This
short circuit through the system significantly reduced its
effectiveness as a heat exchanger. The rock surrounding
the short circuit had cooled more rapidly than the rest of
the reservoir and had introduced colder water to the
production borehole.

A review@? of the HDR R&D programme was started
during 1987, towards the end of Phase 2. Its purpose was
to consider the current status of the technology and to
examine the case for proceeding further. The review was
carried out for the Department of Energy by the Energy
Technology Support Unit at Harwell and involved all the
main contractors in the programme plus members of the
Geothermal Energy Steering Committee. It concluded
that significant uncertainties remained with the HDR
concept, which should be viewed as being still at the
experimental stage. A number of specific problems with
HDR technology were identified:

o the effective size of the subsurface heat exchanger then
available was almost two orders of magnitude smaller
than required for a commercial system

o the thermal behaviour of the heat exchanger was
unsatisfactory (because of excessive temperature
drawdown and short circuiting) and water losses were
too large

o the concept of engineering an underground HDR heat
exchanger had not been validated

e a commercial system was likely to require the creation
of several ‘modules’ in a multi-stimulation operation.
This concept needed validation.

1988-1991 PHASE 3A

The experimental work was continued® in Phase 3A
with further circulation and other tests at Rosemanowes
Quarry. Phase 3 involved no further drilling.

In a downhole pump test in Phase 2C, lowering the
pressure in the production well was thought to have
closed the joiht apertures close to the borehole and
increased impedance. An experiment in Phase 3A to
place a proppant material in the joints near the
production borehole was designed to demonstrate that
this effect might be remedied in a deep system. The sand
used as proppant was carried into the reservoir as part of
a secondary stimulation using a high viscosity (700 cP)
gel. This stimulation significantly reduced the water
losses and impedance but it also worsened the short




circuiting and lowered the flow temperature into the
production borehole still further. It was concluded that
the proppant technique would need to be used with
caution in any attempt to manipulate HDR systems.

An experiment was also carried out in Phase 3A to shut off
the section of the production borehole that had been
shown by the flow path characterisation experiment of
Phase 2C to contain the exit from the short circuit. A
temporary packer assembly was installed close to the
bottom of the borehole to seal off all the upper parts of the
wellbore and a production flow test carried out to measure
the flow rate from the low flow zone at the bottom of the
borehole under these conditions. The short circuit was
sealed off but a very low flow rate was obtained, and a
further stimulation carried out from the bottom of the
borehole gave no significant increase in flow.

A subsequent interpretation of these results by CSM
suggested® that the most recently stimulated zone was
parallel to, but largely unconnected with, the previously
stimulated zone alongside. It was suggested that this
result could have a significant influence on HDR design,
requiring as many as twenty parallel stimulations (or
cells) rather than the five that had been proposed earlier.

Two other important studies were included in Phase 3A:

e RTZ Consultants Limited, assisted by CSM, carried
out a conceptual design for a 6 km deep, commercial,
HDR prototype power station.

¢ Sunderland Polytechnic, in association with Sheffield
City Polytechnic, developed” an integrated spreadsheet
model describing the costs and performance of an HDR
power station.

The RTZC study and the conclusions from the cost
modelling are discussed in the next sections.

CONCEPTUAL DESIGN OF AN HDR
POWER STATION

RTZ Consultants Limited (RTZC) were commissioned in
April 1989 to perform a conceptual design study for the
construction of a deep HDR prototype and associated
power generation station in the UK. The work included
an assessment of the feasibility of creating an under-
ground HDR heat exchanger suitable for commercial
operation and the definition of a programme plan for the
development of a deep HDR prototype. Early in this
study it was concluded that it was not practical to design
a system for a depth greater than 6 km, due mainly to
drilling constraints. The RTZC final report® was
published in 1991.

Geological conditions

RTZC examined the available data and CSM’s
predictions for the geological, geothermal and
geomechanical conditions likely to be encountered at the
6 km depth of an HDR prototype. They concluded that:

e The geological environment at 6 km depth, particularly
the characteristics of existing joints and fractures, was
highly conjectural and would not be known until
drilling to these depths was carried out.

o If technical viability were to be established, it could
only be as a result of an extended research programme
relevant to a deep HDR system. This would require
exploration to, and experimental work at, 6 km depth.

e Even if the technology were demonstrated to be viable,
each and every HDR system would, due to geological
variations, individually carry significant risk of
technical failure as distinct from the certain
repeatability of successive units of a conventional
generation programme.

Design of the underground heat exchanger

RTZC studied the various experiments carried out by CSM
in their attempts to create a working HDR subsurface heat
exchanger. They concluded that, even at this advanced
stage in the UK’s HDR investigations, there was an
inadequate understanding of the principles governing
underground stimulation and of the engineering
techniques required to construct a working heat exchanger:
¢ Experiments in the granite in Cornwall at 2.5 km
depth had shown that it was possible to increase the
permeability of a rock mass containing joints and
fractures by high pressure hydraulic injection — one
form of stimulation. However, the increases so far
achieved had not been sufficient to permit flow
through the rock with an acceptable level of impedance
and, consequently, pumping effort.

There was a general assumption, implicit behind the use
of microseismicity as a predictive tool, that hydraulic
connections existed between the injection borehole and
recorded seismic events, and consequently that clusters
of events represented flow paths. This assumption was
unproven and had not been confirmed by flow
measurements.

Flow through the underground system at Rosemanowes
had been dominated by the effects of short circuits.
These effects were an inevitable consequence of
geological heterogeneity and therefore would be a
feature of any stimulated rock mass. Successful
operation of an HDR system would depend on
exploitation and management of these short circuits.

CSM had argued that the most promising way forward
for reservoir creation was by smaller more numerous
stimulations than previously proposed. RTZC
acknowledged the logic of this but, in the absence of
any demonstrable proof by circulation, had based their
conceptual design of a deep prototype on five modules.

RTZC conclusions

The main conclusion of the RTZC study® was that
generation of electrical power from hot dry rock was
unlikely to be technically or commercially viable in
Cornwall, or elsewhere in the UK, in the short or
medium term.



Any expectation of private capital investment in the
commercial development of HDR technology in the UK
was unrealistic in the foreseeable future.

Plans to construct a deep prototype HDR system in the
UK should be shelved indefinitely.

Short and medium term commercial development of
HDR technology should be abandoned.

Any meaningful continuation of the UK HDR R&D
programme would be costly, uncertain in outcome and
therefore difficult to justify but should be directed
towards the basic geotechnical aspects of HDR.

ECONOMICS, COSTS AND THE RESOURCE

Resource estimates

Several estimates of the geothermal HDR resource in

the UK have been made since 1976, as illustrated in
Figure 5. The early estimates were very optimistic and
assumed that any technical difficulties would be solved
in time. The 1976 calculations® predicted that south-
west England could yield a total output of medium-grade
heat from HDR (at about 200°C), equivalent to 8000
million tonnes of coal (ie about 60,000 TWh). Converted
into electricity with an efficiency of 10%, this
represented a resource of about 5000 TWh(e).

A strategic review undertaken by ETSU in 1982
indicated"? that the HDR electricity resource might be
between 2500 and 60,000 TWh for depths down to 8 or
9 km in the UK. (Annual electricity generation in the
UK 1is about 250 TWh.)

In 1985, Newton estimated(' " that the UK geothermal HDR
resource could provide 20,000 to 130,000 TWh, witha
‘credible contribution’ to electricity generation of up to

25 TWh/y (10% of present UK electricity demand) for about
800 years. Drilling to a depth of 9 km was then envisaged.

The latest estimate of accessible resource (ie the resource
located within the practical limit of borehole drilling —
currently set at 6 km) was prepared for the 1990 HDR
programme review and is shown in Figure 6. The
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Figure 5 Estimates of finite UK HDR geothermal resource
(electrical equivalent)

accessible resource is shown as a cumulative function of
cost. The data were calculated from temperature
distributions provided by CSM and the British
Geological Survey and based on extraction using the
Sunderland cost model with an 8% discount rate. From
this evidence, the geothermal HDR accessible resource
in the UK ranges from 900 TWh (for Cornwall alone) to
1880 TWh (for the whole of the UK).
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Figure 6 The UK geothermal HDR accessible resource as a
function of cost (1990 values)

1990 cost estimates

The capital cost of an early post-prototype commercial
HDR station was estimated by RTZC to be about

£45 miltion. This is to be compared with the estimate of
£35 million from the Sunderland cost model. The RTZC
costs are greater due to differences in contingencies
(15% rather than Sunderland’s 5%), management (7.5%
rather than 5%) and other special circumstances. RTZC
assumed levels of cost consistent with normal industrial
projects and appropriate to an early post-prototype
system; Sunderland were more optimistic in this regard.

Sunderland estimated that the cheapest HDR-generated
electricity in the UK (ie from south-west England) would
cost between 12p/kWh and 19p/kWh (at 1990 prices and
for discount rates of 2% and 10% respectively) assuming
a plant lifetime of 18 years and a maximum drilling
depth of 6 km. The Sunderland design produced 4.5 MW

of output power, of which 0.8 MW was needed to pump
the circulating water through the boreholes and
underground heat exchanger.

The RTZC design produced 3.3 MW of output power
and, for an ‘optimistic’ case, required 0.5 MW of this
power for water circulation. For this optimistic case, the
equivalent costs for generating electricity in the RTZC
design are 19p/kWh and 34p/kWh. (Their lifetime of

20 years included 2.5 years for construction, making it
almost equivalent to the 18 year operating lifetime of the
Sunderland case.)

RTZC also considered a ‘realistic’ case, which assumed
1.5 MW to pump the circulating water and a higher
impedance in the HDR system. In this case, the power
costs became 25p/kWh and 53p/kWh for the 2% and
10% discount rates.

Part of the differences in costs between Sunderland and
RTZC resulted from the differences in output power:




RTZC’s proposal used currently available ‘Ormat’ type
turbines, whereas Sunderland assumed that higher
performance binary cycles would be developed and be
available in the long term. Hence, RTZC’s cost estimates
are appropriate to the short term and Sunderland’s results
are based upon longer-term developments.

International comparison of costs

A recent study by Tester and Herzog!'? réviewed seven
HDR cost studies and developed a generalised HDR
economic model to calculate the break-even electricity
price as a function of the thermal gradient. Their
predictions for the case of today’s technology (ie current
drilling and completion costs) and for a reservoir
performance which would be required for commercial
operation are shown in Figure 7. These predictions have
been converted to 1990 UK costs assuming a US
inflation of 5% from 1989 to 1990 and an exchange rate
of US$1.6 to the pound sterling. For comparison, the
latest cost estimates by RTZC (their ‘optimistic’ case)
and Sunderland for 10% discount rate and a lifetime of
18 years are included in this figure.
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Figure 7 Electricity production cost as a function of
geothermal gradient (after Tester and Herzog)

The costs predicted by Sunderland and RTZC (optimistic case) are

also indicated for 10% discount rate and 18 year life span.

Figure 7 indicates that current forecasts of the costs of HDR
electricity production are significantly higher than those
made previously. Given the low thermal gradients which
exist in the UK, it is now unlikely that HDR will provide an
energy source with a wide application. Unless there is a
significant technological break-through in an area that
cannot currently be foreseen, the costs of generating electri-
city from HDR in the UK are likely to remain uncompetitive
with conventional methods by a large margin.

THE FUTURE OF HDR IN THE UK

Review conclusions
The 1990 UK review of HDR reached the following
conclusions:

* A satisfactory procedure for creating an underground
HDR heat exchanger has not been demonstrated.
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o A satisfactory method for sealing short circuits, other
than by mechanical sealing of the production wellbore,
has not yet been demonstrated.

o There is no reliable information available about the
rock joints and stresses likely to be encountered at the
6 km depths needed in the UK for a commercial HDR
system.

e Electricity from commercial HDR power stations is
unlikely to be competitive with conventional means.of
generation in the short to medium term.

o Despite the early promise of the technology, HDR is
still at an early stage of development. It is unlikely to
attract private sector funding in the foreseeable future.

e Participation in a joint European programme offers the
opportunity of resolving some of the technical
uncertainties. :

Future programme

In 1987 it was thought that, despite the considerable
technical uncertainties facing HDR, it might still be
possible to construct a 6 km deep prototype in Comwall
in the 1990s. The results of the 1990 HDR review
indicate that this option is no longer a feasibie
proposition. Even assuming that there were successful
technical developments in the long term, it is likely that
the HDR resource will be much more expensive than
other renewables, such as landfill gas, hydro and wind.

So far no country in the world, including the UK, has
engineered an underground HDR heat exchanger which
has operated successfully, with minimal temperature
drawdown over a significant time period. Research into
HDR technology requires complicated experimentation
and is very expensive. It is therefore considered that a
collaborative programme with Europe might be the best
way of investigating this difficult problem over the next
few years.

A decision was therefore announced by the UK
Department of Energy on 1 February 1991 to direct
future UK HDR work towards a collaborative research
and development programme in a European partnership
involving France, Germany and the European
Commission. The Department of Energy is providing
£3.3 million of further funding over the period 1 January
1992 to 31 March 1994 for the current phase of the UK
HDR programme. Any decision on further major
investment in an experimental prototype will be taken
towards the end of this time, when feasibility studies of
various possible sites in Europe have been completed.

The new UK R&D programme will have the following
objectives:

e to improve the understanding of HDR technology in a
collaborative European programme

o to further understand the costs, performance and
resource size of HDR



e to carry out a programme of technology transfer

e to provide independent monitoring of seismic activity
in south-west England.

An industrial consortium, which includes RTZC and French
and German companies, has been formed to help co-
ordinate the European programme. One of their first tasks is
to evaluate the feasibility studies of the various European
sites prior to any investment in a European HDR prototype.
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ABSTRACT

We have investigated by X-ray diffraction the very
fine grained secondary minerals (< 02 upm)
developped in geothermal systems, in relation with
their present thermal and permeability state.
Because the smallest particles are the most reactive
part of a rock, they are the youngest mineral phases
of the geothermal fields.

This study has been performed on two active

geothermal  fields:  Milos  field, Greece
(130<T<320°C) and Chipilapa field, Salvador
(90<T<215°C).

In the Milos field, the mineralogical composition of
the <0.2um clay fraction observed in the reservoir
strongly differs from the overlying altered
metamorphic schists in the presence of abundant
quantities of saponite and talc/saponite interstra-
tified minerals at unusually high temperature. These
phases are considered to be kinetically control-led
"metastable” minerals which rapidly evolve towards
actinolite and talc for present temperatures higher
than 300 °C. Their occurrence is a good indicator of
discharge in highly permeable zones. -

In the geothermal field of Chipilapa, the
mineralogical composition of the <0.2um clay
fractions fairly agrees with the temperatures
presently measured in the wells, whereas several
discrepancies may be pointed out from the
compositions of coarser clay fractions (<Spm)
which contain minerals inherited from higher
temperature stages. Permeable zones may be
evidenced from an increase of expandable
components in the interstratified minerals and a
decrease of the coherent domain of the
unexpandable clay particles (chlorite).

INTRODUCTION

Alteration assemblages in hydrothermal systems
have received a considerable attention (Lonker et
al.,, 1990; Reyes, 1990). Many authors have shown
how temperature, fluid composition and
permeability could influence the compositional and
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structural  variations displayed by secondary
minerals. However the use of alteration minerals
(especially clay minerals) as condition indicators in
geothermal environments seems rather complicated
by the previous history of these systems.
Overprinting during cooling stages or kinetics during
heating stages often lead to incompatible
assemblages.

An interesting tool to approach the recent thermal
and permeability state of a system (and to predict its
evolution) may be searched in the mineralogical
composition of the very fine-grained fraction of
secondary minerals because it contains the youngest
cristalline phases of the altered rocks. So, in our
ongoing research we have investigated by X. R. D.
the mineral fraction less than 0.2 um in several drill
holes of two active geothermal systems:

- the active system of Milos, Greece (drill holes MI1,
MI2, MI3).

- the active geothermal system of Chipilapa,
Salvador (drill holes CH9, CH7b).

GEOLOGICAL CONSIDERATIONS

1- Milos geothermal area
Milos is one of the main volcanic centres of the

Aegean volcanic arc. This volcanic arc is of Pliocene
age. :

The very strong thermal gradient measured in the
exploratory wells indicates that at the present time,
the thermal activity is in a prograde stage. The
reservoir (below 900m depth) is hosted in fractured
metamorphic formations. The drill hole MI1 crossed
alluvial deposits (0-20 m depth), polygenic
formations (calcareous and volcanic rocks) and the
metamorphic basement (60-1180 m depth) which
belongs to greenschist and locally blueschist facies.
Measured temperatures range from 130 to 320 °C.
According to Liakopoulos (1987) the hydrothermal
fluid in the reservoir consists of boiling sea water
near 250-350 °C.

2- Chipilapa geothermal area
The area of Chipilapa, close to the Ahuachapan




geothermal field, is located in the Western part of
Salvador. The stratigraphy includes pyroclastic rocks
and lavas of andesitic composition, of Pliocene and
Pleistocene age. Temperatures up to 215 °C (1791 m
depth) have been measured in exploratory wells.
However, data of fluid inclusions and the presence
of relicts of epidote at shallow depth indicate that
the system was subjected to higher temperatures
during a previous stage. High permeable levels
(total circulation loss) have been identified below
approximately 1000 m depth.

METHODOLOGY

The determination of the clay fraction associated to
recent hydrothermal activity needs a specific
methodology which consists in extracting the fine-
grained fraction of the altered rocks to minimize the
"obscuring effect" of inherited minerals.

According to the available sampling, 5 to 25 g of
rock were ground to obtain a powder. This fraction
was dispersed in distilled water by ultrasonic
treatment. The fine fraction (<0.2um) was
extracted from the <S5um suspension by continuous
ultracentrifugation (BECKMAN J2 21). The bulk
suspension was introduced in the rotor with a 152
ml/mn flow rate. The rotor speed was 5000 rpm.
The- fine clay suspension was drawn through a
millipore filter. Oriented preparations were realized
by putting the filter on glass slide.

Because it strongly minimizes the influence of the
non platy minerals, this method highly improves the
recorded X.R.D. signals.

X-ray diffraction was carried out on air dried and
ethylene glycol solvated preparations using a Philips
PW1730 diffractometer (Co Ka radiation, 40 mA,
40 kV) monitored by a DACO MP numerical
system, Spectra were recorded between 2 and 35 °2e
with a step size of 0.025 °2e and a counting time of
6s. Distinction between dioctahedral and

trioctahedral minerals has been made on the basis
of the (060) reflection of randomly oriented
powders.

Experimental diffractograms were smoothed to
remove major statistical counting errors and
complex spectra were decomposed in Lorentzian
bands according to the method of Lanson (1990).

RESULTS

1- Mineralogy of the <0.2 pm clay fraction
identified in both geothermal fields

Clay minerals have been identified according to the
works of Brindley and Brown (1980) and Reynolds
(1980, 1985).

- The trioctahedral clay sequence

Saponite shows typical diffractograms with basal
spacings at about 17, 8.5 and 5.6 A after ethylene
glycol solvatation.

Irregular chlorite/smectite mixed-layers with high
smectite content are characterized by a shift of basal
spacings towards higher 2@ angle. The 001 reflection
ranges between 16 and 17 according to their
percentage of smectite component (Fig. 1).
Corrensite is a regular chlorite/smectite mixed-layer
(50/50). The diffraction pattern shows peaks at
about 31, 15.5, 7.8, 5.19, 4.46 and 345 A.

Chlorite is a non swelling mineral characterized by
basal spacings about 14, 7, 4.7 and 3.5 A (Fig. 1).
The following minerals are observed only in Milos
samples. ’

Talc is a non swelling mineral characterized by
peaks at 9.34 and 4.6 A.

Saponite/talc mixed-layers are characterized by a
second order reflection at intermediate spacing
values between the (002) reflection of smectite and
the (001) reflection of talc. In the studied samples,
saponite component predominates over talc
component. Considering the important width of the
(002) reflection, several types of randomly
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Fig. 1. X-ray diffraction patterns of the <0.2um clay fraction and of the coarser
fraction "C" (<5pm). Sample CH7b 1066 m.
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interlayered minerals probably coexist.

A mixed-layer phase characterized by a broad
reflection at about 12 A, that does not shift after
ethylene glycol solvatation is locally identified. It
may be an interstratification of non swelling
minerals such as talc/chlorite (9.3, 14 A).

- The dioctahedral clay sequence

Montmorillonite:  diffractograms  show  basal
spacings similar to saponite ones. The distinction of
these smectites is possible by studying the position
of their (060) reflection: this reflection ranges
between 1.49 and 1.50 A instead of 1.52-1.54 A for
saponite.

Regular illite/smectite mixed-layers (R1), observed
in Chipilapa, show diffraction peaks at about 27-28,
13,9-9.3,6.7, 5.3, 4.5 and 3.3 A (Fig. 1).

Illite and illite rich I/S mixed-layers (R3) show
strong reflections near 10, 5 and 3.33 A (Fig. 1).
Minor quantities of mixed-layers generate the

enlargement of the (001) reflection toward lower 26

angle after ethylene glycol treatment.

2- Clay minerals distribution

In Milos, the following trioctahedral clay sequence
has been established (Fig. 2):

Saponite (100-250m ; 130<T<170°C)

Saponite + corrensite (250-350m ; 180<T<220°C)
"12 A interlayered mineral" + chlorite + saponite
(400-600m ; 220< T <280°C)

Chlorite (650-850m ; 280< T <300°C)

Saponite + talc + saponite/talc mixed layers are
associated with actinolite below 903m depth
(300<T<320°C).

The dioctahedral clay
developped in this field.
In Chipilapa

The alteration sequence recorded in CH9 well can
be considered as a conventional pattern. The
trioctahedral phyllosilicate sequence includes the
successive appearance of smectite, chlorite/smectite
mixed-layers and chlorite. In the same way, the
dioctahedral sequence shows the development of
montmorillonite, R1 and R3 mixed-layers and
finally illite. However overprinting of different
events is demonstrated by the crystallization of
epidote and chlorite in shallow levels for lower
temperatures compared to litterature data.

In CH9 well, the clay phases appear successively in a
narrow range of temperature, from 185 to 214 °C.

In CH7bis well, the dioctahedral clay sequence is
characterized by the successive occurrence of
montmorillonite at shallow depth, R1 and R3
mixed-layers for depths which respectively exceed
306 and 748 m (T>155 °C and T>195 °C). The
concentration of R1 and the disappearance of R3
mixed-layers at 898 m depth do not agree with a

sequence is poorly

classical scheme of montmorillonite to illite
conversion. The trioctahedral ¢lay sequence .
comprises  smectite in the whole well
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Fig. 2. Fine-grained clay minerals (<0.2um) and
present temperatures versus depth in Milos
drill hole MI1. MT: montmorillonite, SA:
saponite, CO: corrensite, ML: "12 A phase",
CH: chlorite, S/T: saponite/talc, T: talc,
AC: actinolite.

(110< T <204°C), corrensite between 408 and 556 m
depth (174<T<197°C), chlorite from 652 m depth
(T>195°C).

Measurements on diffraction spectra of the fine
fraction can be realized considering their good
resolution. The thickness of chlorite particles
(coherent domain) and the variation in percentage
of expandable layers in chlorite/smectite have been
investigated.

3- Coherent domain of chlorite particles

The coherent domain of a particle is the thickness
(number of layers) which diffracts coherently. (001)
peak width at half height is inversely proportional to
the average thickness of the phyllosilicate
population. In order to obtain the chlorite size all
along the well, we have decomposed the (002)
reflection in one or two lorentzian bands,
considering or not the existence of associated mixed-
layers chlorite/smectite. Such an investigation has
been realized on samples from CH9 well, because of
the great occurrence of chlorite in this well. Peak
width at half height deduced from the whole
reflection ranges from 0.42 to 0.71 °26 and from 0.31
to 0.49 °2e for the chlorite component of the
decomposed reflection (Fig. 3). For comparison, the




same values deduced from the coarser fraction
(<5usm) have also been calculated: they range from
approximately 0.33 to 0.16 °2e.

4- Distribution of smectite and chlorite/smectite
with low chlorite content

These phyllosilicates are of great interest because
they are sensitive to thermal conditions (Bettison
and Schiffman, 1988). According to Reynolds
(1980), the (001) reflection of these minerals shifts
towards high 26 angles with increasing chlorite
content. These minerals have been investigated in
samples collected from CH7b well.

The position of their (001) reflection ranges
between 16.9 and 16.5 A (Fig. 4). It decreases with
depth up to 1006 m, if we except the level 808m. For
depth higher than 1006 m, an opposite trend is
evidenced.

INTERPRETATION

1- Mineralogy of Milos geothermal area
The mineralogy of the <0.2um clay fraction points

out several interesting results. The trioctahedral
sequence recognized in the formations which overly

the reservoir (weak fracture permeability) obeys a
classical alteration scheme largely described in
geothermal systems and in diagenetic environment
(Bettison and Schiffman, 1988; Inoue, 1987).
However, the paragenesis observed in the reservoir
(high permeable zone) consists of non common
minerals for such thermal conditions (T>300°C).
Saponite, talc/saponite mixed-layers, actinolite and
talc are incompatible phases according to litterature
and therefore cannot be interpreted in term of
thermodynamical equilibrium.

Saponite has been hydrothermally synthetized by
Iyama and Roy (1963) for temperature as high as
850 °C. However the reactivity of this mineral is high
for such an elevated temperature and it evolves
towards more stable phases such as anthophyllite +
talc. According to Whitney (1983), for temperature
close to 400 °C, after 200 days, saponite is
transformed into saponite/talc mixed-layers.

The association described in Milos includes
therefore all the minerals produced in synthesis
experiments. They probably belong to the same
sequence of mineral transformation, in which
saponite and talc/saponite mixed-layers are
metastable and so the youngest phases. Indeed the
precipitation of smectite must be very recent with
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regard to its instability for such conditions.

The kinetic control of this association explains the
discrepancy which appears between the <0.2um
clay mineralogy and the phases predicted by
thermodynamic modelizations, based on equilibrium
statement (Liakopoulos, 1987). The abundance of
smectite is explained by discharge processes of
oversaturated liquid in response to the boiling of the
incoming sea water (Papapanagiotou et al., 1992).

In conclusion, the mineralogy of the fine-grained
fraction clearly evidences the limitation of
geothermometers based on chemical equilibrium
and reveals close relations between metastable clays
and highly permeable levels. The mineralogy of the
fine fraction could therefore be a useful tool to
evidence zones of high permeability and so
productive zones in high enthalpy geothermal
systems.

2- Mineralogy of Chijpilapa geothermal field
The <02pum clay fraction minimizes the

contribution of paleohydrothermal minerals. The
alteration sequence so determined in CH9 well is a
typical clay sequence. Informations deduced from it
are in good agreement with the measured present
temperatures. They do not evidence a strong
physico-chemical disequilibrium like in Milos.

Below 1050 m depth, chlorite is
trioctahedral phase, for temperature in agreement

the only’
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with those reported in litterature (about 200°C). The
“coherent domain" of chlorite particles (X.R.D. peak
width at half height) has been reported as a function
of depth and temperature (CH9 well)(Fig. 3). The
evolution of X.R.D. peak width and the temperature
profile are very similar. The increase of peak width
(lower particles thickness) recognized around 1100
m depth corresponds to highly permeable level as it
is suggested by the response of the temperature
profile to the absorption of drilling muds. This
permeable level could give way to cold water
circulations. The parallel between the temperature
and chlorite grain size profile recorded by the < 0.2
wm clay fraction is not perceptible for chlorites of
coarser clay fractions (<5um). Such chlorites which
appeared during previous higher temperature stages
totally obscur the contribution of the most recent
chloritic material.

The alteration zoning recognized in CH7b differs
from the previous well in the sense that smectite and
chlorite/smectite mixed-layers with high smectite
content crystallize up to the bottom of the well.
Because lithology and temperature in CH7b are the
same as in the previous well, the crystallization of
smectite could be attributed to different physico-
chemical characteristics of hydrothermal fluids
(colder meteoric water contamination). The d(001)
of smectite and mixed-layers has been reported as a
function of depth and temperature (Fig. 4). The




variation of the percentage of smectite
interstratified with chlorite is parallel to the
temperature profile. The thermal gradient, directly
dependent on rock permeability, could expressed
the degree of contamination by colder fluids. It
seems particularly interesting to note that the
occurrence of nearly pure smectite (saponite) at
about 800 m depth coincides with an inversion of
the vertical thermal gradient.

CONCI USION

X-ray diffraction on <0.2um mineralogical fraction
extracted from cuttings (or cores) of two distinctive
geothermal fields provides new informations on the
very recent alteration processes and hence allows to
access to their present physical state. Among these
informations, the most interesting one concerns the
variation of the expandable components in the
interstratified clay minerals (illite/smectite or
chlorite/smectite) and the crystal size (coherent
domain) of the unexpandable clays (chlorite) as a
function of temperature and permeability data
recorded in exploration wells.

In systems subjected to a prograde alteration stage,
as in Milos, the presence of high enthalpy reservoir
(highly permeable levels) is clearly evidenced by
metastable mixed-layered minerals whose present
mineralogical state is inferred to be essentially
controlled by kinetic factors (t*T).

In systems subjected to a retrograde alteration stage,
as in Chipilapa, the <0.2um clay fraction strongly
minimizes the ‘"obscuring" effect of the
paleohydrothermal clay phases (chlorite). The
mineralogical composition of this clay fraction fairly
agrees with the present thermal conditions in most
of the investigated wells. However the presence of
high permeable levels is identifiable through the
lower coherent domain of chlorite particles in the
reservoir.

Now, it would be interesting to test the response of
the <02pm clay fraction to variations of
hydrothermal conditions (discharge and recharge
zones).
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ABSTRACT

This paper evaluates the hydro-
geological and hydrogeochemical
characteristics of the geothermal
fluids in the Pyramid Lake area using
cdata from existing published and
unpublished reports on springs,
challow and deep wells in the area.
Four geochemical provinces, namely,
chloride, bicarbonate, suphate and
mixed chloride-bicarbonate have been
identified. Chloride waters are found
in known geothermal areas. Two
subsurface water recharge zones which
feed the shallow and deep geothermal
systems are proposed. These are the
Virginia Mountains and their Northern
extension and the Fox and Lake Ranges.
Tertiary and Quaternary faulting
systems in these mountains and Ranges
act as heat conduits for geothermal
fluids. The Needle Rocks geothermal
system is postulated to be deeper than
the San Emidio system. A connection
between the Needle Rocks system and
the Pyramid and Anaho islands warm
springs is not clear from this study
because of lack of chemical data

from these islands. More systematic
measurements of static water levels,
temperatures, well lithology, water
chemistry and isotopes data are
recommended to enable better
understanding of the geothermal
systems in the area.

INTRODUCTION
This study was carried out in summer
1991 as part of graduate study in

regional groundwater flow system in the
Pyramid Lake area. The area, north of
Reno, Nevada was selected because of
its naturally occurring hot springs,
drilled geothermal areas at Empire/San
Emidio and the Needle Rocks area and
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because of continued interest by the
local community and private investors
to develop geothermal power stations in
the area. The study included a review
of the existing literature on
Geothermal and groundwater flow systems
of the area with special emphasis on
the hydrogeochemistry of the waters,
temperatures and study of hydrogeolo-
gical parameters of the wells and re-
interpretations of the data to develop

a conceptual model. No computer
modelling was done due to limited
available time. Drs. W. Berry Lyons
and E. (Britt) Jacobson acted as
advisors to the author during the
study.

PREVIOUS WORK

The majority of the literature on this

area is on the paleoclimatology and
geomorphology of the Quaternary Lake
Lahontan. Reports by Glancy and Rush

(1968) and by Van Denburgh, Lamke and
Hughes (1973) cover surface and shallow
groundwater resources of the northern
and southern parts of the study area.
Previous work on geothermal occurrences

in the area 1is covered under the
Northern Basin and Range Province
reports by several researchers.
Garside (1974) and Olmstead, et. al.

(1975) have written on the hydrothermal

systems in Nevada with some examples
from the study area.

Garside and Schilling (1979) provide
comprehensive data and map on thermal

waters in Nevada which was updated by
Purkey in 1990. Trexler, Flynn, Koenig
and Ghusn, Jr. (1983) wupdated their
earlier map on Geothermal Resources of
Nevada showing locations of the thermal

areas. Trexler, 1990 (unpublished
report) gives chemistry of the San
Emidio geothermal area and has also
worked on the detailed geology and

faulting system of the same area (pers.
comm. ) .

The geology of the area is well covered
by Bonham, (1969).
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Fig.l Generalized geology of the
Pyramid Lake area.

GEOLOGICAL SETTING

shows the generalized geology
study area adapted from Bonham,
(1969). The oldest rocks are the
basement Jurassic meta-sedimentary
Nightingale Sequence (Msr) found in Fox
Range and Northern Lake Range at
elevations about 1200 meters above
Pyramid Lake. Medium to coarse-grained
granodiorite and quartz monzonite
plutonic rocks of Cretaceous age
intrude the Nightingale Sequence and
also occur to the extreme southwestern
part of the study area.

Figure 1
of the

The oldest of the Tertiary formations
are the Oligocene/Miocene Hartford Hill
Rhyolite (Th) to the southwest of
Pyramid Lake. Miocene basalt, andesite
and dacite flows called the Pyramid
Lake sequence are found on the Virginia
Mountains to the west and in the Lake
Range to the east extending northwards
to Fox Range. During the Pliocene

Epoch extensive basalt flows associated-

derived from
the Terraced

and Red Rock
(Tha).

intrusive dikes
fissures occurred in
hills, Black Mountain,
Hills northwest of Pyramid Lake

with
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On the eastern slopes of the Lake
Range, these basalts are found in
association with pyroxene andesites
(Tab).

The Smoke Creek Desert, San Emidio
Desert, Honey Lake Valley, Truckee

Valley, the area between Terrace hills
and Pyramid Lake, and around the shores
of the 1lake are largely covered by

Pleistocene lake deposits (Ql) of silt,
clay gravels and calcareous tuffa.
Stream valleys and some hill slopes are

covered by young recent stream and
eolian deposits (Qal) (Bonham, 1969).
Most of the wells drilled in the area
discharge water from these two
Quaternary aquifer formations.
HYDROGEOLOGIC CONDITIONS
Hydrogeological data from 61 shallow
and deep wells in the area were
examined. Most of the wells (50) are

less than 100 meters deep and about 67%
of them have some record of static
water levels.

A mean specific capacity of 3.8 lps/m
was calculated from twelve wells around

San Emidio Desert and the town of
Nixon. These wells produce water from
recent lake and stream deposits. Lack
of proper data for computation of
aquifer parameters such as hydraulic
conductivity, transmissivity and
storativity greatly limited more
meaningful model conceptualization.

A composite piezometric surfaces map
from available water levels data mainly
from the drillers’ reports was
constructed (Fig 2).

Two possible recharge areas . occur to
the southwest along the Virginia

Mountains, and to the north in the Fox

Range area-

The contours indicate subsurface flows
towards the Pyramid Lake from the two
recharge zones and towards the San
Emidio/Empire geothermal areas.

Static water levels around Nixon town
show haphazard spatial variations which
made it difficult to draw potentio-

metric contours. The static water
levels seem to parallel the NE-SW
Nightingale Mountains faulting system
to the southeast of the study area.
More water level measurements are
‘required to facilitate the inter-

pretation of ground water behaviour in

the area.

Data on the well lithology and aquifer
formation is 1limited. Glancy, et. al
(1967) and Van Denburgh, et. al. (1973)
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recognized three major aquifers in the

area. These are:

(1) Younger alluvium made of
unconsolidated sedimentary
deposits with variable permeabi-
lity found around lake shores and
valleys.

(2) Older alluvium made of
unconsolidated and semi-

consolidated sedimentary deposits
of high to low permeability found
mainly on flat plains and valleys.
The majority of the wells are
located in this aquifer type.

(3) Consolidated rocks.
little or no interstitial
permeability. These are mainly
intrusive igneous and metamorphic
rocks. Less wells are located in
this formation than in the older
alluvium formation.

largely having

GEQCHEMICAL CHARACTERISTICS OF THE

FLUIDS

Chemical Provinces

The chemical composition of waters from
30 shallow groundwater and deep
geothermal wells and from warm and cold
springs was evaluated and HCO3+CO3-Cl-
S04 and Ca-Na+K-Mg trilinear diagrams
drawn to examine the possibility of
classifying the fluids. Most of the
spring fluids and all those from wells
plotted above 50% of Na+K rendering no
good classification from the cation
plot. The anion plot gives four
possible fluid chemical provinces as
shown in Figure 3.

(a) Chloride-rich waters mostly
from hot wells and springs
and Pyramid Lake.

(b) Bicarbonate rich waters
mostly from springs and some
cold wells.

(c) Mixed waters, from wells and

one spring.

(a) Sulfate-rich waters, from one
well, spring and Truckee

River. :
General geographical distribution of
the above water provinces are shown in
Figure 4. Bicarbonate waters are the
least mineralized wusing the specific
conductance, Na+K and Ca+Mg
concentrations as a measure. All the
waters have pH between 7 and 10 with

the mean at 7.8.
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Fig.3 Sulphate bicarbonate chloride
trilinear diagram
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Chemical Geothermometers

A large number of water chenmistry
analyses obtained from the area give no
5i02 concentrations. Most of the early
analyses do not separate Na and K
concentrations. This 1is a major
drawback in attempting to compute
chemical geothermometers where concen-
trations of Na, K, Ca, Mg and Si0O2 are
required.

However, there 1is correlation between
high aquifer temperatures with
chloride-rich fluids especially around
San Emidio. .

The three geothermal wells of the
Needle Rocks have measured downhole
temperatures although they had not
equilibrated and are all below the
indicated average subsurface geochemi-
cal temperatures of 140 C even from the
deepest well #1 which 1is 1807 meters
deep. In the San Emidio area, the
maximum down-hole temperature measured
at 590 meters is 148 C in the Philips
Petroleum Co. Well # 29/13-1l6ad giving
a temperature gradient of over 200 C
per km. If this temperature is

22
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extrapolated downward, the indicated
190 C geochemical reservoir temperature
would be reached around 750 meters.

The subsurface temperatures as
indicated by geochemical geothermometry
show that the two known geothermal
areas in the study area, namely, the
Needle Rocks and ' San Emidio have
moderate reservoir temperatures
sufficient for binary system power
Furthermore, it can be
inferred that the Needle Rocks system
has lower temperatures and deeper
reservoir than the San Emidio one.
Wells may have to be drilled deeper
than 1500 meters at the Needle Rocks
while at San Emidio, the deeper
reservoir should be within 750 meters
depth. Geochemical temperatures from
wells 2441 and 25d1 north of San Emidio
show a northward drop in temperatures
indicating possible northward flow of
water and cooling of geothermal fluids.

Stable Isotopes Data

Five isotope data was available from
the areas shown hereunder:-

Name d o0 dD
Needle Rocks -6.33 -106.5
Well #1

M.K. Steward -11.99 -107.4
Prod. Well #1.

21(1)

Ditto, Irrg. -14.86 -115.5
Well

San Emidio -11.73 ~106.6
Hot Springs

(29/23-9/16)

San Emidio -14.24 -110.2

Flynn and Buchanan (1990) found that
the best fit meteoric 1line for the
Great Basin is:

db = 7.554d 0 - 0.5

which they took to be the same as the
global meteoric water line for
practical purposes.

The five data points were plotted on
the meteoric water line graph (Fig. 5).
They all show oxygen-18 shift. The hot
Needle Rocks geysering well has the
largest shift (+8%) while the San
Emidio geothermal well and hot spring
have a + 2% oxygen-18 shift. The San
Emidio cold springs and irrigation well
show negligible shift. The higher
oxygen-18 concentrations at the Needle
Rocks corroborate thé earlier stated



Fig.5 Deuterium vs. oxygen-18 isotope
diagram

fact that it is deeper seated and most

likely undergone more water-rock
reactions and longer residence time
than the San Emidio system. With such

limited data, it may not be prudent to
draw many conclusions. More isotope
data are required to be able to relate
the isotope values to the recharge and
hydrothermal reactions of the fluids in
this area. Furthermore, there are no
data at all on 1isotopes in the study

area south of -the Needle Rocks to
enable overall interpretation of

isotope variations in the area.

MIXING MODEL

water
Mixed
and South
the Nixon

Figures 3 and 4 show the four
provinces in the study area.
waters are found to the North
Eastern. The mixed waters in
town area may be derived from mixing of
bicarbonate and deeper waters or due to
evolution of bicarbonate waters via
evaporation and water-rock reactions.

The mixed water north of San Emidio may
be due +to mixing between hot chloride
richer waters with bicarbonate regional
waters. Trexler (1990) has proposed
3:1 mixing between shallow waters and
geothermal waters using TDS concentra-
tions. Very few TDS data are available
from the area and it is difficult to
extend this conclusion further, but
does not appear a plausible mixing
model.

The Pyramid
conductance
Mixing 70%
of the

fluids of

Lake has a specific
8400 micro-mhos/cm.
lake water with 30%
shallow groundwater yields
similar conductance as that
of the ©Needle Rocks geothermal fluids.
This may be the 1likely source of the
fluids until more data is available.

of
of the
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CONCEPTUAL MODEL

Figure 6 shows the proposed
hydrothermal conceptual model for the
San Emidio and Needle Rocks geothermal
systems. The cross section 1line is
shown on Figures 2 and 4.

Elevation (m.a.m.s.l}

Horizontal Dist. (km)

Legend
\‘\ Faut ~w  Subsurface Water Flow Directon
—  Topographic Surface f Posmbie Heat Fiux
- Plerzometric Surtace I Water Wed

Fig.6 Proposed conceptual flow model of
the Smoke Creek/San Emidio area

The study area lies within the
transitional zone between the Basin and
Range Provinces and the Sierra Nevada
where regional structural control is by
the Walker Lane faulting system. The
youngest volcanic activity recorded
from rocks in the area is at least 2
million years (Bonham, 1969).

This was mainly intrusive dike basalt
flows derived from fissures and some
andesites (Bonham, 1969). Any heat

generated by this activity may not be
waning away. Faulting activity has,
however, continued into the Pleistocene
and perhaps Holocene (Bonham, 1969).
Regional high heat flow in the Basin
and Range Province combined with these
locally intense activities may cause
the heat anomaly in the area. Most of
the faulting 1is in Virginia Mountains

and their northern extension, Terraced
Hills, Fox Range and Lake Range
(Bonham, 1969) and most likely act as
conduits for deep, hot geothermal
fluids.

The piezometric surface map (Fig. 2)
shows two possible recharge zones in

the Fox
Virginia Mountains

Range to the northeast and the
and their northward
extension on the west. The general
subsurface water flow 1is from the
western divide eastward towards Pyramid
Lake and Smoke Creek Desert. Flows
from the Fox Range are westward into
the Smoke Creek Desert and east and
north-eastward towards San Emidio. A
westerly flow component from Northern
Lake Range into San Emidio 1is also
possible but data to support this may
need to be collected further east of
the study area.




It is
geothermal area
recharge water

postulated that the Needle Rocks

could be obtaining its
from the northwestern
mountains, Sano Valley and downward
percolating water from Pyramid Lake.
San Emidio geothermal fluids flow
northwards from the geothermometry
evidence. This is supported by the
general groundwater flow from Fox Range
towards San Emidio (Figure 2) assuming
that the deep geothermal fluids rise
through faults and laterally mix with
shallow waters flowing in the same
direction.

source from the Needle Rocks
Emidio Desert geothermal areas
associated with the Walker Lane
and the regional high
localized to higher
gradients in these areas. Strong fault
system to the northwest and
intercrossing of NW-SW, N-S and NW-SE
faulting systems over Sand Pass and
Terraced Hills may have
localized high heat gradients and
increased hydrothermal reactions
resulting in hot chloride fluids seen
in the northwest. Similarly, faulting
in the Fox and Northern Lake Range is
proposed as forming the flow paths for
the hot fluids and the development of
chloride fluids in the San Emidio area.

The heat
and San
may be

faulting system
heat flow, but

The NW-SE trending faults from Terraced

Hills most likely continue under
Pyramid Lake to Pyramid and Anaho
Islands causing the warm springs
reported on these islands.

DISCUSSION AND CONCLUSIONS

Hydrogeochemistry shows four chemical
water provinces with the chloride
waters associated with waters of the

Needle Rocks and San Emidio geothermal
systems. Statistical correlation of
the ionic concentrations against
conservative chloride ion is poor maybe
due to poor sampling and analysis or
both. The high oxygen-18 shift at the
Needle Rocks may be due to evaporation
and longer residence time of the fluids
in this area. More evenly distributed
isotope data from the area are
necessary before detailed
interpretation can be made.

the preliminary
the geothermal
More temperature

Figure 6
conceptual model of
systems in the area.
measurements and chemical data plus a
closer look at the 1local tectonic
setting of the geothermal systems are
necessary to further develop this
model. The heat sources may be either
below the Ranges themselves or more
shifted and localized below or near the
two known hot fluid areas at San Emidio
and Needle Rocks.

gives

caused -
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Elaborate modelling was not done due to
time limitations and quality of the
available data. This work should
hopefully encourage more detailed work
on these interesting geothermal systems

and the flow model of the groundwater
by other researchers.

Geochemical geothermometry inter-
pretation 1is also limited by the
availability and distribution of the

data.
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INTRODUCTION

The capacity of a geothermal liquid to carry calcium
varies mainly with the concentrations of CO, and HCQ,,
temperature and ionic strength, of which the Cco,
concentration (pressure) changes most in the wellbore.
Wellbore models that carry accurate computations for CO,and
other gas pressures might be adapted to compute profile
thicknesses of CaCOj scale.

A general model for carbonate scale deposition in a
wellbore must make a simultaneous accounting for pressures
of H,0, CO,, and two or three other gases plus salt effects on
those pressures. In addition, the elevation of flash initiation
must be accurately identified and combined with profiles of
temperature, etc., in the 2-phase zone. Such a model has been
developed and its principle features are described here,
including calibration of some factors with measured scale
deposits.

The model provides insight about the scale deposition
processes through parametric studies. Tactics and strategies
for confronting the effects of CaCO, deposition in wells and
wellfields can be explored with the model. Modelling of
specific wellbores/wellfluids can help quantify risks and
benefits concerning scale inhibition, wellfluid monitoring,
timing of consequences relating to failure of scale inhibiting
apparatus, urgency of remedial actions, and other aspects.

BASIS OF THE MODEL

The main features are a computed solubility of calcite,
identification of where flash initiation begins, temperature
profile above the bubble point, and incremental deposition of
calcite through the temperature (elevation) interval,

Calcite Solubility

The solubility of CaCOj (calcite or aragonite) in
geothermal waters commonly is represented by a solubility
product, K, that varies with temperature; K, = [Ca**]{CO3~].
K -values are thermodynamically defined stability coefficients
varying only with temperature.

The molar solubilities of calcite and aragonite differ
trivially and the numerical distinction is not relevant for
modelling. However, aragonite scales tend to be softer and
less adherent than calcite, so, an indicator of which polymorph
actually forms has operational merit. A predictor can be based
on contrasts of mechanisms for crystal growth and this model
includes such an indicator.

Since neither the original calcium .concentration nor
the carbonate (CO,™) concentration can be directly measured
in a geothermal context, additional equilibrium constants must
be introduced, which lead to components that can be
measured, specifically CO, and HCO,™.

.

Ky = [HyCO3l/ P,
K,= [H*HCO,")/[H,CO4)
K, = [H*][CO;7}/[HCO;]

Here, it is useful to express CaCOj, solubility as a

liquid’s "carrying capacity" for calcium, as in Eq. 1.

(Ca) = KoK ;K3PcosA/K(HCO; ) a pa 2 =mol/l (1)
Parentheses denote concentrations which are related to
activities (brackets, []) through activity coefficients, a,
= [i]/(i), that represent a chemical effectiveness. a-values vary
with temperature, ionic strength, and properties of specific
ions; a_, and a_, refer to bicarbonate and calcium respectively.
Their numerical values range from less than 0.2 through 0.9 in
the overall spectrum of geothermal resources and must be
computed specifically for each temperature step in a wellbore
model.

CO, pressure and concentration of bicarbonate vary
within the wellbore profile and may be considered as chemical
determinants for the liquid’s capacity to carry dissolved
calcium. They are the dominant forms of carbon in
geothermal systems and may be accurately sampled and
measured in surface fluids

Most geothermal wellbores penetrate rocks which
contain calcite, hence produced liquids are saturated
(equilibrated) at the local static conditions. Typically, there is
an imperfect match between the apparent, or measured, field
solubility of calcite and the theoretical solubility calculated
with activity and stability coefficients and measured
bicarbonate. Thus, factor A in Eq. 1 represents a local, well-
specific constant that makes the computation of Eq. 1
correspond to the initial field saturation of calcium.

Elevation of the Bubble Point

A lowest elevation in a well that involves vapor phase
corresponds to the initiation of boiling and the loss of CO,
from the liquid. This begins the activation of scale-forming
reactions. Elevation of this bubble point (BPE) can be
accurately computed without reference to any factors of the
two-phase zone or of the wellhead conditions. Essentially,
overpressured fluid below the BPE rises to the location where
the fluid’s total vapor pressure (TVP) equals the local
hydraulic pressure; equation 2 applies. Scaling initiated in the
wellbore requires that BPE>Z, ., .. but scaling initiated in
reservoir rocks ¢an be accomodated by the model.

F(BPE-Z,

inflow

TVPBPE = Pres - pg(BPE_Zres) - ) - R/PI(2)
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P . represents a static reservoir pressure at some
reference elevation, (Z,,) a hydraulic head (pgéZ) appears
between the elevations of the reservoir reference and BPE, a
friction effect (F) exists between the elevation of fluid inflow
to the wellbore and BPE, and a drawdown is represented as the
ratio of discharge rate (R) to productivity index (PI). Zgpg
may be computed explicitly by rearranging (2).

TVP is the sum of H,O vapor pressure of the liquid
(due to its temperature) and the Henry’s law pressures (HLP)
for all other "gas" species dissolved in the liquid.

TVPgpg={Pyyo+HLPoo + HLP oy + HLP o+ HLPy 4. Jppg

All these vary markedly with temperature and HLPs are much
more sensitive to salt effects than is Py,,. Wellbore heat losses
between the inflow elevation and BPE should be accounted for
when computing TVPgpg, which is different from TVP,.
Without accurate handling of HLP sum, BPE will be mis-
identified and the pressure gradient wrongly computed in the
early stages of steam development, where scale deposition is
most significant.

Temperature Profile in the Wellbore

Temperature profile above the bubble point is
computed according to’principles described earlier (Michels
1985). Unlike most other wellbore simulators, in this, total
pressure is treated as a dependent variable (joint function of
temperature and multiple fluid components and gases). The
CO, pressure component is applied in equations (1) and (2),
providing for accurate coordination of the temperature profile
with local calcite solubility.

Friction effects in this temperature-drop model
conform to von Karmen principles in the region of 1-phase
liquid, extended, with modification, to modest elevations
above the BPE. At higher elevations, two-phase fluid friction
may be computed without reference to a mechanical roughness
of the casing. Instead, concepts and procedure have been
developed to compute the interaction between the liquid layer
on the casing and the moving two-phase fluid in the bore.
The concept incorporates liquid surface tension in a way that
drag (friction) becomes a property of the fluid, which varies
with temperature, and not a property of the casing metal
(which is obscurred by the liquid layer in any case).

Incremental Deposition of CaCO,
Within the well profile, local solubility of calcite is

computed in terms of the residual liquid’s capacity to carry
calcium (Eq. 1). Incremental deposition is computed as the
difference between the carrying capacities at the ends of
temperature-defined intervals. If the two-phase zone is long
enough, 2 minimum calcite solubility occurs within the
wellbore, marking the upper limit of scale deposition.

PRESSURES OF CO, AND OTHER GASES

Three concepts of gas pressures are required to make
a proper accounting; Henry’s Law pressure of the gas species
in liquid, distribution of gas species between liquid and vapor,
and effect of salt content on the solubility and distribution.

The Henry’s law pressure (HLP) commonly is
considered as a solubility, but is more accurately considered as

an escaping tendency of gas species from the liquid. It was
originally defined as the concentration of a gas species in

liquid under a vapor phase pressure, but the presence of a
vapor phase is not essential. HLP (of a gas species) may be
visualized similarly to the H,O vapor pressure in an
overpressured context. HLPs for each gas species are additive
to the H,O vapor pressure when computing TVP. The
correlations between HLPs and temperature are unique for
each gas species and dissolved salts in the liquid increase their
escaping tendency -- a salting-out effect.

For CO, in geothermal engineering circumstance§ the
data from Ellis and Golding (1963) is most useful because it
provides for simultaneous accounting of temperature and salt
effects. A functional equation for the HLP, based on their
data for temperature, salt content and CO, pressure, is given
by Eq. 3, which applies from 100-350°C and 0 to >70,000
mg/kg chloride. Chloride is useful as a convenient indicator
of overall salt content in the liquid.

HLP(q, = 0.281-0.000232 | T-175 | 13 +
(9.98x1077+5.4x107°T)Cl,, = MPaa/(g/ke) )

Equation (3) shows a minimum solubility at 175°C, a
prominent (+) salt effect, and a strong (+) salt-temperature
interaction. Commonly, chloride is the dominant anion and an
equivalent chloride concentration can be constructed from
measured concentrations (adjusted for steam loss);

Cleq = CI” + 0.58HCO;™ + 0.7450,% = mg/kg.

For non-CO, gases, HLPs can be computed
conveniently using equations with the form of (4). Factor S is
a salting-out coefficient described later.

HLP, = S{a + b/(T+273)) C))

Values for a and b given below are based on Himmelblau
(1960) and apply only at temperatures higher than the
solubility minima, T in Celsius.

a b lower limit
CH, -12.2 7860 116
N, -115 7440 111
H, -82.1 53100 84

Although CO, generally is the dominant gas component
in terms of mole fraction, its pressure effects may be less
dominant. This is due to the lower molecular solubilities of
methane, nitrogen, and hydrogen. Nominally, if CO,
comprises 90 (mole) percent of the non-condensible gases, it
contributes only 50 percent of the overall sum of HLPs. Thus,
disregarding non-CO, gases can yield a serious underestimate
of overall gas effects on BPE.

Hydrogen sulfide (H,S) has important safety and
environmental aspects, but is generally insignificant in its
contribution to TVP. HLPy,; may be disregarded in other
than exceptional circumstances; some Hawaiian wells are
exceptional. Sulfide mineral scales are sometimes important
and profiles of their deposition potentials can be appended to
this basic model. They are not considered further at this time.

Distribution of gas species between liquid and vapor
becomes important after a vapor phase develops. The
distribution is most conveniently described by the form of
equation 3,
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* log(n,/n)) = logB = d+eT 5)

where n=mole fraction of a gas in the vapor (v) and liquid (1)
phases, T in Celsius. Values of d and e listed below are from
Giggenbach (1980) and refer to salt-free water.

1G] (e)
Cco, 4.7593 ~0.01092
CH, 6.0783 -0.01383
N, 6.4426 -0.01416
H, 6.2283 -0.01403

Salting-out effects are similar for all gas species
because salts operate more strongly on H,0O molecules than on
the dissolved gas molecules. Equation (3) evaluated with and
without a chloride concentration (Equation 6) yields a
multiplier (S) for the salt effect on Henry’s law pressures.
Although S is based on CO, it can be directly applied to the
other gases.

§= (HLPCOZ)salty/(HLPCOZ)no—salt (6)

‘Salt effects on properties of H,O are computed with
correlation equations based on Haas, (1976).

CALIBRATION OF THE MODEL

Defects in the Equilibrium Assumption

A straight forward application of the model is a
presumption of equlibrium. This implies that change in calcite
solubility and the physical deposition of scale on the wellbore
keep pace with the rate of temperature drop and exhalation of
CO, from liquid. Equilibrium for the ionic aspects of the
overall reaction mechanism is reasonable. Specifically,
chemical steps represented by 2HCO,™ --> CO,4™ + H,O and
Ca** + CO;= --> CaCOj, have been observed to operate in 2
to 5 milliseconds in the context of pressure jumps in mist flow
circumstances. These times include delays for transport of
liquid droplets to pipeline walls (Michels, 1984 and
unpublished research). When parcels of activated liquid
(eventually) reach the casing wall, diffusion of scale
components to growth sites occurs in the boundary layer and
scale deposition reaction reactions proceed quickly.

Two factors in the wellbore near BPE are important. (i)
Degassing of liquid requires nucleation of bubbles, which can
be slow or incomplete (soda-pop effect) at a defined
temperature. Thus, a real residual liquid is less activated to
deposit scale than an equilibrium liquid. (ii) The ionic
reactions of scale formation do not occur isolated in the liquid
phase but require a physical surface for crystal nucleation and
growth and dissipation of energy released during bond
formation. Crystal growth (which is scale deposition) occurs
on the casing walls where it is found. {4 common perception
holds that scale forms in the liquid and deposits on casing due
to physical effects. This is definitely incorrect for calcite and
probably incorrect for aragonite.] Thus, fluid in the interior of
the wellbore that becomes saturated in calcite just above the
BPE does not de-saturate until fluid eddies carry it to the
casing wall. This is a mixing-length effect, a process
involving several meters of elevation (with subsequent
additional activation due to decreased pressure, etc. along the
pathway). These non-equilibrium features require empirical
calibration of the model.

The equilibrium assumption results in maximum scale
thickness at the BPE (abrupt step from zero thickness) with
subsequent deposition decreasing upwardly at a decreasing
rate. That is, topography of the scale surface predicted by the
equilibrium assumption is everywhere concave toward the
wellbore interior, which is not observed.

Measured Scales in Wellbores

Scale thickness profiles were carefully measured in situ
(multifinger caliper) in seven geothermal wells at Dixie Valley,
Nevada (Benoit 1987). Only two wells (84-7 and 73-7) had
relatively stable production rates prior to scale measurements,
so, presumably, their BPEs were stable. Well 73-7 had the
smallest measured scale thickness and other events
compromised the measurement details, thus, 84-7 is the
strongest reference well for calibrating the model. Other wells
had decreasing production rates that indicated falling BPEs.
Lengths of deposition zones ranged from 300 to more than 500
meters, but the longer zones belonged to wells with falling
BPEs. Additional data included recalculated reservoir brine
compositions, CO, contents, estimates of total scale masses
deposited in wells, and total liquid volumes.

All measured surface profiles (Benoit, 1987) showed
deposition maxima, variously 30 to 100 meters above the
lowest elevation of scale. Lowest maxima, 35 and 45 meters
were for wells 73-7 and 84-7 which had stable BPEs. These
wells also had profiles that were concave toward the well
interior at elevations above the maximum thickness. Other
wells had profiles that were variously concave, linear, or
convex, plausible consequences of unstable BPEs and
indicators of unsuitability for calibration.

Modelling indicates that the first 50 meters or so above
the BPE are invalved with bubble flow; adiabatic temperature
decreases there are 0 to >2 degrees, fluid speeds are 0.5 to 4
m/s and vapor volume fractions of 0 to 0.25.

Objectives in Calibration

Three components of the model require empirical
calibration; delayed degassing of the liquid, mixing length
effect, and A-factor for initial saturation of calcium.
Degassing effects and the A-factor may be cast as multipliers
of the brine’s local carrying capacity for calcium, yielding a
local "net effectve" carrying capacity. Deposition within a
temperature step is computed as the difference between "net
effective" capacities at the ends of the step. A mixing length
effect applies to this difference.

Using an A-factor in Eq. 1 accepts the theoretic calcite
solubility as having the correct shape and approximate
magnitude for a geothermal context. Thus, magnitude of the
A-factor essentially addresses a local calibration. It may be
chosen so the model wellhead concentration of calcium
matches the measured concentration of residual calcium. [This
empirical step merely collects overall errors and imprecisions
involved with the calcite solubility calculation, of which there
are several. For example, two activity coefficients (one of
them squarred) are uncertain due to extension of the DeBye-
Hiickel calculation method beyond its concentration range of
applicability. The four separate K-values involved are based
on experiments of contrasting characteristics and precision.
Furthermore, those experimental matrices had undefined
relevance to geothermal conditions. Error in reported
bicarbonate concentration also finds compensation in A.]
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Degassing is promoted by increased surface/volume
ratio for residual liquid. Thus, the approach toward
equilibrium may be expected to improve exponentially as the
vapor volume fraction increases. A suitable term has the form
[exp(-a/f)] which approaches unity as f-->0.2+ if a~0.00X, (f
= vapor volume fraction). Calibration for delayed degassing
involves selecting a value for (a) and using [exp(-a/f)] as a
multiplier to the carrying capacity of equation (1).

Mixing length involves an increment of scale
deposition that is activated in a narrow elevation range but
spread over a wider interval that includes the activation
interval plus additional elevation above that interval. The
mixing length effect is most apparent in the first few
increments of elevation above the BPE. Elsewhere, deposition
activated at lower elevations deposits in zones from which
newly activated deposition escapes, providing a kind of
compensation to the equilibrium deposition computed for
higher elevation zones.

Higher fluid speeds increase turbulent shear and
smaller bore diameters decrease the eddy diffusion distances
to casing walls (scale deposition sites). Both factors would
appear to favor shorter mixing lengths. Thus it seems puzzling
that well 73-7, with larger bore than 84-7 (.255 vs .224 m ID)
and smaller 1-phase liquid velocity (0.5 vs 2.6 m/s) would
show maximum scale deposition closer to the BPE (35 vs 45
m). Perhaps damage to the scale deposit in 73-7 (Benoit,
1987) resulted in under-measurement of maximum deposition
in 73-7. Although defining a mixing length to incorporate
bore diameter and fluid speed is appealing, calibration is not
feasible with only one reliable scale profile, so these aspects
will not be considered further in this report. Instead, only a
height correlation will be used.

At the upward limit of scale deposition the mixing
length effect becomes suppressed. Elevation of the upper
limit of scale deposition is defined in the model by a minimum
in the brine’s carrying capacity for calcium. Above that
elevation, the carrying capacity increases all the way to steam
separator. Consequently, activated scale potential that is
unspent below the upper elevation limit may be partly
resorbed by the liquid. Since scale deposition in this tail
region will be small in any case, the mixing length effect is
considered inconsequential.

Only a fraction of the scale deposition potential
activated within the first increment of elevation (Z,) above the
BPE is deposited within that increment. Yet, the net
deposition within subsequent Z; include activation from lower
increments. Thus, the apparent fraction of available
(equilibrium) activation that actually deposits in Z; approaches
unity as the fluid moves away from the BPE. The value of
that "apparent” fraction is estimated here by exp(-Z;/(mZZ)},
when £Z is the sum of elevation increments between the BPE
and lower bound of Z; and m is chosen to make an empirical
fit to the short interval involved with measured zero-to-peak
scale thickness.

Calibration values are those that yield the match
(Figure 1) between model and measured scale profiles for
wells 84-7 and 73-7. For the calibration, Ag, , = 8.97,
=6.23,a =.,001, and m = 0.8.

Figure 1 should be construed as a test for only the
shape of the scale topography. A mass balance (exact
thickness match) was not feasible due to uncertainties in (i)

Aggq
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Figure 1. CALIBRATION RESULTS
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amount of liquid involved with the measured scale, (ii)
porosity of the measured scale, and (iii) whether a softer form
of scale (aragonite ?) in the upper deposition zone was under-
measured by the caliper fingers.

A non-model multiplier for the model thickness was
found which gave a good match with the peak thickness and
then uniformly applied over the entire interval. This provides
a fair test for model shape of the deposit.

A mass balance is best indicated by the match of
calcium concentrations with, versus without scale inhibitor,
determined from surface sampling (Benoit, 1991). For the
case of 84-7, the "no-inhibitor" residual calcium concentration
of 1.29 mg/kg was used to derive A =8.97. This yields a
model concentration of pre-flash calcium = 3.60 mg/kg, which
compares to the "with inhibitor" calcium measurement of 3.6
ppm. This result suggests that chemical aspects of modelling
are satisfactory.

For the modelling, data for chloride, bicarbonate, and
sulfate conformed to wellfluid compositions in Benoit (1987)
and model wellbore dimensions to actuals. Reservoir and well
productivity data were not provided so model values were
chosen to yield a BPE that matched the lower limit of scale
deposition. A match to wellhead conditions was achieved by
adjusting wellbore heat losses. g

PARAMETRIC STUDIES

Two important factors in wellbore scale are how fast
does it accumulate and where is it located. Both are related to
the liquid’s local carrying capacity for calcium, which varies
with elevation in the wellbore largely due to decreases in
temperature and Pgq,. Other major factors affecting calcium
carrying capacity are (initial) bicarbonate and CO,
concentration. Physical factors for the model wellbore were
set at nominal values, uniform among most figures. Wellbore
heat losses were set at zero.



CO, Effect on Temperature and Pressure Profiles

Figures 2A and 2B do not depict scale, but show
profiles of wellbore temperature and pressure for a variety of
initial CO, contents at a single model reservoir temperature
and fluid composition. Greater CO, concentrations cause
significant lowering of the BPE and modest increases in
wellhead pressure without changing the essential shape ofthe
pressure profile.

Contrastingly, the CO, effect on temperature profiles
changes the shape so strongly that the order of curves in the
family inverts between the BPE and wellhead. Without CO,,
the temperature profile near the BPE is concave up whereas
with higher CO, concentrations it is concave down. All
lowerings of BPE in Figures 2 are assignable to CO,
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Figure 2: CO, EFFECT ON P-T PROFILES

Temperature Effect on Scale Profiles

Figures 3A and 3B show the calcium carrying capacity
and scale build-up rate for a range of initial fluid
temperatures. Other factors, CO,, overall salt content, etc.,
were held constant and the same as for Figures 2. Lower BPE
in Figures 3 are due to the higher pressure(s) of H,O which is
consequent of the higher temperature(s) [CO, effect on TVP
decreases with increasing temperature above 175°C]. At
higher initial temperatures, the calcite saturation is smaller,
reflecting a general knowledge that carbonate scales tend to be
less severe in hotter wells.
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Figure 3: INITIAL TEMPERATURE EFFECTS

CQ, Effect on Scale Profiles

Figures 4A and 4B also show calcium carrying capacity
and scale build-up rates at one initial temperature with
variable initial CO, content. Other factors are the same as for
Figures 2. For 4A and 4B the initial ratio of Ca/HCO,™ << 1
and the initial calcium concentrations vary in nearly direct
proportion to the CO, contents. The thickness of scale and
length of the scale deposition zone also increase in nearly
direct proportion to the initial CO, content. [Irregularities in
the peak shapes are artefacts from the plotting program.]
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Figure 4: INITIAL CO, EFFECTS

HCO, Effect on Scale Profiles )

Figures 5A and 5B show calcium carrying capacity
and scale buildup rate for various HCO,™ concentrations with
other factors similar to those for Figures 4. For Figures 5,
Ca<<HCO;™ and scale deposition decreases strongly with
increasing HCO4™. This contrasts with Figures 6A and 6B,
wherein Ca>HCO,;~ and scale deposition increases with
increasing HCO4™
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Figure 5: BICARBONATE EFFECTS
with HCO,™>Ca
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Figure 6: BICARBONATE EFFECTS
with HCO4 <Ca
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Effect of a non-CO, Gas

Non-CO, gasses do not affect the chemical solubility
of calcite (scale components) but they do affect the
distribution of scale in the earliest stages, through their effect
on the two-phase pressure profile. Figures 7A and 7B show
the effect of variable methane (CH,) concentrations on
temperature profile and scale thickness profile, with uniform
initial temperature and CO, content. Since the non-CO, gas
effect operates over the zone of maximum scale deposition the
matter could be critical to issues of near-closure of a bore by
scale buildup.

Figure 7: EFFECT OF non-CO, GAS

(Methane)
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APPLICATIONS

Parametric studies show the multi-dimensional
phenomenon of CaCOj scale deposition is too complicated for
practical "rules of thumb". Modelling can accurately account
for multi-dimensionality and there are several practical
applications.

Monitoring Scale Inhibition Systems

Chemical methods of inhibiting carbonate scale are
well-developed in regard to chemicals available and modestly
developed in regard to hardware which places chemicals below
the BPE. Importantly, wells equipped with scale inhibition
systems must be monitored to show that the complete system
continues to function as intended.

Monitoring scale inhibitor systems may require
frequent surface samples of liquid for direct analysis of some
scale components. Frequency of sampling should be matched
to a well’s severity of scaling so that failure of the inhibition
system is discovered before costly scale-up of the well occurs.
Some wells may permit two weeks or more of uninhibited
production, but a few can yield expensive problems in two or
three days. Modelling studies can help balance the risks and
costs of monitoring by identifying a most practical sampling
frequency.

In addition to frequency of sampling, the chemical
analysis method must be sensitive enough to give a clear signal
of status. Calcium analysis is easy and practical for low-
calcium waters, but greater sensitivity and reproducibility are
needed for waters with intermediate calcium concentrations.
Calcium analysis is not practical for monitoring high-calcium
waters. Modelling can help define the analytical requirements
and evaluate sampling for alternative components, such as
HCO4™ or pH, etc.

Coping With Emergency Conditions

When a scale inhibition system fails there may remain
a motive to keep the well in production a while longer for any
of several practical reasons, e.g., overall steam requirements,
inadequate availability in other well capacities, scheduled
maintenance, etc. Modelling can show how much time may be
"bought" with temporary uninhibited production and identify
the wellbore consequences. This greatly aids emergency
decisions that affect operating costs versus revenues.
Modelling can also explore the advantages of running the
defective well at non-routine rates, possibly to shift the
location of maximum scale buildup as a device to moderate the
consequences.

Wellfield Development

Wellfields present a range of chemical and production
conditions and this range may cross the boundary between
problematic and no-problem wellbore scaling. The pattern of
scaling across the field can be sharpened by modelling studies,
thereby aiding in site selection for fill-in wells.

The decision of whether to budget for scale inhibition
equipment on wells to be drilled near the boundary can be
greatly aided by modelling which explores the consequences of
not inhibiting.

Wellfield Operations :
Some wells are only marginally in need of a scale

inhibition system in the sense that costs of dealing with
(forecast) uninhibited scale deposits might be similar to, or less
than, the (forecast) costs of installing, maintaining, and
monitoring an inhibition system. Decision-making in these
near-border cases can be strongly supported by scale
modelling studies.

Among the no-inhibition options are arcane
alternatives, such as programmed decreases in production
which raise BPE to avert a critical narrowing of the wellbore

-30-



by scale. This can extend the time before cleanout, reduce the
number of rig setups over the well life, and reduce annual
wear on the wellbore. Modelling can show the border of
practicality for such tactics including specifications for when
and to where the BPE might be shifted from time to time, and
how to establish the desired shift.

SUMMARY

Modelling CaCQjy scale buildup in geothermal wells
requires coordination of a wellbore simulator function with an
accurate accounting for CO, pressure which fits with a
chemical solubility calculation. A general model must include
effects of salts and non-CO, gases. Some non-ideal and non-
equilibrium factors can be calibrated with data from wellbore
measurements. Such a model has been developed and partly
calibrated.

Parametric modelstudies enable comprehension of how
the many important factors of scale deposition inter-relate.
One example concerned the effect of various initial
bicarbonate concentrations on the consequent thickness of
scale which developes. The sense of effect, increased versus
decreased thickness, inverts with HCO; >>Ca or HCO;™ <<
Ca. ‘

Uninhibited scale deposition may, or may not, cause
specific wells to be uneconomical. Modelling studies can
address such economic issues and provide refined guidance for
operating marginal wells, whether or not scale inhibitors are
used. .

Modelling can also be applied to strategies of wellfield
development, especially when the field involves a gradient of
scale-forming tendencies among its wells.
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ABSTRACT

As part of the European Hot Dry Rocks
Project, a -second exploration borehole,
EPS-1, has been cored to a depth of 2227 m
at Soultz-sous-Foréts (France). The target
was a granite beginning at 1417 m depth,

overlain by post-Paleozoic sedimentary
cover.

Structural analysis and petrographic
examination of the 800-m porphyritic

granite core, have shown that this rock has
undergone several periods of hydrothermal
alteration and fracturing. More than 3000
natural structures were recorded, whose
distribution pattern shows clusters where
low-density fracture zones (less than 1 per
meter) alternate with zones of high
fracture density (more than 20 per meter).
Vein alteration, ascribed to
paleohydrothermal systems, developed within
the hydrothermally altered and highly
fractured zones, transforming . primary
biotite and plagioclase into clay minerals.
One of these zones at 2.2 km depth produced
a hot-water outflow during coring,
indicating the existence of a hydrothermal
reservoir. Its permeability is provided by
the fracture network and by secondary
porosity of the granitic matrix resulting
from vein alteration.

This dual porosity in the HDR granite
reservoir must be taken into account in the
design of the heat exchanger, both for
modelling the water-rock interactions and
for hydraulic testing.

INTRODUCTION

The objective of this European Hot Dry Rock
(HDR) geothermal project 1is to develop an
artificial heat exchanger within a granite
covered by 1400 m of sedimentary cover. The
site is located in the Upper Rhine Graben,
on a marked thermal anomaly, giving a
temperature of 140°C at 2 km depth in the
former borehole GPK-1 drilled in 1987
(Kappelmeyer et al., 1991). Close to it a
second exploration borehole, EPS-1, has
been fully cored to a depth of 2227 m,
providing 810 m of granite core.

Geologic investigations in HDR experiments
are mainly concerned with describing the
natural joint network that will be used to

-33-

develop the artificial heat exchanger, and
with gaining good understanding of the
chemical and mineralogical features of the
crystalline medium that will interact with
the injected fluids. Continuous coring of
the granite borehole EPS-1 provides an
exceptional opportunity to achieve these
aims.

FRACTURE STUDIES

About 3700 structures were recorded along
the 810 m of granite-core sections (Fig. 1,

2). They were classified, according to
their origin, into natural brittle
fractures and artificial discontinuities

induced by stress-release in the core. In
this paper, only natural fractures are
considered. These were created during the
successive tectonic stages that affected
this late-Hercynian granite.

Subhorizontal joints

These are mainly natural fractures without
any indicator of movement, such  as
striation. They represent 4.5% of all

natural fractures, are concentrated at the
top of the granite, and their density
decreases regularly with depth until
1700-1800 m (Fig. 2). Their average width
is less than 0.5 mm. These joints seem to
be related to isostatic unloading of the
emerging granite during the Permian, under
oxiditing conditions. They are sealed by
iron oxides, but quartz, accessory calcite
and clay minerals are also present as
fillings.

Minor fractures

This is the most abundant type of structure
recorded from the core sections, forming
69% of the total number of natural
fractures. Their average width 1is about
0.5 mm, they dip steeply and are sealed by
hydrothermal deposits of calcite, chlorite,
quartz, sulfides, epidote and accessory
hematite. Generally, the wall rocks in the
area surrounding these minor fractures are
not affected by alteration and show no
evidence of movement. They are organized in
clusters with zones of high fracture
concentration where the maximum fracture
density may exceed 20 per metre (Fig. 2).




EPS- 1 BOREHOLE

ALTERED DEGREE
FRACTURED OFVEN
TONE ALTERATION

STANDARD
GRANITE

DEPTH
{m)

B+ + &+ +

+ + & + 4+ +

+F 4+t

T
Fisoo + + + + 4

+
FISSO{ 4+ + + + + +

L1sood + + + + + +
b

F 1650 4

L 17004t & & + +
¥ T

b
F17SB9 + + + + + +

20001

+
2050 1
+

r 2100

L
F21504

r 22001

BRGM/IMRG Janvier 1992

Fig. 1 : Composite petrographic log of
borehole  EPS-1 showing the
relationship between petrography,
vein alteration and density of
natural fractures

-34-

EPS -1 BOREHOLE

HORIZ MINOR
JOINTS FRACTURES

30

23
DEPTH
{m)

w - bt
t
|

e

I IR -1

Y CIT

m

L 14504
I 1500 1
I 15501
I 1600
I 1650
L 1700
I 17504
-1800{
— L 1850 1
L 19004
L 1950 1
- I 20004
L 2050
L 21004
L2150

22004

BRGM /IMRG fanvier 1932

Fig. 2 : Density of different types

natural structures
borehole EPS-1

recorded

of
in



Major faults

These are natural fractures showing
presumed movement indicators and filled
with mineral deposits. They represent 25%
of the total number of fractures. Normal,
reverse and shear faults were all observed.
Although they were not formed during the
same tectonic episode, these different
types of major faults occur in the same
depth intervals. Major fractures have an
average width of 2.4 mm and typically have
been filled by several successive
hydrothermal deposits (quartz, clay
minerals, carbonates, barite, sulfides).
Their density distribution 1is virtually
identical to that of the minor fractures
(Fig. 2), so that together they form the
main fracture zones in the granite, where
they are associated with breccia,
cataclastite and protomylonite.

Open fractures

About thirty natural discontinuities can be
classified as open fractures, representing
only 1% of the natural fractures identified
on the core sections. These fractures show
a moderate free aperture of 1.5 mm, but
they have an average sealed width of 25 mm.
The most common mineral fillings are
quartz, calcite, clay minerals, barite and
hematite. The thickest is a 250 mm-thick
quartz-vein at 2175 m depth in the highly
fractured zone that produced hot water

during coring. The open fractures are
mainly Tlocated within zones of high
fracture density (Fig. 2), and their

maximum density was recorded in the outflow
zone.

Orientation of fractures

The core sections were not oriented during
drilling; instead, we drew an arbitrary
reference line. The core pieces in which
structural features were presert were
photocopied using an wunrolled photocopy
machine which produces flatcore copies. The
fracture traces were analysed and recorded
by digitizer using BRGM software. Fracture-
orientation data were then deduced from the
comparison between cores and borehole
imagery (Tenzer et al., 1991).

A stereonet of an oriented zone s
presented in Fig. 3. The main vertical
fracture sets strike N110° with a dip of
75°N and N165° with a dip of 80°E. Several
secondary directional fracture sets exist
locally. The set striking N165° is related
to a paleostress field that probably was
reactivated during the Oligocene E-W
rifting activity of the Rhine Graben. As
emphasized by Genter et al. (1991) in GPK-1

borehole, this structural set is also
roughly parallel to the direction of
present maximum horizontal stress measured

in GPK1 borehole, which is N155° to N176°
(Rummel and Baumgirtner, 1991).
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PETROGRAPHY OF THE GRANITE AND HYDROTHERMAL
ALTERATION

EPS-1 borehole intersected the same granite
as GPK-1 borehole about 500 m away. This
massif is fairly homogeneous and composed
of a porphyritic granite with K-feldspar
megacrysts, quartz, plagioclase, biotite,

hornblende, and accessory titanite and
magnetite.
Two main types of hydrothermal alteration

were observed macroscopically in the cores:
an early stage of pervasive alteration and
subsequent vein alteration, as in borehole
GPK-1 (Genter, 1989).

Pervasive alteration

This alteration took place on a large scale
within the granite without visible
modification of the rock texture. Low-grade
transformation of biotite and plagioclase

lead to the formation of chlorite,
corrensite, calcite, epidote and white
mica. In Fig. 1, zones affected by

pervasive alteration and zones of massive
unaltered granite are both included in the
same "standard granite". Some of the joints
sealed by calcite, chlorite, sulfides or
epidote are related to this early stage of
alteration.

Subsequent vein alteration

Vein alteration was closely vrelated to
fracturing along "fractured and
hydrothermally altered zones" (Fig. 1),
which are 1-15 m thick and represent about
10% of the total section. The intense
fracturing created cataclastic granite,
breccia, microbreccia and protomylonite;
the primary texture of the granite may be
destroyed in the most strongly fractured
rocks, creating a fracture porosity partly
sealed by hydrothermal products (quartz,
calcite, illite, chlorite, sulfides,
barite, hematite). Wall-rock alteration is
intense in many places. Pre-existing
biotite, hornblende and plagioclase have
been partly dissolved and then transformed
to dioctahedral mica inducing secondary
matrix porosity.

An  example of a "fractured and
hydrothermally altered zone" observed
between 2069 and 2075 m depth is given on

Fig. 4, showing the relationship between
cataclastic facies, degree of vein
alteration (expressed as grade of
transformation of primary minerals) and
natural fracture density.

As illustrated on Fig. 4, the dip of such

zones which concentrate steeply dipping
fractures, is expected to be high. '
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The survey of all altered and fractured
zones encountered on the core sections
allows to define a general pattern for
them, with from the centre to edge:

1) An inner zone of intense fracturing,
with the formation of breccia zones
and in places protomylonitic textures.
Biotite and plagioclase are readily
altered, K-feldspar megacrysts are
intensely fragmented, and primary
texture of the granite disappears.
Fractures are commonly sealed by vuggy
quartz veins up to 20 cm thick.

2) An intermediate zone where fracturing
is less intense, with minor or major
fractures, leading to the formation of
cataclastic granite. Alteration is
uniformly strong, and biotite and
plagioclase have been transformed into
clay minerals.

3) An outer zone where fracture density
is close to zero, but alteration is

intense. Biotite and plagioclase are
readily transformed into clay
minerals. This zone vrepresents the

proximal wall rock effect of a major
fault zone, and the rock within it has
been classified as hydrothermally
altered granite.

These altered and fractured zones could be
ascribed to paleohydrothermal systems
developed within the granite. A hot-water
outflow during coring showed that some of
these fractured and hydrothermally altered
zones are still active and related to a
present-day hydrothermal system.

Their permeability seems to be provided
both by the fracture network and by
secondary porosity in the granite, as a
result of vein alteration that partly
dissolved pre-existing minerals (biotite,
hornblende, plagioclase) and precipitated
newly formed white mica.

IMPLICATIONS FOR HDR RESERVOIR DEVELOPMENT

The geologic characteristics of the HDR
Soultz site are mainly controlled by its
Tocation within the Rhine Graben. Most of
the natural fracture sets observed on the
cores have been generated or reactivated by
an E-W extensional regime during the
Oligocene. The present stress field
indicates extensional regime typical of a
graben system with the present-day maximum
horizontal compressional stress field
(Sigma H), oriented N155° to N176° (Rummel
and Baumgdrtner, 1991). The natural
subvertical structures, parallel to Sigma
H, will have tendency to be open Tike
tension gashes.
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From the viewpoint of developing: an HDR
reservoir at the Soultz site, the granite
environment .can be classified into three
main types: a) "standard granite" with a
low natural fracture density, which
corresponds to the standard model of the
Hot Dry Rock reservoir; b) fractured and
hydrothermally altered zones related to

paleohydrothermal systems, similar to
self-sealed fracture reservoirs observed in
natural geothermal systems; and c)

fractured and altered zones that are still
active and related to a present-day
hydrothermal system.

A relation between zones of vein alteration
and fracture systems had already been
identified in the investigations on
cuttings from GPK-1 borehole (Traineau et
al., 1991), but the examination of the
EPS-1  cores greatly increased our
understanding of these zones. They show a
general pattern in which fracture density
decreases from the centre to the margins.
Intensity of vein alteration depends on
this structural framework. The permeability
of fractured and hydrothermally altered
zones can be ascribed to a dual-porosity
model, involving the fracture network and
the dissolution-precipitation processes of

vein alteration. This appears very
important for modelling the fluid
circulation and water-rock interactions
during development of the future HDR

reservoir. Furthermore, the orientation of
fracture zones obtained from borehole
imagery will enable us to predict the
extent and geometry of the flow path within
the granite.

As the main fracture sets within these
zones are roughly parallel to the maximum
horizontal stress, they constitute the most
attractive target for development of a
future Hot Dry Rock reservoir.
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ABSTRACT

This paper presents the outlines of a new Hot Wet Rock
(HWR) geothermal project. The goal of the project is to
develop a design methodology for combined artificial and
natural crack geothermal reservoir systems with the
objective of enhancing the thermal output of existing
geothermal power plants. The proposed concept of HWR
and the research tasks of the project are described.

INTROD N

It is well known that the productivity of geothermal wells
is strongly dependent on the existence of cracks in rock
masses. The concept of Hot Dry Rock (HDR) has been
proposed in an attempt to create an artificial heat
exchanging circulation system by means of well
stimulation techniques such as hydraulic fracturing. This
idea has attracted considerable interests and resulted in
large-scale research projects in the U.S., Europe and
Japan. The majority of currently operating geothermal
power plants in Japan heavily rely on natural geothermal
fluid stored in the existing subsurface crack network.

However, the potential thermal energy from the
surrounding areas is typically not fully utilized and
remains unexploited. The thermal power output is
therefore limited, unfortunately. Thus, there is a strong
need for enhancing the thermal power of the existing
geothermal reservoirs and for extending their operation
life.

In response to the need, a new academic research project
has been launched at Tohoka University, Japan. This
research project is directed towards establishing an
engineering design methodology for the further
development of existing natural geothermal reservoirs.
We have adopted the basic idea of HDR, and combined
the existing available geothermal reservoir in the
developments. As a result, the new concept of Hot Wet
Rock (HWR) is created. The schematic of the concept is
illustrated in Fig. 1. The HWR system refers to the
combined natural and artificial crack network.

In this paper, the outlines of the new research project for
HWR are presented, and the research tasks of working
groups formed in the project are briefly described.

HDR
— T ———
1 km - |
2 km - ‘f .
3 km - . -

Fig. 1. The concept of Hot Wet Rock (HWR) geothermal reservoir




OUTLINES OF HWR PROJECT

The HWR project is being carried out in close
cooperation with the MITI-NEDO geothermal energy
development program (1989-1993). Fig. 2 shows the
project organization structure. A research group of
geothermal energy extraction engineering (GEEE) has
been formed at Tohoku University. This research group
is composed of several interdisciplinary teams, and plays
a technical leading role in the project. As indicated in
Fig. 2, a number of private companies and national
research laboratories are also participating in the project.

The HWR concept specifically aims to connect a
designed artificial crack with a preexisting geothermal
reservoir in order to take full advantage of the
surrounding area which is full of potential thermal
energy. The establishment of the combined
methodology for HWR systems calls for several element
technologies. The following investigations form the
major research tasks of the project:
(1) Monitoring and modelling of natural crack
networks
(2) Design methodolegy of artificial heat exchange
surfaces: optimization of the location and size of
artificial cracks '
(3) Heat extraction simulation from the combined
geothermal reservoir
(4) Methods for predicting long-term reservoir
performance
The methods listed above are being developed through
working group activities in GEEE as shown in Table 1.
The table also shows key personnels and their
contributions. The GEEE team has carried out a
research project on the design methodology of artificial
crack-like reservoir for HDR geothermal energy
extraction, which was a grant-in-aid for special
distinguished research supported by the Government of

Japan, Ministry of Education, Science and Culture
(Ab€ , H. and Takahashi, H., 1983, Takahashi, H. and
Ab€ , H., 1987, Niitsuma, H., 1989). The former
project is called I'-project. A crustal rock fracture
mechanics approach has been proposed for HDR
systems, and verified through field experiments. In the
research task (2) of the HWR project, the fracture
mechanics methodology is employed and further
extended to the combined geothermal reservoir system.

The methodology is scheduled to be applied in the
Yunomori geothermal field of the MITI-NEDO program.

. The temperature in the field is estimated to be about 200

‘C at a depth of 1500 m. The time schedule of well
drilling and experimentation is shown in Table 2. The
HWR project provides academic supports for designing
a geothermal reservoir in the model field along the time
schedule.

RESEARCH A ITIES IN GEEE

In this section a brief description of the individual
research task is presented together with some results
obtained to date. Given the importance of the natural
crack characterization on the proposed combined
geothermal reservoir performance, various crack
monitoring techniques and modeling methods are being
developed within the WG research activities. Fig. 3
illustrates a process for the development of design
methodology for HWR systems. The WG researches
are also designed to establish a data base of subsurface
structures.

(1) Subsurface Structure Evaluation WG

Development of methods for monitoring subsurface
cracks is a key issue for the design and performance
evaluation of HWR systems. In this project extensive

Project Cooperation

4 ™\
B GEEE
NEDO - Tohoku University
N\
GERD Research Institute GIRI Tohoku
for Fracture Technology MITI
IMC i
Idemitsu Geoth. R E
Akita Geoth. — Dept. Resource Eng. CRIEPI
NKK
Tohoku Electric —| Dept. Mech. Eng.
Mitsubishi
Materials — Dept. Eng. Science
Nittetsu-Kogyo
Butsuri-Keisoku ! Institute for Fluid Science

Fig. 2. Research organization structure of HWR project and project cooperation



Table 1. Research group of geothermal energy extraction engineering (GEEE),
Tohoku University

Project Chairman

Project Vice-Chairman

Prof. H. Takahashi
(Research Inst. for Fracture Technology)

Prof. K. Nakatsuka
(Dept. of Resource Eng.)

Working Group

Personnels and Organization

WG Leader

WG Subleader

Subsurface Structure

Prof. H. Niitsuma

Ass. Prof. M. Sato

Evaluation WG (Dept. of Resource Eng.)  (Dept. of Resource Eng.)
Subsurface Crack Prof. K. Hayashi Ass. Prof. T. Hashida
Design WG (Inst. for Fluid Science) (RIFT*)
Rock Mass Property Ass. Prof. K. Matsuki Ass. Prof. T. Hashida
Evaluation WG (Dept. of Resource Eng.) (RIFT)
Thermal Design and Prof. T. Shoji Prof. K. Hayashi
Evaluation WG (RIFT*) (Inst. for Fluid Science)

* RIFT: Research Institute for Fracture Technology

Table 2. Time schedule of MITI-NEDO project:
Yunomori field experiments

Year Schedule
1989  Selection of model field: Yunomori field
1990  Test drilling
1991  Drilling of production well
1992  Hydraulic fracturing (#1)
Drilling of reinjection well
1993  Hydraulic fracturing (#2)
1994  Circulation test

Computer Codes

Crack Design
Heat Extraction
Life Evaluation

Fracture Mechanics Quantities
and Rock/Water Interaction

DauaBaseof
Subsurface Structures

Natural Fracture Network
(Fractal Characterization)

Tectonic Stresses

Fig. 3. Flow of research and data base

experimental and theoretical investigations are
programmed in order to develop reliable methods for
evaluating preexisting fracture networks and for
detecting artificial cracks induced by hydraulic fracturing
technique. The methods being developed are listed in the
following:
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(a) Monitoring of Preexisting Fractures
O Triaxial shear shadow
O Shear wave splitting
O Acoustic emission monitoring of drilling
O Borehole radar
O Magnetic tracer test
(b) Monitoring of Artificial Fractures
O Downhole acoustic imaging (triaxial hodogram
AE source location); Theoretical study on AE
source mechanism is also supporting the
development of the method.
For each method, suitable signal detectors and signal
processing techniques are being developed. For
example, a wideband and high sensitive triaxial seismic
detector has been developed for downhole AE source
location. In conjunction with the sensor development a
new calibration technique for detectors has been devised,
which utilizes the spectral matrix analysis to improve the
accuracy of the detection of P-wave direction in the
triaxial hodogram analysis. The usefulness of the new
detector and analyzing technique has been verified
through experiments in the GEEE Higashihachimantai
model field (Moriya et al., 1990, Niitsuma et al., 1991).
In the tests seismic sources were simulated using an air
gun in a borehole, and signals from the artificial source
were monitored by the triaxial AE sensor set in an
another borehole. Fig. 4 compares the results of source
location evaluated by the spectral matrix analysis with
those obtained by the conventional method in time
domain. The points along the vertical axis indicates the
actual location of the artificial seismic sources. Itis seen
that the new signal processing technique reduces
significantly the error in the source location.
Furthermore, a triaxial shear shadow technique has been
applied to delineate the single crack created by hydraulic
fracturing in the Higashihachimantai model field in the
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Fig. 4. Results of AE source location in calibration tesis

course of I'-project (Niitsuma, H. and Saito, H., 1991).
It has been demonstrated that the crack orientation
determined by this technique was consistent with that
predicted by tectonic stress measurements and core
sample observation. The technique is currently being
extended to cover more complex fracture networks.

(2) Subsurface Crack Design WG

The research items are outlined below.

(a) Tectonic stress determination; There has been no
analyzing method applicable to determine in-situ stresses
under the influence of thermal stresses in hydraulic
fracturing method. Such a method is now under
investigation.

(b) Subsurface crack evaluation based on pressure-
flow rate-time records; Computer codes are under
development to simulate the crack growth induced by
hydraulic fracturing in HWR systems on the basis of the
fracture mechanics approach. In order to support the
development experimentally, a downhole devise for
measuring the crack opening displacement has been
fabricated.

(c) Percolation modeling for predicting reservoir
performances; Percolation theory is employed to
characterize fracture type reservoir and to predict
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reservoir performance (Usui, T. et al., 1991). Fig. 5
shows a model to examine the effect of an artificial crack
on the reservoir permeability. The rectangular inspection
area around the injection well is divided into 60 x 60
grids and the artificial crack is envisioned to extend
horizontally towards existing reservoir from the injection
well. Natural cracks within the inspection area were
generated by using the percolation theory. Namely, the
existence or absence of natural crack at the grid point
was determined on the basis of the probability density,
p. The value of p corresponds to the natural crack
density. One segment of grid line whose both ends are
assigned under a given value of p is taken as an unit of
natural crack. Fig. 6 gives an example of result
predicted by the model, where Lpay represents the
minimum length of connected paths between injection
well and existing reservoir in terms of grid numbers.
Higher value of Lpath can be taken as reflecting higher
flow impedance. It is seen that the Lpah drops rapidly as
the artificial crack length reaches 18 grid length. As
exemplified in the above example, the percolation model
enables an quantitative prediction of an improvement of
reservoir permeability by artificial cracks.

Injection well

%%
%%
%%

Existing
Reservoir

Inspection area |
| @ox60grids) |
Fig. 5. Reservoir model for examining the effect of
an artificial crack on the flow impedance
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Fig. 6. Example of numerical results based on
percolation theory



(3) Rock Mass Property WG

In order to provide rock mass property and
rock/interaction data necessary for the subsurface crack
design and thermal extraction analysis, the following
investigations are being carried out:

(a) Development of fracture toughness testing
method; Core-based test methods are being developed to
determine the fracture toughness Ky, under confining
pressures. In addition to ISRM suggested core
specimens, i.e. short rod and chevron bend, round
compact tension specimens are used to evaluate the Ky,
in the mutually orthogonal orientations from one piece of
core sample.

(b) Determination of tectonic stresses by use of rock
core; Various methods including ASR, AE, DSA and
DRA will be utilized to finally develop an integrated
technique for determining accurate tectonic stresses in
addition to the hydraulic fracturing method mentioned
above.

(¢) Water-rock interaction; Autoclave experiments are
performed to determine the kinetics of dissolution and
scaling. Investigation of the effect of dissolution on the
permeability and the slip resistance along preexisting
fractures is also included.

(d) Fractal geometry characterization of geothermal
reservoir fracture network: Recent geophysical
investigations have revealed that subsurface fracture
network could be described by a fractal geometry. In the
following a fractal geometry based approach is briefly
presented (Watanabe, K. and Takahashi, H., 1991).
The fractal relation between fracture length r and the
number of fractures N whose length is equal to or larger
than r may be expressed by

N=cCrP 16}
where D is fractal dimension and C is a constant which
depends on the fracture density of rock mass. Fig. 7
shows an example of fracture network generated by the
developed method on the basis of the fractal relation.
Based on the recent observation (Meredith, P.G., 1990),
the D is assumed to be 1.0 in the computation. The
parameter C may be related to the number of fractures
measured along a scan-line (as illustrated in Fig. 7) by
the following equation

C =m/{cos8;(1 - Inr,y;,)} @)
where m is the number of fracture per unit length of the
scan-line and cos®; represents an average of cos0;
with O; being fracture angle. ryin is the smallest
observable length of fracture and depends on the
resolution of measurement. The equation allows the
parameter C to be determined from the observation of
core samples. The above method for characterizing the
fracture network has been applied to Kakkonda
geothermal field in Japan. The result is shown in Fig. 8
in terms of a comparison between the computed fracture
density parameter and the fluid loss observed during well
drilling in the field. The general correspondence
suggests that the modeling procedure provides a
reasonable means for characterizing geothermal
subsurface fracture networks.
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Scan-line

Fig. 7. Fracture network simulated by means of
fractal relation
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Fig. 8. Comparison between computed fracture density
and fluid loss observed during well drilling

(4) Thermal Design and Evaluation WG

It is well accepted that the primary fluid flows occur not
through homogeneous rock formation, but through
fracture networks in fracture type geothermal reservoirs.
Considering the complex geometry of fracture networks,
it is essential to develop an efficient numerical method
for analyzing the heat and fluid flows in HWR
reservoirs. LINK (Line-Source and/or Sink Implanted
Networks for Fractured Continua) method based on a
double porosity and double permeability model has been
developed (Kimura, S. et al, 1991, Masuda, Y.et al,
1991). The concept of the numerical method is shown in
Fig. 9. In the method the heat and fluid flows in the
fracture, and those in the less permeable rock are
calculated separately. As schematically illustrated in Fig.
9, the transport between the rock and fracture network is
modelled through one dimensional links. Specifically,
the interaction between the fractures and the rock
formation is taken into account through sink and source
terms in a set of governing equations, describing the
transport in the respective system. The present method
has been proven to be ten times more efficient than a
conventional algorithm by carrying out FEM
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Fig. 9. Concept of proposed LINK method

computations on a simple two-dimensional model. The
method is currently being extended to three-dimensional
and complex fracture networks. Furthermore,
experimental results of dissolution and scaling kinetics
are incorporated into the simulator to develop a method
for predicting the long-term reservoir behavior based on
the rock-water interactions.

. Preceding the massive hydraulic fracturing in the
Yunomori field, some element technologies above
mentioned are being tested in the GEEE
Higashihachimantai geothermal model field and
Kamaishi test field. Ultimately, the outputs of each
individual groups will be integrated to form the
foundation of the design methodology for HWR
systems.

NCLUDING REMARK

The HWR research project outlined in this paper focuses
on the development of an engineering methodology for
combined fracture type geothermal reservoirs. The
technology is expected to enable the further development
and enhancement of the thermal power of existing
geothermal reservoirs, and then to extend their operation
life time. The interdisciplinary approach of the project
would facilitate to establish a useful data base of
geothermal subsurface structure, which is needed to
determine the optimal artificial crack and to design the
well stimulation procedure. A comprehensive HWR
design methodology, coupled with a subsurface structure
data base should be evolved and verified through the
field experiment in the course of this project.
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THE LONG TERM OBSERVED EFFECT'OF AIR AND WATER INJECTION
INTO A FRACTURED HYDROTHERMAL SYSTEM
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ABSTRACT

Injection of atmospheric air mixed with waste
reinjection liquid, has been occurring since
1982 at the Los Azufres, México volcanic
hydrothermal system. Several chemical and
thermodynamical evidences show that air
injection into this fractured .geothermal
field, could be considered as a long term
natural tracer test. Nitrogen and Argon
separated from the air mixture migrate from
reinjection wells to production zones
following preferential paths closely related
to high permeability conduits. These paths can
be detected, looking into the N, solubility
evolution of production wells.

The anisotropic nature of the fractured
volcanic rock, would demand considerably
amounts of artificial tracer in order to be
detected at the producing wells, specially
when fluid extraction is low. This explains
the unsuccessful recovery of the artificial

INTRODUCTION

Los Azufres reservoir is a fractured volcanic
hydrothermal system, located at the western
portion of the Mexican Neo-Volcanic Axis. Des-
criptions of this field have been previously
published: Gutiérrez et al,1982; Dobson,1984;
Cathelineau et al, 198%; Sudrez et al, 1990.
Los Azufres generates 90 MW_ and during the next
two years, 53 additional ﬁwe are going to be
installed. For nine years Tejamaniles, the
field's southern sector (Fig. 1), has been in
continuos increasing exploitation; today, 630
T/h of steam are extracted and 600 T/h of waste
liquid are, by gravity, injected back into the
formation. This is the only alternative to
avoid the environmental impact of liquid waste
disposal. Simultaneously with geothermal water
reinjection, an important amount of air has
been continuously inflowing to the reservoir
through the open injection wellheads. There are
evidences that this incidental injection of air
provokes the separation of Nitrogen and Argon

tracer tests performed in past years at
Tejamaniles, the southern field's sector. On
the other hand, chloride concentrations and
other salts, are increasing in the liquid

from the original gaseous mixture within the
formation, and the migration of both gases
from the reinjection zones to the production
zones following high permeability preferential

produced by the oldest wells of the sector. paths.
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TABLE 1.- OLDER WELLS AT TEJAMANILES AND THEIR INTERSECTIONS WITH MAIN FAULTS.

WELL TYPE z Qmax LINER FAULT INTERSECTION INTERSECTION
(masl) (T/h) (m/depth) . (m/depth) (masl)
Az-6 prod. 2826 - 40 648-861 Los Azufres 900 1926
Az-7 inj. 2759 +325 1665-1706 El Viején 1700 1059
Az-8 inj. 2808 +300 1991-2299 Tejamaniles 2020 788
Az-16D prod. 2833 - 40 851-1039 (deviated) ? ?
Az-17 | prod. 2820 - 50 561-622 Puentecillas 627 2193

Qmax represents a typical rate of mass extraction for producing wells, and a maximum value of injected liquid accepted by the wetl.

TRACER STUDIES AT LOS AZUFRES

Between August 1983 and July 1987 six tracer
tests were performed at Los Azufres. In 3 of
these tests some amount of artificial tracer
(Potassium Iodide and Iridium-192) was injec-
ted into wells Az-7 and Az~-8. Those investi-
gations had very low effectiveness in the
understanding of the real phenomena because no
return of the tracer was detected at the two
closest wells Az-2 and Az~16D; as has been
reported by Horne and Puente in 1989. These
authors concluded either: the tracer was
retained within the reservoir by some
mechanism, or the return occurred after the
monitoring was terminated, or was at such low
concentration as to escape detection. The
general conclusion was that tracer return
times could be longer than expected at this
portion of the reservoir. At that time, the
effect of global production could not be taken
into account. Roland Horne (ibidem) was one of
the first investigators to notice that N
concentration at well RAz-16D was higher than
the normal N, solubility of the reservoir's
fluid, suggesting that the intake of
atmospheric air was so important that this gas
could be detected at the production region.

THE _REINJECTION/PRODUCTION ZONE

The Tejamaniles' reservoir is formed by
rhyolites in the upper levels, between 2300
and 2950 masl; below, by fractured andesites.
The most important production zone is a two-
phase portion located between 1600 and 2300
masl; wells Az-6, Az-16D and Az-17 that we
have analyzed, are completed here. At these
levels, the effective porosity ranges between
0.10 to 0.15 and the average reservoir permea-
bility is high (= 100 - 1000 md; Suirez et al,

1990). A deeper 1liquid compressed zone has
been found between 400 and 1200 masl. Several
important faults exist in this sector,

intersected by the wells at different depths
(Lopez, 1991); some intersections are shown in
table 1. Between the Agua Fria and Los Azufres
faults (Fig. 1), there is an intensely
fractured region known as Puentecillas Fault,
that could be a main responsible conduit of
fluid through East-West direction.

SOME PRODUCTION AND INJECTION DATA

Since August 1982, two wellhead non-condensing
units, generating 5 Mwe each, were installed at
Tejamaniles: Unit 1 connected to wells Az-6
and Az-16D and Unit 2 connected to well Az-17.
In September 1987 Unit 6 has been connected to
well Az-18 in order to generate 5 additional
MW In November 1988 a 50 MW, unit was
installed at Tejamaniles (the steam is coming
from wells Az-22, RAz-33, Az-35, Az-36, Az-37,
Az-38 y Az~46; Fig.l). These plants have been
in continuous operation with a total mass
extraction of about 630 T/h.
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The injected liquid mass evolution at each well
is difficult to evaluate because the normal
operation of the electrical plants requires,
very often, to change the amount and direction
of the waste liquid from one well to another
(the current reinjection wells are Az-3, Az-7.
Az-8 and Az-31 for the southern sector). The
injection rate at well Az-7 has varied from 20
T/h to 260 T/h and for well BAz-8 the same
parameter has varied from 15 T/h to 300 T/h.
The maximum amount of fluid accepted by each
well is about 300 T/h. The temperature of
injection varies between 40 to 50 °C at
atmospheric pressure (0.73 bar).

The horizontal distances of the reinjection
wells from the nearest production wells ranges
from 1000 to 2000 m.; the injection wells being
500 to 1000 m. deeper. The total vectorial
distance between production and injection zones
is a critical parameter because reinjection too
close to the producing zone would soconer or
later provoke a drop on the temperature of the
produced fluid. Enthalpy data at Tejamaniles.
with the only exception of well Az-33, show
that the liquid is reinjected at adequate depth
and distance from the production zones, (Sudrez
et al.,1990). Up to this moment, the
thermodynamical effect of reinjection has been
beneficial for the energy production and
longevity of this geothermal field.

THE INJECTION OF AIR AND WATER

The exploitation of Tejamaniles occurs parallel
to the injection of "cold" liquid and air.
Simultaneously with the extraction/injection of
geothermal fluid, an important amount of air
has been continuously flowing into the
reservoir through the open injection wellheads;
some amount of atmospheric air is also'dragged’
from the open surface of the collection boxes,.
Figure 1 shows the areal disposition of the
reinjection/production system; figure 2
exhibits the details of the injection system at
well Az-8 and the device used to measure the
amount of air injected. We have measured at
well Az-8: 274 Kg/h of air in 231 T/h of water.
Using a similar method, some careful measures
have been done at well Az-3: in 120 T/h of
liquid, 350 kg/h of air are injected. These
values are just two indicative points of an
unknown air injection history. For technical
reasons it was not possible to perform the same
experiment at well Az-7.

Data coming from two-phase wells, show that
concentration of chlorides and other saltsg
(calcium, cesium, potassium, rubidium, sodium,
etc.) dissolved in the separated liquid, have
been growing since June 1986, (Fig. 7). This
effect extends to wells Az-16D, RAz-33, RAz-37
and Az-46 and could have a close relation with
the injection of liquid into the reservoir by
inducing successive concentration of the same
injected water within the production zones.
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THE AIR INJECTION EFFECT

Reinjection of nearly 18 million tons of water
since 1982 up until December 1991, has been
accomplished mainly through wells Az-7 and

Rz-8. The injection of 1liquid has been
accompanied by some amount of air. The rich
geochemical history of wells Az-6, BAz-17

(both, producing superheated steam) and Az-16D
(two-phase), shows that Nitrogen in steam, has
been increasing remarkably since 1986, but in
different amounts at each well. Well Az-6 has
the lower trend on its N, evolution, while well
Az-16D has the highest.

The natural N, solubility in the fluid at Los
Azufres reservoir represents about 0.2 % in
weight. Figures 4, 5 and 6 show the behavior
of N and Ar as a function of time; the
vertical axis has a different scale for every
figure, but the effect is the same: the amount
of Nitrogen has been continuously growing
since 1986 until the first semester of 1989.
After that date, the value is descending until
the first semester of 1990 when it grows
again, until the beginning of 1991, when N,
decreases one more time.

This behavior is closely related to the
injection evolution and the air inflow to the
reservoir. This history is very irregular
because of the practical field's -operation
(Fig. 3). At the same time, molar ratio N,/Ar
has been decreasing with time reaching, in
some cases, an atmospheric value equal to
83.6.

Oxygen coming together with Nitrogen into the
reservoir is not taken into account beacause
it does not appear in any production well; it
must be "consumed" by chemical reducing agents
present in the reservoir, probably within the
neighborhood of the injection wells. The
influence of all the other gases forming the
air mixture is neglected.

Fig. 3.— RATE OF FLUID INJECTION AT WELL Az-7.
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INTERPRETATION AND DISCUSSION OF FACTS

With those evidences, the injection of air into
this intensely fractured system could be
considered as a long term natural tracer test.
Nitrogen separated from the air mixture is
transported by extraction/injection gradients,
to the production zones. At reservoir thermo-
dynamical conditions, N, mobility is superior to
the mobility of steam; therefore, Nitrogen
must arrive first to:. the extraction zones
through higher permeability conduits. It is
enough to look into the field's wells with the
highest N, content, in order to know where are
the preferential paths of the reservoir. This
is the case for wells Az-16D and Az~17. The
first one has been deviated 66° NW at an
inclination of 56°; thus it could intersect El
Viejoén Fault establishing a good communication
with the injector Az-7. Well Az-17 intersects
Puentecillas System, communicating with both
injectors through El1 Viején and Puentecillas
crossing. Well Rz-6, shows a lower N, influence
thus, average permeability decreases in this
section.




Fig. 4.— NITROGEN AND ARGON EVOLUTION AT WELL Az-6
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Well Az-37 and Az-46, younger steam productors,
present the same trend as well Az~17. For well
Az-2, closest to the reinjection section, there
is no data. Well Az-33, with some higher N
content, behave similar to well Az-6; its
distance to the injection area (1500 m.) seems
to be a limit for Nitrogen transport and
detection: no N, effects are noticed in any
other well located after this sector.

The undesirable aspects of reinjection such as
serious interference of the lower enthalpy
water with the energy outflow of the producing
wells, or decreasing formation permeability by
chemical deposition, or contamination of
groundwater have never been noticed either at
this field.

CONCLUSIONS
- Reinjection of liquid and air at Los Azufres
geothermal field, could be considered as a long
term injection test using the Nitrogen of the
air as a natural tracer.

- Air mixed with the liquid, breaks up into
its primary components; Nitrogen propagates
very fast through the fractures and faults
network finally arriving to the production
zones by means of a hydrodynamic dispersion
mechanism with negligible thermal interference.
- It suffices a very simple analysis of
Nitrogen production data, in order to detect
preferential fluid paths into the reservoir,

The use of numerical multicomponent reser-
voir simulators, together with the preceding
analysis, could permit realistical estimation
of the permeability tensor acting in the zone.

Air is a good and cheap natural tracer.
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Abstract

We present a non-linear model to describe
vapour generation in a hot, permeable rock
through injection of water. We develop similarity
solutions describing the steady injection of fluid
from a line source. A systematic parameter study
has shown that, with other parameters fixed, as
(i) the reservoir pressure increases, the mass frac-
tion vaporised decreases; (ii) the reservoir tem-
perature increases, the mass fraction vaporised in-
creases; (iii) as the mass injection rate increases,
the mass fraction vaporised decreases; and (iv) as
the porosity increases, the mass fraction vaporised
decreases.

We then present similarity solutions which de-
scribe injection from (i) a point source, with the
mass flux injected proportional to t'/2; and (ii)
a planar source, with the mass flux injected pro-
portional to t~'/%, where t is the time of injection.
These results suggest that for steady injection, the
vapour production gradually increases for injec-
tion from a point source, and gradually decreases
for planar injection. We confirm this prediction
with numerical calculations describing the vapour
production resulting from steady injection from
line, point and planar sources.

Introduction

Vapour dominated geothermal reservoirs have
great economic potential as an energy source. For
example, the Geysers in California has the poten-
tial of producing 2000MW and the
Larderallo field in Italy also produces much en-
ergy. However, a major problem with such a re-
source is the replacement of fluid, which is ex-
tracted through turbines, in order to tap the en-
ergy. In the Geysers reservoir, fluid levels have
diminished drastically following massive exploita-
tion of this energy resource;
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today, the reservoir-can only provide 1500MW
of power, although the turbines were designed to
generate 2000MW (Kerr, 1991).

One practical means of recharging reservoirs
is through the injection of water, at high pressure,
into the reservoir. As the water migrates through
the rock, it is heated up and a fraction vaporises.
Fundamental understanding of the controls acting
upon this vaporisation process is crucial in order
to optimise the efficiency of any recharge program.
In an important, recent contribution, Pruess et
al (1987) analysed the injection of fluid from a
line source, and presented a linearised similarity
solution. We have built upon this study in sev-
eral fundamental ways; we have (i) retained the
full-nonlinear model; (ii) identified and explained
the physical controls upon vapour production; (i)
carried out a systematic parameter study; (iv) cal-
culated similarity solutions for point, line and pla-
nar source injection geometries and (v) analysed
the full time-dependent process. Our suite of the-
oretical models identifies some of the most impor-
tant controls upon vapour production.

A model of re-injection of water

Our model of the injection of water into a
geothermal reservoir is based upon a number of
simplifications and incorporates many of the fea-
tures of the model of Pruess et al. (1987). Perhaps
the most important simplification is the approxi-
mation that the reservoir is a permeablejrock; on
a sufficiently large scale, this assumption will cap-
ture many of the basic dynamical controls, even for
a - fracture dominated reservoir
(Bodvarsson, 1972; Pruess et al. 1987). We also
assume that the fluid supplied to the interface with
the vapour has attained the interface temperature;
this follows from the result that in the liquid satu-
rated region, the isotherms lag behind the advanc-
ing and vaporising fluid front {Woods and Fitzger




ald, 1992).

We also assume that the rate of diffusion of
heat in the alongflow direction in the vapour re-
glon is much more rapid than the rate of migration
of vapour; this implies that to leading order, the
vapour-saturated region is isothermal.

Finally, we assume that gravity has a sec-
ondary role upon the motion of the injected water,
and that it is primarily driven by pressure gradi-
ents; this approximation is valid if the pressure
gradient across the vapour, ahead of the inter-
face exceeds the gravitational force acting upon
the fluid, as is the case for sufficiently rapid injec-
tion. The geometry of injection we model is shown
in figure 1. Further details of the model, and a
fuller discussion of the assumptions, are given in

Woods and Fitzgerald (1992).
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Figure 1 - Schematic of Interface
The motion of the vapour is governed by the

conservation of mass

Jpo
at

4 V(4. Vpy) =0 (1)

.together with the momentum equation, modelled

by Darcys Law (Rubin and Schweitzer, 1971, Da-
gan, 1989)
Hiy = —kVP (2)

and the equation of state (Young, 1988)
P=p,RTZ (3)

where p, is the vapour density, u, the vapour ve-
locity, k is the permeability of the host rock, u the
dynamic viscosity of the vapour, R, the gas con-
stant, T the temperature and Z is the compress-
ibility, which is approximately constant over the
range of pressures and temperatures which arise
in a geothermal reservoir.

These equations are coupled with the con-
servation equations across the water-vapour inter-
face. The conservation of mass across the interface
has the form
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potiy = (1 = R)pwtiw (4)

where u,, is the fluid velocity, p,, the fluid density,
and 1 — R is the mass fraction vaporised. The
conservation of energy has the form

(1= R)pw(hveo —CpTy) = R(1=¢)prCpr(Too — 1)

' (5)
where C), is the specific heat at constant pressure,
hyeo is the enthalpy of the vapour ahead of the
thermal boundary layer in the vapour-saturated
region, and subscripts w,v denote the water and
vapour. Finally, the interface temperature and
pressure are related by the Clausius-Clapyron rela-
tion, as specified by the international steam tables.

A simple empirical relationship which applies for
150 < T < 250°C is

P=677"% (6)

It may be shown that by combining the above
equations, the rate of migration of pressure ahead
of the interface satisfies the nonlinear diffusion
equation

oP k_

—— = —V.(PVP : 7

S = =VAPYP) (@)
This equation suggests that pressure
perturbations diffuse ahead of the interface at a
rate (kP/u)'/?, where P represents a typical value
of the pressure.

Non-linear Similarity Solutions

If we specify that the water-vapour interface
has position
r=2t!/? (8)

then a similarity solution exists, in terms of a sim-
ilarity variable n = »/t'/2, in which a constant
fraction, 1 — R, of the injected water vaporises per
unit time. This is because the diffusion equation
admits similarity solutions which propagate at a
rate proportional to t'/%. In these solutions, a con-
stant fraction of the fluid injected vaporises, and
the remainder invades the rock, thereby increas-
ing the volume that is water-saturated. The fluid
interface advances at a rate, proportional to ¢t'/2,
and therefore depends upon the rate of injection
in a simple manner; it is readily shown that (i) for
planar injection, fluid must be injected at a rate
proportional to 172, (11) for line source injection,
fluid must be injected at a constant rate; and (iii)
for point source injection, fluid must be injected at
a rate proportional to t'/2. Pruess et al. analysed
the injection from a line source, case (ii); in order
to obtain an analytical solution, they linearised
the non-linear diffusion coeflicient in equation (6).



In contrast, we retain the full non-linear diffu-
sion equation, in order to include effects resulting
from variations in the pressure as the vapour mi-
grates ahead of the interface. Further details of
the derivation of our new solutions are given in
Woods and Fitzgerald (1992).

Numerical solutions of the full non-linear sim-
ilarity equation, together with the boundary con-
ditions described above, allow simple determina-
tion of the effect of different reservoir properties
and injection rates. In figure 2, we present four fig-
ures, modelling steady injection at a line source,
which illustrate how the mass fraction vaporised
changes with (i) the rate of injection of fluid; (ii)

the reservoir pressure; (iii) the reservoir superheat; -

and (iv) the reservoir porosity.

In figure 2(i), we show the difference between
the linearised and the full non-linear similarity so-
lutions; the full solution predicts more vapour pro-
duction at low injection rates and less vapour pro-
duction at high injection rates. This results from
the changing pressure, and hence effective diffu-
sion coefficient, with distance from the interface,
which is not included in the linearised model.

As the rate of injection of fluid increases, the
total mass of vapour produced increases; this re-
quires a greater pressure gradient to drive the
vapour from the interface and so the interface pres-
sure increases. As a result, the interface tempera-
ture increases, according to the Clapyron relation,
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Mass Fraction Vaporising

109 reservoir temperatre 240 G

Mass Fraction Vaporising

00 T v - =
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Rate of Injection

and so less heat is available for vaporisation. This
causes a decrease in the mass fraction vaporised
and hence efficiency of injection.

As the reservoir pressure decreases, the dif-
ference in the maximum pressure at the interface
and the far-field pressure increases; therefore, the
maximum change in temeprature of the host rock,
and associated heat release increases. Thus the
fraction vaporised increases. Similarly, for larger
reservoir temperatures, with other properties
fixed, the mass fraction vaporised is greater.

If the effective porosity of the host rock in-
creases, the heat released per unit volume of rock
invaded by water decreases, and this heat released
is distributed to a larger mass of water; therefore
with other properties fixed, the mass fraction va-
porising decreases.

Time-Dependent Numerical Solutions

The similarity solutions for injection from a
point (planar) source require the mass injection
rate to increase (decrease) with time, whereas the
line source requires a constant injection rate (fig-
ure 3).

As mentioned above, these results suggest
that for a constant injection rate, injection at a
point source leads to an ever increasing mass frac-
tion vaporised, whereas injection from a planar
source implies an ever decreasing mass fraction va-

porised.
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Figure 2: Parameter study of mass fraction vaporised
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In order to test this hypothesis, we have
solved numerically the time-dependent equations,
given above, for injection from a point, line and
planar source, with a constant rate of injection.
Details of our numerical scheme are given in
Woods and Fitzgerald (1992).

In figure 4(i), we present the results of our cal-
culations. It may be seen that, as expected, the
mass fraction vaporised from one dimensional in-
jection progressively decreases, whereas, after an
initial transient, the mass fraction vaporised from
a point source injection, progressively increases.
In figure 4(i1), we present calculation of the total
mass of vapour produced as a function of time;
for the case of point source injection, the total

‘.D“
0.9
081 injection from 1 point sowrce
£ o7
2 injection kom a e source
5 06
Q.
<
z 057 injection from & planar souca
o
'3 0.44
3
L oad
0.27
0.1 —
0.0 T T T
1 3 4
log (Time)
1004
901
o
9O 807
5
% 704 P
o 2
% oo K
5 o g*“"a
3 50 e 2%
3 s
© 40 W
2
K] Souic?
5 0 s
ot
§ 2o njecto”
10
0 @ 4000 G000 8000 10000 12000
Time
Figure 4: Steady injection in different geometries
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mass of vapour produced is the greatest, whereas
the planar source produces the least. Essentially,
this occurs because the vapour diffuses from the
interface and so if the fluid front advances at a
rate faster (slower) than ¢!/? then with time, less
(more) vapour is able to migrate ahead of the in-
terface, and the fraction vaporising decreases (in-
creases).

Discussion

We note that other considerations such as the
work exerted in injection, the maximum pressure
which an injection pump can generate and the
time available for injection need consideration.

We define the cumulative pump work, W, to
be the time integral of the mass flow rate of water,
@, into the reservoir times the pressure, P, which
must be applied at the well-bore to drive this flow
rate

W = / PQdt (9)

In figure 5(i), we show that for three
dimensional steady injection, the total pump
work, per unit mass of vapour produced, is much
less than that associated with steady one dimen-
sional injection; this is because the interface pres-
sure builds up in one-dimensional injection, and
therefore requires an ever increasing well-bore
pressure to continue the steady injection process,
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figure 5(i1). In three dimensional injection, the in-
terface pressure decreases, and therefore the well-
bore pressure necessary to continue the injection
decreases with time; as a result, less work is requir-
ed per unit of fluid vaporised.

This is a crucial result which must be accom-
modated into any vapour regeneration strategy;
injection from a point source ulitimately produces
a greater mass of vapour per unit mass of fluid in-
jected, and also requires much less pump work in
order to produce that vapour.

However, we note that the optimal conditions
in the reservoir for extraction of power through
turbines may be incompatable with the optimal
conditions for vapour generation through injec-
tion; this leads to a more complex problem of op-
erating efficiency. In addition, the initial cost of
installing drill holes to cause point and line sources
of fluid needs consideration. We plan to address
some of these issues through further development
of our model.

Conclusions

Our results have important implications for
the optimal strategy one should adopt in any
scheme for vapour regeneration. From our study,
it is clear that (i) the larger the volume of rock
into which the injection occurs, the greater the
mass fraction that will be vaporised - injection
from a point source is the most efficient injec-
tion technique, requiring the minimum pump work
and resulting in the maximum mass of vapour per
unit mass of water input to the reservoir; (ii) the
more rapidly the fluid is injected, the less effi-
cient the vapour production, since the interface
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pressure increases, and so less thermal energy can
be extracted from the rock for vaporisation; and
(iii) the lower the reservoir pressure on injection,
the greater the efficiency of injection, since, with
optimal three-dimensional injection, the host rock
can cool to the saturation temperature associated
with the reservoir pressure (except at very long
times, when thermal diffusion becomes important,
Woods and Fitzgerald, 1992).

We are developing our model to include other
effects, for example, a geothermal temperature
gradient, inhomogeneities in the reservoir struc-
ture, and gravity.
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ABSTRACT
This study presents a general
solution for the radial flow of
tracers in naturally fractured
reservoirs, with cubic blocks
matrix-fracture geometry. Continuous

and finite step injection of chemical
and radioactive tracers are
considered. The reservoir is treated
as being composed of two regions: a
mobile where dispersion and
convection take place and a stagnant
where only diffusion and adsorption
are allowed. Radioactive decay is
considered in both regions. The
model of this study is thoroughly
compared under proper simplified
conditions to those previously
presented 1in the 1literature. The
coupled matrix to fracture solution
in the Laplace space is numerically
inverted by means of the Crump
algorithm. A detailed validation of
the model with respect to solutions
previously presented and/or
simplified physical conditions
solutions (i.e., homogeneous case) or
limit solutions (i.e., naturally
fractured nearly homogeneous) was
carried out. The influence of the
three of the main dimensionless
parameters that enter into the
solution was carefully investigated.
A comparison of results for three

different naturally fractured
systems, vertical fractures (linear
flow), horizontal fractures (radial

flow) and the cubic geometry model of

this study, is presented.
INTRODUCTION

It is well known that an important
fraction of worldwide reservoirs
(geothermal and petroleum) are found
in naturally fractured reservoirs

(Aguilera,1980; van Golft-Rach, 1982;
Saidi, 1987). Fluid and heat flow in

1 UNAM
2 UNAM and PEMEX
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be

these systems are more complex than
in conventional non-fractured
formations for which the theory of
fluid and heat flow is at a more
advanced level. Determination of an
optimal exploitation scheme for a
fractured reservoir rest on the
ability to adequately characterize
this heterogeneous system, that will
extremely important for
performance predictions and for
enhanced heat recovery studies. The
effort needed to accomplish this task

is bigger than that required for
conventional reservoirs, since two
parts compose the porous medium, and
are to be properly studied, the
fractured and the matrix system. A
very important contribution toward

accomplishing the characterization of
these reservoirs is provided by the
interpretation of tracer flow tests.

There are several papers that deal
with the flow of tracers in naturally
fractured reservoirs, for a review
see the papers by Ramirez et al. (1990
and 1991), These papers are
concerned with vertical (linear flow)
and horizontal (radial flow)
fractures. A more realistic
visualization of naturally fractured
systems has been that of Barenblatt
(1960), further discussed by Warren
and Root (1963), which presents the
naturally fractured reservoir as an
idealized system formed by identical
cubes, separated by an orthogonal
network of . fractures. The flow is
considered to take place in the
fractured network, while the matrix
continuously feeds the system of
fractures. . Assuming transient fluid
flow from the matrix to the fractures
and cubic geometry of the matrix
blocks, :Lai et al. (1983) presented a
flow model and its correspondent
solution for the previously mentioned
flow problem. A review of the
literature does not show a solution
for the radial flow of tracers
considering the cubic matrix-fracture
geometry model used in the pressure
transient analysis theory of Lai et
al.




The purpose of this study is to
present a general solution for the
radial flow of tracers in naturally
fractured reservoirs, considering
cubic matrix-fracture geometry.
Continuous and finite step injection
of chemical and radioactive tracers
are considered. This solution takes
into account all the important
mechanisms that affect tracer flow:
diffusion, convection, adsorption and
radioactive decay.

MATHEMATICAL MODEL

The model considered in this study is
shown in Fig. 1. The naturally
fractured medium is represented by
means of a system of identical cubic
blocks separated by and orthogonal
network of fractures. The system
shown in this figure consists of two

flow regions: 1) a mobile region
constituted by the network of
fractures and 2) a stagnant or

immobile region. Both regions are
interconnected by means of a thin
fluid layer contained within the
immobile region, which controls the
fluid and mass transfer between the

regions. This type of visualization
of the problem has been used
previously by other authors (Deans,
1963; Walkup and Horne, 1985;
Maloszewski and Zuber, 1985; Chen,
1986; Rivera et al., 1987; Ramirez et
al., 1988 and 1991).

In the mobile region 1, the following
effects are considered:

a) Longitudinal dispersion that
includes molecular diffusion:
D.=av + D (1)

r m

The perpendicular z or r directions,
depending on the faces of the cubic
block considered, horizontal or
verticals (Fig. 1), is not dealt with
because it is assumed that fracture
width 2w 1is small and, consequently
there is no concentration gradient in
this direction.

Convection, Based upon the
discussion presented in a), flow
velocity in the perpendicular
directions is assumed to Dbe
uniform and only its variation is
considered along the r direction.
For the case of this study of
‘"radial flow under constant rate
injection, velocity is defined as
a ( 2)

V=_—
r

b)
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where

_ Q
a=37mH ¢1 €3)
c) Decay, This condition is
considered for the case of a

radioactive tracer of decay time
less than the transit (travel)
time.

For the immobile region the following
effects are studied:

a) Diffusion. This effect 1is only
considered in the perpendicular
directions because the
longitudinal component is assumed
to be negligible

b) Adsorption

c) Decay

Based upon the above mentioned

assumptions, considering an

incompressible fluid, the governing
equations for tracer concentrations

in the fracture and in the porous
matrix can be stated in dimensionless
form as follows (Fig. 2):.

a) Fractures:

b) Matrix:

atc ac

( 5)

where the definitions of the
dimensionless groups used in Eqgs. 4
and 5 are

b, et _at
2n H¢1a2 o ( 6)
c _ _rt - Cx ] (7)
Dri c ~-C
o i
c _ _r2 B Cl ( 8)
Dr2 C - C



(9)

2]
]
RIN

= 2
2, =4 (10)
_a (11)
dn T a
_4 .3 (12)
2 " 2a t &
3
DDZ = a— (13)
_ Ac? (14)
7T =3
)
R 2 (15)

T %, * PK(1-9,)

The last term of the left hand side
of Eq. 4 considers the interaction
between the fractured and the matrix

systems, representing a diffusion
mass transfer from the fractures to
the matrix at z Eq. 12.
Do,
Tha equations that complete the
continuons injection tracer flow
problem are given by Egs. 16-21:
Boundary conditions
Dri ( Do , tD) =1 (16)
c , (=, t) =0 (17)
Cnrz (rn’ zDo'tD) = CDrl(rD'tD) (18)
aCI)Z
72 = =0 (19)
D (rD, 0, tD)
Initial conditions
Coy (Fp, [0 =0 (20)
C,., (r,, z, ,0) =20 (21)

To find a solution to this problem
the Laplace transformation method was
used. The resulting equation after
the application of this method to
Egs. 4 and 5, and 16-21, coupling the
differential equations yields:
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2— —_
TS 95y -r £ T =0 (22)
dr 2 dr D r2 Drl_

D D
where
grc =8 + ¥ + ¢ { BrCCOth(ano)

-z, } (23)
¢
_ 6 2
[ = 'd— -¢— DDZ (24)
D 1
/S + ¥
Brc = RDDZ (25)
with the following boundary
conditions:
- _ 1
CDrl ( oo '8) = s (26)
C (=, s) = 0 (27)

Eg. 22 with boundary conditions given
by Egs. 26 and 27, define the
mathematical model in Laplace space,

for the radial continuous flow of
tracers in naturally fractured
reservoirs, with cubic blocks

matrix-fracture geometry. It can be
observed that it is similar to the
stratified naturally fractured model
of Ramirez et al. (1991). Thus,
following the results of these
authors, substituting the definitions
for the Airy functions given in their

paper (Abramowitz and Stegun, 1970,
p. 448 Eq. 10.4.59), we get the
following Laplace space continuous
solution:
1/3

-6 =1 Y - Yo Al(grc Y)

pr1 s 2 Al(suayo) (28)
A solution for the finite step
injection case may be obtained

through the use of Eg. 28 and the
principle of superposition.

In some field operations, the tracer
is injected for a short period and
are referred to as "spike" injection
tests (Walkup, 1984). It has been
stated (Walkup, 1984; Walkup and
Horne, 1985; Ramirez et al., 1991)
that the solution for a spike
injection test can be derived through
the time derivative of the finite
step solution,




VALIDATION OF THE MODEL

The solution to the continuous tracer
injection given by Eg. 28 can be
simplified to particular cases, such
as a naturally fractured system with

horizontal fractures and a
homogeneous system.

First, we will deal with the
homogeneous simplification. If

matrix porosity ¢2 and the matrix

diffusion coefficient D_be small, the
matrix (immobile) regiofi will behave
as it were impermeable and tracer
flow will occur only through the
fractures, resulting in negligible
values of the third term of the right
hand side of Eq. 23, € (Bm.

coth (Brczno) - 1/zDo) % o. For this
case the model given by Eqgs.22-27
is identical to the simplified model,
for the above mentioned conditions,
for horizontal fractures presented by

Ramirez et al. (1991), and their
discussion in relation to the
comparison with respect to previous.
works (Moench and Ogata, 1981; Hsieh,
1986) holds.

With regard to the naturally

fractured case, the model of this
study can also be compared to the
horizontal fractures model of Ramirez
et al. (1991). It can be concluded
that the differential coupled
equations that describes these two
tracer flow problems differ only in
the definitions of the £ ,s
parameters, essentially in relation
to the third term that represents the
matrix-fracture interaction, due to
the differences 1in matrix-fracture
geometry involved. A particular
solution (at least theoretically) can
be presented for the case of cubic
blocks size d equal to the reservoir
thickness H, which allows a direct
comparison between the models.
Before doing this, the influence of
the hyperbolic functions that enter

into both models, tanh (Vv Ben
(E/aa - Zzno)) for the horizontal
fracture model and coth (Brc zm) for
this cubic matrix-fracture model, was
thoroughly investigated for practical
ranges of the parameters involved,

concluding that essentially the
results of their evaluation give unit

values. Thus the £ ,s parameters are
expressed by the following equations:
D_¢
= Dz 2 B
Erh =85 + Z rh (29)

Do
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for the
and

horizontal fractures model,

(30)

for the cubic matrix-fracture model.
Substituting the definitions of the
dimensionless parameters that enter
into these equation, given by Egs.
12, 13, 24 and 25, considering that
8/a <<< 1, and that d=H:

/nDzs

(w-8)Q

e

£, = (31)

. s + 2¢2a

69 _a

rc 2
4nD

- 2«
Q H }

The second term in the brackets of
this 1last expression for was
evaluated similarly to the hyperbolic
functions previously discussed,
concluding that it is at its biggest
value three orders of magnitude
smaller than the first term. Thus,
it can be neglected. With this
result in mind, a further 1look at

3(w=-s8)0Q

(32)

Egs. 31 and 32 indicates that they
are very similar, and as expecteddue
to the fact that the cubic
matrix-fracture model ©presents a

contact area three times that of the
horizontal fractures model, the
numerical constant of the second
right hand side term changes from 2
to 6. Adgain, under these conditions
all the previous validation for the
horizontal fractures model of Ramirez
et al. (1991), holds for the subject
cubic matrix-fracture geometry model

DISCUSSION OF RESULTS

The results of this discussion were
generated using whenever possible the
data of Chen (1986).

First, a comparison of results for
the radial horizontal fractures model
of Ramirez et al. (1991) and results
of the radial cubic matrix-fracture
geometry model of this study is shown

in Fig. 3. The function F(t ) of the
horizontal axis stands for the
different definitions of the

dimensionless time. For the results
of this work, F(t ) is given by Egq.
6 and for the prevgous work, is given-



by Eq. 6 of that paper. Also shown
is the curve corresponding to the
homogeneous case. We observe that,
as expected due to our validation
discussion related to the bigger
contact area, that results for the
cubic model, fall below the results
for the horizontal fractures model.
Unfortunately, for characterization
purposes, the shape of the curves is
similar, concluding that a uniqueness
problem may arise if a test
interpretation were to be conducted
without additional information coming
from other sources (i.e., geological,
core analysis, well logs, etc.).

It is of interest to compare results
of the two radial models already
discussed to the vertical fractures
model of Ramirez et al. (1990). For
simplification purposes, we follow
the discussion of the model
validation section, that considered a
cubic block size equal to the
thickness H. Similar simplifications
were made for the other two models.
The tracer continuous injection
concentration results are shown in
Fig. 4. Once again, as we expect
based on the physical principles of
these problems, the vertical
fractures model tracer response is
the biggest of three (see also Fig.

3). Fig. 5 shows similar results for
a finite step injection tD = 2,01.
Essentially the conclusions reached

in relation to the results of Fig. 4

holds for this case. Additionally,
we notice from results of these Figs.

4 and 5 that our main conclusion with

regard to the characterization
problem in naturally fractured
reservoirs through tracer test is
confirmed.

Next, the influence of the matrix
system on continuous tracer

injection results, represented by the
product ¢, D ., that enter into Egs.

29 and 30 (best seen in their
simplifications given by Eqgs. 31 and
32), is shown in Fig. 6. The maximum
values of this group used, for the
horizontal and_gubic block models,

were 1.13x10 and 7.2x10 7,
respectively. We can observe from
these results that for values of

¢,V D, < 1x10"%, the matrix system
behaves as it were impermeable.

The influence of the cubic block size
in the continuous injection tracer
response is shown in Fig. 7. The
upper most curve correspond to the
homogeneous case, continuing downward

-59.

with curves for different block
numbers, up to a maximum value of
100. These results quite logically

indicate that as the area of contact
the tracer concentration

increases,
decreases.
Last, we wanted to dquantify the
effects of fracture aperture in
tracer response. The results

obtained for the horizontal and cubic
block models, are shown in Fig. 8,
for an aperture range of 1.0E-04 to
1.0E-0 2 m. The effect of this
parameter is quite important, showing
an increasing tracer response as
fracture aperture w increases.

CONCLUSIONS

The main aim of this study has been
to present a solution for the radial

flow of a tracer in a cubic
matrix-fracture geometry naturally
fractured reservoir.

The main conclusions of this

investigation are as follows:

A model is presented for the
radial flow of a tracer in a cubic
matrix-fracture geometry naturally
fractured reservoir. It considers
all the important mechanisms that
affect tracer flow: diffusion,
convection, adsorption and
radioactive decay.

1.

Laplace
found

2. The Crump numerical
inversion algorithm was
again to be highly reliable.

A thorough validation of the
present model against simplified
and particular solutions published
in the literature was carried out
published in the 1literature was

carried out.

Solutions are presented for the
continuous and finite step
injection cases.

5. A comparison of the horizontal and
cubic block radial solutions Vith
the vertical fracture solution,

for continuous and finite step
injection, indicates thgt a
uniqueness problem may arilse 1n
the interpretation of a test,

especially to distinguish between
the radial flow cases.




6. It was found that for the radial
flow cases discussed in this
study, the matrix system be haves
as it were impermeable for values

of the group ¢2 DD2 less that
1x10~8

NOMENCLATURE

Q
i

= agvection parameter, Eq. 3
L?/T
Airy function

..

P
»

fos
i

tracer concentration

dimensionless tracer

concentration, Eqs. 7 and 8

C Laplace space dimensionless

tracer concentration

D = dimensionless matrix diffusion

coefficient, Eq. 13

D = molecular _ diffusion

n coefficient, 12/T

D = longitudinal dispergion

coefficient, Eq. 1, L°/T
= matrix block size, L
= dimensionless matrix block
size, Eq. 11

= dimensionless time for a
specific flow geometry

(linear flow or radial flow)

reservoir thickness, L,

adsorption constant, L°/M

number of cubic blocks in

reservoir thickness H

constant injection rate, L?/T

radial distance, L

dimensionless radial distance

[l

f

[o N o7

!
~
oy

o

o

Laplace space parameter
time, T

fluid velocity, Egq. 2, L/T
fracture half width, L
variable transformation,
ro+ 1/45rc

vertical coordinate, L
dimensionless vertical

KES X RRO Z~wmo

wwonnn

N

N
(]

exterior boundary, Eqg. 12
(Fig. 2)

Greek symbols

a = longitudinal fracture
dispersivity, L
= parameter, Egq. 25

rc

7 = dimensionless parameter, Eq.
14
8 = gtagnant fluid film

thickness, L

dimensionless parameter, Eq.

24

e dimensionless parameter, Eq.
23

radioactive decay cgnstant, T

fluid density, M/L

™
]

V> M
i

dimensionless parameter, Eq. 15

distance of the fluid film

Subscripts

cubic

dimensionless

horizontal

initial

origin or related to tracer
injection concentration

(o]
D
h
i
o

r = radial

1 = mobile or fractured region

2 = immobile (fluid layer and
porous matrix) region
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INTRODUCTION

Geothermal energy constitutes an important
energy vresource worldwide. Effective
management of such a resource requires an
understanding of a complex set of physical
phenomena, including interphase mass transfer,
convective transport of mass, and conduction
and convection of energy. The coupled nature
of these processes frequently requires that
numerical simulation be used to investigate
reservoir response to different management
strategies.

The first stage of designing a simulation
study of a particular reservoir involves
defining the boundaries of the reservoir
itself. We must determine the reservoir
structure, the "edges" of the field, select
the appropriate boundary conditions to be
used, 7e, whether pressure support from an
adjacent aquifer is present, values of heat
flux, etc. Having determined the three-
dimensional extent and shape of the reservoir,
we must identify the relevant fluid and
petrophysical properties to be used in the
simulation. In fractured geothermal systems,
this data includes abhsolute and relative
permeabilities for the fractures and rock
matrix, fracture spacing and orientation,
capillary pressure-saturation relationships,
thermal conductivities, and others.

While it is fairly straightforward to identify
the data required for accurate simulation of a
geothermal reservoir, data acquisition is a
different matter. Reservoir engineering is
unique in the engineering disciplines in that
much of the data is inferred by indirect means
rather than being collected or measured. The
data that can be measured (relative
permeability, for example) can be of
questionable reliability, in that the rock is
removed from its native state, and conditions
altered. Much of the data is also.fit to
empirical relationships; some 1is even
estimated from these relationships. Due to
the inherent uncertainties 1is this data,
results of simulation studies using these data
must be used with caution.

Of course, each of the variables noted above
do not impact simulation results in the same
way. In fact, errors in some of the data may
exert little or no effect on our results. If
that is the case, 1little effort need be
expended by the geothermal operator to obtain
this data. The problem is knowing which data
exerts the most influence on simulation
results, and therefore which should receive
highest priority in acquisition efforts. The
study presented in this paper seeks to answer
this question by quantifying the effect
changes in various parameters have on
reservoir response to injection in a vapor-
dominated reservoir. From a base case
reservoir dataset we will examine differences
in injectate recovery and steam energy

produced as input data is varied. Parameters
that are examined include relative
permeability and capillary pressure
relationships, fracture spacing, initial

liquid saturations, and geologic structure.
DESCRIPTION OF THE BASE CASE

The base case selected for this study is an
inverted 5-spot well pattern on 820 acre
spacing. This well pattern exhibits symmetry
in all four producers in homogeneous,
isotropic media. Reservoir dimensions are
6000" x 6000 x 3600’. Structure has been

_neglected; the reservoir is a parallelepiped.

Petrophysical properties, including
permeabilities, porosities, and fracture
spacing, are consistent with published Geysers
data, and are summarized in Table 1. Relative
permeability curves are also those typically
encountered in Geysers simulations: Corey
curves are used for matrix curves and straight
line curves for the fractures. These are
shown graphically in Figures 1-2. Capillary
pressure has been neglected from the base
case.

The mesh used in this simulation study is 11 x
11 areally, and 7 layers. Mesh refinement
with depth is used, consistent with the
findings of Lai and Bodvarsson (1991). The
four producing wells are completed in the
middle five layers, and injection occurs in
the second layer (from the top).

Work supported by the U.S. Department of Energy under
DOE Contract No. DE-AC07-76ID01570.
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The simulator used in this study is TETRADL, ,
a fully implicit, multi-phase, muiti-component
finite difference simulator. Details and
validation of TETRAD are found elsewhere
(Vinsome, 1991; Shook and Faulder, 1991).

The exploitation scenario for this study is as
follows. Following a period of equilibration,
the wells are produced on a surface flowing
pressure constraint of 150 psia. At t=10
years injection begins, and 30% of the mass
produced is reinjected. This is continued
until t=30 years.

Selected results from this base case
simulation are given in Figures 3-4. Figure 3
shows steam production history and steam
quality for any one well (recall the
symmetry). After an initially high rate, the
wells decline harmonically at a rate of about
10%/yr. The steam is initially saturated, and
a small amount of 1iquid is also produced. At
t=10 years injection begins, and shortly
thereafter the production history changes
dramatically. The 1liquid production rate
increases beginning 4 years after injection
commences, and increases - rapidly.
Furthermore, from Figure 4 we see that most of

the injectate 1is recovered as 1liquid;

injection has quenched the reservoir bottom.
In fact, at t=17.5 years the steam quality of
produced fluids falls below 85%. This is the
lower limit of allowable quality used in this
study. For the purposes of this study, a well
producing in excess of 15% liquid is assumed
to be a "problem well", and any additional
energy, mass, etc. from that well is excluded
from further consideration.

An obvious comparison that can be made here
concerns what impact injection had under these
conditions. In order to make this comparison
we have made another simulation of the base
case model, but without any reinjection of the
produced mass. Cumulative steam energy
recovery histories for these two cases are
given in Figure 5. As can be seen from this
figure, injection in this particular case was
not beneficial with respect to energy
recovery. In fact, average pressures and
temperatures are lower in the base case than
in the no-injection case, due to the ‘quenching
of the bottom of the reservoir. Furthermore,
since much of the injectate was recovered as
liquid, there is not an appreciable difference
in final mass in place between the two runs.
0f course, different well completions could
have offset the unfavorable breakthrough of
liquid; however, such changes were not
investigated. The point to note here is that
injection does not necessarily improve
reservoir behavior in vapor-dominated
geothermal reservoirs.

A PARAMETRIC STUDY

The Effect of Reservoir Structure
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The first reservoir parameter that was varied
was the reservoir structure. Two
perturbations were made to the base case
reservoir shape. The first change was to
incorporate actual geologic structure to our
reservoir description; we next included an
accurate description of the top of the
reservoir but used a flat reservoir bottom.
These two cases are shown in Figures 6-7.

The reservoir structure shown in Figure 6 is
an actual portion of southeast Geysers, as
mapped by a cooperative industry effort
(Thompson and Gunderson, 1989; Thompson,
1989). This case uses top of steam as the
reservoir top, and top of felsite as the
bottom. While the felsite is not, in general,
the reservoir bottom, it is believed to be a
good approximation in this portion of the
field. Figure 7 uses the same structure map
at the top of the reservoir and a flat bottom.
In both cases the average reservoir
thicknesses are the same as in the base case.

When we include structure to the base case
reservoir description, the reservoir response
to injection changes significantly. In Figure
8 we show cumulative, field-wide steam energy
recovery histories for the three cases. The
solid line in this figure is the base case;
recall that all producers watered out at
t=17.5 years. As can be seen from this
figure, failure to include correct reservoir
structure can drastically alter predicted
results. This is true not only of rate of
energy recovery, but also ultimate energy
recovery and liquid breakthrough in wells.
Top of structure tends to alter ultimate
energy recovery, but has much less effect on
rate of energy recovery. Therefore, while top
of reservoir 1is an important piece of
information in a simulation study, the
reservoir bottom is the single most important
piece of structural information.

Relative Permeabilities and Residual
Saturations

Relative permeability expresses the ability of
a fluid to move as a function of that fluids’
saturation. Typical relative permeability
curves used in geothermal simulations are
given in Figures 1-2. Corey relative
permeability curves are often used for the
matrix, while straight 1line relative
permeabilities are assumed for the fractures.
Two important differences exist between the
curves shown in these figures. First, note
that the use of Corey curves results in a
large "total mobility hole” at intermediate
liquid saturations. This means that, for a
given pressure drop, both phases are less able
to flow and therefore a Tower total flow rate
occurs. Second, note the differences .in
residual saturations between the two curves.
It is frequently assumed that negligible phase
trapping occurs in the fractures, whereas in
the matrix fairly large residual saturations
have been assumed. It should be noted that



direct measurements of relative permeabilities
and residual saturations have not been made on
Geysers rock.

Three sensitivity studies were made to the
base case relative permeability curves. Two
of the runs involved changes to the relative
permeability curves in the fractures. The
straight line curves were replaced by Corey
curves, once using the same residual
saturations. as in the matrix, and the other
using the Corey curves but no residuals in the
fractures. A third run was made to look at
variations in liquid mobility in the matrix.
For this run, the 1liquid exponent in the
matrix was changed to 2.5, approximately the
largest 1liquid mobility in the matrix that
would still flash to steam upon entering the
fractures (Pruess and Narasimhan, 1982).
Results from this study are given in Figure 9.
As can be seen from this figure, steam energy
recovery appears fairly sensitive to fracture
relative permeability functions. Also, note
that the use of Corey curves with and without
residual saturations in the fractures resulted
in virtually identical energy recovery
histories. It follows,then, that reservoir
response varied because of the shape of the
relative permeability curves used. Thus, the
"mobility hole" noted above accounted for the
delay in 1iquid production, and the related
increase in energy recovery.

and Initial

Capillary Pressure Matrix

Saturations

Two additional petrophysical properties and
conditions that are difficult to measure are
capillary pressures and initial matrix liquid
saturations. Capillary pressures have
historically been neglected in geothermal
simulations, probably due to the lack of
measurements. Values used for initial matrix
saturations have varied from 50% to over 80%.
Recent studies have suggested that a fairly
large initial Tiquid saturation existed at The
Geysers, based in part on Pruess’ study of the
evolution of a vapor-dominated reservoir from
a liquid-dominated one (1985), and a field-
wide history match study by Williamson (1990).
Of course, there are now areas of The Geysers
that are experiencing superheat conditions, so
liquid saturatiocns can vary from a large,
virgin value to zero.

The capillary pressure curve used in this
study is based on a fairly conservative
scaling of Leverett J-function (Leverett,
1941), and is given in Figure 10. No attempt
was made to account for possible hysteresis
due to imbibition or drainage. Two different
initial 1liquid saturations were also
considered; the base case value of 0.8, and a
second case of 0.4. Each of these cases was
run with and without capillary pressure.

Intuitively, one would expect incorporation of
capillary pressures at a Tlarge 1liquid
saturation to have little effect. This is

' associated with
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berne out in this study, as shown in Figure
11. Given the relatively small capillary
pressure at a liquid saturation of 0.8, the
injectate imbibes only slightly. This results
in a moderate (1.5 year) delay in 1liquid
breakthrough, and a small increase in energy
production.

Both a lower 1liquid saturation, and also
capillary pressures at this lower saturation
play a more important role in reservoir
response. Figure 12 shows energy recovery
histories for the base case, the base case
with lower initial liquid, and the case of
lower 1liquid saturation and capillary
pressure. The case of Tower liquid saturation
results in less pressure support from the
matrix, and therefore a reduction in both
energy recovery rate and cumulative energy
recovered.: When capillary pressure is
included in this run, however, response to
injection changes appreciably. The injectate
imbibes strongly into the matrix, resulting in
a drastic (over 10 year) increase in liquid
breakthrough time. This in turn results in
nearly a 40% increase in energy recovery over
the Tlower 1liquid saturation case. Thus,
capillary pressures can have a dramatic effect
on simulation results, but are much more
important at low liquid saturations for the
capillary pressure curves used here.

Fracture Spacing and Shape Factors

The final studies presented here concern dual
porosity parameters. In simulating this
fractured reservoir, we have using the Warren
and Root dual porosity formulation (Warren and
Root, 1963), with fracture spacing of 150’ and
the shape factor as defined by Gilman and
Kazemi (1983). The shape factor for square
matrix blocks is given as:

o = 12/12

where L is the fracture spacing. Defining the
correct shape factor has been an ongoing
concern in the petroleum literature since the
original Warren and Root work. Shape factors
as large as 60/L2 have been used. Rossen and
Shen (1989) point out that the shape factor
depends on the process being modelled, and
therefore one is unable to determine in
advance what shape factor should be used.

In this study we have varied both fracture
spacing and shape factors. Fracture spacing
was varied from 150’ to 300‘, with the
attendant reduction in shape factor. The
shape factor was then changed in another run
from 12/3002 to 48/300Z, which corresponds to
the shape factor used in the base case run.

Results from this study are given in Figure
13. Cleariy, both fracture spacing and shape
factor both impact simulation results. Errors
either of these input
parameters can drastically alter our
predictive ability. There has been to date
virtually no research on shape factors for




geothermal simulations; this study points out
the need for such research to be done.

SUMMARY AND CONCLUSIONS

This - paper has examined the influence of
several reservoir parameters and conditions on
steam energy recovery in the presence of
injection. On the basis of this work, we draw
the following conclusions:

Reservoir structure plays an extremely
jmportant role in correctly modelling
injectate movement and energy recovery.
Knowing the location and shape of the
reservoir bottom is the single most
important piece of structural
information.

Fracture relative permeability curves
affect reservoir response in injection,
primarily because of the presence - or
lack thereof - of a "mobility hole" seen
in the Corey curves. Residual
saturations in the fractures do not have
much affect on reservoir behavior.

Capillary pressures can have an
important affect on energy recovery, but
primarily at low liquid saturations.

Parameters used in the dual-porosity
approach of simulating fractured media
are extremely important, and cause large
variations in simulation results.

Much additional work is required to
improve our simulation abilities.
Research topics of interest include
measurements of relative permeability-
and capillary pressure-saturation
relationships, improved estimates of
reservoir bottom, and the development of
the correct shape factor for use in
geothermal simulations.
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Table 1. Summary of Properties and Initial Conditions Used

Reservoir Properties Matrix Eractures
and Initial Conditions
Porosity 0.045 0.02
Permeability (md) 0.01 10.
Relative Permeability:
Liquid k1 =54 kel = $9
Steam krg=(1's)2'5 keg = (1-51)

where S = (S7 - Sir)/(1-S1r-Sqr)
Residual Saturations:

Liquid 0.3
Steam 0.05 0
Initial Saturations Sy =0.8 Sy = 0.0008

Initial Pressure = 500 psig @ Top of Reservoir (1000 * SS)
Initial Temperature = 470°F @ Top of Reservoir

Rock Heat Capacity = 0.238 BTU/Tb

Rock Density = 165 1b/ft3

Rock Thermal Conductivity = 40 BTU/1b°F D

Fracture Spacing = 150

Grid Data
NX = 11 NY = 11 NZ =7
Ax = 545.5° Ay = 545.5° 1250’ > Az > 66’
Figure 1. Corey Relative Permeability Curves Figure 2. Straight Line Relative Permeabilities
1.0 1.0
Total Relative
Steam Curve Mobility
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Figure 3. Steam Rate and Quality vs Time for Base Case.
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Figure 5. Comparison in Steam Energy Recovery
for 30 % Reinjection vs No Injection Case
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Figure 6. Reservoir Structure Case 1, Actual Portion of SE Geysers

Figure 7. Reservoir Structure Case 2, Structure at Top, Flat Bottom
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Figure 8. Energy Recovery as a Function
of Reservoir Structure
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Figure 11. Energy Recovery as a Function of
Capillary Pressure and Initial Saturations

Figure 12. The Effect of Capillary Pressure on Energy

Recovery at Lower Initial Water Saturation
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ABSTRACT

The Hawaii Natural Energy Institute (HNEI), an institute
within the School of Ocean and Earth Science and
Technology, at the University of Hawaii at Manoa has
drilled three Scientific Observation Holes (SOH) in the
Kilauea East Rift Zone to assess the geothermal potential
of the Big Island of Hawaii, and to stimulate private
development of the resource. The first hole drilled,
SOH-4, reached a depth of 2,000 meters and recorded a
bottom hole temperature of 306°C. Although evidence
of fossil reservoir conditions were encountered, no
zones with obvious reservoir potential were found. The
second hole, SOH-1, was drilled to a depth of 1,684
meters, recorded a bottom hole temperature of 206.1°C
and effectively defined the northern limit of the Hawaii
Geothermal Project-Abbott - Puna Geothermal Venture
(HGP-A/PGV) reservoir. The final hole, SOH-2, was
drilled to a depth of 2,073 meters, recorded a bottom
hole temperature of 350.5°C and has sufficient indicated
permeability to be designated as a potential "discovery".
The SOH program was also highly successful in
developing slim hole drilling techniques and establishing
subsurface geological conditions.

INTROD N

The Hawaiian Islands are located above a geologic "hot
spot” in the earth’s mantle that has been volcanically
active over the past 70 million years. The Big Island of
Hawaii has an obvious, large potential for geothermal
energy resources, both for electrical generation and direct
utilization. Since the drilling of the HGP-A well in 1976
and the discovery of the HGP-A/PGV geothermal
reservoir along the eastern portion of the Kilauea East
Rift Zone, geothermal power potential on the Big Island
has been estimated to be in the range of 500 to 700
megawatts (Thomas 1987).

The Hawaii Deep Water Cable Program, which was
initiated in 1981 by the Hawaiian and Federal
Governments to explore the technical, environmental and
financial dimensions of a cable system to transmit
geothermally generated electricity from the Big Island to
the load center on Oahu, was based on the assumption
that the estimated reservoir size was realistic. However,
at the time the estimate was made, no wells had been
drilled outside the area adjacent to the HGP-A well, and
the reservoir potential of the Kilauea East Rift Zone was
essentially unknown, and certainly not proven. Further
exploration and definition of the HGP-A/PGV reservoir
area by subsequent developers did little to indicate
reservoir potential beyond the immediate area. Although
several production wells have been drilled recently on

-73-

Puna Geothermal Venture (PGV) property,
approximately one quarter mile to the north of the
HGP-A well, these wells have not had extensive flow
testing, and currently, the only reservoir with a "known”
or "proven” production capability is that tapped by the
HGP-A well. Similarly, the discovery that has been
reported by the True/Mid-Pacific Geothermal Venture on
property owned by the Estate of James Campbell
approximately seven miles to the west of the HGP-A
well, has not had sufficient drilling or flow testing to
classify the discovery as "proven".

The Scientific Observation Hole (SOH) program was
planned and implemented in 1988 by the Hawaii Natural
Energy Institute, an institute within the School of Ocean
and Earth Science and Technology, at the University of
Hawaii at Manoa. The SOH program was initially
funded to drill four SOHs to a nominal depth of 1,200
meters (4,000 feet), to test the geological condition and
the geothermal potential within Geothermal Resource
Subzones (GRZ) along the Kilauea East Rift Zone, and
to drill two holes in the Haleakala Southwest Rift Zone
on the island of Maui. These holes were designed to
assess the geothermal potential of these two areas by
providing a general knowledge of rock types, alteration,
and structures within the rift zones, the depth to potential
geothermal reservoirs, the depth and composition of
ground water, and the temperature of rock and fluids at
depth. Although the SOHs are for scientific observation
and monitoring purposes only and are prohibited by the
terms of their permits from flow testing or production,
flow capability of production sized wells can be
estimated using injection techniques.

Initial attempts to permit the two SOHs on the island of
Maui met with such intense local opposition, that the two
holes scheduled to be drilled in the Haleakala Southwest
Rift Zone were withdrawn from further consideration
during the initial phase of the program. Experience
during the drilling of the first hole in the Kilauea East
Rift Zone caused further extensive modification of the
drilling plan by increasing the targeted drilling depth
from 1,200 meters (4,000 feet) to 2,000 meters (6,500
feet). Because of this and difficult drilling conditions
resulting in increased drilling costs, the scope of the
program was consequently modified to provide fewer,
but deeper holes.

The SOH program specifically meets the University of
Hawaii's stated mission of providing scientific and
technology transfer to the private sector for utilization
and commercialization and has provided a stimulus for
private development of Hawaii's geothermal resources.
To date, after the completion of three holes, effective




techniques have been devised to drill slim, rotary and
core holes to depth in excess of 2,070 meters (6,800
feet), and has:

+ established subsurface thermal continuity along the
Kilauea East Rift Zone,

o defined the shallow limits of the northern boundary of
the HGP-A/PGYV reservoir, and

» discovered a potential geothermal reservoir in a
previously untested area.

Present plans call for the permitting and drilling of
additional SOHs in Phase II of the program in other areas
of geothermal potential, not only on the Big Island and
Maui, but also on Lanai and Oahu if sufficient interest
and funds are available. Areas of geothermal potential on
the Big Island and Maui are shown on Figure 1. If the
SOHs are successful in locating or indicating additional
geothermal reservoirs, the program will expand Hawaii's
geothermal resource base not only for electrical
generation potential, but also for direct utilization in such
fields as food and materials processing, brine handling
and utilization, agriculture, aquaculture, geothermal spas,
and other uses involving the heat of the earth.

The'SOH program has been described in more detail by
Olson (1988), Olson, et al. (1990a) and Olson, et al.
(1990b).

TA
PR
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As of this date, PGV has drilled three geothermal wells
in fallow sugar cane fields and papaya orchards on
agricultural land near a residential development in the
Kapoho GRZ. The first well drilled (KS-3) intersected a
steam zone, which probably will not be produced due to
chemical problems. The second well (KS-7)
unexpectedly intersected a very shallow production zone
and had to be abandoned. The third well (KS-8) also
intersected the shallow production zone and will
probably become an important producer. As of the end
of 1991, PGV essentially had completed construction of
its 25 megawatt (net) power plant, and was planning an
operational test of the plant utilizing steam generated in
boilers using county water. However, as of the writing
of this paper the County of Hawaii had imposed a
geothermal drilling moratorium which is currently in
effect at the PGV project due to an accidental,
uncontrolled venting of steam from the KS-8 well.
Nevertheless, if the moratorium is lifted shortly, as
expected, the power plant could be producing power for
the Big Island as soon as PGV can complete the number
of wells necessary to supply steam to the power plant.

True/Mid Pacific Geothermal Venture (T/MPGYV) has
drilled a well with three kick-offs in forested,
conservation land within the Kilauea Middle East Rift
GRZ. On the last kick off, True intersected a steam zone
and, after a short flow test, announced a discovery.
However, no details of the producibility of the well are
currently known. The T/MPGYV group is currently
planning to drill a second well, but as of the writing of
this paper had not prepared the site for drilling.

The objectives of the SOH program as stated in the
enabling legislation are to stimulate geothermal
development and to confirm the geothermal resources of
Hawaii. The first goal of stimulating geothermal
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development has been met, as two developers, PGV and
T/MPGY are currently involved in exploration and
development along the Kilauea East Rift Zone.

In spite of the unfavorable permitting, regulatory and
business environment, and intense local opposition to
geothermal development, the second goal of the SOH
program has been partially met in that the SOH program
has assessed a portion of the Kilauea East Rift Zone in
which the active geothermal developers are operating.
The program has been an outstanding success to date in
developing effective drilling techniques, reducing drilling
expenses, providing deep geologic sections along the
area of interest, establishing thermal continuity within the
KERZ, defining limits to the HGP-A/PGV reservoir, and
discovering a potential reservoir in an untested area.

To date three of the four permitted SOHs have been
drilled. The location of the SOHs, the GRZs, and the
production wells drilled by PGV and T/MPGV are
shown on Figure 2. Although all the necessary permits
have been approved for SOH-3, the State of Hawaii has
decided to defer the drilling of SOH-3 until additional
SOHs are permitted with provisions to allow pumping or
flow testing of the holes to obtain fluid groundwater and
reservoir samples.

H-4

The first hole drilled, SOH-4, was drilled to a total depth
of 2,000 meters (6,562 feet), and recorded a bottom hole
temperature of 306.1°C (583°F). Although evidence of
fossil reservoir conditions were found, no zones with
obvious reservoir permeability were encountered. No
problems were encountered in core drilling the upper
section of subaerial basalt flows and dikes. However,
severe rotary drilling problems with lost circulation and
reaming were encountered in the upper 610 meters
(2,000 feet) of the hole, resulting in large overruns in
drilling costs. These problems were solved by slowly
and carefully drilling blind for 50 to 100 meters (150 to
300 feet) through lost circulation zones instead of
cementing whenever circulation was lost, by using thin
cement mixtures to regain circulation, and opening the
core hole with rotary tools to the final hole size in one
pass instead of two. After casing was set and cemented,
core drilling proceeded with only minor problems to the
bottom of the hole in a heated section of submarine
basalts. At a depth of approximately 1,200 meters
(4,000 feet) State officials decided to deepen the hole to a
depth of approximately 2,000 meters (6,500 feet)
because temperatures of 200°C (400°F) or higher had not
been recorded during drilling. At this time, the other
scheduled SOHs also were targeted to depths of
approximately 1,825 to 2,000 meters (6,000 to 6,500
feet). Total direct drilling costs for SOH-4 were
$1,404,805, or $702.40 per meter ($214.08 per foot).
Drilling performance is shown graphically for depth
versus cost for all the SOHs in Figure 3, and for depth
versus time for all the SOHs in Figure 4. The
temperature gradient of SOH-4 and the other SOHs are
shown in Figure 5. Interestingly enough, SOH-4 was
initially considered to be a "failure" by State officials
because the bottom hole temperature was not as high as
the 358°C (676°F) encountered in the HGP-A well,
because of the large cost overrun, as compared to the
cost estimated for the original 1,200 meter (4,000 foot)
depth planned for the hole, and because the hole did not
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encounter a reservoir. This resulted in renewed efforts to
educate the officials to the realities of drilling economics,
programmatic goals, and expected results.

H-1

The second hole, SOH-1, was drilled to a total depth of
1,684 meters (5,526 feet) and recorded a bottom hole
temperature of 206.1°C (403°F). The drilling and casing
plan for the upper 610 meters (2,000 feet) was modified,
utilizing the experience gained in the drilling of SOH-4,
by omitting the initial 305 meters of 9-5/8 inch casing
and using 7 inch casing from the surface to a depth of
610 meters (2,000 feet). This resulted in rapid progress
with essentially no drilling problems and cost savings of
approximately $240,000 as compared to SOH-4 at a
similar depth. When coring resumed below the casing,
however, very severe drilling problems were
encountered due to highly fractured, cool (<38°C or
<100°F), submarine basalt, sands, and dikes, in the
interval between 610 and 1,370 meters (2,000 to 4,500
feet), resulting in short bit life, short (15 to 45
centimeters or 6 to 18 inches) core runs, stuck drill rods
and massive cost overruns. The fractured submarine
basalt and dikes broke off in small fragments around and
in front of the bit and rolled about the drilling surfaces,
wearing the bit face matrix and gouging out the
diamonds. The exterior gauge of the bits was reduced
and the interior gauge enlarged resulting in short core
runs which stuck in the core barrel, and resulted in the
necessity of redrilling the hole to reach bottom. Core life
averaged between 3 and 6 meters (10 to 20 feet),
resulting in constant tripping of the rods to replace bits
and causing the driller to "affectionately" refer to this
interval as the "hole from hell”. Below 1,370 meters
(4,500 feet) the temperature increased rapidly, resulting
in normal drilling runs, core recovery of nearly 100%,
and long bit life, due to fracture filling or bonding of the
fractures by thermal metamorphism. Total drilling costs
were $1,562,647 or $927.76 per meter ($282.78 per
foot), causing the hole to be stopped approximately 300
meters (975 feet) short of the its targeted depth.

H-2

The third hole, SOH-2, was drilled to a total depth of
2,073 meters (6,802 feet) and recorded a bottom hole
temperature of 350.5°C (663°F). The drilling and casing
plan was again modified to incorporate the lessons
learned in the drilling of the first two holes. To reduce
drilling costs, the upper 580 meters (1,900 feet) of the
SOH was rotary drilled with no coring. Casing was set
approximately 30 meters (100 Feet) higher in SOH-2
than in the other two SOHs because of a sudden 4°
deviation in the hole in an 8.2 meter (27 foot) interval
between a depth of 567 to 575 meters (1,860 to 1,887
feet), which resulted in several drill collar twist offs and
fishing jobs. After the casing was set, coring was
attempted with unsatisfactory results similar to those
encountered in SOH-1. At that time a decision was made
not to attempt to fight the hole down by coring, and the
hole, subsequently, was rotary drilled to approximately
1,250 meters (4,100 feet). As circulation was lost at the
surface, only a few scattered rock samples were collected
in the upper rotary portion of the hole. However, the
dogleg caused by the sudden hole deviation, persisted
through the casing and drilling continued to be plagued
by repeated twist offs to the bottom of the hole. Luckily
all the twist offs occurred inside the casing and fishing,

although time consuming and costly, did not result in
major delays or loss of the hole. Temperature at a depth
of 1,250 meters (4,100 feet) was 132.7°C (270.9°F)
which was sufficient to bond the fractured submarine
basalts (or the section previously had been subjected to
higher temperatures with the same results), and coring
proceeded rapidly and smoothly to the bottom of the
hole. Subsequent injection testing indicated that a
permeable interval between 1,488.3 and 1,505.7 meters
(4,883 to 4,940 feet) with a temperature of 210.3°C
(410.5°F) can be designated as a possible "discovery"
Additional drilling in the vicinity of SOH-2 should
intersect fracture permeability below a depth of 1,825
meters (6,000 feet) with fluid temperatures in excess of
300°C (572°F). Total drilling costs were $1,098,760 or
$530.03 per meter ($161.53 per foot), which represented
a savings of greater than $300,000 while drilling 73
meters (240 feet) deeper than SOH-4, and greater than
$460,000 while drilling 389 meters (1,276 feet) deeper
than SOH-1.

Analysis of the drilling results indicates that the key to
reducing costs involves more than drilling faster. Over
the long run, staying out of trouble usually results in
faster penetration rates and lower drilling costs. -
Consequently, after the experience with the twist offs in
SOH-2, a decision was made to core drill the subaerial
basalts and then open the hole by rotary drilling, which
results in a straight hole and more data, rather than to
attempt to reduce costs by not coring and running the risk
of twist offs and possible loss of the hole.

PRELIMINARY SOH PROGRAM RESULT

Very preliminary results from SOH program indicate
that:

»  Core (slim) holes can be successfully drilled to
depths in excess of 2,070 meters (6,800 feet) and
can be used to assess geothermal resource potential at
substantial savings in drilling and permitting costs
and environmental impact. Initial drilling results
indicate that SOHs can be most efficiently drilled by
a combination of rotary and core drilling techniques.

« It has not been possible to collect uncontaminated
groundwater or reservoir fluids in the SOHs in a cost
effective manner by bailing. To obtain reliable
samples the holes must either be pumped or flowed.
As groundwater and reservoir fluid chemistry is vital
to the assessment of the geothermal potential of an
area, future SOHs will be permitted to allow the
sampling of downhole fluids by pumping or flowing.

« The geothermal potential of the Kilauea East Rift
Zone has not been proven and additional production
and assessment drilling must be completed before an
accurate estimate of the size of the resource can be
made.

« A single large geothermal reservoir (or several large
reservoirs) probably does not exist along the KERZ.
The geology of the geothermal reservoirs that do
exists is probably highly complex and the reservoirs
may be relatively small and discontinuous. SOH-1
essentially defined the northern boundary of the
HGP-A/PGYV reservoir, which has produced
between 2 and 3 megawatts of electrical power with
a plant factor of greater that 90% for over 7-1/2
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years. Utilizing published data from HGP-A, the
KS wells drilled by Thermal Power in the early
1980s, and SOH-1, reservoir conditions at a depth
of 1,250 meters (4,100 feet) and a cutoff boundary
of 200°C (392°F) indicate a narrow, easterly dipping
resource approximately 800 meters (2,600 feet) wide
that is open to the west, as shown in Figure 6. This
isotherm map does not reflect the shallow reservoir
intersected by PGV's KS-7 and KS-8 wells.
Sufficient published data are not available to predict
the vertical size and extent of the reservoir.
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Introduction

The bulk of the steam at the Geysers geothermal
field is produced from fractures in a relatively imper-
meable graywacke massif which has been heated by
an underlying felsite intrusion. The largest of these
fractures are steeply dipping right lateral strike-slip
faults which are subparallel to the NW striking Col-
layomi and Mercuryville faults which form the NL
and SW boundaries of the known reservoir. Where
the graywacke source rock outcrops at the surface
it is highly sheared and fractured over a wide range
of scale lengths. Boreholes drilled into the reservoir
rock encounter distinct “steam entries” at which the
well head pressure jumps from a few to more than
one hundred psi. This observation that steamis pro-
duced from a relatively small number of major frac-
tures has persuaded some analysts to use the War-
ren and Root (1963) dual porosity model for reser-
voir simulation purposes. The largest fractures in
this model are arranged in a regular 3-D array which
partitions the reservoir into cubic “matrix” blocks.
The net storage and transport contribution of all the
smaller fractures in the reservoir are lumped into
average values for the porosity and permeability of
these matrix blocks which then feed the large frac-
tures. Recent improvements of this model largely fo-
cus on a more accurate representation of the trans-
port from matrix to fractures (e.g. Pruess et al.,
- 1983; Zimmerman et al., 1992), but the basic geom-
etry is rarely questioned. However, it has long been
recognized that steam entries often occur in clus-
ters separated by large intervals of unproductive rock
(Thomas et al., 1981). Such clustering of fractures

at all scale lengths is one characteristic of self-similar

distributions in which the fracture distribution is
scale-independent. Recent studies of the geometry of
fracture networks both in the laboratory and in the
field are finding that such patterns are self-similar
and can be best described using fractal geometry.
Theoretical simulations of fracture development in
heterogeneous media also produce fractal patterns.
However, a physical interpretation of the mechan-
ics which produce the observed fractal geometry re-
mains an active area of current research. Two hy-
potheses for the physical cause of self-similarity are
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the Laplacian growth of fractures in a self-organized
critical stress field, and the evolution of percolation
clusters in a random medium. Each predicts a dif-
ferent fractal dimension. The more important ques-
tions from a reservoir engineering point of view are:
1) is the network of fractures in the Geysers reser-
voir fractal and if so over what range of fracture sizes
is the self-similarity observed and what is its fractal
dimension, and 2) do the conventional dual porosity
numerical simulation schemes provide an adequate
description of flow and heat mining at the Geysers?
Other papers in this volume by Acuna, Ershaghi,
and Yortsos (1992) and Mukhopodhyoy and Sahimi
(1992) address the second question. The primary ob-
jective of this paper is to try to answer the first. To-
ward this goal we have mapped fracture patterns in
surface exposures of the graywacke source rock at the
outcrop scale (meters), at the road-cut scale (tens of
meters) and at the regional scale (kilometers). We
have also examined cores collected at depth from the
graywacke reservoir rocks, and analyzed drilling logs
making use of the pattern of steam entries as well as
the fluctuations in drilling rate.
Mapping fracture patterns at The Geysers
field

The graywacke reservoir source rock outcrops at
several locations in the Geysers geothermal field.
One particularly good location is at well site GDC-21
where the drilling pad has been cut from the hillside
revealing a near vertical wall of graywacke which is
about 100 feet long and 40 feet high. The graywacke
at this location has a cataclastic texture' where the
largest clasts are on the order of 10 feet in diame-
ter. Although the outcrop appears to have a fluction
structure suggesting a component of ductile defor-
mation, close inspection of the folds shows that they
are composed of multiply fractured graywacke lay-
ers in which virtually all the strain appears to have
been accommodated by brittle fracture. The largest
clasts contain complex fracture patterns which are
easily visible due to the infilling with minerals of a
contrasting color. In fact, at this outcrop virtually
all of the fractures have been filled. The fracture pat-
terns in three such clasts were mapped from photo
mosaics and one example is shown as Fig 1. A sec-
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Geysers 1

Figure 1: Fracture patterns of the Graywacke out-
crop.

Figure 2: Fracture pattern from the road cut out-

crop.

ond outcrop occurs in a road cut. The graywacke at
this site is also highly fractured but more uniform
in texture so that one continuous fracture pattern
covers the entire roadcut. A map was prepared {rom
a photo mosaic and is shown in Fig 2. The frac-
tures at this outcrop were also mineralized. Finally,
a fault map for the entire field was prepared using
fault maps in the literature. Hebein (1986} mapped
the regional fracture pattern under the assumption
that local drainage patterns are fault controllerd. He
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showed that the drainage pattern is consistent with
the hierarchical pattern of conjugate shears expected
in the regional stress field. In Fig. 3 we show the
fault map plus the regional drainage pattern.

[Figure 3: Fault and drainage pattern in The Geysers
geothermal area.

Testing the fracture patterns for self similar-
ity and measuring the fractal dimension

The fracture patterns in Figures 1, 2 and 3 were
tested for self-similarity using the box counting
method used by Barton and co-workers to charac-
terize fracture patterns at a site under considera-
tion for nuclear waste disposal at Yucca Mountain,
Nevada (Barton and Hsieh, 1989; Barton, 1992). In
this method the minimum number of square tiles
which are required to completely cover the fracture
pattern, N,, is determined as a function of the edge
length, 1, of a tile. If the pattern is self-similar, then
N, o 7~Ps where Dy is the fractal capacity dimen-
sion of the pattern. In essence, one is measuring how
the open area between {ractures changes with scale.
Hence this may also be viewed as a measure of the
clustering of the fractures. If the fracture pattern
is very homogeneous with little clustering, then Dy
approaches 2. Such a pattern, if it extended over
all scale lengths, would fill the plane with fractures.
At the other extreme, as the fractures become in-
creasingly clustered, Dy approaches 1. In this limit,
all fractures lie on a line (and hence have dimension
one). A schematic illustration of the box counting
method is given in Fig. 4.

For any physical system, the self-similarity can
only extend over a limited range of scale-lengths.
The largest scale length to which self-similarity ex-
tends we call the upper fractal limit, while the short-
est we call the lower fractal limit. These limits may
be set by the physical limits of the system or, possi-
bly, by the degree of evolution of the physical process
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Figure 4: Schematic representation of box counting
method for measuring fractal dimension.

\ T v T T T T
“O - .
AN Geysers 1
\
\

- +

o b + d

- +

X E
%
: D¢=1.87

(=]

ol
-~ =1 3
z7 ]
g

Q

9 - B

ot ]

- L I 1 caaaal !

1 10 100 1000 10* 10°

log (L) In pixels (1pixel = 0.2878 cm.)

Figure 5: Fractal analysis of the fracture pattern in
the Graywacke outcrop.

which is producing the self-similarity. The fractal
limits are determined by the box counting algorithm
as the limits between which the log(Nr) vs. log v
plot is linear. A computer program has been ‘de-
veloped which covers the digital image of a fracture
pattern with a square grid and finds the minimum
number of occupied squares with respect to rotation
and translation of the grid. The procedure begins
with a fine grid-at the smallest resolved scale of the
data. The grid size is then systematically increased
until all the squares are occupied. The program was
tested by measuring geometrical fractal gaskets and
random fractals of known dimension. When applied
to the outcrop scale fracture pattern in Fig. "1 it
yielded Fig. 5. The other two small-scale outcrop
patterns were similar. All were self-similar over a
range of scales from about 0.5 to 20 centimeters and
had fractal dimensions between 1.8 and 1.9. The
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road cut pattern in Fig. 2 is analyzed in Tig. 6
where it has a fractal dimension of 1.9 between scale
lengths of about 0.3 and 4 meters. The regional fault
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[igure 6: Fractal analysis of road cut fracture pat-
tern in the Graywacke.
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Figure 7: Fractal analysis of the pattern of faults
and drainages.

pattern including the drainage pattern in Fig. 3 is
analyzed in Fig. 7. It has a fractal dimension of
about 1.9. :
Each pattern is thus self-similar with a fractal di-
mensions between 1.8 and 2.0.- This implies only
moderate clustering. It is, in fact, possible to
show that all three fracture patterns are mutually
self-similar across the entire range from outcrop to
regional scale. To demonstrate this global self-
similarity, the number of fractures per unit area was
determined as a function of fracture length for each
pattern. When the log of the area density is plotted




as a function of the log of the fracture length in Fig.
8, all three distributions lie on a line with slope 2.
This is precisely the requirement for self-similarity.
Because the number of fractures per unit area scales
as their length squared, then the number of fractures
in an area scaled to the fracture length will be a con-
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Figure 8: Self similarity of fracture density over a
wide range of scales.

stant. Stated another way, it is impossible to tell at
what scale a given fracture diagram was mapped.
Examination of cores from the reservoir

Examination of cores from the graywacke reservoir
rock led to two significant observations. First, many
cores contained numerous fractures at the same scale
as those observed in outcrop. Like the outcrop frac-
tures, the core fractures were sealed by mineraliza-
tion. Other sections of the recovered core were com-
pletely granulated. The surfaces of the rock frag-
ments showed mineral deposition and alteration sug-
gesting that the rock had been fragmented in the
reservoir and not as a result of drilling induced frac-
tures. Qur tentative conclusion from these core ob-
servations is that many of the smaller fractures in
the reservoir are sealed and that most of the storage
and transport may occur through larger shear frac-
tures which are multiply fractured cataclastic zones
of finite width. It should be emphasized that this
is only a tentative conclusion. Thin open fractures
which cut the borehole are difficult to distinguish
from breaks in the core caused by drilling stresses.
Even if the distinction could be made, the core recov-
ery is rarely complete enough to allow a meaningful
analysis of the intervals between such breaks. Having
said this, the presence of sealed fractures throughout
the reservoir, and the common occurrence of cata-
clastic zones several feet in width are unambiguous.
Analysis of steam entries

Borehole deviation and steam entry data for about
200 wells were analyzed. We observed that wells
which deviate in the NE and SW directions tend
to intersect more steam entries. This is consistent
with the hypothesis that steam entries correspond to
near vertical NW striking fractures which are parallel
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THE STATISTICS OF THE INTERVALS BETWEEN STEAM ENTRIES
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Figure 9: Statistical distribution of spacing between
steam entries as sampled by boreholes.

to the regional shear fabric. However, the weakness
of the anisotropy suggests that the pattern is more
complex - a conclusion which is supported by the
complexity of the regional faulting pattern in Fig.
3. Tf the pattern of fractures in the Geysers reser-
voir is self-similar and isotropic, then this geometry
should be reflected in the spatial pattern of steam
entries. Tor example, the intervals between steam
entries should follow a power law distribution. Also,
if the pressure jump associated with a fracture is
proportional to its size, then number of steam en-
tries should also vary as a power of their size. To
test the intervals between steam entries for a power
law distribution, the log of the number of intervals is
plotted as a function of the log of the interval length
in Fig. 9. If the fracture distribution in the reser-
voir were self-similar and isotropic with dimension
comparable to that observed in outcrop (Dj = 1.8
- 1.9), then the intervals should be distributed ac-
cording to a power law with slope 1-Dy = 0.8 - 0.9.
The line in Fig. 9 has slope 0.9. Note that it only
fits the data for intervals between about 300 and 900
meters. One possible interpretation is that many of
the smaller fractures spaced more closely that 300
meters are either sealed by mineralization or yield
too small a steam entry pressure jump to be reliably
recorded. The observation that too few larger inter-
vals are recorded may be a sampling error because
few of the wells intersect more than 1000 meters of
reservoir rock. In Fig. 10 the log of the number of
steam entries is plotted as a function of the log of
the pressure jump. The distribution is not power
law over any range. This may be due in part to
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the mineralization and sampling problems discussed
above, but may also imply that the pressure jump
does not scale with the fracture size. As a final anal-
ysis of the steam entries, the well head locations and
deviation data were used to find the latitude, lon-
gitude and true depth (with respect to sea level) of
all the steam entries. A 3-D box counting algorithm
was used to test the pattern for self-similarity. The
3-D box counting is directly analogous to the 2-D
technique discussed above except that the minimum
number of cubes required to contain all the points is
determined as a function of the length of the cube
edge. The resultant log-log plot is shown in Fig. 11
where the pattern is seen to be self-similar for length
scales between 1,000 and 10,000 feet with a fractal

Fractal Analysis of Steam Entries In 3-D
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Figure 11: Three-dimensional fractal analysis of
steam entries.
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dimension of Dy = 2.1. This dimension is signifi-
cantly lower than Dy = 2.8 which would be expected
if the patterns observed in outcrop were typical of
the 3-D patterns in the reservoir. However, Sahimi
(1992) predicts that the fractal dimension of frac-
ture networks which develop in 3-D can not simply
be found by adding one to the dimension measured in
2-D section. Numerical simulations of the nucleation
and growth of fractures in random media predict Dj
= 2.5. The slightly lower observation of Dy = 2.1
is consistent with the hypothesis that the wells un-
der sample the fracture network which produces the
steam entries (Robertson et al., 1991).
Analysis of drilling records

The drilling records or “mud logs” contain more
information than simply the location and size of
steam entries. They also contain a continuous record
of the drilling rate of penetration, as well as a record
of the rotation rate and weight on the bit. The lithol-
ogy is also recorded. Because the lithology does not
change significantly for large distances within the
reservoir, it is reasonable to associate changes in the
penetration rate with changes in the fracture density
in the graywacke. The basic assumption is that pene-
tration is more rapid in highly sheared rock than it is
in unfractured rock. The raw penetration rates were
corrected for changes in rotation rate and weight on
bit by calculating a drilling factor dexp defined by
Jorden and Shirley (1966). The drilling exponent is
plotted as a function of depth in Fig. 12.

Fluctuations in the drilling factor as a function of
depth were analyzed using the fractal analysis tech-
nique discussed by Hewett (1986) and used by Leary
(1992) to characterize sonic and electrical resistivity
logs from the 3.5 km deep well near the San An-
dreas fault at Cajon Pass, southern California. In
this method, the drilling parameter data are rescaled
to have a zero mean and a unit variance and a cumu-
lative sum is computed as a function of depth. This
cumulative sum is then partitioned into segments of
length L, and for each segment the range of vari-
ation R and the standard deviation S of the data
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Figure 12: D-exponent representation of drilling
rate.




within that segment are computed. This procedure
is repeated for a number of different values of L rang-
ing from the shortest resolved length of the data to
the entire length of the mud log. For scale invariant
fluctuations, the ratio R/S scales with the interval
length L as L¥ where H is called the Hurst expo-
nent. If the observed Hurst exponent is H = 0.5,
then the data fluctuations-are uncorrelated. This is
the case for Brownian motion. If H > 0.5 then the
fluctuations are positively correlated (i.e. they have
persistence). In our case this would imply that zones
of fractured rock are spatially clustered. If H < 0.5
then the data fluctuations are negatively correlated
(they have anti persistence). Note that many val-
ues of R/S are obtained for each value of L - more
for short values of L, less for long values, decreasing
to one value when L equals the length of the data
set. In Fig. 13 the average value of log (R/S) is
plotted as a function of log L for the drilling data in
Fig. 12. The linear trend indicates scale indepen-
dence over the entire range while the slope H = 0.56
indicates weak clustering. How do the drilling rate
fluctuations correlate with the steam entries? Figure
12 shows that there is not a one-to-one correlation
between increases in the drilling rate and the loca-
tion of the steam entries. Rather, the steam entries
tend to cluster in the broad bands of rapid drilling.
The rough structure in Fig. 12 shows two fractured
zones approximately 300 feet wide which have their
centers separated by about 1000 feet. In analyzing
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Figure 13: Estimation of H-exponent for R/S anal-

ysis of D-exponent data.

steam entries from six other wells, we find that they
are also generally clustered in bands a few hundred
feet thick with a spacing of about 1000 feet.
Summary and Discussion

The study of the fracture patterns at the Geysers
geothermal field has led to the following general con-
clusions:

1. The fractures mapped in surface exposures of
the Graywacke reservoir rock are fractal with di-
mension Dy = 1.9 in 2-D planar section. This is
true at the outcrop, roadcut, and regional scales.
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2. When the logarithm of the fracture densities
measured at the three scales above are plotted
as a function of the logarithm of the fracture
length, all three measurements lie on the same
line with slope 2. This implies that the fracture
distribution is scale independent over a range of
scales from centimeters to kilometers.

3. Most fractures mapped at the outcrop and road-
cut scale are sealed by mineralization.

4. Cores recovered from the reservoir also show
that many of the smaller fractures are filled by
mineralization. However, many sections of the
core are totally fragmented. Mineral deposits
on the fragments imply that the break up was
not due to drilling damage, but that such cores
probably represent cataclastic zones associated
with larger shear fractures (faults).

5. Steam entries are highly clustered in the reser-
voir. They appear to be fractal with a capacity
dimension of Dy = 2.1.

6. Drilling records show that the steam entries in
each well are clustered in bands a few hundred
feet wide spaced at about 1000 foot intervals.

7. Drilling rate records also show a fractal clus-
tered structure having a Hurst exponent of 0.56.
We make the assumption that drilling rate is
correlated with fracture density since it does not
appear to be sensitive to variations in graywacke
lithology. However no direct correlation was
observed between increases in drilling rate and
steam entries. Rather, steam entries tend to
cluster in broad zones of rapid drilling which
are several hundred feet wide.

The picture of the reservoir which emerges is
one in which the steam is stored and transported
the multiply fractured conduits several hundred feet
wide and spaced roughly one thousand feet apart.
This scale is on the order of the regional faulting
pattern in Fig. 3 which suggests that the steam con-
duits are the major shear fractures in the reservoir.
Smaller fractures (many of which are tensile) appear
to be sealed both in surface exposures of the reservoir
rock and in cores take directly from the reservoir.
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ABSTRACT

The conventionally accepted models for the inter-
pretation of pressure transient tests in naturally frac-
tured reservoirs usually involve simplistic assumptions
regarding the geometry and transport properties of the
fractured medium. Many single well tests in this type of
reservoirs fail to show the predicted behavior for dual
or triple porosity or permeability systems and cannot
be explained by these models. This paper describes the
application of a new model based on a fractal interpreta-
tion of the fractured medium. The approach, discussed
elsewhere [2], [6], is applied to field data from The Gey-
sers Geothermal Field. The objective is to present an
alternative interpretation to well tests that character-
izes the fractured medium in a manner more consistent
with other field evidence. The novel insight gained from
fractal geometry allows the identification of important
characteristics of the fracture structure that feeds a par-
ticular well. Some simple models are also presented that
match the field transient results.

INTRODUCTION

Pressure transient responses predicted by the dual
or triple porosity models [1], {18], [19] are sometimes
not observed in actual transient tests in naturally frac-
tured reservoirs. In some cases the observed behavior
is similar to that of a single fracture cutting the well-
bore. The well response is characterized by parallel lin-
ear plots of pressure and pressure derivative vs time
on a log-log scale with a slope m between 0 and 0.5
and a separation equal to log(L) as shown in Figure
1. Such behavior is ordinarily explained by assuming
the existence of a single fracture of finite conductivity
intersecting the well, {3], [8]. This type of response has
also been explained as a transition between single in-
finite conductivity fracture flow (3 log-log slope) and
radial flow (semilog straight line) in the parallelepiped
reservoir model {9], [11]. Another case often observed
involves pressure derivative plot with a negative slope
not large enough to be interpreted by a spherical flow
regime. In systems where individual wells are connected
to networks of fractures, alternative conceptual models
need to be proposed. The purpose of this investigation
was to examine the feasibility of using fractal geometry
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Figure 1: Pressure (solid) and pressure derivative
(dashed) for a fractal fracture network m = 0.27 (§ =
0.73)

to interpret the above responses in a manner consistent
with the expectation that networks of fractures domi-
nate the flow behavior. ‘

The application of fractal geometry to the analysis
of pressure transient tests resulted from a direct ex-
tension of novel discoveries in diffusion in disordered
media and fractal objects [13], [15]. It has been found
that the diffusion process, which also governs pressure
transient tests, occurs in a unexpected fashion when the
medium is highly disordered or fractal. Such phenom-
ena, classified in general as “anomalous diffusion” [13],
have helped in explaining many slow diffusion processes
poorly understood only a few years ago.

The application of these concepts to pressure tran-
sient testing in fractal fractured systems was proposed
by Chang and Yortsos [6], who described the general
theoretical formalism. The theory was tested using nu-
merical models of fractured networks in the recent work
of Acuna and Yortsos [2]. A key feature of a fractal
transient response is that the log-log plot of pressure
derivative versus time is linear. The observed slope de-
pends on the dimensionality and ranges between -0.5
and 0.5. Where -0.5, 0 and 0.5 correspond to spheri-
cal, radial and linear flow respectively. When the slope
is between 0 and 0.5, the pressure curve is parallel to
the pressure derivative curve, making the identification
casier. Regardless of dimensionality, all responses can




be considered as particular cases of a general solution.

Although theory and numerical examples have been
presented elsewhere [2], [6], [10], practical applications
to real well tests have been limited [5]. The Geysers
Geothermal Field, whose characterization is still elu-
sive, represents an excellent test case to explore the fea-
sibility of a fractal structure. In particular, the nature
of drilling fluid, air, used in the bulk of the fractured
system helps in examining fractures relatively free of
near-wellbore damage.

THEORETICAL BACKGROUND

The finite conductivity single fracture model [3], [8]
predicts that at early times the pressure behavior can
be approximated by the expression

p = AT (1)

where A is a constant. From (1) follows that the log-
log plots of pressure and pressure derivative vs time
will be parallel with slope m and separated by a dis-
tance equal to log(:) (or & = L). Many wells in
naturally fractured reservoirs behave in this fashion al-
though the existence of only a single fracture as cause
of that behavior is not supported by other wellbore or
reservoir measurements. The fractal model discussed
below shows how a particular fracture network can also
be responsible for that behavior.

When a fractured medium is highly disordered and
fractal, the single-phase pressure transient of individual
wells differ significantly from the homogeneous radial
flow case [6]. The theoretical, ideal response would be
described as follows: In a perfect fractal object of in-
finitely many generations of fractures, the mass density
of any arbitrary cluster of radius r around an arbitrary
point decreases in a power law fashion with respect to
the distance r. The exponent of the power law is D —d
where D is the mass fractal dimension of the object
and d the embedding dimension (2 for two-dimensional
case). However, when the object has finite size, devi-
ations with respect to this behavior are expected and
will occur, although the average over many origins is ex-
pected to give the same power law [12], [14], [15]. Con-
sider a fractal network of fractures. The “mass density”
at any given radius corresponds to the average poros-
ity at that radius r, defined as the total void volume
divided by the total volume at radius r. This poros-
ity will therefore change in a power law fashion with
respect to r.

(r) = po(—)P~* 2)
where ¢q is a constant.

Using the same reasoning, we could expect the sam-
ple permeability to also vary with r. For example, if
steady-state flow across a sphere of radius r occurs,
the corresponding single-phase permeability can be ex-

r
To

pressed as
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K(r) = Ko(—)P74° (3)
To
where D and 6 are fractal parameters, rp is the mini-
mum size considered in the network (smallest fracture)
and Ky is a constant.

These values of porosity and permeability are not
point values, as traditionally interpreted, but sample
(macroscopic) values over that radius r. For instance,
the point value for porosity is either 0 or 1 depending
on the point being on the matrix or the fracture. Here,
we are concerned with the macroscopic values of these
properties. The conductivity and storativity terms KA
and ¢A are obtained by multiplying equations (2) and
(3) by Br¢!, where B is a constant. As can be ob-
served, conductivity and storativity are power law func-
tions of radius with different exponents. The diffusivity
7 is, therefore, dependent on the radius as n r=%, This
variation of diffusivity with radius gives rise to several
phenomena referred in general as “anomalous diffusion”
[13], [15]. Diffusion over fractal objects is “anomalous”
in that the standard diffusivity equation may not be
used. The most rigorous alternative is to consider a
Green’s function approach, based on which solutions
can be readily constructed [7]. A simplification of that
approach at late times is a diffusivity equation, but with
properties that vary spatially according to (2) and (3).
Then, as shown in [6] (see also [7]), one obtains

Pp D—-0-10p ,0p

or? r or | 9t
with boundary conditions that p vanishes as r — oo,
and that constant flow rate applies at the wellbore

0 (1)

Ip
. D—6—
limg (P41 22 = -1 2
For this problem a similarity solution was obtained [6],
based on which the pressure at the well p,,, after a short
time, obeys the power law behavior
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where C = F—&({%;—Pg—) is constant with respect to time and

6= 2%9. The constant term C becomes negligible with
respect to the time dependent term when § < 1. The
log-log plots of pressure and pressure derivative versus
time appear as two straight parallel lines after sufficient
time. When 6 > 1 (dimensionality greater than 2), how-
ever, the constant term becomes the asymptotic value
of the pressure. In such cases only the derivative plot
will show the log-log linear behavior with the pressure
curve approaching asymptotically a constant value at
late times. Equation (3) is valid for a single well test
and it cannot be used for multiple well tests, where re-
course to the Green’s function formalism must be made
[7]. For § =1 the traditional exponential integral ‘solu-

tion arises.
An alternative derivation for a similar problem was

presented by Barker [4]. In his derivation conductivity



and storativity were assumed to be power law-dependent

on the radius with the same exponent. Theoretically,
this may only result if we assume that the area perpen-
dicular to flow changes in a power law fashion. Doe [10]
attempted to rationalize such a variation in flow area
by proposing drainage volumes with unusual shapes. In
the Chang and Yortsos [6] notation, this assumption is
equivalent to setting the parameter § = 0, a value char-
acteristic of perfectly connected networks. The diffusiv-
ity n is therefore constant and normal diffusion should
be expected. According to Barker’s solution, the slope
of the log-log plot of pressure versus time must approach
a constant value equal to 1 — %. This was not ob-
served in our numerical simulations, neither in the sim-
ulations by Polek et al. {16}, instead, the value obtained
from flow simulations is consistently lower than the ge-
ometric fractal dimension. The results are, however,
entirely consistent with Chang and Yortsos derivation.
Although Barker’s theory may be appropriate for cer-
tain objects (yet to be precisely described), it is certain
that it cannot be applied to describe flow in fractals.
According to Chang and Yortsos, for a two-dimensional
embedding medium, the slope m of both the pressure
and the pressure derivative in log-log plots is given by
m=1—-6§=1-— -2%. The two parameters D and 8
suffice to formulate the power-law variation. A type of
system that gives rise to the above variation is a net-
work of fractures with fractal properties. Indeed, it was
shown numerically [2] that in such a fractal network of
fractures, the two parameters D and 6 have real physi-
cal meaning and that parameters, such as permeability
and fracture porosity are power-law dependent on the
radius.

Parameter D is the mass fractal dimension of the
network, a strictly geometric property. It is measured
by plotting the cumulative “mass” or length of fractures
(for fractures of the same width) contained inside a cir-
cle of radius r versus r. A linear log-log plot of mass
versus radius indicates the existence of a fractal struc-
ture with an exponent identical to D. Parameter 8, on
the other hand, is a property depending on both the ge-
ometry and the transport properties of the medium. In
a given network, it can be measured by taking a large
number of random walks of £ steps each and by calculat-
ing the average square distance of the walker from the
origin. Contrary to the normal situation of Euclidean

geometry networks, where < r? >oc t, fractal systems ’

exhibit slowdown, < r? >oc 1749 [13], [15], a key feature
in the process of anomalous diffusion.

When dealing with transient tests from a single well
only, the information at the producing well can only
determine the ratio § = %. In other words, any com-
bination of D and € that results in the same value of
8§, will produce the same slope in the pressure deriva-
tive curve. To complete the reservoir characterization,
therefore, additional information is needed.
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APPLICATION TO THE GEYSERS DATA

To demonstrate the feasibility of such a model we
ideally need a naturally fractured reservoir, where drilling
circulation losses and fracture damage are minimal. The
Geysers Geothermal Field with its air drilled wells fit
those requirements quite adequately.

According to [6], given suflicient time in a fractal
reservoir with dimensionality D less than 2, the log-log
plots of pressure and pressure derivative versus time
should appear as two straight, parallel lines. Equation
(6) as well as our experience with synthetic numerical
networks [2] has shown that the linearity sets in earlier
in the pressure derivative curve (In a way, the same is
true for a homogeneous radial system (D = 2 and 0 = 0)
where the asymptotic slope of 1 — § = 0 is achieved
faster by the pressure derivative curve). When dealing
with real systems, however, finite size effects are always
important. These effects are of course absent from the
theoretical analysis. Thus, at early times, a real sys-
tem would respond only to a few fractures of a certain
finite size around the test well. The effect is mathemat-
ically equivalent to a skin factor in the pressure curve.
This skin factor together with any constant contribu-
tion to the pressure response would be filtered out by
the process of differentiation, thus, rendering the slope
of the derivative curve much more useful than that of
the pressure curve. The noise in the derivative curve is
however a problem. The separation log(X) = log(%5)
of the two lines is invaluable in helping to identify the
correct value of the slope m for dimensionality less than
2. At late times, however, boundary conditions begin
to influence the data and the curves deviate from the
asymptotic trend. If enough time is available in the

“infinite acting” period, the pressure curve reaches a
slope equal to that of the pressure derivative. For di-
mensionality greater than 2, the parallel slope behavior
is observed only if the pressure is replaced by the term
C — py(t) where C is the asymptotic constant value of
the pressure at very long time.

If additional information suggest that a network of
fractures is connected to the well, the approaching of
the asymptotic straight lines should be good evidence
to consider power-law variation in porosity and perme-
ability

These concepts are illustrated in Figure 2 which
shows a buildup test for well A at The Geysers. Both
pressure and pressure derivative plots are linear and
parallel for a certain period of time, before boundary
effects become significant. The slope measured from
the derivative curve is 1 — § = 0.40, suggesting a ratio
§ = % = 0.60. From our experience with synthetic
fractal fracture networks, we found that the parame-
ter 8 ranges between 0 and 0.5 for various networks. If
we accept that the real fracture network above behaves
similarly to our artificial networks [2], possible values
of D predicted are in the range 1.20 < D < 1.50, indi-
cating a sparse network of fractures with radial fractal
dimension D in the specified range. A network with
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Figure 2: Pressure (o-solid), pressure derivative (-
dashed) and best fit power law (§ = 0.60) at Well A. P2

such characteristics will be presented below. .

Figure 3 shows build-up test data for another field d_h()g(%)t_)

test at location B. Pressure and pressure derivative curves
are shown, the associated best fit value of 6 being equal
to 0.84 for the early part and it changes slightly to 0.87
for the later data. This change may be due to vari-
ations in the fractal structure or to boundary effects.
Again using the previous estimates, the expected val-
ues for the mass fractal dimension D lie in the interval
1.68 < D <« 2.0. Although Figures 2 and 3 could be
explained by the response of a single finite conductiv-
ity fracture model, all other available evidence such as
steam entries, outcrops mapping [17], mud logs, etc,
points out to the existence of a network of fractures,
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Figure 3: Pressure (o-solid) and pressure derivative (-
dashed) and best fit power law (6 = 0.84 and 0.87) at
Well B.

rather than one single fracture feeding the well. The
fractal model proposed above gives the most plausi-
ble explanation of why a pressure transient response
of wells in The Geysers resemble those of hydraulically
fractured wells. We should point out that the signif-
icance of the need for a proper value of D cannot be
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overemphasized. For example, the resulting fracture
porosity volume in a drainage volume of a disk of radius
7. and constant thickness would scale as ¢or? which is a
factor 722 smaller than if estimated at constant poros-
ity.
Values § = 1 are indicative of a homogeneous ra-
dial system, as in the case of well C presented in Figure
4. Of course, there is always the possibility of D being
different than 2, implying a power-law varying porosity.
For example this may happen when D = 2+6 as can be
corroborated from equation (3). Because the value of 8
is always positive, the “homogeneous response” would
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Figure 4: Pressure(o-solid), pressure derivative (-
dashed) and best fit power law (6 = 1.0) at Well C.

require D > 2. This is not possible for a fractal embed-
ded in a two-dimensional space, but it is for a finite size
network as explained below.

The case § > 1 (negative pressure derivative slope)
such as shown for well D in Figure 5 deserves partic-
ular attention. Because § > 0, values of § > 1 imply
D > 2, namely the fracture structure is much more
dense, the system features being intermediate between
two and three-dimensional structure. The parallel plots
will not be observed but the slope of the pressure deriva-
tive equals 1 — §. The pressure curve itself equals a
constant C' minus a power-law term with the same ex-
ponent than the derivative curve. To improve the esti-
mation of the slope m we draw a straight line (C'—p,(t))
parallel to the derivative plot separated a distance equal

“tolog (Z}) (m < 0), as shown in Figure 5. The value of

C can be calculated as twice the value of the pressure
at the intersection between the pressure curve and this
parallel line. This simple geometric construction can be
verified using equation (6). A trial an error approach
may be necessary. In this case, the flow can be in-
terpreted as intermediate between radial and spherical
types. :

We should point out that a value of the mass ex-
ponent D > 2 implies that the fracture mass increases
with the radius with an exponent greater than 2. A net-
work with dimensionality greater than 2 has this kind
of variation. A finite 2-D network, however, can also
give this type of response if the porosity increases with
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dial fractal dimension equal to 1.26. This is one of in-
finitely many networks that can be generated with the
same radial fractal dimension. It is the presence of gaps
of a given size at a given distance that controls the value
of D. Because we do not have very good control on the

At{minutes)

Figure 5: Pressure (o-solid), pressure derivative (*-
dashed) , best fit power law for derivative (solid) and
C — p,(t) {dashed) at Well D. (6 = 1.16)

radius. Although this is not possible for infinite frac-
tal objects, it is, nonetheless, conceivable for finite size
networks.

For the separate estimation of D and @, additional
information is needed. This information could be the
response at observation wells located at the Euclidean
distance r. The parameters could be estimated using
the results of [6] and [7]. An important practical prob-
lem, however, is that a given point at a distance r is
usually not representative of the behavior of every point
at that same distance. The fractal parameters reflect
an overall behavior, therefore, for a good estimate in a
particular well, finite size effects must be minimal.

As in every inverse problem of this type, includ-
ing problems in Euclidean homogeneous media, there is
an inherent non-uniqueness associated with single point
measurements. Thus, even though the values of D and
0 may be available, the precise structure of the reser-
voir is unavailable, different relations giving rise to the
same single-well result. Nevertheless, by applying the
numerical techniques developed in [2], we may get a
qualitative understanding of the structure of the net-
work that can give rise to the responses shown above
(e.g. for wells A and B).

Although we have the capability of creating more
natural-looking networks, such as the ones presented in
[2], there is no particular reason to include additional
geometric characteristics. In the absence of other infor-
mation, therefore, these models have a regular, some-
what unrealistic appearance. The networks presented
do not contain many generations of fractures, therefore,
the fractal mass variation with respect to radius is not
expected to be observed in every point. To overcome

this problem, these network are constructed in such a -

way that those power law variations hold for the point
where the well is. This type of behavior would appear
for any point of the network if the number of genera-
tions is substantially increased, something we are not
able to do due to computer limitations.

Figure 6 shows a realization corresponding to a ra-
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Figure 6: Synthetic network with the pressure transient
response similar to that of Well A (D = 1.26).

value of 8, except for the fact that its range is fairly
limited, a trial and error approach is necessary in order
to obtain the desired value of § (here equal to 0.60).
Likewise, Figure 7 is a synthetic network whose tran-
sient response is similar to Well B. Again, this one of
many possible realizations
Acceptance of a fractal model in the particular drainage

area of a well implies a porosity distribution that is
power-law dependent on the distance from the well, as
well as within any other test volume where the fractal
description applies. In such systems, significant conse-
quences on the estimation of the pore volume associated
with the well and on the expected behavior of heat re-

covery by cold water injection can be expected.

CONCLUDING REMARKS

We have presented an interpretation of pressure tran-
sient tests of certain wells in The Geysers Geothermal
Field that behave similarly to a single fracture of finite
conductivity or that tend to resemble spherical flow.
Our fractal model shows how a network of fractures
with some special characteristics can explain such re-
sponse. This explanation appears more consistent with
other field evidence [17] as well as with the concept of
fracturing in naturally fractured systems.

Several wells analyzed in The Geysers Field show
characteristics of fractal behavior, although the power-
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Figure 7: Synthetic network with the pressure transient
response similar to that of Well B (D = 1.84).

law exponents are different at different locations. It
was found in our previous sensitivity studies [2], and
it is also evident by a casual inspection of Figures 6
and 7 that the position of the well may affect substan-
tially the characteristics of the transient response, pro-
vided that finite size effects are important. Such would
not have been the case if the upper and lower cutoffs
(which correspond to the largest and smallest sizes for
Figures 6 and 7, for instance),were greatly separated.
Real systems, however, involve cutoffs of finite values,
thus making the pressure response site specific.

This explanation can be offered to interpret why ev-
ery well in The Geysers Geothermal Field does not re-
spond in the same way. Another distinct possibility is
that the true fractal parameters do vary in space as
a result of different structure. Having different frac-
tal parameters for individual wells does not invalidate
the approach. On the contrary, it allows the determi-
nation of the individual parameters for each well. A
true fractal reservoir would be one of infinite size in
which well defined power laws for the permeability and
porosity would be asymptotically approached, once the
local variations at small radii have dissipated. From
the limited pressure transient tests available to us we
do not observe a tendency towards a single set of fractal
parameters for The Geysers Field. Therefore, a single
model cannot be proposed in which the entire reservoir
is a single fractal object. On the other hand, the local
fractal information derived from each well can be used
to improve the global description of the reservoir. Fu-
ture progress of this research is aimed at extracting the
appropriate power-law variations for each well and to
arrive at a unified model.
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NOMENCLATURE

d = Euclidean dimension of medium in which fractal
object is embedded

D = mass fractal dimension

K = permeability at radius r. [L?]
m = slope in a log-log plot.

p = pressure. [ML 172

r = radial distance. [L]

t = time. [T

1 = hydraulic diffusivity (L?27-]
I'(z) = Gamma function

¢ = porosity

O = fractal exponent
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ABSTRACT

Based on a continuum description, the effects of
permeability heterogeneity on steady state, countercur-
rent, vapor-liquid flow in porous media are analyzed. It
is shown that the capillary heterogeneity induced acts
as a body force, that enhances or diminishes gravity
effects on heat pipes. Selection rules that determine
the particular steady states reached in homogeneous,
gravity-driven heat pipes are formulated. It is shown
that the “infinite” two-phase zone terminates only if
a substantial change in permeability occurs somewhere
in the medium. The two possible sequences that re-
sult, namely liquid - liquid dominated - dry or liquid -
vapor dominated - dry find applications in geothermal
systems. Finally, it is shown that weak heterogeneity
affects only gravity-driven flows, but stronger variations
in permeability give rise to significant capillary effects.

INTRODUCTION

Countercurrent vapor-liquid flows in porous media
have been the subject of many recent studies due to
their relevance in geothermal processes, boiling, ther-
mal methods for oil recovery and nuclear waste dis-
posal [1-5]. Of particular interest are steady state heat
pipes driven by gravity. In theory, when the system
i1s homogeneous, an infinitely long two-phase zone of
nearly constant saturation develops if the heating rate
is low enough (below a critical value). Two such states
are predicted, one coresponding to low liquid satura-
tion (vapor-dominated, VD) and one corresponding to
high liquid saturation (liquid-dominated, LD). In a re-
cent note [6], using the detailed analysis described in
a previous paper [7], we have proposed that the selec-
tion of the particular solution only depends on the past
history of the system. For instance, in boiling applica-
tions which involve bottom heating, it is the LD branch
that is followed.While, in the case of condensation of a
superheated vapor (top cooling), it is the VD branch
that is selected. In either of the two cases, capillarity is
necessary to connect the constant saturation profiles to
the subcooled or dry regions, respectively.
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In practice, because of finite size, the two-phase Zone
must terminate at a finite location, thus, the “infinite”
extent predictions of the heat pipe formalism cannot
hold indefinitely. Termination of the two-phase zone
must be obtained by smoothly merging the two-phase
region with a subcooled liquid or a dry region, in the
LD or VD cases, respectively (otherwise, non-zero va-
por and liquid fluxes would exist at the impermeable
boundary of the medium [6]). Analogous problems arise
in the gravitational stability of counterflow vapor-liquid
systems, when a vapor-rich region underlies a subcooled
liquid layer. Even if we accept the suitability of the var-
ious base states used in the analysis [8,9] (the validity
of which is questionable), the present consensus is that
unconditional stability is possible only if a heterogene-
ity is present somewhere in the two-phase region.

Heat pipe instability, but in the different context of
the sensitivity of steady, 1D profiles to the boundary
conditions, was considered in a recent study [10]. It
was suggested that, under certain conditions, a VD so-
lution is unconditionally “unstable” and must revert to
a “stable” LD configuration, or vice versa, if the bound-
ary conditions are reversed. While not immediately ap-
parent, this problem is really related to heterogeneity,
as shown below. One should recall that boundary end
effects in immiscible displacement can be considered as
special cases of heterogeneity, when the change in per-
meability is abrupt and very large [11].

Effects of heterogeneity on vapor-liquid concurrent
flow were studied in [12] where previous works on the
steady state, two-phase flow of non-condensing fluids
[11] were generalized. With the exception of a rather
incomplete study [13], however, heterogeneity effects
on countercurrent vapor-liquid flows have not been ad-
dressed in much detail and they are currently poorly
understood. Cases in point are the previously men-
tioned questions on the termination of the theoretically
“infinite” two-phase zone, on the gravitational instabil-
ity and on the sensitivity to boundary conditions. This
paper aims at resolving some of these issues. We inves-
tigate effects of heterogeneity under various configura-
tions. We find that permeability (capillary) heterogene-
ity acts in reality as a body force (e.g. gravity), with the




important additional property that it is also spatially
varying. Heterogeneity may thus enhance or counter-
balance gravity effects, depending on magnitude, form
and direction of change.

- This paper is a brief summary of results contained
in [14]. It is organized as follows: We first study the
simpler, but quite useful, horizoutal case. Then, we
apply the results obtained to interpret effects of grav-
ity when the heat flux is below critical. Next, we ad-
dress problems involving both heterogeneity and grav-
ity at conditions of slow and fast permeability variation.
Throughout the paper, the formalism of [7] is followed.

FORMULATION

We proceed with the assumption that the main het-
erogeneous variable is permeability [11,12]. An impor-
tant parameter which is affected in the present case of
1D counterflow is capillary pressure. This is a result of
the Leverett J-function representation:

al(S)
vk

The function J (as well as the relative permeabilities)
may also be taken as weakly varying, although it is
the dimensional v/k-dependence that basically controls
the capillary variation (see also [11] for a more detailed

P.=

discussion).

In the absence of heat conduction, we can formulate
the problem in a straightforward fashion, because satu-
ration and temperature are decoupled from each other
and the solution is obtained by simple means. Following
[7], a straightforward manipulation of mass, momentum
and energy balances yields the simple equation:

Iﬁ ﬁ _w(krl+ﬂkru>
d€ dé B krlkrv

Here 7 = \/k/k* is the heterogeneity variable which is
spatially varying, k* denotes a constant reference per-

TJ -J +sind 72 (1)

meability and superscript ' indicates derivatives with

respect to S. The notation is identical to [7] except
for 7, which here does not denote temperature. The
coordinate ¢ increases in the direction from the liquid
to-the vapor, such that the liquid velocity is positive,
while the dimensionless heat flux w = qu,/k* L,gApp,
is normalized with a reference permeability. In this no-
tation, therefore, different permeability regions have the
same value of w, but not the same critical values (see
also below). Equation (1) must be generally solved nu-
merically. Preliminary insight can be obtained by an
analytical solution, which is possible for a special case
in horizontal counterflow.

A. Horizontal Counterflow

In a horizontal system (8 = 0) counterflow is driven
by capillarity only [5]. It is shown in [14] that useful re-
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sults are obtained in the special case when 7 is piecewise
linear

1 ; €<0
r=<af+1 ; 0<é<d (2)
o5 d<{

where 74 = ad + 1. Two different cases are considered:

1. a > 0 (Figure la)

Here, the permeability is increasing, and we obtain:

s krekeyJ'dS 1
=-1 1
>/~;o w(krf + ﬂkTv) + k’rfkrva J a n(aé + )

(3)

where S, is the saturation at 0 (presently unknown).
Because of a > 0, the saturation decreases steadily also
within the region of heterogeneity (Figure 1). The par-
ticular saturation profile depends on the conditions im-
posed away from the heterogeneity. If the location of
the subcooled liquid boundary on the left is known, then
integration occurs from left to right, and S,, S; etc. can
be determined sequentially (see [14]). The reverse ap-
plies if it is the location of the dry region on the right
which is known.

(a) (b)

Fig. 1. Schematic of a special heterogeneity profile: (a)
Permeability increase: (b) Permeability decrease.

J(51)

Of special interest is the case of a sharp discontinuity

(a > 1). Then (3) yields
_ J’E
ISy - TV

which is nothing else but the condition of constant cap-

(4)

illary pressure, implying a saturation jump across the
discontinuity. This is the static (no flow) condition,
which differs from the case a < 0, as shown below,
as well as from the case of concurrent flow [11]. In the
latter, a build-up of the wetting phase saturation is nec-
essary before a high permeability region is entered.

2. a < 0 (Figure 1b)

While the previous are straightforward, non-trivial
effects arise in the case of a permeability decrease. When
a < 0, the denominator in (3) may vanish, if w is small
enough. For this to occur, the following equation must



admit a real solution:
erkrv
krt’ + ﬂkru

The RHS of (5) is schematically plotted in Figure 2.
We note that there exists a critical value

Jkrfkrv
won=(amps (5] @

(5)

w=-—alJ

above which a real solution to (5) does not exist. In
dimensional notation we obtain:

ol

(7)

I dz

v

Thus, sharper changes in permeability result into larger
critical flux values. The system response depends on the
relative value of w:

(i) For w > w p, equation (5) has no solution. Then,
the effect of heterogeneity is identical to the previous
(a > 0), as schematically plotted in Figure 2.

(ii) For w < wer, i, on the other hand, equation (5) has
two roots, denoted by Sy g and Spy (0 < Svy < Spp <
1), in very close analogy with the vapor-dominated and
liquid-dominated regimes, respectively, of gravity-driven
heat pipes. The similarity with the latter is very inter-
esting. Indeed, as in heat pipes, the saturation integral
diverges at the two saturations, thus nearly flat satu-
ration profiles (either VD or LD) develop to span the
region of heterogeneity. Here, however, it is capillary
heterogeneity, with the permeability decreasing in the
direction of liquid flow, and not gravity, that sustains
the constant saturation profiles.
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Fig. 2. The capillary heterogeneity function ®(S).

Consider, integration from the vapor side (Figure 3).
This requires that superheated vapor exists somewhere
on the right so that we may start integrating from the
location S = 0 in the negative ¢ direction. The satu-
ration, S;, reached when the heterogeneity is entered,
¢ = d, dictates how the solution behaves inside the het-
erogeneity:
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Fig. 3. Saturation profiles for integration from right-to-left:
(a) S1<SvH ; (b) Svu<S1<SLH ; (¢) SLu<S;

- If Sy < Svm, then dS/d¢é < 0, and the solution is
rapidly attracted to the asymptotic value Sy g as shown
in Figure 3a. This is a vapor-dominated regime as in
gravity-driven heat pipes. Outside the heterogeneity,
£ < 0, the integration is straightforward:

VH (krl + ﬂkrv) B w£ (8)
This solution applies until conditions of subcooled lig-
uid are reached (S = 1).

-If Svg < 51 < SLy, then dS/df > 0, and the solution
is again asymptotic to Sy g, except that the saturation
is now decreasing in-the short region before the asymp-
tote is reached (Figure 3b).

- Finally, if Spg < 51, then dS/dé < 0, but the so-
lution cannot be now attracted to a flat profile. The
latter does not develop, instead the saturation is de-
scribed with the previous equations, much like the case
A.1 (Figure 3c).

~ Consider, next, integration from the liquid side. We
assume that subcooled liquid exists somewhere on the
left, such that we can proceed integrating from the lo-
cation S =1 in the positive direction. If we denote by
S, the saturation at ¢ = 0, the following options are
possible:

- If Spp < S5, then dS/dé < 0, and the solution is at-
tracted to the liquid-dominated regime with value Spg
(Figure 4a). After exiting the heterogeneity, further
integration proceeds normally, until superheated vapor
conditions are eventually reached (S = 0).

-If Svw < S, < Spm, then dS/d¢ > 0, and the solution
is attracted to the same liquid-dominated asymptote,

/5 krek,oJ dS
S
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Fig. 4. Saturation profiles for integration from lefi-to-right:
() SLH<S, ; (b) Svu<So<SLy ; (€) So<SvH

except that now the saturation increases in the short
region before this asymptote is reached (Figure 4b).

- Finally, if S5, < Syn, then dS/d¢ < 0, but the solution
is not attracted to a flat profile. Instead, it decreases
relatively fast, much like in the homogeneous case (Fig-
ure 4c).

Thus, depending on the direction of integration, two
different solutions (a VD and an LD} are found to sat-
isfy the system. This feature is particular to vapor-
liquid steady state counterflow. The selection of the
particular paths (for example, whether it is the profiles
in Figure 3 or those in Figure 4) is strictly determined
from the past history of the system, which therefore at-
tributes a hysteresis effect, albeit on a large scale [6].
The VD solutions of Figure 3 correspond to steady
states reached by a system which is initially vapor-
occupied and subsequently cooled from the left, while
superheated conditions are maintained somewhere on
the right. This is a condensation process (akin to im-
bibition). The LD solutions of Figure 4, on the other
hand, correspond to steady states reached by an ini-
tially liquid-occupied system which is subsequently heat
ed from the right, while subcooled conditionsare main-
tained somewhere on the left. This corresponds to a
boiling process (akin to drainage).

B. Vertical Counterflow

The above pertained to counterflow in the absence
of gravity. We consider, next, the case of vertical coun-
terflow (Figure 5). Here, two generic configurations are
possible, heating from the top (6 = =/2, sinf > 0),
and heating from the bottom (8 = 37x/2, sinf < 0).
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Fig. 5. Schematic of vertical counterfiow.

We refer to [14] for the general case. In the first case,
equation (1) yields:

’_d_S_ . w(kré + Bkru)
d€ B krfkru

where a(&) is the heterogeneity gradient, ¢ = dr/d¢. In
the homogeneous case (1 = const., a = 0), the RHS
above vanishes for the two saturation values Syg and
Src that solve the equation:

rJ —(r* = Ja) (9)

Tzkrl’kru
W=
krl + ﬂkru

provided that w < we, . The critical value w, s is con-
stant for a homogeneous system of a given permeability
(e.g. equal to 0.3063 for 7 = 1, [3]). The two steady
states of gravity-driven homogeneous heat pipes were
investigated in [10], where a theory of heat pipe insta-
bility was developed. We recall that an identical multi-
plicity was also encountered in heterogeneous, horizon-
tal counterflow. Because of this similarity, we contend
below that, in a strict sense, instability is not really
relevant and that the selection mechanisms of the hor-
izontal case are much more appropriate.

(10)

(i) Homogeneous Systems: Steady State Selection

When the integration proceeds from the bottom (the
“vapor side”) upwards, it is the VD branch Sy which
is selected, if the starting saturation S; lies to the left
of Srg, S1 < Sre (Figure 6a). This would be the case
if superheated vapor existed somewhere below, as in
the bottom curve of Figure 6a. In the interpretation of
[6] this case could result from an initially superheated
system that partly condenses due to top cooling. If
S, > Spg, on the other hand, a flat profile does not
develop and the saturation rapidly converges to § =1
(Figure 6b).

By contrast, when the integration proceeds from the
top (the “liquid side”) downwards, it is the LD branch,
Sre, which is selected, if the starting saturation S, lies



Fig. 6. Steady-state selection in homogeneous heat pipes:
(a) Integration upwards, S1<S g, (b) Integration
upwards, S;<S| g, (¢) Integration downwards,
So<Svg, (d) Integration downwards, S,<Svg.

to the right of Syg, S, > Svg (Figure 6¢). This is the
case of subcooled liquid somewhere at the top, a typical
application being boiling [6]. If S, < Svg, a flat profile
does not develop, the saturation rapidly approaching
the dry regime, S = 0 (Figuré 6d). We readily conclude
that it is the past history of the system that determines
the steady state solution. Evidently, all such saturation
profiles are intrinsically stable.

(ii) Sharp Discontinuity: Termination of an

“Infinite” Two-Phase Zone

Next, we consider the special case of an abrupt dis-
continuity (|a| > 1). This analysis is necessary to ex-
plain how VD or LD saturation profiles can merge with
subcooled liquid or superheated vapor, respectively, thus
how an “infinite” two-phase zone can terminate for § =
37/2. In the case of large |a|, heterogeneity is much
stronger than gravity and controls the saturation pro-

file much like the horizontal counterflow of section A.

Consider, first, integration from the bottom within a
constant permeability region (where w < werg). Then,
a VD regime is rapidly reached. In a homogeneous
medium this regime is predicted to continue indefinitely
(although see [6] and [7]). Can this profile merge with
another LD regime or with a region of subcooled lig-
uid? The answer is negative to the first part, but not
to the second. In either case, for a change in the satu-
ration state, a region of low permeability k; must exist
somewhere at the top. Then, because a is positive and
large, the response is much like in the horizontal case

and capillary pressure continuity applies. If k; is such
that w remains below critical in the top (recall that we, g
is proportional to 72 or k), the previous scenario (per-
taining to Figures 6a-6b) is in effect and the solution is
either another VD region or a rapid approach to sub-
cooled liquid, depending on the particular conditions.
On the other hand, if w > w,, g at the top, only a finite
two-phase zone develops that rapidly ends by merging
with a subcooled liquid region.

If integration proceeds from the top (where w <
wer,), an LD region is rapidly approached. Again, for
this flat profile to eventually change, and for a dry re-
gion to be eventually encountered, the bottom must be
at a higher permeability. Since for this case we also have
a > 0, we can employ the same reasoning as before to
reach the conclusion that it is the scenario of Figures
6¢-6d that is followed, namely there will be either an
attraction to another LD solution or a relatively fast
approach to superheated (dry) conditions. However, in
the present case, the approach to superheated condi-
tions can also be accomplished if the bottom is at a
(much) lower permeability.

A somewhat different way of stating the above is
that in order to terminate a steady state vertical coun-
terflow with § = 37 /2, when a VD region exists at the
bottom. it is necessary that the permeability increases
somewhere in the downwards direction. Subcooled lig-
uid dominates the top. If an LD region lies at the
top, the two phase zone terminates if a sharp change

_in permeability occurs. Superheated vapor must ex-
ist at the bottom. Significantly, LD and VD branches
never merge with each other, regardless of the position
or form of heterogeneity. This contrasts some of the
arguments of [10] in which an.“unstable” VD regime
becomes connected to a “stable” LD regime, and vice
versa.

(i%i) General Heterogeneity Effects

Consider, next, the more general case of heterogene-
ity, with normal variations in 7. Equation (9) sug-
gests that heterogeneity enhances (makes more vapor-
rich or liquid-rich) the respective VD or LD regimes
when a < 0, and acts to diminish them in the opposite
case.

For a numerical example we used the profile of Fig-
ure 7a. Because here the combination 72 — aJ is always
positive, it is possible for the RH S of (9) to vanish for

“all 7 provided that w is low enough (w < Wer min, Where
Wermin Must be obtained numerically). According to
[14], the solution must follow closely the variation of 72,
resulting into either an LD or a VD branch, depending
on the direction of integration. Numerical results shown
in Figures 7b and 7c for the respective regimes verify
the theoretical predictions. After a short interval, the
profiles are attracted to this asymptotic state and, with
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Fig. 7. Weak heterogeneity (a) t profile, (b) LD regime,
o = 23.0, (¢) VD regime, o = 25.0.

a small spatial delay of about 0.05, mimic the variation
of 72. The VD solution shows a weaker sensitivity due
to the relatively narrower range of saturation values al-
lowed. As predicted theoretically, saturations in the LD
regime increase or decrease as T increases or decreases,
respectively, while the saturations in the VD regime
follow opposite trends. Capillary effects are significant
only near the initial boundary.

When the heat flux acquires larger values (w >
Wer,min ), there are spatial locations where the local crit-
ical values may be exceeded (w > w,(£)). Then, the
saturation departs from the corresponding regimes and
becomes rapidly attracted to a single phase region (dry-
out in the case of an LD state, as in Figure 8a, or sub-
cooled liquid in the case of a VD state, as in Figure 8b).
On the opposite side, for very low values of w, as is typi-
cal in geothermal reservoirs, all saturation values in the
VD regime are very low, hence the profile is very nearly
flat, (Figure 9), despite the variation in permeability.
It is clear that the existence of a flat profile should not
be taken to imply a homogeneous medium.

The second case investigated corresponds to a nor-
mal variation of 7 (Figure 10a). Here, the combination
7% — aJ changes sign often within the interval. The
solution displays hysteresis again, depending on the di-
rection of integration. However, now capillary effects
are quite significant. For an LD state this is contrary
to the gravity effect noted in the previous. Consider, for
instance, integration from the left, where an LD regime
is obtained provided that w is low enough (Figure 10b).
As long as the 7 variations are not too great, the satura-
tion values are relatively constant (early part of Figure
10b). The saturation variation is mild even though re-
gions of relative large increase in 7 are traversed. This
behavior is similar to the horizontal counterflow for a
negative and large. At the point where a sharp increase
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Fig. 8. Weak heterogeneity for larger heat fluxes: (a) LD
regime, ® = 24.0, (b) VD regime, w = 28.0.
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Fig. 9. The Vlﬁ) regime corresponding to Figure 7a for
= 0.6.

is encountered and a becomes large (around the mid-
point of Figure 10a), capillarity dominates, capillary
pressure continuity is enforced and the saturation falls
significantly. If the drop is not too high, a lower satu-
ration state, still of the VD type, will be followed in the
remaining part.

Under the same conditions in w, a VD regime arises,
when the integration is from the right (Figure 10c). The
first part of the profile (for £ roughly between 0.5 and
1) corresponds to heterogeneity with generally positive
slope (a > 0), thus capillary pressure continuity applies,
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Fig. 10. Normal heterogeneity: (a) T profile, (b) LD regime,
o =0.02, (c) VD regime, ® = 0.02

the saturation rising as lower permeabilities are encoun-
tered. The second part of the heterogeneity, however,
involves a rather steep negative slope (between 0.15 and
0.4). As pointed out previously, the saturation response
may not be given by capillary pressure continuity alone.
Indeed, after the saturation falls rapidly (for £ between
0.3 and 0.4), further large changes in permeability do
not induce significant saturation response. For further
details see [14].

CONCLUSIONS

Within the framework of a continuum description,
effects of permeability heterogeneity on steady state,
vapor-liquid counterflow in porous media were exam-
ined. Permeability variations affect mainly two pro-
cesses, gravity-driven flow and capillarity. The vari-
ations of the latter can be significant. It was shown
that, as in similar previous flows [11], capillary hetero-
geneity acts like an external body force (such as grav-
ity), with the additional property that it also varies spa-
tially. For example, a multiplicity of steady states sim-
ilar to gravity-driven heat pipes was found for decreas-
ing permeabilities in horizontal counterflow and for heat
fluxes lower than a critical value. Vapor-dominated and
liquid-dominated regimes were obtained using selection
rules that were postulated to depend on the past history
(transient state) of the system. The analysis was aided
by an exact solution obtained for a special heterogeneity
profile [14].

The selection rules were next applied to determine
the steady state regimes in gravity-driven heat pipes in
homogeneous systems. It was shown that VD regimes
originate from underlying dry regions, while LD regimes

are extensions of overlying subcooled liquid regions. Sig-.

nificantly, the different regimes may never connect with
each other, thus retaining their identity as long as the
system remains in a two-phase state. The issue of the

termination of the infinite two-phase zone was next ana-
lyzed. It was determined that termination requires that
a sharp change in the permeability occurs somewhere
in the medium. Across this discontinuity it was shown
that, depending on past history, either the overlying LD
state rapidly connects with a dry region below, or the
underlying VD state rapidly converts to a subcooled lig-
uid above. The emerging picture (from top-to-bottom)
is thus, subcooled liquid - LD - (discontinuity) - dry
region, or subcooled liquid - (discontinuity) - VD - dry
region, in the respective cases. This ordering may be
helpful in the interpretation of the nature and origin of
geothermal systems. Unfortunately, this argument can-
not apply for homogeneous systems, the termination of
an “infinite” two-phase zone within which remains an
unresolved question.
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AREAS OF THE GEYSERS FIELD
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Jr.

Calpine Corporation

Santa Rosa,

ABSTRACT

Steam production data from 13 wells including
and surrounding Unit 13 injection well I-3 and
15 production wells including and surrounding
Unit 16 injection well I-5 are analyzed to
estimate steam decline rates with and without
water injection (Figure 2). Such information
is then utilized to estimate the first year
recovery factor due to water injection in the
southwest area of Unit 13 and the Unit 16
wellfields.

INTRODUCTION

At The Geysers geothermal field, about 20% to
30% of the steam condensate is available for
disposal after evaporation in the cooling
towers. Initially in 1960, the liquid effluent
in The Geysers was allowed to run into Big
Sulphur Creek as this was simple and inex-
pensive (Glenn Horton-personal commmication,
1991). However, since 1969 the steam conden-
sate has been injected back into the reservoir.

Several steam field operators have found that
water injection into the Geysers' reservoir can
be very useful if performed properly (Adams et
al, 1991; Enedy et al, 1991: Gambill, 1990).
At present, additional fresh water from Big
Sulphur Creek and surface collection facilities
is also being used to augment injection at The
Geysers. There is even discussion of bringing
treated waste water to The East Geysers from
the city of Clearlake (Geothermal Report,
August 1991; Goddard and Goddard 1991). Other
means of collecting water such as building an
impoundment facility on the Big Sulphur Creek
are also being discussed by some operators in
The Geysers.

Water injection into the Geysers's reservoir
can be beneficial in some areas and detrimental
in the other areas depending upon the fracture
distribution, reservoir pressure, temperature,
liquid saturation and the rock type. The
positive contributions of water injection
include providing reservoir pressure support,
maintaining steam production rate, reducing
makeup well requirements, increasing reserves
and the life of the field by recovering a
portion of the approximate 90% heat stored in
the rocks (Dykstra, 1981). On the other hand,
injection can reduce well productivity or even
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drown a production well completely by break-
through of the injected ccld water to a pro—
duction well through some high permeability
fractures. It can also create obstructions in
the wellbore and reduce steam flow rate by
scale buildup associated with mineral precipi-
tation. Workovers, sometimes costly, may be
needed to clean such wells to bring them back
to their original productivity.

In this paper, we present the results of in-
jection in two wellfields: Unit 13 and Unit 16
ard try to quartify steam recovery due to in-
jection in each wellifield by calculating re-
covery factors from the production data. A
"recovery factor" is defined as the ratio of
additional steam provided by injection and the
amount of water injected in a given time
period. Additional steam is the steam produced
at the new decline rate or improvement rate
established due to injection minus the steam
production calculated at the previous decline
rate without injection. The improvement rate
is defined as the ammual exponential increase
in the steam flow rate. This definition is
similar to the annual exponential decline rate
but it represents an increase in flow rate
rather than a decrease.

The recovery factor defined on the basis of
production data may be different than that
defined on the basis of geochemical data.
Beall et al., (1989) and Gambill (1990) have
used stable isotope data to estimate the
recovery of injected water in the various parts
of the Geysers geothermal field. Units 13 and
16 are located in The Southeast Geysers as
shown in Figure 1. These units are rated at
140 GMW (gross MW) and 120 GMW respectively.
Presently 32 production and 3 injection wells
are located in the Unit 13 area and 17
production wells and 2 injection wells in the
Unit 16 area. The outline of Unit 13 and 16
wellfields and the location of variocus
production and injection wells used in this
study are shown in Figure 2.

REQOVERY FACTOR DUE TO WATER INJECTION INTO
UNIT 13 WELIFIELD:

The Unit 13 wellfield has three injection wells
designated as I-1, I-2 and I-3 (Figure 2).
Well I-1 has been in operation since the plant
start up in May 1980 and had accepted the total
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plant steam condensate flow which anmually
averaged to about 1100 gpm until November 1984
when the second injection well I-2 became
operational. Well I-2 was necessary to miti-
gate severe water b in the pro-
duction wells offsetting I-1 during 1983-84.
Between November 1984 and October 1989, the
condensate was divided between these two in-
jection wells. Originally a steam producer,
well I-3 was converted to an injection well on
October 30, 1989. Since then the water is
primarily being split between wells I-3 and an
NCPA/Calpine joint injection well (Enedy et al,
1991) with a small amount continuing to be
injected into I-2. The third well I-1 is being
kept as a standby Unit 13 injection well. The
majority of the injected water is believed to
exit these wells in fractures which originally
produced steam. Perforated liners were used in
I-1 and I-2 to allow deep injection below 6100'
and 6800' respectively. The injected water in
I-3 exits below 4000' depth and no perforated
liner is installed in this well.
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Thirteen wells surrounding and including the
injection well I-3 and shown by solid circles
in Figure 2 are monitored for their flow rate
and decline rate changes. Most wells displayed
a reduction in decline rate but the wells,
located within the dashed outline, even
exhibited an increase in their flow rate. For
example, well P-1 was declining at an anmual
exponential rate of 18% before the injection.
However, after the start of injection into I-3,
its flow rate started increasing at an annual
exponential rate of 55% (Figure 3). The steam
flow rate of this well increased by about 20
klbm/hr after 4 months of injection.
Presently, P-1 exhibits a decline rate of 13%
which is 5% lower than the pre-injection value
of 18%. On the other hand, the flow rate of
the nearby well P-2 continues to decline at an
annual exponential decline rate of 13% even
after the start of injection in I-3 (Figure 4).
The productivity changes observed in wells in
this area suggests that most of the injected
water into I-3 took a southwestern route and



Unit 13 Wellfield, P-1 FIGURE 3: Changes in decline
Normalized at 120 psig WHP rates of P-1 due to
1000 T — | 1000 injection into I-3.
o0 1 ! a0
-~ 100 \ 700
dn 600 €00
f 800 — 800
E 400 400
ﬁ 300 ‘ 300
~ Annual Exponential Improvement Rate = 55.2%
0 200 200
s
o« Annual Exponentl#l Decline Rate =18‘\ |o18a%
L
(s
T
[J]
N .
= s o . o—F—o—— 20
g H 2 g £ F
= 2 S % S S SR T
S 2 g g 2 e 2
1 * L L Lt . 10
88 89 90 91 92
Time (Years)
Unit 13 Wellfield, P-2 FIGURE 4: Decline rate trends
Normalized at 120 psig WHP of the production
1000 190 well P-2.

13% Annual Exponential Decline Rate

Normalized Flow Rate (klbm/hr)

Injegtior into I-3

Unit{13 Qutage

l90
Time (Years)

89

appeared as steam in wells located within the
dashed outline (Figure 2).

In this study, a total of 13 wells are evalu-
ated; 8 wells located within the dashed cutline
showing maximum injection benefit and the 5
nearby wells located cutside the dashed outline
showing same injection benefit (Figure 2). The
canbined normalized flow rate of all the 13
wells at 120 psig wellhead pressure (WHP) is
presented in Figure 5 from January 1988 to
September 1991. Due to the conversion of one
production well into injection well I-3, the
flow rate of only 12 wells is plotted after
Octaber 1989. Various operational activities
such as plant outages and reservoir testing are
also indicated in this figqure.

a1
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Decline rates, shown in Figure 5, are estimated
by excluding the data points affected by plant
outages and testing. The 13 production wells,
including I-3, exhibit an anmual exponential
decline of 20% before injection into I-3.
During the next five months, the flow rate in~
creased at an annual exponential rate of 25.5%.
In 1990, the flow rate declined but at a slower
rate of 13% as shown in Figure 5. Injection
into I-3 has provided help in two forms: one in
reducing decline rates and the other in provid-
ing a step increase in the flow rate. These
effects are clearly shown in Figure 6 which is
drawn on the linear scale. The injection rate
(grm) averaged over a month since start up in
October 1989 is also shown in this figure which
ranges from 300 gpm to 800 gpm. Two straight




lines indicating annual exponential decline
rates of 20% and 13% are also represented in
this figure.

Figure 6 suggests a 7% reduction in decline
rate and a step flow rate increase of about 190
. Xlbm/hr. This increase was experienced by the
12 wells (13 wells minus I-3) over ard above
the flow rate of the original 13 wells. Annual
steam production of 6.59 and 6.82 billion lbm
can be estimated on the basis of 20% and 13%
exponential decline rates since October 1989.
This suggests a first year steam recovery of
about 0.23 billion lbm from the injected water.
This is shown by a hatched triangular area in
Figure 6. Water injection into I-3 during the
first 12 months was about 2.12 billion lbm.
The ratio of steam recovery and annual water
injection suggest a recovery factor of about
11%.
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The step increase of about 190 Klbm/hr in steam
flow rate and the associated increase in steam
recovery is shown by a parallelogram in Figure
6. Assuming an actual recovery equalling 2/3rd
the area of the parallelogram, additional steam
production of 1.11 billion 1l can be estimated
in the first year (Figure 6). This step
increase enhances the recovery factor to 63%.
Thus the first year recovery factor in the Unit
13 area varies from about 11% to 63%. The
former recovery factor is solely based on the
change in the decline rate while the latter
also includes the step increase in the flow
rate.

A tracer test, conducted in the joint NCPA/
Calpine well, indicated a recovery of an order
of magnitude lower in Unit 13 wells compared to
NCPA wells (Adams et al., 1991). This suggests
a minor contribution in the Unit 13 area due to



water injection into the joint injection well.
Therefore the calculated recovery factors in
the Unit 13 area may be slightly on the high
side as they include the effect of water
injection into the joint injection well.

In summary, water injection into the southwest
area of Unit 13 suggests a recovery factor of
11% due to the reduction in the decline rates
only. However, it enhances to 63% if the
effect of the step increase in the flow rate is
also considered. These recovery factors are
believed to be slightly on the high side due to
the pressure support provided by the water
injection into the joint NCPA/Calpine well. To
date, no adverse injection effects such as
cooling or water breakthrough have been noted
in wells in this area.

REOOVERY FACTOR DUE TO WATER INJECTION INTO
UNIT 16 WELLFTEID:

The Unit 16 wellfield has two injection wells
I-4 and I-5 as shown in Figure 2. Well I-4 has
been in cperation since the plant start up in
October 1985 and had accepted the total steam
condensate of about 1000 gpm until October 1,
1990, when the second injection well I-5,
became operational. This change was hecessary
due to water breakthrough in the production
wells offsetting I-4. Since then 70% to 90% of
the condensate has been injected into I-5 ard
the rest into I-4. A perforated liner used in
I-4 allows water to exit at 5600'. The
injected water in I-5 exits below 4200' and no
perforated liner is installed in this well.

Fifteen production wells including and sur-
rounding injection well I-5 and shown by solid
circles in Figure 2 are monitored for their
flow rate and decline rate changes due to in-
jection into I-5. Most wells displayed a re-
duction in decline rate and some wells, located
within the dashed outline, even displayed a
modest increase in their flow rate. For
example, well P-3 was declining at an anmial
exponential rate of 11.5% before the injection
into I-5 (Figure 7). Subseguent to injection
its flow rate started increasing at an anmal
exponential rate of 13.5%. Within 4 wonths,
its flow rate increased by 15 kKlbmw/hr. A few
other wells located within the dashed outline
exhibited smaller gains than displayed by P-3.
The combined normalized flow rate at 120 psig
wellhead pressure of all the 15 wells shown in
Figure 2 is presented in Figure 8 fram March
1989 to September 1991. Due to the conversion
of one production well into I-5, the flow rate
of only 14 wells is plotted after September
1990. Various operational activities are also
indicated in this figqure.

All 15 wells display a combined annual
exponential decline rate of 13.5% before the
start of injection into I-5. The shift of most
of Unit 16 injection to I-5 since Octcber 1,
1990 has reduced the decline rate to 5.2% as
shown in Figure 8. However, a step increase in
flow rate, similar to that seen in the Unit 13
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area (Figures 5 and 6), is not present in the
Unit 16 area as shown in Figure 8.

The injection related effects and decline
trenrds for Unit 16 wells are clearly
represented in Figqure 9 which is drawn on a
linear scale. The total injection rate (gpm)
into I-4 and I-5 averaged over a month since
March 1989 to September 1991 is also shown in
this figure. The injection rate into these two
wells ranges from about 600 gpm to about 1200
gom (Figure 9). The first year steam pro-
duction of 11.47 and 11.95 billion lbm can be
estimated for annual exponential decline rates
of 13.5% and 5.2% respectively. This suggests
an injection related increase of 0.48 billion
1bm in the first year as shown by the tri-
angular area in Figure 9. Water injection into
I-4 and I-5 during the first 12 months (Octcber
1990 to September 1991) was 3.60 billion llbm.
These steam recovery and injection data can be
used to calculate a first year recovery factor
of 13% for the Unit 16 wellfield.

The actual recovery factor may be higher if
either the injection into I-4 is not considered
or steam recovery due to injection into I-4 is
also considered. Such analysis was nhot
possible since injection into I-4 commenced
with the plant start up in 1985.

In sumary, water injection into the southwest
portion of Unit 16 suggests a recovery factor
of 13% which is believed to be on the low side
as the steam recovery due to injection into I-4
is not considered. Water production in certain
producing wells offsetting I-5 has recently
been noticed when the injection rate in I-5
exceeds 900 gpm. In an attempt to reduce this
water breakthrough problem, the injection rate
into I-5 has been reduced to about 600 gpm.

OONCTUSTONS

First year recovery factors of 11% and 13% are
estimated for the southwest west areas of Unit
13 and Unit 16 respectively. These estimates
are based on the reduction in the decline rates
due to the effect of water injection into Unit
13 well I-3 and Unit 16 well I-5. A step flow
rate increase of 190 klbm/hr, observed in Unit
13 wells surrowding I-3, enhances the first
year recovery factor to 63% in the socuthwest
portion of Unit 13. A step increase in flow
rate, similar to Unit 13 wells, is not cbserved
in the Unit 16 wells.

Unit 13 recovery factors are believed to be on
the high side due to the pressure support
provided by the water injection into the joint
NCPA/Calpine well. On the other hand the
recovery factor in the Unit 16 area is believed
to be on the low side since the steam recovery
due to injection into I-4 is not considered.

To date no adverse effects to injection such as
cooling or water breakthrough have been noted
in the southwest area of Unit 13. However,
water production in certain producing wells in
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L]
the southwest area of Unit 16 has been noticed
when the injection rate into I-5 exceeds a
certain value.

The annual recovery factors are expected to
continue or perhaps increase as reduced decline
rates are maintained. The ultimate recovery
factors in these areas are not known and depend
upon resexvoir hete-rogeneity, fracturing, heat
transfer efficiency from rocks to water, and
reservoir temperature, pressure and liquid
saturation conditions.
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ABSTRACT

A three component model study of the
historical injection of two wells in the Unit
13 area demonstrates that the recovery of
injection derived steam is influenced by the
geologic structure of the bottom of the
reservoir and the relative location of
injection wells. The migration of injectate
from the first injection well, located up
structure from the second, quenched the area
around the second injector before it started
operation. While both wells had similar
cumulative mass injected, nearly five times
more injection derived steam is recovered
from the first injector than the second.
Sensitivity runs were made to three cases of
increasing matrix capillary pressure. The
recovery of injection derived steam increases
with higher values of capillarity. The
interaction of structure at the bottom of the
reservoir, injection well locations, and
matrix capillarity all influence the recovery
efficiency of injectate as steam. The model
developed in this study will be used to
evaluate injection strategies at The Geysers.

INTRODUCTION

The recent productivity and pressure declines
at The Geysers are classic symptoms of
reservoir fluid resource depletion. However,
even if all the fluid initially in place is
produced, over 90% of the usable heat remains
in place. Thus, the question of how to
extract more of the heat in place arises.

One answer is to replace the depleted fluid
with increased water injection thereby
replenishing the reservoir’s working fluid.

If an expanded injection program is to be
undertaken it is important to understand how
injected fluid behaves. We must be able to
contidently model and predict the process of
injection, re-vaporization, and production of
injection derived steam. Additional insight
into this process can be gained by studying

Work supported by the U.S. Department of
Energy, Assistant Secretary of Conservation
and Renewable Energy, Office of Utility
Technology, under DOE Contract No. DE-ACO7-
761D01570.
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historical injection at The Geysers. Water
injection began in 1969, originally as a
cooling tower waste water disposal and has
gradually evolved to an accepted method of
replenishing water in depleted portions of
the reservoir,

A reservoir model study of the Unit 13 area
was conducted with the objectives of modeling
historical injection and transport of the
injectate, to use the deuterium isotopic
shift as a naturally occurring tracer, and to
understand the importance of matrix capillary
forces in the recovery of injection derived
steam. The study goal was to determine how
to confidently model injection into a vapor-
dominated reservoir.

The Unit 13 study area was chosen for several
reasons. It has over 11 years of injection
history using two injection wells in the
study area, exploitation started at
essentially undisturbed conditions, and the
reservoir performance is well represented in
the literature. The study area is shown in
Figure 1.

REVIEW OF APPLICABLE LITERATURE

A review of the geologic Titerature was
conducted to develop a working conceptual
geologic model. The top of the reservoir is
represented by the top of the steam and the
bottom of the reservoir by the top of the
felsite. It is recognized the top of felsite
is not the bottom of the reservoir for most
of The Geysers, however several pieces of
evidence suggest this is a good approximation
for the Unit 13 area. Micro-seismic data for
the C-11 injection area, south of the study
area indicates the majority of the liquid
injected into the greywacke does not appear
to migrate deeply into the felsite (Enedy et
al., 1991). Very few wells in the study area
have productive steam bearing fractures in
the felsite.

Beall (1989) noted the steam bearing
fractures in the greywacke show no
preferential orientation. However, there are
areas of north-northeast enhanced
permeability due to southeast-west northwest
regional extension, resulting in high angle
fractures deep in the reservoir and near the




margins (Beall et al., 1989). Thus, the
greywacke can be envisioned to be pervasively
fractured with areas of north-south enhanced
permeability. Gunderson (1990) noted the
matrix porosity was related to two factors;
vertical depth and distance above the
felsite. The algorithm presented by
Williamson (1990) is used to implement this
observation.

Past reservoir model studies of The Geysers
have typically consisted of field-wide
studies with the purpose of predicting
overall production rates (Williamson, 1990}
or of parametric studies. Parametric
studies have been performed to examine
sensitivities to initial matrix water
saturation and heat flow (Pruess and
Narasimhan, 1982), the permeability of the
matrix and fractures, grid refinement with
depth (Lai and Bodvarsson, 1991), and grid
orientation (Pruess, 1991). Petrophysical
properties for the study were selected from
the above literature. The matrix steam-water
relative permeability and capillary pressure
behavior have not been measured and reported
in the literature to date.

The initial water saturation in the matrix
has not been directly measured, however a
field-wide study by Williamson (1990) used a
value of 82%. This high initial matrix water
saturation is consistent with the studies of
Pruess and Narasimham (1982) and Pruess
(1985). Observed chemical and isotopic
gradients of the produced steam in the
Southeast Geysers are believed to be due to
meteoric recharge entering the reservoir from
the southeast (Truesdell et al., 1987). The
calculated vapor fraction for the Southeast
Geysers from Truesdell et al. indicated that
the initial produced steam originated almost
entirely from vaporized liquid.

DEUTERIUM TRACER DATA

Two steam condensate injection wells were
used in the study area. Injector Il was the
sole injection well at the start operations
in May 1980, injecting at an average rate of
approximately 350 Kibm/hr through 1984. At
that time a second injection well (I2) was
used and the total injection volume was
split. The injection histories for the two
well are shown in Figure 2. The injected
condensate is enriched in deuterium -relative
to the reservoir steam and has been used as a
tracer (Beall et al., 1989; Gambil, 1990).
The operator has conducted a periodic
analysis of deuterium in the producing steam
wells to track the movement of injection
derived steam in the reservoir. This data
set is used as a tracer for the model study.
Figure 3 presents an example from Beall et
al. (1989) of the contoured deuterium
isotopic shift in the study area. Six key
production wells were significantly affected
by the deuterium shift from these two
injectors and are labeled Pl - P6 in Figure
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3. Injection derived steam was calculated
using the equation presented by Beall et al.
(1989).

MODEL FEATURES

A reservoir model of the study area was
developed using TETRAD, a simulator which was
validated with the Stanford geothermal
problem set (Shook and Fauider, 1991).
dual porosity reservoir model uses three
water components; 1) initial fluid in place,
2) injectate from I1, and 3) injectate from
I2. Separate water components for the two
injection wells allows detailed tracking of
the injectate and a relative determination of
the contribution of each injection well to
produced injection derived steam (IDS). The
model contains 1650 grid blocks, five
vertical layers, and decreasing thickness
with depth. The bottom layer is uniformly 75
feet thick. The actual well deviated courses
are used, based on the open file records of
the California Division of 0i1 and Gas.
Fifteen percent of the matrix rock energy was
assigned to the fracture domain. This value
is conservative compared to the thirty
percent used by Williamson (1990).
Conceptually, this could be envisioned as
zones of fractured rock or a pervasive micro-
fracture network. Petrophysical properties
were taken from the Titerature and are
summarized in Table 1. The water-steam
fracture and matrix relative permeability are
presented in Figure 4. Initially, no
capillary pressure was used in the matrix.

The

The reservoir structure was accounted for by
using the top of steam and top of felsite
maps presented by Thompson and Gunderson
(1989) and by Thompson (1989). These maps
were digitized and directly entered into the
model. Figure 5 shows north-south and east-
west cross-sections through the reservoir
model. A key feature to note is the large
amount of structural relief on the top and
bottom of the reservoir model. The reservoir
top has approximately 5000 feet of vertical
relief over a distance of 10,000 feet, while
the reservoir bottom has approximately 3,000
feet of relief over the same distance.

The study area boundary conditions were
initially no-flow, however as the study
progressed it became necessary to relax this
condition, as explained below. The
production and injection wells were placed on
rate constraint in order to produce the
historical rates from the study area. The
production wells were set to produce to a 180
psia wellhead pressure, uncorrected for
wellbore friction. Heat flow was_set at a
uniform vertical flux of 500 mW/m?,
consistent with published data.



MODEL CALIBRATION PROCESS

The model was allowed to equilibrate for 20
years prior to the start of exploitation,
allowing steam and water saturations to
adjust to a stable heat pipe and establishing
a vapor-static pressure gradient. The
stabilized model was then run for all
exploitation cases. -Completion intervals of
the wells were adjusted to match the observed
drilling steam entries. In the case of
multiple steam entries, the dominant entry
was chosen on the basis of observed
compressor pressure increase during drilling.
The well productivity indices (PI) were
adjusted to allow the wells to produce the
observed rates with the 180 psia wellhead
pressure constraint. For those cases with
initial rig test data, the indicated PI was
used as a starting point. The initial rig
test data was found to be very reliable
indictor of productivity index.

Constant pressure boundaries declining with
time were used on the south and west sides of
the model to mimic the effect of offset
production due to Unit 16, and Units 18 and
20, respectively. Published pressure
histories for adjacent areas were used,
(Barker et al., 1990 and Enedy et al., 1990).
It was observed the injected fluid would
quickly migrate to the bottom of the
reservoir and flow to the north and then
"puddle". A constant pressure boundary is
used on the north boundary to relax the no-
flow condition and pressures set to the
stabilized pre-exploitation conditions.
northward flow of injectate is not
surprising, considering the large amount of
structural relief present at the bottom of
the reservoir. This structural aspect
dominates injectate flow for all cases
studied.

This

Several exploitation runs of 1980 to 1991
production data were made with a uniform
permeability structure. Additional data from
well testing was used to adjust this case to
a fracture permeability from 10 mD to 100 mD,
generally increasing to the southeast,
(Enedy, 1989b). Evidence for directional
permeability was noticed on the isotope shift
maps of Beall et al., (1989). Based on the
ratio of length to width of the isotope shift
contours, directional permeability was set as
3X=Y=Z and is consistent with the geologic
model. With these changes, a reasonable
pressure match was achieved with this base
case. However, the modeled tracer data and
implied IDS was low compared to historical
conditions.

A sensitivity run was made to an initial
matrix water saturation of 42%. The lower
initial water saturation results in a similar
pressure history as the above case; however,
the producing enthalpy achieves superheat
with in a few months after the start of
exploitation. Enedy (1989a) indicates the
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wells historically did not begin producing an
appreciable degree of superheat until after
approximately eight years of production.
Thus, the lower saturation case does match
the observed production data. Again, for
this case the modeled tracer recovery and
implied IDS was low.

Finally, a series of sensitivity runs was
made to study the effect of capillary
pressure. It should be noted actual
measurements of the capillary pressure have
not been reported in the literature for The
Geysers. Thus, a family of generic capillary
pressure curves were generated as shown in
Figure 6. The capillary pressure at residual
water saturation varies by two order of
magnitude. A scaling calculation using the
Leverett J function and realistic values of
permeability and poresity for Geysers
reservoir matrix rock indicates capillarity
could easily be as high as the upper values
presented.

The modeled results for nc capillarity (base
case) and the three capillarity cases are
plotted with the observed deuterium tracer
data for well P5 in Figure 7. Well P5 is the
nearest producer to the injection plume and
is probably least effected by reservoir
heterogeneity. As can be noted, the higher
values better match the observed trends and
magnitude of deuterium tracer recovery. Well
P5, nearest to injection well Il is best
matched by the moderate to strong capillary
pressure function. Figures 8 and 9 present
the modeled injection derived steam rate
history for the key production wells and the
total study area. It can be noted that with
increasing capillarity, the injection derived
steam increases. This suggests that detailed
injection modeling at The Geysers must
include matrix capillarity to accurately
predict the recovery of injection derived
steam.

DISCUSSION OF RESULTS

The simulation results demonstrate that the
recovery of injection derived steam is
primarily influenced by two factors. First,
the structure.of the bottom of the reservoir
greatly influences injectate movement. This
is apparent by.the migration of the injectate
down the structure. It should be noted that
12 is located lower structurally from I1.
When 12 began injection operations, injectate
from I1 had already moved down structure,
quenching this area. This resulted in low
injection derived steam recovery from 12
relative to Il1. Secondly, the presence of
capillarity increases the recovery of
injection derived steam for both wells.

Table 2 presents the percent recovery of
injection derived steam from each injection
well. While each injection well has similar
cumulative mass injected, nearly 5 times more
injection derived steam is recovered from Il
compared to I2, with injection derived steam




recovery increasing with capillarity. The
interaction between structure at the bottom
of the reservoir, injection well location,
and capillarity all influence the recovery of
injection derived steam. Given the geologic
structure of the bottom of the reserveir and
the ability to select injection well
locations, it should be possible to design
and model an effective injection program.

The model developed in this study will be
used to evaluate injection strategies at The
Geysers. Several strategies that will be
evaluated include injectate recovery
sensitivity to injection rate, a more
distributed injection approach, the injectate
recovery efficiency of a horizontal injection
well, and the selection of injection well
lTocations to allow for reservoir structure.

CONCLUSIONS

The recovery of injection derived steam in
the Unit 13 study area has had mixed results.
The location of injection well I2 was less
than optimally located to maximize the
injectate recovery. The strong capillarity
case had a total recovery of approximately
30% of cumulative mass injected.

The structure of the bottom of the reservoir
can exert a great deal of influence of the
direction the injectate travels. It would
seem prudent to locate injection wells with
this structural aspect in mind.

Modeled injection derived steam recovery is
greatly influenced by matrix capillary
pressure. Higher values of capillarity
result in increased recovery of injection
derived steam. Predictive injection modeling
at The Geysers will need to consider
capillary pressure effects.

The interaction between structure at the
bottom of the reservoir, well locations, and
capillarity all influence the recovery of
injection derived steam.

The measurement of Geysers core and the
determination of the actual shape of the
capillary pressure curve would enhance our
ability to model and predict reservoir
response to injection at The Geysers. There
is a need to measure the capillary pressure
of actual Geysers core to determine the
character and magnitude of this effect.
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NOMENCLATURE

Keg = relative permeability of gas

Kt = relative permeability of liquid
P. = capillary pressure

P, = capillary pressure curve parameter
Pentry = Capillary entry pressure

S = dimensionless liquid saturation
Sqc = critical gas saturation

Sir = irreducible liquid saturation

S, = liquid saturation
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Table 1
Petrophysical Properties
Porosity
matrix 4.6% - 2.96% decreasing with depth
fracture 2.0% - 1.45% decreasing with depth
Permeability
matrix 10 micro Darcy uniform
fracture 10 to 100 mD varying

Fracture Spacing
150 feet

Relative Permeability

matrix Corey type, with Sir = 30%, Sgc = 5%
S -8,
ky=(sH* kg = (1 - 5% S=|—t "
" 1- éﬂ& B Sbc
fracture straight line X curves, no residual saturations
Icr, = S, krg = l-Sl,
Initial Water Saturations
matrix Sw=82%
fracture Sw=.04%

Capillary Pressure
matrix
Heat Flow

P.=P,(1-83%+ P,

500 mw/m2 top and bottom of model

Rock Thermal Properties
density
specific heat
thermal conductivity

170 1bm/ft3
.21 BTU/Ybm - F
33.3 BTU/ft- F-day
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Table 2
Recovery of Injection Derived Steam

Cumulative Injection into I1 1.75E+7 Klbm
Cumulative Injection into I2 1.18E+7 Kibm

Key Wells
Case % Recovery from I1 %_Recovery from I2
Base 7.1 1.9
Weak Capillarity 8.5 1.7
Moderate Capillarity 9.5 1.9
Strong Capillarity 13.2 3.0
Total Study Area
ase % Recovery from Il %_Recovery from 2
Base 14.5 3.3
Weak Capillarity 16.7 3.1
Moderate Capillarity 18.3 3.3
Strong Capillarity 24.1 5.0

-119-







PROCEEDINGS, Seventeenth Workshop on Geothermal Reservoir Engineering

Stanford University, Stanford, California, January 29-31, 1992
SGP-TR-141

Thermal and Chemical Evolution of
The Geysers Geothermal System, California

J. N. Moore

University of Utah Research Institute
391 Chipeta Way, Suite C
Salt Lake City, Utah 84109

ABSTRACT

Fluid inclusions and mineral assemblages
provide a record of the thermal and chemical changes
that occurred during the evolution of The Geysers
geothermal system. The data document the presence of
an extensive liquid-dominated geothermal system that
developed in response to felsite intrusion and its
evolution to a vapor-dominated regime. Temperatures
within the early liquid-dominated system ranged from
175°C at a distance of 7200 feet from the felsite to more
than 350°C near the contact while salinities varied from
5 equivalent weight percent NaCl (at a distance of 5500
feet) to more than 26 weight percent NaCl. As
temperatures around the felsite declined, the liquid-
dominated system collapsed upon itself. Downward
migration of the low salinity waters resulted in dilution
of the fluids present in regions now occupied by the
caprock and normal vapor-dominated reservoir. In
contrast, dilution was minor in rocks now hosting the
high-temperature vapor-dominated reservoir. This
suggests that low permeabilities are the primary reason
for the development of the high-temperature reservoir.

Boiling within the caprock produced late-stage
veins of calcite and quartz. As the fluid boiled off,
condensate was trapped as low salinity fluid inclusions.
Within the main body of the reservoir, a liquid phase
with salinities of up to 7 equivalent weight percent NaCl
persisted to temperatures between 250° and 270°C.
However, except for the presence of vapor-rich
inclusions, little evidence of boiling within the reservoir
rocks was preserved.

INTRODU N

Although the pioneering work of White and
others (1971) provided the basic framework needed for
understanding the origin of The Geysers steam field,
many of their hypotheses have remained untested and
new questions have been raised as a result of recent
field developments. For example, little direct
information is available on the composition of the early
fluids, the nature of the reservoir boundaries, and the
differences between the normal 240°C vapor-dominated
reservoir (NVDR) and the underlying high-temperature
vapor-dominated reservoir (HTVDR). :

Answers to these and other questions require
information on the compositional and thermal evolution
of the system. Sternfeld (1981) and Moore and others
(1989) used fluid inclusions in cuttings to characterize
the early hydrothermal system that developed above the
present steam reservoir. These studies demonstrated
that temperatures had been significantly higher in the
past and that the salinities of the fluids were on the order
of several weight percent. In this paper we expand

significantly on the earlier fluid inclusion investigations.
More than a thousand new measurements have been
made on core and cuttings samples from 8 Calpine
Corp. and 10 Unocal Geothermal Division wells (Fig.
1; Table 1). These new data are combined with the
existing information to characterize the conditions
within the caprock, the NVDR, and the HTVDR during
the evolution of The Geysers geothermal system.

MINERATL OGIC RELATIONSHIPS

The rocks at the Geysers show evidence of two
distinct periods of alteration (Lambert, 1976; Sternfeld
and Elders, 1982; Walters and others, 1988; Moore and
others, 1989; Hulen and others, 1991). The oldest
event is the result of high-pressure, low-temperature
regional metamorphism during Franciscan time (Late
Mesozoic). This metamorphism produced, in addition
to phases such as lawsonite and pumpellyite,
widespread veins of calcite and quartz. The second
period of alteration is related to the intrusion of a felsic,
composite Plio-Pleistocene pluton beneath The Geysers
(Schriener and Suemnicht, 1980; Thompson, 1989).
This pluton, which is commonly referred to as the
felsite, produced calc-silicate and boron-bearing mineral
assemblages. In this investigation, five major vein
assemblages were studied. With increasing distance
from the pluton, the key vein assemblages are:

1: tourmaline-biotite-actinolite-clinopyroxene-
epidote-quartz-potassium feldspar;

2: biotite-actinolite-clinopyroxene-epidote-quartz-
potassium feldspar;

’ 3: actinolite-ferroaxinite-epidote-quartz-prehnite-
potassium feldspar;

4: epidote-chlorite-quartz-potassium feldspar;

S: quartz-potassium feldspar-calcite.

In addition to these minerals, Hulen and others (1991)
have identified prehnite in assemblage 4 and late-stage
wairakite that postdates assemblage 5.

- As the system cooled, the early veins were
crosscut by veins typical of greater distances from the
felsite. The extent of this cooling is documented in the
fluid inclusion data discussed below. Assemblages 1
through 4 occur within highly contorted metamorphosed
quartz-calcite veins of Franciscan age and in younger
crosscutting fractures. Within the Franciscan veins, the
calc-silicate minerals form small, commonly porous
aggregates that replace preexisting calcite (Hulen and
others, 1991).

Calcite is much more abundant in the caprock
than it is in the NVDR (Sternfeld and Elders, 1982;
Thompson and Gunderson, 1989; Sternfeld, 1989;
Gunderson, 1990; Hulen and others, 1991). Within the
caprock, calcite occurs as both a late-stage mineral
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Approximate Reservoir Boundary

The Geysers

PDC-1

GDC-30~E] [FLF8
GDCF-15D-28-E]

Key to Lithologies

Graywacke (NVDR})
B Felsite (NVDR)

3 Graywacke (Caprock)
O Graywacke (HTVDR)

Fig. 1. Locations and lithologies of the samples studied. Data from LFH-2 and S$B-26 are from
Sternfeld (1981). Abbreviations: NVDR = normal vapor-dominated reservoir; HTVDR = high-
temperature vapor dominated reservoir.

Sample Drilled | Elev. Distance ) : Sample Drilled | Elev. Distance
Name from Depth | MSL | from Felsite Name from Depth | MSL | from Felsite

956A-4 Caprock 2070 1233 4733 PS-24 Caprock 4080  -1426 5574
958-3A Caprock 2440 536 3036 PS-31 Caprock 4650|  -2480 4520
BAR-2 Caprock 2500 -273 5227 PS-31 Caprock 5090]  -2904 4096
DV-2 NVDR 3713 -665 -365 PS-54 Caprock 4140|  -1477 5523
DX-84 NVDR 7736] 4180 2020 SB-26 Caprock 360 1752 6752
GDC-30 NVDR 5022]  -2920 1080 SB-26 Caprock 820 1292 6292
GDCF-15D-28 INVDR 5032| -2015 485 SB-26 Caprock 1100 1012 6012
GDHS-7 NVDR 8075 4825 3175 SB-26 Caprock 1360 753 5753
L'ESP-2 HTVDR 11059]  -8075 925 SB-26 Caprock 1400 713 5713
LFH-2 Caprock 3100 495 7995 SB-26 Caprock 1700 418 5418
LFH-2 Caprock 3800 -205 7295 SB-26 Caprock 2000 130 5130
LFH-2 Caprock 4800] -1198 6302 SB-26 Caprock 2340 -192 4808
LFH-2 Caprock 5200  -1592 5908 SB-26 Caprock 2500 -345 4655
LFH-2 Caprock 56001 -1985 5515 SB-26 Caprock 2540 -384 4616
LFH-2 Caprock 5800 -2182 5318 SB-26 Caprock 2700 -537 4463
LFH-2 Caprock 6000f -2379 5121 SB-26 Caprock 2740 -575 4425
MCK-2 Caprock 2170 312 5512 SB31 NVDR 37400 -1565 3135
MLM-3° Caprock 4330] 2216 4284 TH-7 NVDR 1000 740 5240
NEGU-17 NVDR 8531] -5245 3755 THR-6 Caprock 34901  -1121 5379
OF27A-2ST1 _|HTVDR 10377]  -7225 775 THR-6 Caprock 4020] -1601 4834
PDC-1 NVDR 5140f -2326 4174 THR-6 Caprock 4110) -1692 4808
PDC-3 NVDR 5990 -3140 3360 THR-6 Caprock 5430)  -2902 3598
P-1 Caprock 5160 -2032 4968

P-1 Caprock 5170  -2042 4958

P-1 Caprock 5190 2062 4938

P-5 Caprock 4170) -1572 5428

P-32 Caprock 5960 -3793 3207

Table 1. Depths and distance from the felsite of the samples studied. All depths are in feet. Elev.
MSL = elevation relative to mean sea level. Other abbreviations as in Fig 1. LHF-2 and SB-26 data
are from Sternfeld (1981).
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intergrown with quartz or as bladed crystals
(assemblage 5), and as a relict phase in the Franciscan
veins associated with actinolite and epidote. These late-
stage textures indicate deposition from boiling fluids.
Except for the shallow reservoir represented by TH-7
(Gunderson, 1989), calcite is not common as a late-
stage mineral in the NVDR and little carbonate remains
in the Franciscan veins. The loss of calcite has been
ascribed to the formation of the calc-silicate minerals
and to dissolution (Gunderson, 1989; Hulen and others,
1991).

Most of the quartz within the Franciscan veins
contains abundant small fluid inclusions that gives it a
turbid appearance. In contrast, quartz that is intergrown
with the calc-silicate aggregates is often clear. This
quartz appears to have formed during the metamorphism
that accompanied emplacement of the felsite. Most of
the fluid inclusion data described in the following
sections was obtained on grains of this clear quartz.

FLUID-IN TION SYSTEMATI

Fluid inclusions are common in the veins. They
can be classified into several types on the basis of their
compositions and phase relationships. These include:
two-phase liquid-rich inclusions whose final phase to
melt is ice; two-phase vapor-rich inclusions; two-phase
liquid-rich inclusions whose final phase to melt is CO;
clathrate; three-phase liquid-rich inclusions containing
daughter crystals of halite; and four-phase liquid-rich
inclusions containing daughter crystals of halite and
sylvite. :

Most of the fluid inclusions occurring in the
samples are vapor-rich. These inclusions are found
randomly distributed throughout the grains and as
planar arrays that define healed fractures. The presence
of secondary planes that lack liquid-rich inclusions
provides evidence of boiling throughout the system.

The majority of the fluid inclusions examined in
this study were of secondary or undefined origin.
Primary fluid inclusions are uncommon, occurring
primarily within the caprock.

Heating and freezing measurements were made
on liquid-rich fluid inclusions using a Fluid Inc. adapted
U.S.G.S.-type heating/freezing stage calibrated with
synthetic fluid inclusions. The accuracy of the
microthermomeltric measurements, based on repeated
measurements of the synthetic fluid inclusion samples,
is estimated to be +0.1°C at temperatures below 0.0°C
and +3°C at 374°C.

The fluid-inclusion measurements define strong
gradients in the compositions and temperatures of the ~
fluids that have circulated through the geothermal
system. Homogenization temperatures (Th) of the
inclusions ranged from 120° to 470°C, whereas NaCl
contents varied from less than .18 to 42 weight percent.
The data are plotted with respect to their vertical distance
from the felsite in Figures 2 and 3. These distances
were taken from Gunderson (1989) for samples
provided by Unocal Geothermal Division or estimated
from the data presented by Thompson (1989).

The apparent salinities of the two-phase
inclusions were calculated from their ice-melting
temperatures using the equation of Potter and others
(1978). NaCl contents of halite-bearing inclusions were
determined from the dissolution temperature of the salt
using data summarized by Sourirajan and Kennedy
(1962). If the dissolution temperature could not be
measured, a minimum value of 26 weight percent NaCl

was assigned to the inclusions. No quantitative
compositional data was obtained on inclusions
containing halite and sylvite was because of their small
size.

A few of the fluid inclusions from the caprock
and NVDR contained enough CO; to produce CO,
clathrate on cooling below 0°C. Low CO; clathrate
dissociation temperatures of up to 1.7°C indicate that
their CO; contents were on the order of 5 weight
percent.

DISCUSSION
The Caprock and Normal Vapor-Dominated Reservoir

Fluid inclusions from the caprock were studied
in samples from the northwest and southeast parts of
The Geysers while those from the NVDR come
primarily from the central portions of the field (Fig. 1).
Despite the spatial separation of the samples,
comparison of the data shows that similar temperature
and salinity relationships existed throughout the field.

Fluid-inclusion data were obtained on calcite and
quartz from the caprock and on quartz, epidote,
actinolite, and ferroaxinite from the NVDR (Figs. 2 and
3). Figure 2 shows that the maximum homogenization
temperatures of the samples increase with decreasing
distance to the felsite. The minimum homogenization
temperatures of the NVDR samples range from 250° at
distances of less than 4000 feet from the felsite to 240°C
at greater distances.

The maximum salinities of the inclusion fluids
also increase as the felsite is approached (Fig. 3). The
highest values are found in tourmaline-bearing veins.
Fluid inclusions in these veins frequently contain halite,
indicating NaCl contents of at least 26 weight percent,
and less commonly halite and sylvite.

As the geothermal system evolved, both fluid
temperatures and salinities decreased. A good example
of this relationship is provided by data from DV-2,
which was taken from the felsite. This sample is
characterized by early tourmaline-bearing veins. High-
salinity fluid inclusions in the tourmaline-bearing veins
contain halite or halite and sylvite and have average
homogenization temperatures of 328°C. The younger
quartz veins are characterized by inclusion fluids with
salinities of 3 to 6 equivalent weight percent NaCl and
average homogenization temperatures of 271°C.
Similar, moderate salinity fluids are found throughout
the caprock and NVDR (Fig. 3).

Fluid inclusions with very low salinities,
between 0.0 and 0.4 equivalent weight percent NaCl,
are common within the caprock but only occur
sporadicalty within the NVDR. The combination of
high homogenization temperatures (>200°C) and low
salinities suggests that the fluids consist of condensate
or mixtures of condensate and saline fluid.

The High-Temperature Vapor-Dominated Reservoir.

Two samples from the HTVDR were studied.
OF27A-2 ST1is characterized by tourmaline-bearing
veins (assemblage 1) that show little evidence of
retrograde metamorphism or secondary alteration.

Veins in L'ESP-2 contain assemblage 2 in which biotite
has been chloritized or chlorite and pyrite (assemblage 4).
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Both samples of the HTVDR contained
secondary inclusions in quartz that were suitable for
study. With the exception of a single allanite(?)-bearing
inclusion from OF27A-2 ST1 (Th=470°C), the samples
had generally similar homogenization temperatures.
These temperatures ranged from 237° to 342°Cin
OF27A-2 ST1 and from 269° to 363°C in L'ESP-2.

The highest temperatures are comparable to those
samples from the NVDR that contain assemblage 1.

It was more difficult to estimate the salinities of
these inclusions because of their small size. In OF27A-
2 ST1, only inclusions containing halite could be
accurately measured. The NaCl contents of these
inclusions ranged up to 42 weight percent. The salinities
of the fluid inclusions in LESP-2 were lower, ranging
generally from 7 to 17 equivalent weight percent NaCl.
Although the number of salinity measurements on
samples from the high-temperature reservoir is small, it
is significant that no evidence was found for the low

salinity fluids that were preserved in vein assemblage 1
in the reservoir rocks (0 to 5 equivalent weight percent
NaCl).

Origin of the Temperature and Salinity Variations

The data discussed above demonstrate that the
gradients in the temperatures and salinities of the
inclusion fluids can be related to both time and distance
from the felsite. Figure 4 illustrates the salinities and
homogenization temperatures for individual inclusions.
The overall trend of fluid inclusions from the caprock
and NVDR is one of decreasing salinity with decreasing
temperature. This relationship suggests that dilution
was the primary cause of the variations in fluid
chemistry and temperature. However, the vein
relationships discussed above indicate that temperatures
and salinities also declined as the system evolved.
These changes could have resulted from the collapse of
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the early liquid-dominated hydrothermal system as the
felsite cooled, allowing the shallow, dilute fluids to
migrate downward into the region now occupied by the
NVDR.

Highly saline fluids, some of which were
saturated with respect to halite, characterize the HTVDR
and the tourmaline-bearing assemblages from the
reservoir. Although the halite saturated fluids from the
HTVDR display a broad range of homogenization
temperatures from 235° to 350°C, they display no
obvious dilution trends (refer to Fig. 4). Thus, cooling
may have largely conductive. )

The compositions of fluid inclusions with
homogenization temperatures near 350°C and salinities.
between 0 and 17 equivalent weight percent NaCl may
reflect the effects of boiling. The high-temperatures of
the lowest salinity fluids suggest that they represent
steam condensate. Thus, the salinity variations of these
inclusion fluids may be due to mixing between
condensate and paleoreservoir fluids as well as to
salinity increases due to boiling. Similar processes may
have contributed to the salinity variations observed in
the caprock and upper part of the reservoir.

CONCLUSIONS v

Fluid inclusion and mineralogic data show, as
was proposed by Sternfeld and Elders (1982), that a
large scale liquid-dominated geothermal system
developed in response to the intrusion of the felsite.
During the initial development of this hydrothermal
system, temperatures and salinities appear to varied
continuously between what is now the caprock, the
normal vapor-dominated reservoir (NVDR) and the high-

temperature vapor-dominated reservoir (HTVDR).
Fluids in the vicinity of the felsite locally reached
temperatures exceeding 350°C and NaCl contents in
excess of 26 weight percent. The initial salinities and
temperatures decreased with increasing distance from
the felsite. As the felsite cooled, the hydrothermal
system within the caprock and NVDR collapsed
downward, progressively diluting the initial high-
salinity fluids.

Two samples of the HTVDR were studied.
Although fluid inclusions in samples from the HTVDR
have homogenization temperatures similar to those in
the NVDR, inclusions from the HTVDR typically
record much higher salinities. In one sample of the
HTVDR containing abundant fresh biotite, fluid
inclusions saturated with halite (>26 weight percent
NaCl) displayed homogenization temperatures ranging
from 237° to 305°C. This suggests that the incursion of
low salinity fluids was severely limited by low
permeabilities and that temperature changes may have
been due largely to conductive cooling. The conclusion
that permeabilities were low in the HTVDR is further
supported by the lack of retrograde alteration of biotite
to chlorite in one of the samples.

The caprock is distinguished from the reservoir
rocks by the abundance of calcite. Within the caprock,
late-stage calcite was deposited by boiling fluids. As
boiling proceeded, acidic condensates, preserved as low
salinity fluid inclusions, formed and reacted with the
host rocks to produce illite, mixed-layer clays and
locally kaolin (Moore and others, 1989; Hulen and
others, 1991). These: minerals further reduced the
permeabilities of the caprock.
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Homogenization temperatures indicate that saline
water persisted to temperatures between 250° and 270°C
within the main part of the reservoir and to slightly
lower temperatures in its upper part where calcite locally
remained stable. Low COz contents of the late-stage
boiling fluids, caused by the upward migration of gas
and steam, may have been the primary reason for the
absence of late-stage calcite in the developing vapor-
dominated reservoir. )
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ABSTRACT

The Earth Sciences Division of Lawrence Berkeley
Laboratory in cooperation with the Instituto Costarri-
cense - de Electricidad is conducting a reservoir
engineering study of the Miravalles geothermal field,
Costa Rica. Using data from eight exploration wells, a
two-dimensional areal, natural-state model of Mira-
valles has been developed. The model was calibrated
by fitting the observed temperature and pressure distri-
butions and requires a geothermal upflow zone in the
northern part of the field, associated with the Miravalles
volcano and an outflow towards the south. The total hot
(about 260°C) water recharge is 130 kg/s, correspond-
ing to a thermal input of about 150 MWt.

On the basis of the natural-state model a two-
dimensional exploitation model was developed. The
field has a production area of about 10 km?, with tem-
peratures exceeding 220°C. The model indicated that
power generation of 55 MWe can be maintained for 30
years, with or without injection of the separated geoth-
ermal brine. Generation of 110 MWe could be prob-
lematic.” Until more information becomes available on
the areal extent of the field and the properties of the
reservoir rocks, especially their relative permeability
characteristics, it is difficult to ascertain if 110 MWe
can be sustained during a 30-year period.

INTRODUCTION

Eight deep wells, with depths varying between 1162
and 2270 m, have been drilled at the Miravalles geoth-
ermal field (Figures 1 and 2) and the construction of a
55 MWe power plant is underway (Alvarado, 1987;
Mainieri and Vaca, 1990). The field is located within a
Pleistocene volcanic caldera. The Miravalles volcano
itself, northeast of the wellfield, is a post-caldera
feature that developed on the caldera rim.

The successful wells have been completed at the inter-
section of west-east and north-south trending faults
(Mainieri et al., 1985). The lithology of the area con-
sists of a series of volcanic flows and pyroclastic units.
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Geothermal fluids are produced from fractures, mainly
in the so-called ‘‘basement’’ which is comprised of
crystal-lithic tuffs, andesitic lavas and welded tuffs
(Mainieri et al., 1985). Details on the geologic charac-
terists of the area can be found in ICE-ELC (1988) and
Mora (1988, 1989).

Analysis of the available well log and well test data
was carried out in order to characterize the physical and
thermodynamic properties of the reservoir, as well as to
develop a conceptual model of the field. Then, follow-
ing a general approach to evaluate such systems (Bod-
varsson and Witherspoon, 1989), natural state and
exploitation models of the Miravalles system were
developed and used to study the power generation
potential of the field.

RESERVOIR ENGINEERING STUDIES

Initial Temperature Distribution

Figure 3 (ICE-ELC, 1988) presents E-W and

NNE/SSW geologic sections, as well as the temperature
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Figure 1. Location of the Miravalles geothermal field.
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Figure 2. Location of Miravalles wells and cross-
sections shown in Figure 3.

distribution in Miravalles; the location of the sections is
given in Figure 2. On the basis of the isotherms shown
in the E-W section (Figure 3a), the center of the con-
vective plume is considered to be around wells PGM-1
and 10, with temperatures decreasing towards the west,
and then falling steeply about 1 km west of PGM-5.
The eastern limit of the field is indicated by the strong
thermal inversion observed in PGM-2.

The NNE-SSW section (Figure 3b) shows higher tem-
peratures to the north with the highest (exceeding
255°C) near PGM-11 at approximately —250 to —450
masl. Below that elevation downhole logs in PGM-11
indicate a reversal with temperature decreasing to
245°C at =550 masl. The inferred sharp temperature
drop west of PGM-3 is likely distorted by the strong
internal wellbore flow that masks the true temperatures.
Therefore, the actual 235 and 245°C isotherms are
probably more gradual than depicted in Figure 3b.

Fluid-inclusion studies suggest that temperatures in
parts of the field were significantly warmer in the past.
Homogenization temperatures for liquid-rich fluid
inclusions were up to about 70°C hotter than those
measured at some sampled depths (Bargar and Four-
nier, 1988).

Temperature logs for Miravalles wells PGM-1, 2, 3, 5,
10, 11, 12 and 15 were analyzed to obtain the initial
(pre-exploitation) state temperature distribution at the
reference elevation of —200 masl. The logs show a

nearly uniform reservoir top at an elevation of 200-250
masl over the central part of the field, but dropping
steeply to the west (towards PGM-15) and gradually to
the south. The measurements show that at an elevation
of —200 masl the temperature is highest around well
PGM-11 (above 240°C), with isotherms elongated in a
SSW direction (Figure 4). This temperature distribution
corresponds approximately with the heat flow maps
developed by Koenig (1980) and indicates an upflow
region in the area of PGM-11, 10 and 1, and outflow
south of PGM-12; this agrees with the model of
Grigsby et al. (1989). The sharp drop of temperature
towards PGM-15 suggests a hydrological barrier or
cold water encroachment from the west.

Initial Pressure Distribution

Downhole pressure logs data obtained in the Miravalles
wells were analyzed to obtain pressures at —200 masl,
an elevation where all the wells except PGM-15 show
permeability. The pressure logs taken in 1988-1989
following long periods of recovery, are believed to best
represent the undisturbed reservoir pressure. However,
many of the wells have internal flow which masks true
TESErvoir pressures.

The measured pressure distribution at —200 masl (Table
1, Figure 5) shows the highest pressure in PGM-11 (51
bar), fairly uniform pressure around PGM-1, 2 and 10,
and a general gradient toward the SSW over the
wellfield. To the west, beyond PGM-5, the pressure
distribution is not well defined due to lack of subsur-
face data. Southward the pressure drops gradually at
about 1 bar/km. This pressure distribution combined
with the corresponding temperature distribution indi-
cates that the outflow zone for the geothermal system is
towards the south, perhaps associated with the Bagaces
hot springs (see Figure 6) and other surface manifesta-
tions to the south.

Well Tests

A number of injection and production tests were per-
‘formed to obtain the hydraulic and production charac-
teristics of the wells and reservoir. Transient injection
and fall-off tests were carried out in wells PGM-2, 10,
11, 12 and 15. The results are summarized in Table 1.
All were short-duration tests (typically less than 1-1/2
hour) and pressures did not stabilize. In PGM-15, even
long injection steps of up to 6 hours did not result in
stable pressure due to low formation permeabilities.

Pressure profiles measured in PGM-1,2, 3,5, 10 and 12 .
during flow were used to obtain well productivity
indices (Table 1). No measurable drawdown was
observed in PGM-1 and 3, indicating very high reser-
voir permeability.

- Variable flow discharge tests were performed in PGM-
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1, 3, 5, 10 and 11. These tests referred to as Reservoir
Characterization Curves (RCC), were used to obtain
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Table 1. Characteristics of Miravalles Wells

Well Injectivity Productivity Flow Rate* | Enthalpy* | Power® Temperature Pressure
No. | Index (kg/s/bar) | Index (kg/s/bar) (kg/s) kl/kg) (MWe) | at -200masl (°C) | at-200 masl (bar)
1. - - 70.0 1050 5.5 250 49.0
2.° 24 0.3(10.09 60.8 1040 4.6 235 49.0
3. - - 90.0 1040 6.9 240 46.5
s. - 6.0(3.0% 65.0 1030 4.8 230 49.7
5. - 0.7-3.5°

10.f 1.0 1.5(0.6) 28.0 1030 2.1 250 49.5
11. 3342 - 65.0 1100 5.7 255 51.0
12. 10.0 11.2 135.0 1030 10.0 235 46.0
15. 0.6 - - - - 102 -

TOTAL 513.8 39.6
Notes . Flow rate, enthalpy and power correspond to 10 bar WHP.

. After the well was deepened.

a
b. After deepening, it produced acid fluid (pH 2.2).
c
d

. Repeat test after 50 days of production tests, from flowing pressure profiles. Reduced

permeability possibly due to scaling.

=0

Transient pressure tests indicate skin damage.

well production characteristics as well as the produc-
tivity indices, by monitoring pressure at a single
downhole location while the flow rate was changed. No
reliable results were obtained for PGM-1, 3, and 11
because the tools were not placed at depths near pro-
ductive zones. PGM-5 showed an increase in the pro-
ductivity index with flow rate, from 0.7 to 3.5 kg/s/bar.
The well also showed a 50% drop in productivity index '
following 50 days of discharge. This drop is probably
attributable to calcite scaling. PGM-10 indicated skin
damage from the pressure recovery following
discharge, suggesting the low measured productivity

. Increase of productivity index with flow rate, from variable flow test.

index does not represent the average productivity of the
reservoir tapped by this well (Table 1).

The results of the transient and production tests there-
fore suggest very high permeabilities for wells PGM-1,
2, 3 and 12, and moderate ones for wells PGM-5 and
10. However, due to a high potential for calcite scaling
(Granados and Gudmundsson, 1985; Vaca et al., 1989),
results of transient pressure tests conducted after pro-
longed periods of production may not give good indica-
tion of undisturbed reservoir permeabilities.
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Figure 6. Conceptual model of Miravalles geothermal field (from Grigsby et al., 1989;
adapted from Henley and Ellis, 1983).

The production tests show that the wells produce single they form a two-phase boiling zone (=250 °C) centered
phase liquid with an average enthalpy of 1045 kJ/kg in the reservoir in the area of wells PGM-1, 2, 10 and
and that they have capacities that range from 2.1 to 11. Some geotherral fluid is discharged at the surface
10.0 MWe, at 10 bar wellhead pressure (WHP; Table through fumaroles and acid sulfate hot springs located
1). In PGM-2, when deepened from 1210 to 2000 m, in the northern part of the field. The majority of the
the tests indicated acid fluid production (pH 2.2; Trues- fluid however, flows to the south and manifests itself as
dell, 1991). This fluid is produced from feed zones near neutral-pH chloride hot springs. A schematic
below 1500 m depth (below —760 masl), making the representation of this hydrogeological model is shown
deep zones near PGM-2 unsuitable for production. in Figure 6 (from Grigsby et al., 1989).

In June 1990 began a 92-day interference and tracer Natural-State Model

test. Well PGM-11 was: produced at 36 kg/s, and 32

kg/s of 845 kJ/kg separated brine was injected into well As a first step in constructing a detailed three-
PGM-2. The pressure drawdown was measured in wells dimensional exploitation model for Miravalles, a two-
PGM-1 and 5. During this test 63 kg of Iodine-131 dimensional areal, natural-state model was developed.
tracer was injected into PGM-2 and tracer returns sam- A natural-state model of a geothermal area, gives quan-
pled in PGM-3, 10, 11 and 12. From the tests the max- titative estimates of the heat and mass throughput in the
imum pressure drawdown in PGM-1 and 5 was only 0.2 system. It should ideally reproduce the observed tem-
bar and the pressure showed large fluctuations attribut- perature and pressure distributions and give global esti-
able to instrument errors or unstable reservoir pres- mate of reservoir permeability. Most geothermal reser-
sures. The measured tracer velocities were 350 m/day voirs exhibit a high degree of fracture control of per-
at PGM-3, 150 m/day at PGM-12 and 100 m/day at meability in which thin, highly conductive channels (i.e
PGM-10. No tracer return was measured at PGM-11, faults and fractures) transmit most of the fluid.

indicating either a hydraulic barrier between PGM-11
and 2 or a level of production/injection insufficient to
reverse the general north-south pressure gradient.

Based on the observed temperature and pressure distri-
butions the two-dimensional horizontal natural state
model was centered at an elevation of =200 masl, with
a uniform thickness of 1000 m (i.e., top of the model at
C 9

onceptual Model 300 masl; bottom at —700 masl). The model is about 96
km wide in the E-W direction and about 112 km long in
(Figures 3-5) suggest that the heat source for the geoth- the N-S direction. This large areal extent was used so
ermal system is related to the Miravalles volcano, that no boundary effects would be felt when simulating

which is centered about 4.5 km northeast of PGM-11. the exploitation of the field. For the 12 km x 14 km
As deep circulating meteoric waters are heated and rise, central part of the field (Figure 7), conductive heat loss

The observed temperature and pressure distributions
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Figure 7. Two-dimensional mesh used for the natural
and exploitation state models. (mesh elements 1, 2, 3,
5,10, 11, 12 and 15 are centered on the deep explora-
tion wells)

to a constant 20°C surface was allowed in the model.
The vertical distances between the model nodes and the
surface were based on the estimated depth to the reser-
VOIr top.

The formation properties used were: density 2600
kg/m®, porosity 6%, thermal conductivity 3 W/m/°C
and specific heat capacity 1000 J/kg/°C. The permea-
bility was initially selected based on the values used in
the modeling studies by ICE-ELC (1988). These per-
meabilities were then adjusted in order to match the
natural state temperature and pressure distributions.
An anisotropic porous medium was assumed. Permea-
bility increases of up to two orders of magnitude were
required in the direction of the high-permeability faults,
to match the observed natural-state temperature distri-
bution. The boundary blocks were modeled simply as
low permeability areas. Hot fluid at variable tempera-
tures and rates was injected into elements 11, 13, 14,
16, 17, 18, 34 and 35 (Figure 7). Fluid losses of 0.5 kg/s
- were allowed through elements 2, 5 and 45 to represent
surface manifestation discharge. Element 58 to the
south was selected as the natural fluid sink, with fluid
extracted at a rate q proportional to a specified produc-
tivity index PI and against a specified downhole pres-
sure Py, according to the following formula,

krﬁ
= —= pg PI (Pg — Py,)
qap M Pp B b
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Where kg is the relative permeability, ug is the viscos-
ity and pg is the density of each phase f. Linear rela-
tive permeability curves were used with residual liquid
and vapor saturations of 25% and 1%, respectively.

The numerical simulation was carried out using the
multiphase, multidimensional code TOUGH2 (Pruess,
1990), and run through a simulation time of about 2
million years. The calculated steady-state temperature
and pressure distributions were compared to measured
values (Figures 4 and 5, respectively). The permeabili-
ties and the flow rates were then adjusted until a reason-
able match was obtained with the observed natural-state
pressure and temperature distributions. The permeabili-
ties needed to match these distributions are shown in
Figure 8. The highest permeability are in the element
corresponding to PGM-12 and a general N-S high-
permeability zone exists across the field indicating that
the north-south fault system controls the fluid flow in
the system.

Using the 200 and 240°C isotherms as references, the
best match to the measured temperature distribution
(Figure 9) is obtained using a total recharge of 130 kg/s
of 1140 kJ/kg fluid (at about 260°C), representing a
thermal through-flow of about 150 MWt Figure 10
shows the computed natural-state pressure distribution
for this model. The calculated N-S pressure gradient
matches well the measured pressures in the northern
part of the field. The match in the south and on the
east-west section is rather poor. However, considering
the uncertainties in the measured pressure caused by
internal borehole flow, this match was considered to be
adequate.

Exploitation model

In order to estimate the generating capacity of the Mira-
valles field and evaluate its response to different
production-injection scenarios, a lumped-wellfield
exploitation model (Bodvarsson and Witherspoon,

Permeability
Distribution

Rock
type

Permeability
md

120

110

XBL 821-5508

Figure 8. Natural-state model, computed permeability
distribution.
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" Figure 10. Best model. Computed natural-state pres-
sure distribution at —200 masl (in bar).

1989) was developed. The computational mesh, forma-
tion properties, boundary and initial conditions used in
the exploitation model were based on those of the
natural-state model. The production area was assumed
to be within the region enclosed by the 220°C isotherm
(Figures 4 and 9). This 10 km? area includes seven of
the deep exploration wells drilled in the field (not
PGM-15) and is represented roughly in the model by
elements 1 to 14 and 16 (Figure 11). In PGM-2 only the
shallow (normal) production zone was included in the
simulation since the bottom of the mesh is at —700
masl.
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Exploitation Model
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and injection areas
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Figure 11. Distribution of production and injection
areas in the model (element numbers are given in Fig-
ure 7).

As an initial calibration of the exploitation model, the
drawdown observed during the June 1990 interference
test was matched. The test was modeled by extracting
36 kg/s from element 11 and injecting 32 kg/s into ele-
ment 2 and computing the pressure changes in elements
1 and 5. To match both the natural-state temperature
and pressure distributions and the pressure drop
observed in PGM-1 and 5 during the test, required to
center of the upflow in element 17, (1.5 km north-east
of element 11; Figure 7).

PRELIMINARY RESERVOIR PERFORMANCE
STUDIES

Based on project=d power development options for
Miravalles, the model was used to simulate power pro-
duction of 55 MWe and 110 MWe for 30 years, with
and without injection (a power plant conversion of 2.5
kg/s of steam per MWe was assumed in the calcula-
tions). To achieve these levels of electricity generation
over that period of time, up to a total of 75 production
and make-up wells were placed in elements 1 to 16
(excluding element 15; Figure 7). At the end of the 30
years, most of these elements had an average well den-
sity of 8 wells/km? .

Because at Miravalles the separated fluid must be
injected, we examined two injection options: near
injection for pressure support and far injection for fluid
disposal. Based on the natural-state pressure gradients,
injection in the northern part of the field was not con-
sidered because of the potential for rapid return of the
injected fluid into the production wellfield. Therefore, a
main injection area to the east and southeast of PGM-2
was selected (Figure 11). In the model, this area
corresponds to elements 47, 48, 49, 50 and 59. Ele-
ments 28 to 33 separate the production field from the
main injection area. In addition, because of the low per-
meability in PGM-15 above —700 masl, only small




injection rates were allocated to elements 15 and 44 to
the west and south-west of the production field.

The effect of injection for pressure support was investi-
gated by assuming high injection rates into elements
47, 48, 49 and 50; for fluid disposal the high-rate injec-
tion was into elements 44, 47, 48 and 59, which are
closer to the natural outflow area in the system. In all
cases the total injection rate was calculated as a percen-
tage of the total mass produced. The percentages used
were 90%, 80%, 50% and 0%. A constant injection
enthalpy of 676 kJ/kg, corresponding to hot separated
water at about 160°C was assumed.

Production/Injection Simulation

A slightly modified version of TOUGH2 (Pruess, 1990)
was used in the study of different production and injec-
tion scenarios. For production, a constant productivity
index was assigned to each well. The indices used
were derived based on data from flowing pressure
profiles and calculated or assigned permeability in the
elements. The productivity indices ranged between
4.5x10"? and 9.0x10"'2 m3, and were conservatively
assigned based on the low measured values and on
observed well production data.

The computed production rates under the above condi-
tions will depend on the specified flowing bottomhole
pressure (PWB) in the well. This pressure as observed
from flowing pressure profiles, depends on the flow
rate, well geometry and the produced fluid density
(which is a function of enthalpy). When production
causes pressure drawdown and boiling, it results in
decreased flow and increased enthalpy. Therefore,
keeping a high fixed PWB will unnecessarily throttle
well flow. On the other hand, assuming a low fixed
PWB and thus underestimating the hydrostatic com-
ponent, results in excessively high early-time produc-
tion rates.

To account for wellbore pressure variations, a wellbore
simulator (Aunzo et al., 1991), was used to obtain
curves for flowing bottom hole pressure as a function of
enthalpy and flow rate, assuming a fixed well geometry.
In this model the Armand (1945) correlations were nused
for prediction of the two-phase pressure drop, because
it gives monotonically varying pressures at all flows
and enthalpies in contrast to the Orkiszewski (1967)
correlations. To correct for PWB variations, the flow
rate and enthalpy at a given time step was used to cal-
culate PWB, which was then used to compute the flow
rate at the next time step.

In all cases the reservoir performance calculations
assumed constant (20 or 30 bar) or variable PWB and
examined injection near or far away from the produc-
tion area. In the former case, because of thermal break-
through (i.e., lower average enthalpies and steam rates
per well) a large number of producers are needed to
supply the total required steam rate. The variable

PWB cases were found to give more realistic wellbore
flow conditions over the 30-year period and are
presented below. The effects the relative permeability
functions on the results were also examined.

RESULTS OF PERFORMANCE PREDICTION
STUDIES

55 MWe Generation

With near injection. The results for this case are shown
in Figures 12 and 13. Sufficient steam for 55 MWe is
available for 30 years with and without injection. For
the 0% injection case the inital average enthalpy of
1100 kJ/kg increases to 1600 kJ/kg after 30 years (Fig-
ure 12). For 80% and 90% near injection, the produc-
tion enthalpy initially rises to 1250 kJ/kg and then
declines to 1150-1200 kJ/kg between 10 and 30 years
Figure 12). The total number of production wells
required over the 30-year period varies from 24 for no
injection to 27 for 90% injection (Figure 13).
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Figure 12. 55 MWe, near injection case. Enthalpy his-
tory.
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Figure 13. 55 MWe, near injection. Number of required
production wells.



With far injection. Figures 14 and 15 show the results
for this case. As in the previous case of 55 MWe with
near injection, sufficient steam is produced to generate
55 MWe for 30 years with or without injection. How-
ever, because there is only a limited thermal impact on
the production area, the 80% and 90% injection cases
give nearly identical results, with an average produced
fluid enthalpy of 1160-1250 kJ/kg, compared to about

- 1450-1600 kJ/kg for the case of no injection (Figure
14). The number of production wells required over the
30-year period is 27 for both 80% and 90% injection
(Figure 15), similar to the near injection case, indicat-
ing limited sensitivity to the location of injection wells
within the selected injection area.

110 MWe Generation

With near injection. In all cases sufficient steam can be
produced to generate 110 MWe during the 30-year
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Figure 14. 55 MWe, far injection. Enthalpy history.
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Figure 15. 55 MWe, far injection. Number of required
production wells.
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NUMBER OF WELLS

period. With 50% injection, the maximum average
enthalpy drops to about 1400 kJ/kg (Figure 16) and the
total number of production wells reaches 66 at the end
of the 30-year period (Figure 17). For the cases of 80%
and 90% injection the number production wells rises to
69 and the maximum average enthalpy declines to 1250
kJ/kg for 80% injection and 1200 kJ/kg for 90% injec-
tion due to increased return of injected fluid and earlier
thermal breakthrough. For the case without injection,
rapid pressure drawdown is experienced and production
enthalpy rises to 2380 kJ/kg due to boiling within the
reservoir (Figure 16). This case requires a total of 53
production wells during the 30-year period (Figure 17).

Therefore, although 110 MWe can be supported over
the entire period, a high percentage of injection can be
detrimental due to reservoir temperature decline, espe-
cially in the areas nearest to the injectors,
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Figure 16. 110 MWe, near injection. Enthalpy history.
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With far injection. In all cases with and without injec-
tion sufficient steam is produced to generate 110 MWe
for 30 years. Injection rates of 80% and 90% have
nearly identical effects. The production enthalpy rises
to a maximum of 1350 kJ/kg at 12 years, after which
the cooling effect of the injected fluid causes the pro-
duced enthalpy to drop to an average of 1255 kl/kg
between 20 and 30 years (Figure 18). The total number
of required production wells is 67 for 80% injection
and 69 for 90% injection (Figure 19).

Thus, even with far injection mainly in the south, there
is sufficient pressure support to prevent large-scale
reservoir boiling, although individual wells in the north
show localized boiling (e.g., enthalpies of up to 1800
kJ/kg for wells located in mesh element 11). Since
large-scale boiling may lead to formation scaling due to
calcite precipitation, 110 MWe with far injection does
not seem to be a feasible alternative for Miravalles.
Thermal breakthrough and reservoir boiling with asso-
ciated scaling, could reduce the total steam production
below the required levels.
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Figure 18. 110 MWe, far injection. Enthalpy history.
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Figure 19. 110 MWe, far injection. Number of required
production wells.

Effect of Relative Permeability Functions

In all the cases discussed above linear relative permea-
bility curves were used, with residual saturations of
25% for the liquid and 1% for the vapor. The choice of
given relative permeability functions should ideally be
based on the observed produced vapor-liquid ratio and
the relative saturation of the phases in the reservoir.

Since no such data exist for Miravalles, there is no
definite criteria for selecting particular relative permea-
bility curves. Until such data are available it is only
possible to perform a sensitivity analysis by evaluating
the impact of the relative permeability function on the
performance predictions. For example, when Corey
relative permeability curves were used with residual
saturations of 25% for the liquid and 5% for the vapor,
the results showed that generation of 110 MWe could
only be supported assuming far injection, with injection
rates less than 50%. For the 50% case, a total of 75
wells were required compared to 57 when using the
linear relative permeability curves, indicating that the
results are very sensitive to the assumed relative per-
meability functions. It should also be pointed out here
that the effects of production/injection cannot be fully
analyzed using a two-dimensional areal model.
Development of a 3-D model that will take into account
the effects of vertical permeability, gravity and depth of
injection/production, will give a more realistic predic-
tion of the evolution of the reservoir during exploita-
tion.

CONCLUSIONS AND RECOMMENDATIONS

Eight deep exploration wells at Miravalles have
confirmed the presence of a 10 km? liquid-dominated
geothermal reservoir with temperatures between 220
and 260 °C; the highest temperatures and pressures
found in the northern part of the field.

The upflow zone for this system, with a recharge
estimated at 150 MWt, is north of PGM-11 and is
related to the Miravalles volcano. The main outflow is
found to the south, perhaps associated with the Bagaces
hot springs (Figure 6). Permeability within the field is
controlled by the north-south and the east-west fault
systems, with the former dominating. Individual wells
produce enough steam to generate 2.1 to 10 MWe, at 10
bar WHP.

The study indicates that at Miravalles the known sys-
tem can reliably support a power generation of 55
MWe over a period of 30 years, and that a total of 24 to
28 production wells may be required contingent on the
type of injection operation that is implemented.

Generation of 110 MWe for 30 years appears possible;
53 to 70 producers may be needed depending on the
location of the injection wells and the rate of injection.
However, there might be potential problems related to
thermal breakthrough and formation scaling. Since
these predictions strongly depend on assumed relative



permeability functions, information on an initial 55
MWe development should be used to re-evaluate the
response of the field to 110 MWe production.

A high rate of injection for pressure support is required
to prevent boiling and minimize calcite scaling within
the formation. Based on our model, injection will have
to be sited E and SE of PGM-2. A three-dimensional
model will give a better indication of the location of
injection wells by studying deep and shallow injection.

To prove the existence of high temperatures and pres-
sures to the north and northeast of PGM-11, further
wells should be sited in that area.

Since PGM-2 encountered acid fluids after it was
deepened, the extent of the acid reservoir should be
ascertained by drilling a deep well at about one km east
of PGM-2. This proposed well could also be used for
injection during the exploitation of the field. The con-
nection between the acid reservoir and the main, shal-
low reservoir should be ascertained by planning long-
term injection tests or by high-rate injection tests in
PGM-2.
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ABSTRACT

A fine-grid, single porosity model
of a matrix-fracture system was used to
visualize the pressure response and mass
transfer mechanisms in a vapor-dominated
geothermal reservoir. The observed
pressure response and saturation
distributions were used to generate a
pseudofunction representing the product
of vapor phase relative permeability and
matrix-fracture transfer shape factor
for a dual-porosity model. The
pseudofunction was found to be a
function of vapor saturation. It was
used in place of the gas relative
permeability curve. With the
application of the pseudofunction, the
dual-porosity model produced pressure
decline trends similar to those observed
in the fine-grid models. The
pseudofunction approach was successfully
applied in the history matching of a
single Geysers producing well. The
TETRAD simulation code was used in this
study.

INTRODUCTION

Simulation of The Geysers reservoir
requires the application of a
dual-porosity model. In this reservoir,
the matrix contains most of the mass
in-place while the fractures provide the
flow channels to production wells. The
conventional approach uses a matrix-
fracture transfer function to calculate
the mass flow rate between the matrix
and the fracture (Kazemi et al., 1976).
Currently, available transfer functions
are based on flow in o0il reservoirs
where mass transfer mechanisms are
different from those in geothermal
reservoirs. An alternate approach for
considering matrix-fracture interaction
was investigated in this study. Fluid
movements in geothermal reservoirs are
often accompanied by phase changes as a
result of vaporization and condensation
of water. our objective was to
incorporate the phase changes associated
with matrix-fracture transfer in
geothermal reservoirs in the transfer
function.
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In the dual-porosity -simulation model
used for this study, the rate of mass
transfer, g, (in barrels/day) between
the matrix and the fracture is
calculated using the following function
(Kazemi et al., 1976, and SERVIPETROL
LTD., 1991):

Q=0.001127 V0 k2 ad (1)

where,

b bulk volume of gridblock,
cu-ft
shape factor, 1/sg-ft
relative permeability
viscosity, cp
matrix permeability, md
potential difference
between matrix and
fracture, psi.

bR = <
w3 w3 Q
11 T [ | 1]

The underlying assumption in the
derivation of an expression for ¢ in
Equation (1) is that pseudosteady state
exists in the matrix at all times
(Warren and Root, 1963). This
assumption may not be wvalid if the
transient period is long.

This study used the TETRAD numerical
simulator (SERVIPETROL LTD., 1991) to
investigate the following: 1)
representative models of a
matrix-fracture system at a very fine
scale, 2) how the fluid movement
mechanisms in a geothermal reservoir
will affect the matrix-fracture transfer
calculations at a larger scale, and 3)
a model of a segment of The Geysers
containing one producer using a
psuedofunction based on fine-grid
simulations.

FINE-GRID MODEL APPROACH

A fine-grid model simulates mass
transfer between the matrix and the
fracture without the application of the
dual-porosity concept. This eliminated
the uncertainties associated with using




a transfer function used in Equation 1
to describe the matrix-fracture
transfer. The fine grids enabled the
visualization of the mechanisms by which
mass is transported from the matrix to
the fracture.

A 1linear, one-dimensional (1-D)
model was selected as illustrated in
Figure 1. The model had one gridblock
representing the fracture, with the
remaining 24 gridblocks representing the
matrix. The model dimensions were 100
feet by 1 foot by 1 foot. The fracture
gridblock dimension was 0.01 foot in
width. The matrix gridblock width
ranged from 0.01 foot to 29.405 feet and
increased in width with distance from
the fracture. It modeled an element of
the matrix-fracture system with a matrix
block length of 200 feet. Because of
the symmetry of the system, only a 100
feet length was modeled. A closed outer
boundary was assumed. Assuming a
homogeneous systenm with uniform
withdrawal from the fracture, the
assumption of no-flow boundaries in the
fine-grid model was a reasonable
approximation for understanding the
mechanisms of matrix-fracture fluid
transfer. This simple, one-dimensional
model was effective in illustrating the
mechanisms of mass transfer.

Another model was constructed to
investigate the effect of changing flow
area along the flow path. It was a one-
dimensional radial model, also shown in
Figure 1. It was scaled to have an area
equivalent to that of a single matrix-
fracture sub-block in a dual-porosity
model. The model size was 66.67 feet in
radius and 2.865 feet thick. A total of
100 gridblocks were used. The gridblock
sizes in the radial direction ranged
from 0.9425 foot to 0.01 foot, with the
outermost block representing the
fracture (see Figure 1).

A single-gridblock dual-porosity
model was also constructed. It required
the use of a shape factor to model the
matrix-fracture transfer. A 200 feet
fracture spacing was used. The
objective was to investigate how the
results obtained with different shape
factors in the dual-porosity model
compared with those of the fine-grid
model. Four different shape factors
were studied. They ranged from 12/L® to
100/1L* (where L is the matrix block
length). A shape factor of 12/L° is
most commonly used in the petroleum
engineering literature (Kazemi et al.,
1976) .

-
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Motrix

Fracture

Fracture 7
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1-D Rodigl model having the some
oreo/bulk volume os ¢ single
matrix—fracture sub-block

1-D tineor model
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Schematic of Fine-grid

Figure 1:
Model Selection

Both the 1-D radial model and the
single block dual-porosity model had
similar fracture surface area to matrix
bulk volume ratio of 0.03 sg-ft/cu-ft.
This was necessary in order to compare
the two models.

Matrix porosity and permeability
were 0.04 and 0.01 md, respectively. A
linear relative permeability versus
water saturation curve was assumed.
Connate water saturation was 25 percent.

A constant rate of withdrawal,
equivalent to 11.5% per year of the mass
in-place, was applied to all models.
Mass was withdrawn from the fracture
only.

RESULTS OF FINE-GRID MODELS

Figures 2 and 3 show the pressure,
temperature and vapor saturation
profiles of the 1-D linear model at 50
and 400 days, respectively. Pressure
gradient in the matrix even at 400 days
was still transient.
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The temperature remained fairly The o in Ecuation (1) was back-
constant throughout. The pressure calculated using the observed fracture

profiles showed depletion with time and
were dependent on the distance the
pressure transient had travelled from
the fracture. The vapor saturation
profiles were indicative of the mass
transfer mechanisms. The vapor
saturation at the matrix-fracture
interface were near unity or at unity at
all times. The TETRAD simulator uses
flat-surface boiling calculations and
does not include effects of
adsorption/desorption (Hsieh and Ramey,
1983) .
relative permeability to water was zero.
In other words, only the vapor phase was
mobile at the matrix-fracture interface.
The mechanism by which mass was
transferred from the matrix to the
fracture was first by vaporization in
the matrix. The mass was subsequently
transferred through the matrix to the
fracture as a single-phase vapor.

At these vapor saturations, the:
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and average matrix pressures, matrix
temperature and vapor saturation of the
1-D radial model. Note that it no
longer represents the shape factor. The
computations assumed mass transfer as a
single-phase vapor and that the gas
viscosity was constant, since the
temperature was fairly constant. The
results (Figure 4) indicated that if a
dual-porosity model is to be used to
reproduce the fine-grid model results,
this factor would have to change,
especially during the early times of
production.

COMPARISON OF RESULTS OF 1-D RADIAL AND
DUAL-POROSITY MODELS

Figure 5 summarizes the calculated
fracture pressure responses. The matrix
pressures were almost identical for all




cases. The fracture pressure decline
rate increased with time in the fine-
grid model, while those of the dual-
porosity model showed a slower decline
rate after about 1200 days. The
expanding vapor saturated zone in the 1-
D radial model, which increased the
distance mass (water) had to travel from
the matrix to the fracture, probably
caused the increased pressure decline.
On the other hand, the ‘'distance!
between the matrix and the fracture in
a dual-porosity model was fixed. As a
result, the trend of pressure decline in
the dual-porosity model was strongly
influenced by the relative
permeabilities to gas and water.

The major difference between the
two types of models was the mechanism of
mass transfer from the matrix to the
fracture. The fine-grid models
indicated that mass was transferred from
the matrix to the fracture as a single-
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Figure 4: Calculated shape Factor
from Fine-grid 1-D Radial Model
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phase vapor. On the other hand, the
dual-porosity model assumed a two-phase
(water and steam) mass transfer. The
dual-porosity model assumed that one
matrix block (or a group of matrix
blocks as an entity) was connected to
one fracture (or a group of fractures as
an entity) in a given direction.
Assuming the capillary pressure between
vapor and water is negligible, the total
mass transfer from the matrix to the
fracture becomes:

q=0.001127-vb'km°a-[-1;—"-’+%] ad  (2)
v 4

where the subscript w and g denote water
and vapor phase, respectively.

Since the average water saturation of
the matrix did not reduce to zero or to
a value below the residual saturation,
the mobility of water resulted in liquid
phase mass transfer being computed.
Therefore, it was not surprising that a
dual-porosity model could not reproduce
the results observed in the fine-grid

model, regardless of the shape factor
used.
PSEUDOFUNCTION

One way of ensuring that mass
transfer from the matrix is always in
the form of vapor is to set the relative
permeability to water in the matrix to

zero and modify the relative
permeability to gas. One convenient way
to accomplish this 1is to rewrite

Equation (1) as:

q=0.001127¢gn'fﬂg;«%)u¢ (3)

where,
¢" = any appropriate fixed shape
factor, 1/sq-ft
F = a dimensionless

pseudofunction dependent on
vapor saturation

The pseudofunction, F, accounts for
the combined effects of phase changes
and resistance to flow. It can be
determined from the results of a fine-
grid model representing the matrix-
fracture system of interest. In this
study the 1-D radial model described
earlier was used. The calculated
pseudofunction for a ratio of fracture
surface area to matrix block volume of
0.03 sg-ft/cu-ft and o¢'=12/L* is shown
in Figure 6. The results obtained by
the application of the pseudofunction in



the dual-porosity model are shown in

Figure 7. The results of the
corresponding fine-grid 1-D radial model
is also shown for comparison. A
reasonable agreement between the
calculated fracture pressures was
obtained. Some refinements to the

pseudofunction, especially at high vapor
saturations, may be necessary to obtain
a better match.
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MODELING A SINGLE GEYSERS WELL

McKinley-3 was selected for the
purpose of applying the pseudofunction
approach to model a producer at The
Geysers. Sufficient data were available
from McKinley-3 to enable the
construction and verification of the

-143-

model by history matching (Box, 1991 and
California Department of 0il and Gas,
1991). McKinley-3 was drilled and
completed in October 1969. Production
started in early 1980. By the end of
May 19914 cumulative production was 7.5
G-1b (10% 1b).

The observed decline trend of P/Z
against cumulative production is shown
in Figure 8. Two distinct trends were
observed: 1) an initial trend pointing
to a mass in-place of 31 G-1lb and 2) a
current trend indicating a mass in-place
of 9.1 G-1b. The apparent timing of the
change in the P/Z decline trend is at a
cumulative production of 4 G-1lb, or the
end of July 1985. The increase in
pressure decline can be attributed to
the increased offset steam production.
The history matching process would
either require flow across boundaries to
allow for the withdrawal from nearby
producers or a method to take into
account the shrinking drainage area.
The latter appeared to be the simpler
approach. The approach of
reinitializing a history match has been
reported by Enedy (1989). 1In applying
the Fetkovich type curve matching of
McKinley-3 production history,
reinitialization was made in October
1985. This compares favorably to a
reinitialization of August 1985 used in
this study.

A model containing 31 G-lb of mass
initially in-place was constructed. A
100 year pre-exploitation run was made
to allow the model to come into
equilibrium. The model was subject to
rate specified production from March
1980 until the end of July 1985, when
the cumulative production was 4 G-1lb.
The gridblock parameters at the end of
this run were used to reinitialize the
model, but with a smaller drainage area
and mass in-place. The smaller model was
used for matching the current decline
trend. :

A dual-porosity (matrix-fracture)

with 5X5x5 gridblocks was
selected. Five vertical layers of 2000
feet each were used. With a fracture
permeability of 10 md, the permeability-
thickness product is 100,000 md-ft which
is comparable to that obtained from well
tests. The well was located at the
center of the topmost layer. The size of
the uniform areal gridblocks was varied
when adjusting the amount of mass in-
place. Typical Geysers reservoir data
from published 1literature were used
(Barker et al., 1989). Appropriate
modifications were made where
applicable.

model




A pseudofunction for the field case

(Figure 9) was derived by the procedure

outlined earlier. The gridblock 800

dimensions are similar to the 1-~D radial ] .

model. Relative permeabilities 7007 SyegmExtended shul=in
consistent with Geysers reservoirs were = 600
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‘pseudofunction was achieved by setting ™~ 300] Initial trend
the relative permeability to water in E? ] \

the matrix to zero and replacing the 2001 \Current trend

relative permeability to gas with the 1004 h

pseudofunction. ' 01—~ .LT—. I N

0 5 10 15 20 25 30 35
RESULTS OF HISTORY MATCHING Cumulative Production (10-~9 Ib)
The initial model contained 31 G-1b Figure 8: McKinle¥-3: P/2 vs Cumulative

mass in-place. The model drainage area Production

is approximately 2090 square feet. Rate

specified production was imposed until

the cumulative production became 4 G-1lb. F7 120

Excellent pressure matches were J

obtained, verifying that the mass in-

place is reasonable. The results at the 100 7

end of this run were used to 1

reinitialize the model, but with a 80 -

smaller mass in-place. 5 _

[&3

A reinitialized mass in-place of 11 G- S 601

1b was found to give the closest match €§ 1

with the observed decline trend. B 40

(Figure 10). It corresponds to a model o ]

with a drainage area of 1300 square 20 1

feet. This area compares reasonably

with the approximate drainage area of

McKinley-3. The match was obtained DT+
without further adjustment of the input 0 1 2 3 45 6.7 8 9 1
data. Results obtained using a fixed Vapor Saturation

shape factor (Kazemi et al.,1976) of

12/L’ showed a different decline trend  Fpigure 9: Pseudofunction for McKinley-3
(Figure 10). Model

140 TTTTTTITTITTY YT T T T T T T I TV P T T T Ty I T T T T F T T T AT I T v T T T rTr T rrrTd TYTTTTTT TTTTTIT

130 SO OO SO i :
] ©  OBSERVED
120 e WITH PSEUDBFUNCTIBN  J-o -
WITH REL. PERM. CURVES

110
100
90
80
70
60
50
4o
30
20
10

TATAL MASS RATE, KLBS/HA

ol NN ERRRANRE NN NENEAC RSN REENEERRERERRE NI AU NENNRNENEENSNNRENERERN]
JAN JAN JAN JAN JR JAN JAN JAN
85 86 87 88 89 Qo a1 a2

Figure 10: McKinley-3 Model History Matching

-144-



CONCLUSIONS

Based on preceeding discussions, the
following may be concluded:

1. The fine-grid models indicate that
mass transfer from the matrix to the
fracture occurred as a single-phase
vapor.

2. Mass transfer calculated using a
constant shape factor in a dual-
porosity model may be inconsistent
with the observed transport
mechanisms in a vapor-dominated
geothermal reservoir.

3. A method to develop a psuedofunction
which accounts for the combined
effect of matrix pressure transient
and single-phase mass transfer was
proposed.

4. The psuedofunction has been
successfully applied in the history
matching of a single-well Geysers
model.
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DEVELOPMENT OF EXPERT SYSTEM FOR LOST CIRCULATION PROBLEMS
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ABSTRACT

Lost circulation (LC) is the phenomenon where circulating
drilling fluid is lost to fracture or porous in the rock
formation rather than returning to the surface. For drilling
geothermal well, LC can be serious problem that
contributes greatly to the cost of the average geothermal
well and completion of the well.

We studied "The research and development of lost
circulation techniques in geothermal wells" to permit
systematical lost circulation treatment undertaking
committed by the New Energy and Industrial Technology
Development Organization (NEDO) from 1986 to 1990,
whose program consists of detection of LC analysis
techniques, plugging materials, and treatment techniques.

In this project, the expert system for lost circulation
problems, so-called LC expert, was developed to support
determination of LC treatment method for drilling
engineers. The LC expert suggests drilling engineers to
design the optimum LC treatment. We believe these
suggestions would reduce uncertainty and mistake in
decision process of field personnel.

Developed LC expert designs the optimal solutions for LC
treatment according to the information obtained from the
LC detection tool and its data processing, knowledge base
including experiences of drilling experts, properties of
each plugging materials, knowledge obtained from
simulation test, and knowledge from field test.

It was evaluated by drilling experts and actual field tests
that the LC expert inferred the LC treatment method quite
adequately.

1. BACKGROUND OF DEVEL OPMENT

Drilling cost is approximately 50% in geothermal energy
development, so it is very important for geothermal
developers to reduce the drilling cost.

Lost circulation is one of the most difficult obstacle for
treatment which we encounter during drilling or
completion of wells. We have a large size of LC quite
frequently in geothermal drilling rather than oil/gas well.
And further LC also would be the cause of formation
collapse and/or stuck of drill strings, and cause of failure
of casing cementing which is very important when
geothermal fluid is produced. .

To solve the lost circulation problem, we develop the LC
expert system which is systematical and effective system
to suggest optimum treatment using Al (artificial
intelligence) technology.
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LC expert system can exclude the method of trial and error
owing to development of LC zone detection and analysis
techniques as well as optimum plugging materials and
freatment processes.

2. POSITION OF I.C EXPERT SYSTEM IN
LC R&D PROJECT

Whole subjects of "The research and development of lost
circulation techniques in geothermal wells" are shown in
Fig. 1. In this figure, LC expert is not main subject in the
project. However, we consider this is very important for
the project, because this system rmanages all information
and data obtained at the field.

3. OUTLINE OF THE LC EXPERT

3.1 Object

The object of LC expert system development is to select
optimum LC treatment method corresponding to the lost
circulation characterization. To develop the LC expert
system, we represent following items on the computer to
support determination of LC treatment method.

(a) Effective experienced rules of drilling engineers

(b) LC zone detecting system (developed item)

(c) Analysis programs of LC characterization (developed
item)

(d) Plugging materials and treatment method (developed
item)

(e) Simulation test of plugging process (developed item)

(f) Well test (developed item)

Then the expert system includes all developed items in the
LC R&D project. And the system can support drilling
engineer according to the situation of each LC condition at
the field.

The general advantages of expert system are as follows.

(a) It is possible to judge from a lot of data, rather than
limited experience of engineers as usual now.

(b) Itis possible to judge correctly, even in case judgment
is required in hurry, because the system judges from
knowledge base.

(c) We can use more clever LC expert if the knowledge
base is refined.

3.2 Structure and Function of the LC Expert
LC expert is the computer system which infers the result

from rules based on the knowledge base. Based upon the
characterization of L.C zone, knowledge from experiences




of drilling engineers, properties of plugging materials, and
results of simulation test, LC expert infers the treatment
method according to information. If the treatment is
succeed, the result is recorded in the hard disk of LC
expert system. When, however, the treatment is failed, the
system diagnoses the reason of failure and determines
retrial method.

LC expert is composed of following three essential
components.

(1) Tool for knowledge engineering

The first component is tool for knowledge engineering
which is composed of knowledgebase, inference engine,
knowledge control system, and user interface. Knowledge
base includes rules from experiences of drilling experts,
data from detection test, and simulation test of the
plugging materials. The rule composes rules for
presumption of LC characterization which infers LC
geometry (severity, zone, depth, and type), rules for
determination of treatment method which infers the
definite treatment method/procedure (plugging material
and injection method) according to information of
treatment object etc., evaluation (treatment result), rules
for diagnosis of failure which diagnoses according to the
treatment result, rules for determination of retrial treatment
method which depends on the result of diagnosis of
failure, and rules for system control including
communication with user-interface.

The expert system infers LC treatment method using the
input data in each step and conducts the result. The LC
expert can be used for "general inference" which infers all
steps of rules and "individual inference” which can infer
specific step is available, then users can select the system
depending on their purpose. Flowchart of “general
inference"” of LC expert system is shown in Fig. 2.

The LC expert system can conduct some recommendations
rather than one if the results have some possibility or
effectiveness. So that operator has the final decision,
because the purpose of this system is to support of
determination of drilling engineer and it is difficult to
decide the only one LC treatment from present LC
technology.

(2) User-interface program

The second component is user-interface program which is
composed of following nine screens.

(a) Data input screen

(b) Output of inference result screen

(c) Help screen

(d) LC detection/pressure analysis/temperature analysis
screen

(e) List of L.C records screen

(f) Material stock screen

(g) Well graphics screen

(h) System flowchart screen

(i) Fortran program (caiculation) screen

Screen of data input has seven screens which are
presumption of LC characterization, determination of
plugging material, determination of injection method,
determination of treatment method, evaluation,
determination of retrial treatment, and record screens. All
these screens have function of output of inference result,

help, list of LC record, stock of materials, well graphics,
system flowchart and calculation programs, and users can
refer to one of these function in any time. User-interface
displays Japanese characters for Japanese.

(3) Application programs

The third component is application programs which are
composed of calculation programs, mud properties,
properties of materials, reference from LC records, etc.
We can select these applications in the input screen at any
time.

3.3 Computer System for Development
(1) Hardware

Model: HP9000/375
CPU: Motorola 68030 (33MHz)
Memory: 32MB
Hard disk: 132MB (OS)
571MB (programs and knowledge base)

(2) Software

OS: HP-UNIX Version 7.0
Language: C

Fortran

Tools for knowledge engineering
Window system: X WINDOW X-II

4. KNOWILEDGE BASE

Knowledge base is one of the most important element in
expert system and it dominates quality of the system.
Improvement method of knowledge base for LC expert is
shown in Fig. 3.

For knowledge acquisition of experiences of drilling
experts, we tried many approaches such as discussion
with drillers on LC treatment to drilling experts and field
test. And we included the rules obtained from LC
detection system and simulation test results of plugging
materials.

It is difficult, in general, to evaluate system only from
number of rules, however as one of indexes, progress of
rule numbers is shown in Fig. 4. Total rule number of
knowledge base is 338 rules.

5. EXAMPLE OF INFERENCE

Item of input and output in each inference step is shown in
Table 1.

We show some input/output examples of LC expert in
Figs. 5 to 13. The mouse is basically used for system
operation to allow easier and quicker.

6. EVALUATION OF LC EXPERT

For the evaluation of the developed LC expert, we conduct
user's test twice by drilling engineers who are related to
geothermal energy development, in 1990. Through
improvement of the problems which were pointed out
about knowledge-base and user-interface, we developed -
better operability and high performance system.

We tested the developed expert system for the lost
circulation which occurred 16 times in the LC-1 well



drilled as a test well for the LC R&D project. In these
tests, drillers used the same materials six times as the
expert system inferred in six times lost circulation. And
they succeeded to plug the lost circulation three times.

It was concluded that the system generally inferred the
treatment method quite adequately and no error was
caused during the operation.

7. CONCI USIONS

We drew following conclusions and future research from
the work in this report.

(a) The LC expert could suggest support optimum LC
treatment method according to the LC characterization
obtained from the LC detection tool and analysis,
knowledge base including experiences of drilling
experts, and properties of plugging materials obtained
from simulation tests.

(b) The LC expert was evaluated by drilling experts and
field tests that the LC expert inferred the treatment
method quite adequately and good performance of
operation.

(c) Using this system, it is possible to get procedure of
optimum LC treatment quickly.

If we have an opportunity in future, we would like to
polish up and expand rules and knowledge base, and
make system working with portable computer. Then this
expert system will become more practical tool, we believe.
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Table 1 Input/output in each inference step

Step LC characterization | Materials | Injection method |Resuit/Retrial| Record
Well name Purpose/ Material Resuit No
wel| diapeter Completion | Cegent density Pusp rate Yell
¥ell depth Mud density | Cement volume Loss rate Area
Input Casing shoe depth | Estimated Density of Fluid lewel Date
Depth whea LC tesperature LOM sturry Lost coment Depth
occurred | LC zone LOM slurry woluge volure Loss/Purp
Loss rate LC depth Bit nozzle size Lost LOK rate
Pup rate LC severity | LC severity volure material
Fleid level 1C type LC zone TOC method
Operation when LC LC depth Relapse depth | result
occurred M density
Bottom fill Estimated tesp.
Collapse formation Puzp rate
Rock type Loss rate
Bit weight
-LC depth *Plugging +Injection +Reason of
Output | -LC severity materials method failure
-LC type “Retrial
pethod
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Figure 5 Initial menu
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Modelling of Terrain-Induced Advective Flow in Tibet:
Implications for Assessment of Crustal Heat Flow

M.P. HOCHSTEIN and YANG ZHONGKE
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Abstract

In steep terrain the effect of advective flow can be
significant, as it can distort the temperature field in the
upper brittle crust. The effect was studied by modelling
advective flow across a large valley system in Tibet which
is associated with several geothermal hot spring systems,
the Yanbajing Valley. It was found that, in this setting, all
near-surface temperature gradients are significantly
disturbed, attaining values differing by up to half an order
of magnitude from those resulting from conductive heat
transfer. Allowing for advective effects, it was found that
the crustal heat flux within the Himalayan Geothermal Belt
lies within the range of 60 to 90 mW/m2 in the Lhasa-
Yanbajing area.

Introduction

Over 1000 hot and warm springs occur in Tibet. They are
manifestations of numerous low and high temperature
systems associated with deep-reaching fracture zones.
High temperature systems (as indicated by cation
geothermometers) discharging significant heat (say, >3
MW) at the surface are rare. Using the inventory of Zhang
Zhifei and Zhang Mingtao (1985) and our own field
observations, it was found that heat losses of some Tibetan
systems have been over-estimated (Hochstein, 1988).
There are probably only 5 high temperature systems with a
natural heat discharge in the range of 30 to 100 MW; the
majority of high temperature systems are associated with
moderate discharges of the order of 3 to 30 MW. If one
" plots on a map (see Fig. 1) all prospects that discharge
fluids close to boiling point temperatures, they fall within a
150 to 200 km wide belt which, in the framework of Plate
Tectonics, lies in front of the indenting Indian Plate.
Chinese scientists have called this belt the 'Himalayan
Geothermal Belt (HGB)' (Tong W. and Zhang M., 1981).

It bas been inferred that the HGB is associated with an
anomalously hot upper crust; a high terrestrial heat flux has
been postulated to explain the geothermal activity and the
anomalous crustal temperature field (Wei S. and Deng X.,
1989). Heat flow measurements by Francheteau et al.

(1984) in two shallow lakes on a plateau south of the .

Yarlung Zangpo River (Puma Lake and Yamtso Lake in
Fig. 2) provided some evidence for the postulated high
crustal heat flow (observed values lie between 90 and 147
mW/m?2). :

Efforts to trace the lateral extent of the inferred anomalous
heat flow across the belt by measurements in drillholes have
been less successful. Most deeper wells in Tibet have been
drilled into geothermal reservoirs or associated outflow
structures. Data from a few wells in the Lhasa area (Shen,

1989), far away from geothermal activity, point to apparent
heat.flow values of 60 to 100 mW/m2. Until recently, the
deepest well in Tibet was the 1650 m deep ZK308 well in
the Yanbajing prospect (Cappetti and Wu, 1985), drilled
through a shallow thermal outflow. The well stands almost
entirely in Tertiary granites; the temperature profile at the
bottom of the well is linear. If this gradient (36E-3°C/m)
were controlled by conductive heat transfer, it is unlikely

that the deeper heat flux would be greater than 90 mW/m2.

Most of the heat flow data for Tibet previously published
have been reduced for terrain effects assuming purely
conductive heat transfer. However, it is known that, in
steeper terrain, advective fluid flow can distort the
temperature field of the brittle crust (Beck et al., 1989). A
modelling study of thé Zhangzhou low temperature system
in South China (Yang Zhongke et al., 1990) has shown,
for example, that even in moderate terrain a low temperature
system can be set up by advective flow. At Zhangzhou,
this flow sweeps heat from thick crustal granites into a
fracture zone system within a large basin where deep fluids
are discharged at boiling point temperature at the surface;
neither high crustal heat flow nor crustal intrusions are
required to maintain the Zhangzhou system. A gross
permeability structure could be obtained by matching
observed temperature gradients in wells of intermediate
depths in the recharge and discharge areas. The gradients
were lower in the mountains and significantly higher in the
basin than those given by a 'normal’ heat flow (Yang
Zhongke et al., 1990).

If terrain-induced advective flow were significant in the
steep valleys of Tibet, one could postulate that such flow
would also produce a disturbed temperature field similar to
that beneath the Zhangzhou prospect. In this case, most of
the temperature gradients in wells standing in valleys
should be disturbed (i.e., too high apparent heat flow
values), and the widespread occurrence of thermal systems
in the Himalayan Geothermal Belt might not necessarily be
indicative of an anomalous hot upper crust but could be the
result of advective flow.

Advective flow beneath a large valley in Tibet:
the model

To assess the effect of advective flow we set up a model of
an idealized large valley system in Tibet - which we call the
"Yanbajing Valley'. This large valley trends about NW-SW
(see Fig. 2) for a distance of almost 200 km; geothermal
systems are concentrated here. Figure 2 shows that there
are three different systems in the valley which discharge
fluids at boiling point temperature. The Yanbajing system
is the largest of these (natural discharge of the order of 90
MW, according to Hochstein, 1988). It is probably the
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Fig. 1 Map showing the locality of geothermal systems in the Himalayan Geothermal Belt which

discharge fluids close to boiling point temperature at the surface and which discharge heat
at a rate greater than 3 MW. Solid symbols refer to high temperature systems (cation
equilibrium temperatures greater than 200°C); open symbols refer to intermediate
temperature systems (equilibria temperatures between 150 and 200°C). Low temperature
systems are not shown. The approximate area covered by the map shown in Fig. 2 is

framed.

largest geothermal system in Tibet. The valley is bounded
in the NW by the Nyanchen Thanglha mountain range, with
summit heights typically between 6500 and 7000 m; in the
SE lies the Tang mountain range, with summit heights
between 5500 and 6300 m elevation. The valley floor is at
4250 m elevation at Yanbajing and up to 4400 m
elsewhere.

A smoothed two-dimensional topographic section was
constructed for profile A-A' shown in the lower part of
Fig. 3. From our own field observations in 1986 we
constructed an inferred groundwater level for the whole
section. The level was constrained by that of mountain
creeks with continuous annual flow and high level springs.
The configuration of saturated rocks was approximated by a
sequence of slightly permeable, horizontal layers. The
effect of a glacial cover in the valley was neglected. All
rocks above the inferred piezometric level were assumed to

be dry.
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Since the temperature of the high springs is close to the
mean annual temperature at Yanbajing (about 3°C), the
piezometric level is the upper constant pressure and
constant temperature boundary of the model. It was
assumed that this boundary did not change significantly
during the Quaternary (i.e. last 2 M yrs). Infiltration is
maintained by melting of the snow pack.

Most rocks along the section are Lower Tertiary granites
and volcanics; the metamorphic basement rocks (gneiss) of
the Nyanchen Thanglha range are also intruded by Tertiary
granites. It was assumed that the physical constants of all
rocks exposed along the section are similar to those of the
granites exposed in the valley. These have a mean
(saturated) density of about 2650 kg/m3, an average
porosity of only 0.03, a mean (saturated) thermal
conductivity of about 2.5 W/mK, and a thermal capacity of
1000 kJ/kg K.
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Fig. 2 Map showing the location of the extended
Yanbajing Valley system; the locality of
geothermal prospects is indicated by solid and
open circles. The location of the section in Fig.
3 is shown by profile A-A'. Shown also are
the locality of the two large lakes south of the
Yarlung Zangpo Valley where heat flow studies
have been conducted.

In an earlier, unpublished, modelling study of the outflow
structure of the Yanbajing system (UNDP project
CPR/81/011), which modelled natural state condition, an
average isotropic permeability of 1 millidarcy (1 mD =
10-15 m2) had been used for the granite basement (G.
Cappetti, pers. comm. 1986).

Since the physical parameters of the granites in the
Yanbajing Valley are similar to those of the Mesozoic
granodiorites in the Zhangzhou prospect (Yang Zhongke et
al., 1990), we adopted the crustal permeability structure of
the Zhangzhou catchment to model the advective flow for
the section shown in Fig. 3. Initially, we therefore used a
structure with a permeability k; = 0.5 mD and kyy = 1 mD
for all rocks lying above the level of 3000 m, and k, = 0.2
mD, kx y = 0.5 mD for all rocks between 3000 m and sea
level. gince we were mainly interested in assessing the
advective effects in shallow levels, the permeability
structure of rocks below sea level was neglected (ie. k; =
kx,y = 0 below sea level). The model therefore extends for
another 2 km below the bottom level of the section shown
in Fig. 3. The advective flow was simulated by using a
modified MULKOM program (Pruess, 1983). The initial
temperature field was that given by conductive heat
transfer, assuming a deep crustal heat flux of 90 (60)

mW/m? at sea level. By using increasing time steps, the
effects of advection were monitored until almost steady-
state temperatures were obtained (22 M yr). The modelling
procedure was the same as that described by Yang Zhongke
et al. (1990).

Results

Results of the simulation are shown in Figs. 3 and 4. The
resulting temperature field, assuming a deep crustal flux of
90 mW/m2, is shown in the lower part of Fig. 3.
Advection has caused a temperature 'plume' beneath the
valley; the shaded area in the model outlines the
temperature field where temperatures are significantly
greater than those produced by conductive transfer. Crustal
temperatures beneath the mountain ranges are depressed.
The anomaly extends down to sea level.

Temperature gradients at a depth of 250 m beneath the
inferred water table, [Ggg (-0.25)] curve in upper part of
Fig. 3, vary from 10E-3 °C/m) (mountain range) to 95E-3
°C/m (valley), and correspond to an apparent heat flux of
25 and 240 mW/mn? respectively. The effect of advective
convection is more than half an order of magnitude greater
than the terrain effect for a conductive setting. The
advective effects decrease if the magnitude of deeper heat
flux is less. For a flux of 60 mW/m2, the gradients [Ggo
(-0.25) in Fig. 3] attain values of 8E-3 °C/m beneath the
mountain ranges, and about S5E-3 "C/m beneath the valley.
The resulting gradients are therefore not linearly
proportional to the magnitude of crustal heat flux, even for
rocks with such a low permeability.

If the convective 'plume’ beneath the valley were
intersected by a deep-reaching fracture zone, similar to that
which we modelled for the Fuzhou system (Hochstein et
al.,, 1990), low temperature systems would develop,
leading to a further distortion of the temperature field in the
upper crust. Using the analogy of the Zhangzhou study,
one can infer that most of the systems in the Yanbajing
Valley developed as fracture zone systems within a
temperature plume beneath the valley. ’

The problem of obtaining representative heat flow values
from temperature profiles in wells in the valley is indicated
by the profiles shown in Fig. 4. It can be seen that the
temperature gradients (Ggg and Geg in Fig. 4) decrease
continuously with depth without reaching constant values.
For depths greater than 1.7 km, these gradients show an
'overshoot' pattern, attaining even lower than 'normal’
values, where 'normal’ refers to the undisturbed conductive
gradient (i.e. 36E-3 *C/m for Ggg and 24E-3 °C/m for
Geg0).

Since the permeability of the outcropping rocks could be
lower than that assumed for the initial model, we also
assessed the effects of advective flow for surface rocks of
low permeability (k; = 0.2 mD, kyx y = 0.5 mD down to
3000 m). The resulting temperature changes in all blocks
are small and are only a few centigrade lower at 2 km depth
than those shown in Fig. 4, thus indicating that most of the
advective flow occurs below the 3000 m level. This
finding is similar to that of a sensitivity analysis of the
permeability structure beneath the Zhangzhou prospect
(Yang Zhongke et al., 1990).

It is obviously a difficult task to obtain a representative

value for the deeper flux from temperature measurements
even in very deep wells if advection is significant. Curves
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shows the two-dimensional topographic model and the block structure of the saturated
rocks. The lower part of the model which extends to sea level is not shown. The
temperature contours (50°C, 100°C) in the block model refer to computed temperatures
using a deeper crustal heat flux of 90 mW/m2; the temperatures in the shaded plume are
all greater than those produced by conductive heat transfer. The curve Ggg (-0.25) in the
upper half refers to the stable temperature gradient at a depth of 0.25 km beneath the
water table based on a model with a deep crustal flux of 90 mW/m2; the curve Ggg(—
0.25) refers to similar data but for 60 mW/m2. The upper curve Tgg (2.75) denotes the
temperature at a level of 2.75 km (flux 90 mW/m2),
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Fig. 3 Advective flow beneath the greater Yanbajing Valley. The section in the lower half

similar to those shown in Fig. 4, however, can be used to
obtain an estimate of the deeper flux. The temperature
profile for the bottom 500 m section of the deep ZK308
well at Yangbajing is linear, indicating a gradient of about
36E-3 "C/m at a mean depth of 1375 m. Assuming that
this gradient is not significantly disturbed, and that the
advective flow beneath the valley is similar to that of the
model shown in Fig. 3, the deep gradient in. well ZK308
indicates a value for the crustal flux within the range of 60
to 90 mW/m?2 (see Fig. 4).

Since the Lhasa Valley has a morphology similar to that of
the valley shown in Fig. 3, one can also use the data in Fig.
4 to assess an approximate value for the deep heat flow in
the Lhasa Valley. Shen (1989) observed a gradient of
36E-3° C/m near the bottom of the 500 m deep GEOTH.
No. 2 well in the Lhasa Valley. Rocks in the Lhasa section
are also (early) Tertiary granites. The position of this data
point in Fig. 4 indicates that the deeper heat flux at Lhasa is
either less than 60 mW/m?2 or that it is disturbed by
significant local infiltration of permeable fractures.

Discussion

Modelling the effects of advective flow beneath a large
valley in Tibet has shown that this flow can disturb the
crustal temperature field. Advective flow results in a
redistribution of crustal heat, causing the development of
thermal 'plumes’ beneath valleys and other depressions.
Surface temperature gradients in valleys can attain values
more than half an order of magnitude greater than those
resulting from conductive transfer. Since, in the past, most
heat flow measurements in Tibet have been made in wells
standing in valleys, it is likely that the published data
contain a systematic error. The effect of advective flow is
difficult to reduce since one has to use an inferred crustal
crustal permeability structure.

With respect to the questions raised in the Introduction, we
believe now that there is no conclusive evidence for the
assumption of an anomalously hot brittle crust beneath the
Himalayan Geothermal Belt, or that the accumulation of
geothermal systems in this belt supports the inference of
(upper) crustal magma chambers. There is indeed no
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Fig. 4 Temperatures and temperature gradients within
the central block lying beneath the Yanbajing
Valley shown in Fig. 3. The temperature
profiles Tgg and Tgp refer to temperatures
produced by advection for a deeper crustal flux
of 90 and 60 mW/m? respectively. The same
applies for the temperature gradient profiles Gog
and Ggg. "Obs. G" refers to observed
temperature gradients of selected wells in the
Yanbajing and Lhasa valleys.

evidence for any volcanic activity in Tibet which is younger
than 25 M yrs.

However, it is likely that the deeper, ductile crust is
anomalously hot, as indicated by crustal seismic studies
(i.e. lower shear wave velocities, anomalous attenuation,
updomed level of the Curie point temperature). One can
reconcile these findings with the results of this study by
assuming that the brittle crust has been cooled by deep-
reaching advective flow, probably reaching deeper than the
flow pattern modelled in this study.
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Abstract

A new dual-porosity model is developed for single-
phase flow in fractured/porous media. As in the
commonly-used approach, flow is assumed to take place
through the fracture network, and between the fractures
and matrix blocks. The matrix blocks are treated in a
lumped-parameter manner, with a single average pres-
sure used for each matrix block. However, instead of
assuming that fracture/matrix flux is proportional to the
difference between the fracture pressure and matrix
pressure at each point, as in the Warren-Root model, a
nonlinear equation is used which accurately models the
flux at both early and late times. This flux equation is
verified against analytical solutions for spherical blocks
with prescribed pressure variations on their boundaries.
This equation is then used as a source/sink term in the
numerical simulator TOUGH. The modified code
allows more accurate simulations than the conventional
Warren-Root method, and with a large savings in com-
putational time compared to methods which explicitly
discretize the matrix blocks.

Introduction

Numerical simulation of flow processes in fractured
rocks is a formidable task, due to the often complex
geological and hydrological characteristics of such for-
mations. The specific specific geometry and other
characteristics of the fracture system is generally not
known, so it is not possible to explicitly model indivi-
dual fractures or individual matrix blocks. To circum-
vent this difficulty, so-called ‘‘double-porosity’’ models
are often used. In double(or dual)-porosity models,
knowledge of the actual geometric and hydrological
features of the fracture network are not required, but
instead only ‘‘average’’ properties, such as a typical
fracture spacing, are needed. In a numerical simulation
of a flow process in a dual-porosity system, the indivi-
dual computational cells are assumed to be sufficiently
large so that it is meaningful to assign suitably-averaged
“‘effective’” properties to them. Despite this
simplification, numerical modeling of dual-porosity
reservoirs is still a complicated and costly process. In
general, fairly fine spatial discretization is needed in the
matrix blocks - typically five to ten ‘‘matrix’” cells are
required for each ‘‘fracture’ cell. Hence modeling of a
fractured reservoir will require five-to-ten times as many
computational cells as would be needed for a porous
medium simulation of a reservoir of the same overall
size.
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Although most geothermal reservoirs reside in fractured
rocks, most models that have been developed to analyze
their behavior have been based on porous medium
approximations. It is well-known, however, that porous
medium models are poorly suited for predicting certain
aspects of the behavior of geothermal wells, especially
enthalpy transients, thermal front migration due to injec-
tion, or chemical tracer movement. Nevertheless, in
many cases the porous medium approximation must be
invoked, due to constraints of time or cost. There is
consequently a great need for improved numerical capa-
bilities for the modeling of fractured geothermal reser-
voirs, using accurate and appropriate models.

In this paper we present a new method for modeling
fractured reservoirs that can simulate reservoir behavior
more efficiently and economically. The method
involves  analytical treatment of fracture/matrix
interflow, eliminating the need for discretization of the
matrix blocks. This allows accurate dual-porosity simu-
lations, using a substantially smaller number of cells
than would be needed in a fully-discretized simulation.
Although at this time we can simulate only single-phase,
isothermal processes with our semi-analytical approach,
our intention is to extend the basic approach to the treat-
ment of two-phase, non-isothermal processes.

Dual-Porosity Models

When a single-phase, slightly compressible fluid flows
through a macroscopically-homogeneous  fractured
medium, the fluid pressure inthe fractures is governed
by the usual diffusion equation used in reservoir
engineering (Matthews and Russell, 1967):

P (1) k
¢,cf——fa+—=T{—VZPf(xf,t)-+Q(xf,z). (1)

In this equation, ¢ is the time, x; is the position vector
of a point in the fracture continuum, & is the absolute
permeability of the fracture continuum, ¢, is the total
fracture porosity, and ¢, is the total compressibility of
the fractures and the fluid within them. Q is a source
term that represents the net addition of fluid to the frac-
ture system from the matrix blocks, per unit of total
volume. The pressure P, represents the fluid pressure
in the fractures, averaged over some suitably large
representative  elementary volume (REV; see Chen,
1989). The Laplacian operator V? represents the diver-
gence of the gradient, and takes on different specific




forms for each type of coordinate system (i.e., Cartesian,
cylindrical, or spherical). The fracture continuum is
assumed to occupy all of the physical space spanned by
the variable x,, with the actual pore volume of the frac-
tures accounted for by the porosity factor.

A dual-porosity model can be formulated by first ima-
gining that, at each point x;, there is located a matrix
block of some specified shape. Inside each block the
fluid pressure P, will, in general, vary from point to
point. Two position variables are needed to identify a
point inside a matrix block; x, will locate the point
within the block, relative to, say, the block’s center of
gravity, while x; is needed as a label to fix the location
of that particular block within the fracture continuum.
Fluid flow within each matrix block is governed by an
equation of a similar form as (1), which can be written
as

oOP, (x,.t;x¢) Kk
q)mCm—m(—E—f—:TszPm(xm,t;xf). @

In this equation, the parameters have meanings analo-
gous to those in eq. (1). The derivatives implicit in the
operator V2 are taken with respect to the local variable
X, , wWhile the variable x, is merely used as a label. The
fracture/matrix interflow term Q does not appear expli-
citly in eq. (2) since, whereas the interflow is assumed
to be distributed throughout the fracture continuum as a
source/sink term, the interflow enters the matrix blocks
only at their boundaries.
boundary of a given matrix block located at point X, in
the fracture continuum are always assumed to be equal
to the fracture pressure at that point - i.e., if x,, is on
the boundary of the matrix block, then
Pm(xm,t;xf)=f’f(xf,t).

The system of equations (1) and (2) actually represent a
single equation for the fracture continuum, along with a
family of equations for the matrix blocks that are
located at each point x,. These equations are coupled
through the term Q, Wﬁlch can be found by integrating
the flux out of the boundary of each matrix block, using
Darcy’s law (see Duguid and Lee, 1977):

-1 k,, oP,
Xp,t)= — | ———4dA , 3
Q0. 1) VmainFl p e
where the derivative of P, is taken in the direction of
the outward unit normal vector to the boundary oV, of
the block, and the integral is taken over the entire boun-
dary. A well-posed boundary- -value problem for the
system of equations (1-3) would typically require initial
conditions for P,, and P , as well as boundary condi-
tions for the pressures at the outer boundary of the
macroscopic region under investigation, i.e., at the outer
boundary of the x, domain. If the initial state were one
of local equilibrium, as would often be the case, we
would have Pf(xf,t— 0) =P,x,,t=0; xf) at each
point x;.

Dual-porosity models of the type discussed above, in
which diffusion equations are solved in both the fracture
and the matrix systems, are sometimes used in numeri-
‘cal simulations. An example is the MINC method
(Pruess and Narasimhan, 1985), in which the matrix
blocks are discretized into nested shell-like cells. In
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The pressures at the outer .

order to achieve high accuracy over all time scales,
however, we have found that about ten computational
cells are needed in each matrix block. In some cases,
only one cell is used to model each matrix block; this
approach is then basically a numerical implementation
of the Warren-Root model, which is discussed below.
As is well known, when solving problems in dual-
porosity media, the Warren-Root model is inaccurate
during -a certain intermediate time regime. The MINC
method approaches the exact response as the number of
nested matrix shells increases. The method we have
developed, which treats fracture/matrix flow with a non-
linear ordinary differential equation, is reasonably accu-
rate over all time scales.

Warren-Root Lumped-Parameter Models

The Warren and Root (1963) model is a simplified form
of dual-porosity model in which no attempt is made to
solve the diffusion equation within each block, but the
blocks are instead treated in a ‘‘lumped parameter’’
fashion. The pressure in the matrix blocks is then
governed by an ordinary, rather than partial, differential
equation. If implemented into numerical simulators in
the form of a source/sink term for the fracture elements,
the amount of computational time spent on solving for
the matrix block pressure, and the fluid-interaction term
@, becomes negligible compared to the time spent solv-
ing the diffusion equation (1) in the fracture continuum.
This model can be derived by first replacing the pres-
sure distribution in each block, P, (x,,.!; X, by the
average pressure within the block,

K>3 xp)dV Gy

m

5 1
Prlxp,) = w= [P
Vo

A more rigorous definition of P,, would involve some
sort of weighted average over the block, to account for
the fact that the fluid compressibility varies with the
thermodynamic state of the fluid. However, for isother-
mal single-phase flow, with moderate pressure varia-
tions, the fluid compressibility is nearly constant, and
definition (4) suffices. Eq. (1) can still be used for the
pressure within the fracture network, but eq. (2) govern-
ing the pressure distribution within the matrix blocks is
no longer meaningful, since the pressure P, is no
longer defined at each point x,, within the matrix block.
Instead, we integrate eq. (2) over an entire matrix block
centered at point x,, use the d1vergence theorem to con-
vert the volume integral of V2P, into a surface integral
of dP,,/on, and divide the resultmg equation by V,,, to
arrive at

o c aP__(xf”) _LJL P

&)

By comparison of eq. (5) with eq. (3), we see that the
mean pressure in the matrix block is governed by the
following ordinary differential equation:

dﬁm(xf:t)
mCm dt

=-00.1). ©)

Equations (1) and (6) now govern the behavior of a
lumped-parameter type dual-porosity model. Note that



since the local variable x,, within each matrix block has
been integrated out, Q cannot be evaluated as in eq. (3),
but must somehow be related to the two pressures Py
and P,,.

In order to maintain the linearity and relative simplicity
of the system of differential equations, Warren and Root
(1963) chose to model the flux term @ by assuming that
it is directly proportional to-the difference between Py
and P,,:

-0k, _
Q(Xf,l)=_u_(Pf—Pm)’ @)

where o is a parameter that depends on block shape,
and has_dimensions of 1/Area. The governing equation
(6) for P,, then takes the form

dP,, (1) ok,
dr -

O Con (P;~P,). ' (8)

_Expressions (7) and (8) for the flux and the matrix pres-

sure are often referred to as the ‘‘quasi-steady-state’’
approximation (Chen, 1989). This terminology reflects
the fact that, under conditions of a step-function
increase in pressure at the outer boundary of the block,
the mean pressure in the block is governed by an equa-
tion of the form (8). For simple geometries, such as
spheres or cubes, the parameter o can be related to the
relaxation time of the most-slowly decaying Fourier
component of the step-function response. For spherical
blocks of radlus a,,, for example, we find (Crank, 1975)
that o =n%/a,2.

Potential difficulties with equations of the form (8) can
be anticipated from the fact that this equation only
strictly holds for large times, and even then only for
step-function boundary conditions. The errors incurred
by using eq. (8) will generally be quite large at ‘‘small”’
times, for any type of boundary condition. The aim of
our work is to incorporate a modification of eq. (8) into
a dual-porosity simulator, which will be accurate over
all ranges of time scales, and for more general boundary
conditions.

Fully-Transient Coupling Term

Qur intention is to maintain the computational simplicity
inherent in a lumped-parameter formulation of a dual-
porosity model, but with equations (7) and (8) replaced
by equations that more accurately account for
fracture/matrix flow interactions. This approach requires
the derivation of an equation for O, which depends on

and P,,, as well as the various physical parameters
o{ the problem, but which does not necessarily have the
same exact form as eqs. (7) and (8). Since the Warren-
Root interaction equation can be derived by
differentiating the large-time approximation to the step-
function pressure response, it might be thought that a
more general interaction equation could be derived by
dlfferentlatmg the exact step-function pressurc response,
which is (Crank, 1975)

i 6 o 1 2 2
=1-—Y —exp(—n nk o, UCnan), (9)
P,-P; 7t2,,§1 n? mht

-161-

where P; is the initial pressure in the block, and P,

the pressure imposed at the outer boundary of the block
at 1 =0. Unfortunately, if we attempt this procedure, it is
not possible to eliminate ¢ from explicitly appearing in
the resulting differential equation. A related approach is
to first find an algebraically simple approximation to the
step-function respcnse, and then find the first-order
differential equation that it satisfies. To do this, we start
with the observation by Vermeulen (1953) that the
step-function pressure response () can be approximated,
over all time scales, by

P,-P;
P,—P;

o i

[1—exp(--1tk 110, Uy G, 2)} . (10)

Differentiating eq. (10) with respect to ¢, and then elim-
inating ¢ from the result, leads to

Py _ w2k, [(P,~P )2 = (P,,—P,; )2]
ar 2¢mMC am(P "P)

(1

We now generalize eq. (11) by assuming that P,
represents the fracture pressure P,, even if P, varies
with time:

AP, Wk (P =P =(P,—P))) 12
dr 20, he,anPr=P)

For the step-function boundary conditions, eq. (12)
integrates to eq. (10), which is a very close approxima-
tion to the exact step-function response, eq. (9). Using
the value o=n?/a,’ that is appropriate for a spherical
block, the Warren-Root equation (8) can be integrated to
yield the following step-function response:

P,—P;
P"‘_ P‘ = 1—exp(-T2hp 1 1O LCp @,2) - (13)

o i

The Warren-Root step-function response is compared in
Fig. 1 to the exact response, and to the response
predicted by the Vermeulen equation. While both the
Warren-Root and Vermeulen approximations are valid
as t oo, the Warren-Root step-function response is
very inaccurate at small times, whereas the Vermeulen
equation is accurate for all values of . Note that vari-
ous authors have used slightly different values for the
parameter o, particularly for the case of cubical matrix
blocks (cf., deSwaan, 1990). Such choices cannot
remedy the fact that a Warren-Root-type equation will
predict the incorrect exponent for the time-dependence
of the pressure in the small-time limit.

The superiority of the Vermeulen differential equation
(12) over the Warren-Root differential equation (8), for
step-function boundary conditions, is to be expected,
since eq. (12) was derived for those conditions. How-
ever, we have (forruitously) found that the Vermeulen
equation is also more accurate than Warren-Root under
very general types of boundary conditions. For exam-
ple, consider a ramp-function increase in Py, which can
be specified by
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Fig. 1. Normalized average matrix pressure for a spheri-
cal block subjected 1o a step-function increase in
the pressure at its boundary, as given by the
exact solution (9), the Vermeulen prediction
(10), and the Warren-Root prediction (13). For
comparison, the pressure at the boundary (i.e., in
the fractures) is also shown.

(14)

Pr>0)=P;+Br, (15)

where B is some constant with_ dimensions of
pressure/time. The exact solution for P, in this case is
(Crank, 1975)

Kyt 1

15

km(ﬁm_Pi)

8

6
+_

7 J;exp(-nznzkmz/¢mucma,3). (16)
A

1

The ramp-function response predicted by the Warren-
Root equation can be found by solving eq. (8) subject to
conditions (14) and (15), to yield

km(ﬁm—Pi)

OnHCnanB  OplCndn

k.t

_L
71:2

+ lzexp(—nZk,,,t/q)m e, a,2) . (17
n

The Vermeulen equation cannot be solved in closed-
form for the ramp-function boundary condition, but can
be integrated numerically to yield the results plotted in
Fig. 2. As was the case for the step-function boundary
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Fig. 2. Same as Fig. 1, for a ramp-function increase in
the boundary pressure. The diffusion coefficient
D is defined as k,,/0,, lC), -

condition, the Vermeulen equation is considerably more
accurate than the Warren-Root equation in predicting the
matrix block pressures. Furthermore, it can also be
shown that the Vermeulen differential equation always
predicts the correct exponent in the time-dependence for
the pressure in the small-time limit, whereas the
Warren-Root equation always predicts an incorrect
exponent, for arbitrary variations in P;. Hence, it
seems that eq. (12) can be used to model the mean
matrix block pressure, in cases where the pressure at the
boundary of the block is specified as a function of time.
With this in mind, we have modified an existing numer-
ical simulator so as to use eq. (12) to compute
fracture/matrix flow. This modified simulator can be
used to solve large-scale reservoir problems in which, in
general, the fracture pressures are not known in
advance, and must be found, in a coupled manner along
with the matrix block pressures, as part of the solution.

Coupled Dual-Porosity Simulator

Numerical reservoir simulators used for single-
continuum systems typically solve eq. (1) by discretiz-
ing the reservoir into a number of computational cells,
and use some numerical scheme such as finite-
differences (Huyakorn and Pinder, 1983), finite elements
(Pinder and Gray, 1977), or integral finite-differences
(Edwards, 1972; Narasimhan and Witherspoon, 1976),
to reduce the partial differential equation to a set of
algebraic equations. These algebraic equations are
solved at each time-step, ¢,, in order to yield the pres-
sures in each cell at the next time-step, t,,; =, + At.
Our approach is to assign to the computational cells
those properties that correspond to the fractured contin-
uum, -averaged over a suitably-large REV. Fluid that
enters or leaves the fracture system from the matrix
blocks is then treated as a source/sink term. This
approach requires minimal modifications to existing
simulators, which typically allow for sources/sinks of
various kinds. A certain number of matrix blocks will



be associated with each computational cell, with physi-
cal properties {k,,9,,,a,,,andc,, } that must be entered
as input for each cell. Each computational cell will
have associated with it a new variable, P,, which
represent the average matrix pressure in those matrix
blocks that are contained in that cell.

We have implemented this approach using the TOUGH
simulator (Pruess, 1987). an integral-finite-difference
code that has been shown to accurately simulate three-
dimensional, single-phase, isothermal flow processes
such as those discussed in this paper (as well as non-
isothermal and two-phase processes). The
fracture/matrix interaction equation has been incor-
porated as an option in a subroutine which is normally
used for sources/sinks that represent injection or with-
drawal of fluid from a well, etc. As a test of the use of
our modified dual-porosity code, consider the problem
of linear one-dimensional flow from a boundary that is
maintained at some pressure P, into a semi-infinite for-
mation that is initially at pressure P;. We have also
tested the modified version of TOUGH on problems
involving radial flow to a well, and under constant-flux
boundary conditions. However, the problem discussed
here seems 10 most clearly illustrate the different time
regimes, and the effects of fracture/matrix flow. The
boundary and initial conditions for this problem are

Prls,1=0)=P,(xp, 1 =0)=P; , (18)
Pf(xf :0,t>0) :PO B (19)
lim Py (x;,1) = P; . 20
x/l.r?m ) =Py (20)

The results of the simulation using the new semi-
analytical dual-porosity version of TOUGH, incorporat-
ing eq. (12) as the fluid coupling term, are presented in
Fig. 3. The figure shows the flowrate from the inlet
feeding the fractures, as a function of time. In the
simulation, _ the permeabilitiecs were taken as
kg =10"5m? and k, =108 m?, the porosities were
taken as ¢y =0.001 and ¢,, =0.1, and the matrix block
radii were taken to be a,, =1m. The temperature was
set at 20°C, and the boundary and initial pressures were
taken to be P; = 10MPa and P, = 11MPa. Under
these conditions, the viscosity of water is roughly
0.001 Pa-sd and the compressibility is roughly
4.5%x107'%/ Pa, although the TOUGH code actually uses
more accurate values that are computed at each tempera-
ture and pressure from empirically-derived equations of
state. For simplicity, we assume that the rock is rigid,
so that the compressibility term reflects only the
compressibility of the water.

At small times, flow takes place primarily in the frac-
tures, and the flux varies as £7'%, as is typical in a one-
dimensional diffusion problem. However, as time
progresses, the leakage of fluid into the matrix blocks
has the effect of temporarily halting the decline of the
flux into the system, as is seen in Fig. 3. According to
the Warren-Root method, this leads to an intermediate-
time regime in which the overall flux is essentially con-
stant. However, Nitao and Buscheck (1991) have
shown that in this intermediate regime, the flux actually
decreases as r~'’4, which is in agreement with the results
of our semi-analytical dual-porosity calculation. Also
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Fig. 3. Total instantaneous flux for one-dimensional flow
into a dual-porosity formation with constant
boundary pressure. The meaning of the parame-
ters, and their values, are discussed in the text.
MINC simulations were carried out using
TOUGH code; ‘‘new method’’ simulation was
carried out using modified TOUGH.

shown are the results calculated using a fully discretized
MINC-type approach, in which each spherical matrix
block is broken up into ten nested shells; the MINC
simulation with one cell per matrix block corresponds to
the Warren-Root model. Note that as the number of
shells in the MINC simulation increases, the fluxes
approach those calculated with our new semi-analytical
approach. As expected, the Warren-Root method
overestimates the time needed for flow into the matrix
blocks to begin to appreciably influence the overall
flowrate into the formation, and gives an inaccurate
flowrate variation for intermediate times. At large
times, the matrix blocks near the x =0 inlet have been
filled, and the overall response is similar to that of a
single-porosity medium with an effective porosity of
¢,+0,=0,, and an effective permeability of
k,+ks=ks. Hence at large times the flowrate again
drops off as 172, but with a multiplicative constant that
is larger by a factor of about

N@o+ 0, Y+ YO, TRy = NG, 10

Conclusions

We have developed a new dual-porosity model for
single-phase flow in porous/fractured media. Instead of
using a Warren-Root-type equation for fracture/matrix
flow, in which the flux is proportional to the difference
between the fracture pressure and the mean matrix pres-
sure, we use a nonlinear differential equation. This
equation is more accurate than the Warren-Root equa-
tion, for a wide variety of matrix block boundary condi-
tions. This differential equation has been incorporated
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into the numerical simulator TOUGH, to serve as a

source/sink term for the discretized fracture continuum.

For the test problems we have simulated, the modified
TOUGH code is more accurate than the Warren-Root
model, and is more computationally efficient  than
models which require discretization of the matrix
blocks.
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INTRODUCTION

Vapor-dominated geothermal reservoirs in natural
(undisturbed) conditions contain water as both vapor
and liquid phases. The most compelling evidence for
the presence of distributed liquid water is the observa-
tion that vapor pressures in these systems are close to
saturated vapor pressure for measured reservoir tem-
peratures (White et al.,, 1971; Truesdell and White,
1973). Analysis of natural heat flow conditions pro-
vides additional, indirect evidence for the ubiquitous
presence of liquid. From an analysis of the heat pipe
process (vapor-liquid counterflow) Pruess (1985)
inferred that effective vertical permeability to liquid
phase in vapor-dominated reservoirs is approximately
107" m?, for a heat flux of 1 W/m?. This value appears
to be at the high end of matrix permeabilities of unfrac-
tured rocks at The Geysers, suggesting that at least the
smaller fractures contribute to liquid permeability. For
liquid to be mobile in fractures, the rock matrix must be
essentially completely liquid-saturated, because other-
wise liquid phase would be sucked from the fractures
into the matrix by capillary force. Large water satura-
tion in the matrix, well above the irreducible saturation
of perhaps 30%, has been shown to be compatible with
production of superheated stcam (Pruess and
Narasimhan, 1982).

In response to fluid production the liquid phase will
boil, with heat of vaporization supplied by the reservoir
rocks. As reservoir temperatures decline reservoir pres-
sures will decline also. For depletion of *‘bulk’’ liquid,
the pressure would decline along the saturated vapor
pressure curve, while for liquid held by capillary and
adsorptive forces inside porous media, an additional
decline will arise from *‘vapor pressure lowering.”’

Capillary pressure and vapor adsorption effects, and
associated vapor pressure lowering phenomena, have
received considerable attention in the geothermal litera-
ture, and also in studies related to geologic disposal of
heat generating nuclear wastes, and in the drying of
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porous materials. Geothermally oriented studies were
presented by Chicoine et al. (1977), Hsieh and Ramey
(1978, 1981), Herkelrath et al. (1983), and Nghiem and
Ramey (1991). Nuclear waste-related work includes
papers by Herkelrath and O’Neal (1985), Pollock
(1986), Eaton and Bixler (1987), Pruess et al. (1990),
Nitao (1990), and Doughty and Pruess (1991). Applica-
tions to industrial drying of porous materials have been
discussed by Harmathy (1969) and Whitaker (1977).

This paper is primarily concerned with evaluating the
impact of vapor pressure lowering (VPL) effects on the
depletion behavior of vapor-dominated reservoirs. We
have examined experimental data on vapor adsorption
and capillary pressures in an effort to identify constitu-
tive relationships that would be applicable to the tight
matrix rocks of vapor-dominated systems. Numerical
simulations have been performed to evaluate the impact
of these effects on the depletion of vapor-dominated
IESEervoirs.

CAPILLARY SUCTION, VAFOR ADSORPTION,
AND VAPOR PRESSURE LOWERING

Thermodynamic analysis shows that for pure single-
component fluids such as water, coexistence of liquid
and vapor phases at any given temperature T is possible
only for a certain unique pressure, which is termed the
saturated vapor pressure, or saturation pressure, P, (T).
The thermodynamic properties of liquid and vapor, and
the conditions under which these phases can coexist,
are altered inside porous media by interfacial forces
between rock minerals and fluids (Edlefsen and Ander-
son, 1943; Calhoun et al., 1949; Philip, 1978; Udell,
1982). Liquid water wets rocks preferentially compared
to vapor and is held by adsorptive forces as a thin layer
of a few molecular thicknesses on the rock surfaces
(He, Cushman, and Diestler, 1987). In addition, liquid
water is held by capillary forces in the smaller pores.
Both liquid adsorption and capillarity cause liquid
phase pressure P, to be lower than vapor phase préssure
P,; the difference




P,-P,=P,.<0 §))]
is termed the suction pressure, Pg,.. In most of the
literature, the difference in phase pressures is referred
to as ‘‘capillary pressure’’ P, Which is given by

__20c0s(a0)

P..=
cap "

@

Here o is the surface tension of the wetting phase, o is
the contact angle, and r is the mean radius of curvature
of the capillary meniscus. We prefer the more general
term suction pressure because this is not limited to a
specific mechanism, such as capillarity. Experimentally
one measures a suction pressure that results from the
combined effects of capillarity and adsorption. The suc-
tion exerted on the liquid phase diminishes its tendency
for vaporization. Vapor pressure above a liquid held by
capillary or adsorptive forces is therefore reduced in
comparison to vapor pressure above the flat surface of a
bulk liquid. The reduction is expressed in terms of a
vapor pressure lowering factor, or relative vapor pres-
sure, B, defined by

B =Py/Peu(T) . 3)

The relationship between B and Py, is given by the
Kelvin equation

MH;O P suc

p;R(T+273.15) | ° “

B=exp

where My, is the molecular weight of water, p; is
liquid phase density, R is the universal gas constant,
and temperature T is measured in °C. B depends
chiefly on suction pressure, which in turn is primarily a
function of liquid saturation, S;. At typical vapor-
dominated conditions of T = 240°C, the suction pres-
sures required for 1%, 10%, and 20% vapor pressure
lowering (i.e., B equal to 0.99, 0.90, and 0.80) are,
respectively, —19.4 bars, —203 bars, and —430 bars.
Thus, significant reduction in vapor pressure will occur
only for very large suction pressures.

The Kelvin equation establishes a connection between
adsorption of vapor on porous materials, and the suc-
tion pressure experienced by the adsorbed liquid phase:
When vapor at a pressure P, < P, is brought in contact
with a porous medium, adsorption and capillary con-
densation will take place until a liquid saturation §; is
established such that the corresponding suction pressure
P, satisfies Equations (3) and (4). The results of
vapor adsorption experiments are usually given in
terms of mass of adsorbed vapor X, per mass of porous
material, as function of relative vapor pressure §3.
(Some authors measure adsorbed mass in molar rather
than mass units.) Assuming that the density of the
adsorbed phase is close to that of liquid water, the
corresponding saturation of adsorbed liquid phase can
be calculated as

-166-

_ X, (1) py

S
! op;

®

Here ¢ is the porosity of the medium, and pg is rock
grain density. Equations (4) and (5) can be used to con-
vert adsorption data of X, versus P to an equivalent
suction pressure relationship, S; versus Pg,..

EXPERIMENTAL DATA

Several different experimental techniques are available
for measuring suction pressure and vapor adsorption
characteristics of porous materials (summarized by
Evans, 1983). Suction pressures can be obtained
through direct measurément or control of the pressure
difference between wetting and non-wetting phases, or
through mercury intrusion experiments with subsequent
scaling for surface tension and contact angle. Vapor
pressure lowering effects can be measured through
thermocouple psychrometry, or through vapor pressure
measurements for known amounts of adsorbed vapor.
Where different techniques could be employed to meas-
ure suction pressures and/or vapor pressure lowering in
overlapping regimes, consistent results have been
obtained (Melrose, 1988). Illustrative data from the
literature are given in Figures 1 and 2 in the form of
mass fraction of water adsorbed (or held by capillarity)
vs. relative vapor pressure f§ =P, /P,,,; the data sources
are summarized in Table 1. Some of the same data are
replotted in Figure 3 in the form of liquid saturation vs.
suction pressure (see Equations 4 and 5).
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Liquid suction pressure characteristics for

different geologic materials.

Table 1. Literature data on vapor adsorption and liquid suction

Peters et al., 1984

Herkelrath and O’Neal, 1985
Ramey et al., 1987
Herkelrath, 1991

Reference Experimental Sample Measurement
Calhoun et al., 1949 manufactured consolidated (a,c) 36°C
quartz
Hsieh and Ramey, 1983 Berea sandstone (c) 146°C
Herkelrath et al., 1983 unconsolidated natural sand (c) 100, 125,
146°C

welded and nonwelded tuffs
from Yucca Mountain

Topopah Spring welded tuff
cores from The Geysers

graywacke from The Geysers

(b,d) ambient T

(c) 100°C
(c) 180, 200°C
(c) 100°C

(@)
(b)
©
G

direct measurement of water suction pressure

mercury intrusion

vapor adsorption measurement

vapor pressure lowering by thermocouple psychrometry
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From Figures 1-3 it is apparent that geologic media
display a great diversity of vapor pressure lowering and
suction pressure relationships, which reflects the
tremendous diversity in the distribution of pore sizes,
and in the composition and activity of mineral surfaces.
Suction pressures are generally stronger for tight media
with small pores.

A number of theoretical formulae have been suggested
for calculating the quantity of water adsorbed on solid
surfaces. The simplest, credited to Langmuir (1916), is

__B_
X at+bB ©

Here a and b are fitting parameters. Nghiem and
Ramey (1991) used (6) to obtain a good match to the
Topopah Spring welded tuff data of Herkelrath and
O’Neal (1985), and to unpublished vapor adsorption
measurements by Herkelrath on graywacke samples
from The Geysers (also made available for the present
study).

The BET formula (Brunauer, Emmett and Teller, 1938)
has also been used to match adsorption data. This for-
mula can be written in the form
cPxp,
= GBIl O
with fitting parameters ¢ and x,. Hsiech and Ramey
(1978) used Equation (7) to obtain an excellent fit to
the data of Calhoun et al. (1949). Herkelrath and
O’Neal (1985) obtained a good fit to Topopah Spring
welded twff data using a BET curve in the range
0<p<0.35.

Herkelrath et al. (1983) obtained a good fit to data for
unconsolidated material, containing sand, silt and clay,
using the empirical formula

B = A(10-10%7) 8)

Here A, B, and C are fitting parameters.

In an extensive study Peters et al. (1984) measured suc-
tion pressure vs. mass fraction of water adsorbed for a
number of samples of tuffaceous materials from Yucca
Mountain, Nevada. They converted each measurement
of mass fraction of water adsorbed into an equivalent
liquid saturation and were then able to obtain reason-
able fits to their data with van Genuchten’s expression
(1980), which we write in the form

1-h
Pye=—P, [S;fl/k_l] s ®
where
S =S
S o= —m— 10
ef 1— SIr ( )

~
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Here P, and A are fitting parameters and S, is the resi-
dual liquid saturation. While providing a good fit to the
data of Peters et al. (1984) over most of the suction
pressure range, the van Genuchten expression Equation
(9) tends to overpredict liquid saturation at large suc-
tion pressures. The Langmuir and BET formulae
(Equations (6) and (7)) also cannot fit the data over the
complete range. They do not have the correct shape to
give the rapid decline in adsorbed mass as the relative
vapor pressure decreases below 1.0. It appears that the
van Genuchten expression is most applicable to the
capillary regime of weaker suction pressures, while the
Langmuir or BET equations describe the adsorptive
regime of strong suction.

There is considerable variation in the shape of the
curves and the values of the fitting parameters for sam-
ples from similar materials. This seems to be related
mainly to the variation of porosity and therefore
perhaps to the balance between capillary and surface
adsorption effects. The data given by Peters et al.
(1984) cover a much wider range than most of the data
shown in Figures 1 and 2. In particular some large
porosity samples gave much larger values for adsorbed
mass. However, few of the samples gave values of
adsorbed mass lower than those depicted by the points
labeled el, €2 and e3 in Figure 2. The data given by
Hsieh and Ramey (1983) and Ramey et al. (1987) stand
out as very low, with adsorbed mass well below all the
other experiments.

Figure 3 shows some of the same data as in Figures 1
and 2 converted, using Equations (4) and (5), to give S;
as a function of Pg,.. Also best fit van Genuchten curves
for some of the data from Peters et al. (1984) are plot-
ted. These plots clearly show the problem with the van
Genuchten curves. They approach a finite liquid satura-
tion as suction pressure tends to infinity. To fit the data
well a two stage function would be required which
drops rapidly near ~P,,. = 10° Pa and then declines
more slowly towards zero at large —Pg,.. Possibly the
rapid initial drop is associated with capillary effects and
the subsequent drop is associated with surface adsorp-
tion. In the numerical simulations, below, we have
avoided the infinity in Py, by employing a cutoff of -
~Pguc < 5000 bars.

Although the range of different suction behavior is
large, it is seen that significant reduction of vapor pres-
sure, 10% say, will occur only for rather small liquid
saturations of the order of 20% or less. Vapor pressure
lowering effects will be unimportant for reservoir
processes at higher liquid saturations.

NUMERICAL SIMULATIONS

From a phenomenological viewpoint, capillarity and
adsorption can be viewed as mechanisms that tend to
retain fluid in the reservoir, making it less accessible to
extraction. In practical circumstances, other fluid reten-
tion mechanisms will be present as well. For example,



fluid reserves may be stored in matrix rocks of low per-

meability, from which they can only slowly discharge

to the fracture system to become available for produc-

tion. Fluid retention will cause a more rapid pressure -
decline when producing at prescribed rates, and a more

rapid rate decline when producing at prescribed pres-

sures.

We have performed numerical simulations to examine
and evaluate the nature and strength of fluid retention
from capillarity and adsorption. The calculations were
performed with LBL’s general-purpose simulator
TOUGH2, which implements the general MULKOM
architecture for coupled multiphase fluid and heat flows
(Pruess, 1983, 1991). TOUGH2 models vapor pressure
lowering effects by means of the Kelvin equation (4).
Our first simulation examines constant-rate production
from a zero-dimensional ‘‘lumped-parameter’’ reser-
voir model (single grid block). In this case there is no
flow in the reservoir; all of the fluid reserves are equally
accessible to production, and differences in depletion
behavior for cases with and without vapor pressure
lowering are solely due to differences in the thermo-
dynamic properties (vapor pressure, enthalpy of vapori-
zation) between ‘‘free’’ water (no VPL) and water held
by capillary or adsorptive forces (VPL). Subsequently
we simulate distributed-parameter models to examine
VPL effects on flow processes.

For the illustrative calculations in this paper we have
used the suction pressure relationship obtained by
Peters et al. (1984) for their sample G4-6, employing a
cutoff of —P,. < 5000 bars. This is a tight welded tuff
with a permeability of 1.9 x 107'¥ m%(1.9 microdar-
cies), which may be representative of the tight reservoir
rocks of The Geysers. Apart from providing a reason-
able fit to suction pressure characteristics over a wide
range, the van Genuchten curves have the advantage
that they permit a consistent evaluation of liquid rela-
tive permeability from Mualem’s model (1976) in
closed form:

2
k, =\js—ef[1—(1 - seIQ)*] an

St is defined in Equation (10). Gas (vapor) phase rela-
tive permeability was assumed as k;, = 1 - ky. Other
parameters used in the simulations are summarized in
Table 2. Additional parameter specifications are given
in the presentation of the different cases, below. Initial
reservoir temperature in all cases was near 240°C.

Thermodynamic Effects

We consider a zero-dimensional reservoir of 1 km’
volume, with an initial liquid saturation of 80% and a
pressure of 33.44 bars, corresponding to a saturation
temperature of 239.93°C. No permeability specifi-
cations are needed in this problem because the reservoir
is modeled as a single grid block. Production occurs at
a constant rate of 34.37 kg/s, which at initial fluid
reserves of 32.716 x 10° kg (without VPL effects; when
VPL is included, initial reserves are 32.691 x 10° kg)
can be sustained for 30.16 years. The system is taken
through 20 depletion steps of 1.5 years each, and simu-
lated pressures, temperatures, and liquid saturations
with and without VPL are given in Table 3.

The reservoir with VPL effects starts off with a tem-
perature that is slightly higher (0.44°C) than the reser-
voir without VPL, in order to attain the same vapor
pressure as in the no VPL system. Temperatures and
liquid saturations for depletion with and without VPL
are seen to remain very close at all times. Differences
in reservoir pressures are small at early times, reaching

0.7 bars at 50% depletion (15 years), 2.7 bars at 75%

depletion (22.5 years), and becoming very large as ulti-
mate dry-up with extremely strong suction pressures
and VPL effects is approached. Thus, VPL effects are
insignificant for most of the productive life of the sys-
tem.

Table 2. Formation parameters for simulation problems

rock grain density
rock specific heat

-matrix porosity
matrix permeability (¥)

A =0.4438
S;, =0.0801
P =1727x10°Pa

o

formation thermal conductivity

formation permeability (&)
formation compressibility
suction pressure data: van Genuchten fit of Peters et al.
(1984) for welded tuff sample G4-6, with parameters

2600 kg/m3
920 I/kg.°C
251  W/m°C
5% _
10718, 5% 10718 m?
. 5% 1074 m?
0 bar!

(*) Block depletion problem.

(&) Radial flow to a well.




Table 3. Depletion of zero-dimensional reservoir

Time  Time Pressure (bars) Temperature (°C) Liquid Saturation (%)
Step (yrs) VPL No VPL VPL No VPL VPL No VPL
0 33.44 33.44 240.37 239.93 80 80
1 1.5 32.69 32.73 239.15 238.72 75.76 75.77
2 3 31.95 32.04 237.94 237.15 71.55 71.56
3 4.5 31.21 31.34 236.71 236.28 67.36 67.37
4 6 30.48 30.66 235.48 235.05 63.19 63.20
5 75 2974 29.98 234.24 233.81 59.04 59.05
6 9 29.01 29.32 233.00 232.57 5491 54.92
7 10.5  28.28 28.66 231.74 231.31 50.80 50.81
8 12 27.54 28.00 230.48 230.05 46.72 46.73
9 13.5 26.80 27.36 229.21 228.78 42.65 42.66
10 15 26.03 26.72 22794 227.51 38.61 38.61
11 16.5 25.24 26.09 226.66 226.23 34.59 34.58
12 18 24.40 25.47 225.37 224.94 30.59 '30.58
13 19.5 23.47 24.86 224.07 223.64 26.62 26.59
14 21 22.36 24.25 222.77 222.34 22.68 22.62
15 22.5 20.90 23.66 221.46 221.03 18.77 18.66
16 24 18.49 23.07 220.15 219.71 14.95 14.73
17 25.5 12.71 22.49 218.87 218.38 11.33 10.81
18 27 1.62 21.92 217.64 217.05 8.00 6.92
19 28.5 1.57 21.35 216.23 215.71 4.13 3.04
20 30.0 1.53 7.66 214.82 214.56 0.28 0

Depletion of Tight Matrix Blocks

Most of the fluid reserves in vapor-dominated systems
are stored in tight matrix blocks with permeability of
order 1 microdarcy (1078 m?). The fracture system is
believed to contribute little to fluid storage, but pro-
vides large-scale permeability. We have simulated fluid
production from tight matrix blocks under conditions
considered representative for the depletion of vapor-
dominated systems such as The Geysers and Larderello.

The model system (see Figure 4) consists of a single
block of rock matrix in the shape of a cube with side
length D = 50 m, which is to be viewed as a subdomain
of a large reservoir volume. Matrix permeability is of
order 108 m?, and matrix porosity is 5%. The block is
surrounded by fractures which are assigned an arbitrary
(small) fractional volume of 10~*. Initial conditions are
a pressure of 33.44 bar throughout, and liquid satura-
tion of 80% in the matrix block, 1% in the fractures,
respectively. Liquid relative permeability is taken as
the van Genuchten form (Equation (11)) with parame-
ters identical to those obtained by Peters et al. (1984)
for the suction pressure relationship of sample G4-6.
Gas relative permeability is assumed as ky; =1 - ky.

Depletion is initiated by placing a ‘‘well”” on delivera-
bility in the fractures. Well specifications are a bot-
tomhole pressure of 10 bars, and a productivity index of
1.788 x 1073 m3. For the depletion simulation the
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matrix block is discretized according to the MINC
method (Pruess and Narasimhan, 1982, 1985) with 9
nested cubes, using the following volume fractions
(from outside to inside): 2%, 4%, 6%, 8%, 10%, 13%,
16%, 20%, and 21%. For matrix permeabilities of 1 and
5 x 1078 m?, three different cases were simulated:
(Case 1) including both suction pressure and VPL
effects, (Case 2) including suction pressures but no
VPL effects, and (Case 3) ‘‘conventional’” approach,
neglecting capillary- and adsorption-induced suction
pressures (and consequently neglecting VPL effects as
well).

P =10 bars

}‘ 50m A{

XBLE112-7107

Figure 4. Schematic of matrix block depletion prob-

lem, with MINC discretization.



Depletion proceeds at high rates of mass discharge ini-
tially, and then slows down as discharge rates from the
block decline in response to declining pressures and
fluid mobilities (Figure 5). Relative to Case 3 (no suc-
tion pressures), introduction of suction pressures (Case
2) introduces an additional force for driving liquid
towards the matrix block surface, where suction pres-
sures are strongest because of diminishing liquid
saturation from vaporization. Therefore, Case 2 yields
generally higher flow rates and a more rapid depletion
than Case 3 (Figures 5 - 7).
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Cumulative fractional fluid recovery
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Figure 5.  Simulated time dependence of flow rates in
block depletion 8problem for matrix per-
meability of 10718 m?.
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The effect of vapor pressure lowering (Case 1) is to
accelerate pressure decline as fluid discharge proceeds
from the block, diminishing the driving force for vapor
outflow from the block, and consequently slowing
depletion of fluid reserves. For the parameters used
here, this effect tends to approximately cancel the
increase in depletion rate from suction pressure effects,
so that the depletion behavior in Case 1 is very similar
to that in Case 3. The effects from suction pressures
and vapor pressure lowering are rather modest. Total
produced mass in Case 2 is approximately 20% larger
at all times than cumulative production in Case 3 (Fig-
ure 6). For a matrix permeability of 107% m?, cumula-
tive production in Case 1 exceeds that of Case 3 by typ-
ically 5% or less. Produced enthalpies are virtually
identical in all cases, being 2.88 MJ/kg (+ 0.5%) for
times greater than 0.1 years. For the larger matrix per-
meability of 5 x 1078 m? fluid recovery is more rapid
(Figure 7), but the differences between the Cases 1, 2,
and 3 are again modest and very similar to those for the
tighter matrix block.

From Figure 5 it is seen that in Case 1 (with VPL) there
is a very smooth dependence of flow rate on time, while
in the no VPL and no P cases periodic excursions are
superimposed on the overall trend of declining flow
rates. The excursions reflect discretization effects: flow
rates are controlled by the pressure of the outermost
grid block that is still in two-phase (boiling) conditions,
and pressures there are constrained to be equal to
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Cumulative fluid recovery in block deple-
tion problem for matrix permeability of 5
x 10718 m?2,




saturation pressure at prevailing temperature. Every
time a grid block dries out pressure control ‘‘jumps’’ to
the next block towards the interior of the matrix, with a
discrete jump in path length for vapor flow and associ-
ated drop in flow rate. Inclusion of VPL effects
removes the strict correspondence between temperature
and pressure in two-phase conditions. Vapor pressure
decreases gradually as liquid saturation declines. Thus,
from a numerical simulation viewpoint, vapor pressure
lowering has the beneficial effect of broadening what
otherwise would be a sharp phase front between
single-phase vapor and two-phase conditions.

Radial Flow to a Well

To evaluate the possible impact of VPL effects on well
testing in superheated vapor zones we model flow to a
production well in one-dimensional radial geometry.
We consider a cylindrical reservoir with a large radius
of 10 km, a thickness of H = 1000 m, and permeability
of 50 x 107" m?, for a total permeability-thickness pro-
duct of 50 x 10712 m? (50 darcy-meters). Effective well
radius is assumed as r,, = 10 m which, for a well of 0.2
m diameter (8 inches), corresponds to a skin factor of s
= —4.605, typical for fractured wells. Initial reservoir
conditions are a temperature of 240°C and a pressure of
10 bars, corresponding to highly superheated steam.
According to the Kelvin equation, this vapor pressure
corresponds to a liquid suction pressure of —2328.2
bars, for which the G4-6 characteristic curve of Peters
et al. (1984) gives a liquid saturation of 9.848%. A
comparison case without VPL effects was also simu-
lated; this has zero liquid saturation (single-phase
vapor) because P, < Pg,. The reservoir is discretized
into 100 grid blocks with radial increments logarithmi-
cally increasing from Ar; = 1 m. Production occurs at a

constant rate of 5 kg/s. Relative permeabilities are
assumed equal to 1 for gas, 0 for liquid, regardless of
saturation.

Figure 8 shows results for calculations with and without
VPL effects, plotted as pressure-squared versus the log-
arithm of the similarity variable t/r? (O’Sullivan, 1981).
In each case results for two different times fall on the
same curve, confirming the similarity variable vr2,
With the exception of small values of /2, the data fall
very accurately on semilog straight lines. Both straight
lines have the same slope of 14.7 bar? per log-cycle in
t/r2. Using the asymptotic solution for radial gas flow
(Matthews and Russel, 1967)

P? - P(r,1)?
_ dmll  ZR(T4273.15)

2nkH MH;O

x (I +1n =+ 0.80007 12)
r duc

this slope translates into a permeability-thickness pro- -
duct of kH = 49.93 x 10722 m>, in excellent agreement
with the value of 50 x 10712 m® used in the simulation.
In Equation (12) P; is initial pressure, q, is mass flow
rate, ) is viscosity, z the real gas compressibility factor,
and c is total (fluid plus formation) compressibility.
From the t/r? values at which the extrapolated straight
lines reach the initial pressure P2 = 100 bar® we obtain
from Equation (12) values for fluid compressibility of ¢
=3.95 x 107 Pa~! with VPL and ¢ = 1.30 x 10° Pa™"
without VPL. Thus it is seen that VPL effects increase
effective fluid compressibility relative to single-phase
vapor. However, fluid compressibility with VPL is
smaller than typical two-phase compressibility without
VPL (Grant and Sorey, 1979).
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Figure 8.
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DISCUSSION AND CONCLUSIONS

Capillarity, vapor adsorption on rock surfaces, and
vapor pressure lowering are interrelated and strongly
coupled effects. Different geologic media show a
tremendous variety of capillary and adsorptive
behavior. Although existing data are insufficient for a
detailed quantitative description of vapor pressure
lowering effects in vapor-dominated reservoirs such as
The Geysers and Larderello, a survey of literature data
indicates that VPL effects will become significant
(reducing vapor pressure by 10% or more) only at low
liquid saturations of 20% or less. Initial liquid satura-
tions in vapor-dominated systems are believed to be
large, in excess of 80% and most likely close to 100%
(Pruess and Narasimhan, 1982; Pruess, 1985), so that
VPL effects on production rates and pressures will be
negligible for most of the productive life of vapor-
dominated systems, playing a role only in the final
stages of reservoir dry-out.

Depending on the relative permeability behavior of
vapor-dominated systems, which has not yet been well
characterized, it is possible that the suction effects from
capillarity and vapor adsorption may significandy
affect liquid flow in the matrix blocks. While of minor
importance for pressure and flow-rate behavior of
vapor-dominated systems, the presence of adsorbed and
capillary water at pressures below saturated values may
play a crucial role in rock-fluid reactions, and in the
release and transport of non-condensible gases.
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Abstract

i ..ysical adsorption of steam has increasingly
become recognized as an important storage
mechanism in vapor dominated geothermal
reservoirs. A method has been developed which
allows the effects of adsorption to be modeled using
TETRAD, a commercially available geothermal
simulator. The method consists of replacing the
standard steam table with a new steam table which
has been derived to include adsorptive effects. The
TETRAD simulator, when run with the pseudo
steam table, approximately matches the pressure,
production, and saturation behavior of a desorbing
geothermal system.

Adsorption can be described as the existence of an
immobile layer of liquid on the surfaces within a
porous medium. The presence of an adsorbed liquid
water layer in rocks has been shown experimentally
to cause the vapor pressure of steam to be lower
than its flat surface vapor pressure for a particular
temperature)2), The pseudo steam table accounts
for this vapor pressure lowering effect.

A test run was made with TETRAD using the
pseudo steam table and a low porosity, low
permeability reservoir matrix. This test run was
compared to an equivalent run made with Stanford
Geothermal Program's simulator, ADSORB. The
program ADSORB is a one dimensional simulator
which has adsorption effects built into its difference
equations. The comparison of these runs shows that
the pseudo steam table allows TETRAD to match
the behavior of the ADSORB simulator. Injection
was not investigated in this study.

A convenient method of modeling adsorption with
TETRAD is to use standard steam tables while
allowing for the vapor pressure lowering effect of
adsorption. This will require modifications of the

equations in the code that describe the partial
pressure of the steam phase.
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Introduction

The ability to include adsorption in numerical
simulation has become important to operators who
use simulators to make reservoir predictions. It is,
however, largely impractical to write and test
completely new simulator codes which have been
written specifically to include adsorptive effects. If
possible, it is more useful to include adsorptive
effects in existing simulators. This will allow
adsorption to be included only in situations or
reservoirs where it is believed to occur. The
objective of this study is to develop a practical
means of modeling a desorbing geothermal system
using the TETRAD simulator. This is accomplished
through a new input card, 'DESORB'. The
implementation of the DESORB card requires
changes in the partial pressure calculation code in
TETRAD.

Adsorption has beezn shown experimentally to cause
a vapor pressure lowering effect. Conventional
simulators, such as TETRAD, use a standard steam
table to predict the reservoir pressure-temperature
relationship. If adsorption is taking place, this
standard steam table approach is inadequate.
Adsorption has been shown experimentally and
numerically to cause a substantial effect on the flow
of steam through porous medium().4.6).The
Stanford Geothermal Program has written a one
dimensional simulator program called ADSORB®),
The ADSORB simulator has adsorptive effects built
into its difference equations in a rigorous manner.
Runs made with ADSORB were therefore used to
represent the behavior of a system producing under
desorption. Using concepts explained later, a
special steam table was derived. This pseudo steam
table, when placed in TETRAD's input deck, causes
TETRAD to duplicate the results of the runs made
with ADSORB.

The pseudo steam table, although successful in
modeling adsorptive effects, is cumbersome to use.




A new pseudo steam table must be generated when
any input parameters are changed. To allow
convenient adsorption modeling, a new input card,
DESORB, is proposed. The DESORB card will
invoke a steam partial pressure lowering algorithm.
The pseudo steam table run serves, however, as a
test of the validity of the overall technique.

i¢ Effe Adsorpti

Physical adsorption of steam is caused by attractive
forces between water molecules and rock surfaces.
A finite layer of adsorbed liquid water forms on the
rock surfaces. This layer of water has a
thermodynamic behavior which is quite different
from what is described by. standard steam tables.
The way in which the microscopic physics of
adsorption affects macroscopic ~ reservoir
performance is studied here.

Ignoring capillary effects, vapor pressure is
represented in steam tables as a function of
temperature only. Therefore, in the absence of
adsorption, the functional form of Equation 1
applies for vapor pressure.

1 Pgar=H(T)

If adsorption is occurring, however, vapor pressure
is a function of both temperature and liquid
saturation. Thus if adsorption is occurring, the
functional form of Equation 2 applies for vapor
pressure. .

() Pgar=f(T)*g(Sw)

The fact that adsorption causes vapor pressure to be
a function of both temperature and liquid saturation
is key to understanding how to model the process.

A classic model for vapor pressure lowering due to
adsorption is presented by Langmuir®. Equation 3
is referred to as the Langmuir isotherm, and applies
at a fixed temperature.

A + B(P/Psa)
In Equation 3, X is mass fraction of adsorbed liquid
in gram/gram rock, P is vapor pressure, Psat is
steam table vapor pressure. The ratio (P/Psat) is
called the steam partial pressure. The constants A
and B are rock properties. In observations of
experimental data, Nghiem and Ramey suggest that
A=31 and B=53 may be suitable values for many
reservoir rocks®. Equation 3 can be expressed in
terms of water saturation, porosity, and densities as
shown in Equation 4.

(1-9) po

S Sw—' ¢ Pw X

3) X (P/Pgar)
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The entire Langmuir isotherm behavior can be
expressed using Equations 5, 6, and 7. Equations 3
and 4 are combined to produce Equation 5. Note
that there is a critical water saturation, Swcrit,
above which steam partial pressure is equal to 1.0.
The critical water saturation is determined by
Equation 7. Equations 5, 6, and 7 apply at a fixed
temperature.

SyA 22w
(1-0) Pr .
(5) (PPgap=——"—— 0<Sw<Swerit
1-5yB 2 Pw
(1-¢) Pr
©) (P/Psat)=1-0 Swerit<Sw<1
L (1'¢) Pr 1
€] Swerit= —q)— ow (A+B)

Equations 5, 6 ,and 7 are presented in graphical
form in Figure 1. Note that the steam partial
pressure, P/Psat, varies from 0.0 to 1.0 as water
saturation varies from 0% to about 96% for this
particular system.

1.2
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02E

Vapor Pressure Ratio, P/Psat

0.0 b N .
0.0 02 04 0.6 0.8 1.0
Liquid Saturation, Sw

Figure 1 - The Langmuir Isotherm for A=31, B=53
and porosity= 4%. Equations 5, 6, and 7.

The ADSORB Program

A test run was made with the ADSORB program
for use as a comparison to later TETRAD runs. The
sample case used throughout this study is shown in
Figure 2.
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Figure 2 - Simulation test case for all runs in study.

A desorbing geothermal system is modeled as a
porous rock with an immobile water saturation
which vaporizes into the gas phase and flows to a
well. Therefore, at all saturations, Krg=1.0 and
Krw=0.0. Initial water saturation is set to Swecrit,
which for this system is Swi=96%. A 200 foot
cube of reservoir rock is used to resemble a unit of
reservoir matrix located between fractures. This
cube is split into 10 blocks of 20 feet each. Block
#1 contains the production well. Initial production
rate is set to 45 lbs steam/hour. This rate is
maintained until block #1 reaches a pressure of 115
psia. At this point, block #1 produces at a constant
pressure while production rate declines. The results
of this ADSORB test run are shown below in
Figures 3, 4, and 5.
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Figure 3 - Rate vs. time for ADSORB run.

-177-

block #10

Block Pressure, Psia

0 5 10 15 20 25 30
Time, years

Figure 4 - Pressure vs. time for each of ten blocks
in ADSORB run.
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Figure 5 - Steam saturation vs. time for each of ten
blocks in ADSORB run.

A Standard TETRAD Run Without Adsorption

As a starting point an initial TETRAD run was
made with no provision for the inclusion of
adsorption. The standard steam table was used. The
input parameters and geometry exactly match those
described in Figure 2. Therefore a direct
comparison of the ADSORB run and this TETRAD
run will show the effects that adsorption has on
reservoir performance. The results of this TETRAD
run are shown in Figures 6, 7, and 8.
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Figure 6 - Rate vs time for standard TETRAD run
with no adsorption.
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Figure 7 - Pressure vs. time for each of ten blocks
the standard TETRAD run with no adsorption.
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Figure 8 - Steam saturation vs. time for each of ten
blocks in the standard TETRAD run with no
adsorption.

In Figure 7, discontinuities in the pressure response
are a numerical artifact. This is caused when a
block reaches 100% gas saturation. On the
comparison of the standard TETRAD run with the
ADSORB run, the following observations are
made:

1. The presence of adsorption reduces the length
of time that the production platean of 45 lbs/hour
can be maintained. This is shown by a comparison
of Figure 6 and Figure 3.

2. The presence of adsorption causes block
pressures to decline more rapidly. This is shown by
a comparison of Figure 7 and Figure 4.

3. The presence of adsorption prevents gas
saturation from reaching 100%. This is shown by a
comparison of Figure 8 and Figure 5. In the
presence of adsorption, gas saturation becomes
100% only if pressure is O psia.  Therefore,
significant liquid saturations may be present at low
pressures, if adsorption is taking place.
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The Pseudo Steam Table

In order to incorporate adsorption into TETRAD, a
technique is needed which will allow vapor pressure
to be a function of both temperature and liquid
saturation. In the existing version of TETRAD,
steam vapor pressure is calculated by entering a
standard steam table with a known block
temperature and reading vapor pressure. Initial
attempts to model adsorption were thus directed at
the steam table.

It is desired to make the vapor pressure in the steam
table such that it can approximately match the sum
behavior of Equations 5, 6, and 7. A complication
arises, however, because Equations 5, 6, and 7 are
functions of liquid saturation, and the steam table
(flat surface vapor pressure) is a function of
temperature. A relationship between temperature
and saturation is needed. Such a relationship will
allow saturation and temperature to be used
interchangeably in Equations 5, 6, and 7.

Consider a geothermal system with some finite
immobile liquid saturation. As the system  is
produced, liquid is continuously vaporizing and
flowing toward the well as steam. As this liquid
vaporizes, the rock matrix cools as energy goes into
vaporizing the liquid. If there is no injection, and
the thermal conductivity of the system is low, then
temperature can be related directly to saturation.
This is done by using an energy balance.

The system of interest is a porous rock with a
vaporizing immobile liquid saturation. An energy
balance applied to this system produces Equation 8.

®  (SuirSw = S Gk Py
¢ fg Pw

In Equation 8, two assumptions have been made.
First, it is assumed that all thermal properties are
independent of temperature. Second, it is assumed
that the thermal capacities of the liquid water and
steam saturations are negligible when compared to
the rock thermal capacity. Table 1 lists the thermal
properties used throughout this study.

Table 1
¢ = 0.04
Coox = 0232 btu/lbmF
Prock = 265 glec
Pmo 0.7841 gfcc
hfe = 770 btulibm
S, = 0.9656
T, = 470 F



The values in Table 1 are inserted into Equation 8
and the numerical result is Equation 9.

® Sw =0.9656 - 0.024 * (470 - T)

Equation 9 is a simple linear equation which can
convert temperature values into saturation values.
Using Equation 9, Sw can be substituted out of
Equation 5. The result is an equation which
expresses adsorption vapor pressure lowering as a
function of temperature. A new steam table can
now be produced. The technique involves using
Equation 7 to calculate Swcrit. Equation 9 is then
used to convert Swcrit to a temperature Terit.
P/Psat is then calculated for each temperature in the
steam table below Tcrit. Note that P/Psat has a
minimum value of zero. Finally, the calculated
values of P/Psat are multiplied by the corresponding
steam table vapor pressure values to produce an
adsorption pseudo steam table. Figure 9 is a plot of
the standard steam table and the pseudo steam table.

700

600
500
400
300

Vapor Pressure, Psia l

400 420 440 460 480 500
Temperature, F

Figure 9 - The standard steam table and the pseudo
steam table. Vapor pressure as a function of
temperature.

Note that the vapor pressure values in the pseudo
steam table are drastically lower than those in the
standard steam table. This lowering of vapor
pressure approximately accounts for the effect of
adsorption.

TETRAD Run with the Pseudo Steam Table

The pseudo steam table shown in Figure 9 was used
in place of the standard steam table for a TETRAD
test run. This test run is identical' to the first
TETRAD with the following exception. The pseudo
steam table was used in place of the standard steam
table in the input deck.

The results of this run are shown in Figures 10, 11,
and 12.
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Figure 10 - Rate vs. time for TETRAD with
adsorption run.
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Figure 11 - Pressure vs. time for each of ten blocks
in TETRAD with adsorption run.
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Figure 12 - Steam saturation vs. time for each of
ten blocks in TETRAD with adsorption run.

The TETRAD run with the psuedo steam table
shows good agreement with the results from the
ADSORB run. This can be seen by comparing
Figures 10, 11, and 12 with Figures 3, 4, and 5
respectively. The good agreement between these
two runs shows that TETRAD can be used to model
the effects of adsorption if the steam vapor pressure
is reduced judiciously. This pseudo steam table
technique although successful, is cumbersome to




N

employ. This exercise proves, however, that the
concept of lowering vapor pressure to model
adsorption does indeed produce desired results.

The 'DESORB' Input Card

A new input card, DESORB, has been proposed. Its
accompanying algorithm will lower the steam phase
partial pressure as a direct function of saturation.
The concept of partial pressure classically applies to
a multicomponent system. Specifically, if a gas
phase consisted of several components, then each
component's partial pressure would depend on its
relative mole fraction. Typical simulators have a

built in framework which allows this type of partial .

pressure manipulation. Therefore, the proposed
modeling technique will use this existing
framework.

In geothermal simulation, the partial pressure of
steam equals unity because a one component model
is usually assumed. To model a desorbing system,
the partial pressure of steam will be allowed to vary
from 0.0 to 1.0.

When the DESORB card- is invoked, the partial
pressure of steam will be calculated as a function of
liquid saturation using Equations 5, 6, and 7.
Depending on liquid saturation, Equations 5, 6, and
7 will return a steam partial pressure between 0.0
and 1.0. This partial pressure will then be
multiplied by the standard steam table vapor
pressure. This will produce a lowered, adsorption
Vapor pressure. ’

The Effect of Tt | Conductivi

In the Tetrad run with the pseudo steam table, all
thermal conductivities were set to zero. This was
required to allow direct coupling of temperature and
saturation. Real systems, however, do have finite
thermal conductivities. To investigate the
importance of thermal conductivity to the present
study, the TETRAD with pseudo steam table run
was repeated with normal thermal conductivities. It
was found that the inclusion of thermal conductivity
had a minor effect on the results. In summary,
block number 1, which contained the production
well, behaved differently from the previous run.
Blocks 2 through 10, however, showed similar
behavior to the run which had zero thermal
conductivity. This suggests that for this case, the
omission or inclusion of thermal conductivity has a
stronger effect on the near wellbore vicinity where
temperature gradients were largest. It can therefore
be said that the inclusion of thermal conductivity
does affect the behavoir of the simulation, but it

does not nullify the effects of adsorption. It is

expected that the thermal conductivity effect will be
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reduced further when the DESORB partial pressure
algorithm is employed.

Conclusions

The TETRAD geothermal simulator, with minor
modifications, can be used to model a reservoir
producing under desorbing conditions. This can be
accomplised by correctly adjusting the steam partial
pressure. This process can be performed by a
proposed new input card and its accompanying
algorithm. A successful test of this method was
performed by accordingly lowering the vapor
pressure in a steam table used for a test run. This
test run matched the behavior expected from a
purely desorbing system. A comparison of
simulation runs which contained adsorption to ones
that did not contain adsorption was made. This
comparison showed that adsorption can be expected
to affect the production, pressure, and saturation
behavior of a desorbing geothermal system. With
the DESORB option, adsorption can be included in
full scale simulation to explore adsorption's effect
on a producing reservoir's overall preformance.
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ABSTRACT

The permeability structure of the Sumikawa geothermal
field in northern Japan has been the subject of an
extensive pressure-transient testing investigation since
1986. In this paper, various pertinent data sets are
presented and analyzed, including results showing
reservoir heterogeneity (i.e. boundary) effects and apparent
double porosity behavior. Interference tests between wells
SB-3 and SD-2 (both of which have feedpoints in dacitic
layers in the "marine-volcanic complex” formation) were
carried out during 1990. The results have been interpreted
to indicate the presence of a moderately high permeability
(~ 4 darcy-meters) layer with two impermeable boundaries
intersecting at a right angle. The 1988 pressure buildup
data for well SN-7D are also explained by assuming two
impermeable boundaries in a high transmissivity reservoir
within the deep "granodiorite" formation. Interference
tests between wells S-4 and KY-1 have suggested that a
very permeable north-south channel is present in the
"altered andesite" layer. Although the response was
successfully interpreted using an "anisotropic line-source
model” by Garg et al.(1991), a "double porosity channel
model" seems to be particularly applicable for explaining
both the short-term and long-term behavior observed in
this series of tests.

INTRODUCTION

The Sumikawa geothermal field is located in the
Hachimantai volcanic zone of the Sengan thermal area in
northern Honshu, Japan. Exploratory studies have been in
progress at Sumikawa since 1981 by Mitsubishi Materials
Corporation (MMC) and Mitsubishi Gas Chemical
Corporation (MGC); this comprehensive program
incorporates a variety of geochemical and geophysical
surveys and an extensive drilling investigation. The
drilling program has revealed a complex geological
structure and has made possible a very thorough
pressure-transient  testing program involving both
short-term single-well and long-term multi-well pressure
interference tests. These studies were first carried out
jointly by MMC and NEDO (the New Energy and
Industrial Technology Development Organization) from
1985 to 1989, and then by MMC and GSJ (Geological
Survey of Japan) in 1990 and 1991.

The area depicted in Figure 1 is about 42 square
kilometers; the Sumikawa field lies in the western part of
the area, which may be regarded as centered in the
neighborhood of the S-series wells (S-1, S-2, S-3, and
S-4). To the east, the Ohnuma geothermal power station
has been producing about 10 MW of electricity for several
years. Within the area, the ground surface averages about
1000 meters above sea level (ASL), but slopes sharply
down from south (> 1300 m ASL near Mt. Yake) to north
(< 700 m ASL near the Akagawa hot spring area). The
major geological formations in the area are as follows, in
order of increasing depth:

"ST" Formation: Surface andesitic tuffs, lavas and
pyroclastics of Recent origin.

"LS" Formation: Lake sediments; Pleistocene tuffs,
sandstones, siltstones and mudstones.

"DA" Formation: Pliocene dacites, dacitic tuffs and
breccias.

"MV" Formation: "Marine/Volcanic Complex";
interbedded Miocene dacitic volcanic rocks and
"black shale" marine sediments.

"AA" Formation: Altered andesitic rocks which are
apparently extensively fractured.

"GR" Formation: Crystalline intrusive rocks, mainly
granodiorite and diorite.

The various pressure transient tests performed so far have
helped to clarify the permeability structure of the
Sumikawa reservoir (see e.g. Garg et al,, 1991). Three of
the above formations ("DA", "AA" and "GR") appear to
be fairly permeable; the "LS" layer is an impermeable
aquitard, and the "MV" formation, while permeable to
horizontal fluid motion, acts as a barrier to vertical flow.

In this paper, we discuss pressure transient measurements
indicative of reservoir heterogeneity (i.e. impermeable
boundary) effects; first, the 1990 interference test between
wells SB-3 and SD-2 (both of which have feedpoints in
the "MV" formation), and then the 1988 buildup test of
well SN-7D (which penetrates the "GR" formation).
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of wells.
Finally, we present a new model for the very permeable - .
north-south channel in the "AA" layer (which has been Time Interval Injection
revealed by several pressure interference experiments Rate
involving flowing of well S-4 and the observation of 06/06/90
pressure in well KY-1). prior to 09:00 0 ke/s
RESERVOIR BOUNDARIES 09:00 to 09:30 51.7 kg/s
The pressure signal recorded in well SD-2 using a 09:30 to0 10:00 61.4 kg/s
downhole gauge of the capillary tube type clearly shows 10:00 to 10:30 77.8 kgfs
a response to a four-hour injection of cold water into
nearby well SB-3 which started at 09:00 on June 6, 1990 10:30 to 11:00 779 kg/s
(see Figure 2). The pressure signal appears to propagate 11:0 11:30
through a dacite aquifer embedded within the "MV" 00 to 11: 79.4 kes
formation which is intercepted by both wells. The spatial 11:30 to 12:00 83.9 kg/s
separation between the SB-3 feedpoint and the upper SD-2 ] )
feedpoint (in the "MV" formation) is 354 meters. The 12:00 to 12:30 84.9 kg/s
reported injection rate history for well SB-3 is as follows: 12:30 to 13:00 76.2 kg/s
after  13:00 0 kg/fs
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We used the classical line-source solution throughout to
analyze this test. Initial estimates of transmissivity and
diffusivity were obtained (assuming an unbounded aquifer)
by type-curve matching, considering only the buildup
(flowing) portion of the pressure record. Then, repetitive
forward calculations were carried out to refine these
estimates (still assuming an infinite aquifer and
considering buildup only). The following values were
finally obtained in this way:

T=kh/u=3.0x10® m*/Pa-s
N=k/¢Cu=5.7 m%s

Next, to improve the match for the falloff (shutin) portion
of the pressure record, we introduced linear impermeable
boundaries and performed additional repetitive
calculations, this time varying the distances to the
boundaries from case to case. The best match was
obtained by assuming that the aquifer was constrained by
two impermeable boundaries intersecting at a right angle
- this match is shown as the line in Figure 2. This aquifer
boundary geometry may be treated as equivalent to the

total effect (at the observation well location) of the actual’

flowing well together with three fictitious "image" wells
in an unbounded aquifer, which in turn may be
represented using superposition of line-source solutions.
This final representation yields the following values for
the distances between observation well SD-2 and the two
primary "image" wells (the first reflections of the flowing
well SB-3 across each boundary):

R1 =R2 = 1000 m

Pressure (MPa2)

2 NN NSNS RN RS SN SRS NN R SRS S
o 10 20 30 40 50 60 70 80 90 100
Time in hours from 00:00 Jun 6, 1990

Fig. 2. Comparison of pressure measurements in well
SD-2 with computed response due to cold water injection
into well SB-3 on June 6, 1990 (t=9 to 13 hours).
Measured pressures are corrected for a linear background
trend (150 Pa/hour) observed over a five-day period prior
to the test.

The distance between the third image well and observation
well SD-2 is given by:

VRI? + R2?- L2

where L (354 m) is the distance between wells SB-3 and
SD-2.

SN-7D BUILDUP DATA

Well SN-7D is the deepest well (total depth about 2486
m) at Sumikawa. The major feedpoint for well SN-7D is
located in the granodiorite/granite/diorite rocks ("GR"
formation) at about 2320 m depth. Well SN-7D is one of
the best producers we have ever had in Japan; total (water
plus steam) flow rates up to 500 tons/hour were recorded
during various discharge tests carried out between 1988
and 1991.

Downhole pressures were monitored using a downhole
capillary tube gauge in three separate discharge tests (two
in 1988 and one in 1989). The pressure buildup data
obtained after the first 1988 test are shown in Figure 3, a
multi-rate Horner plot in which buildup pressures are
plotted against "reduced time":

o

reduced time = ¥,_"(q/qlogl(t+A-)/(Ly+At-t,,)]

The permeability-thickness product is about 37
darcy-meters based upon the slope of the Homer plot for
early times (prior to ~10 hours of shutin time, or ~1.2
"reduced time").

At later times, the effects of boundaries appear to make
themselves manifest. Another straight-line segment (of
greater slope) may be perceived between ~ 20 and ~ 50
hours of shutin, and a third segment (of even greater
slope) appears to prevail after ~ 50 hours. The solid
curve shown in Figure 3 was computed from a
mathematical model which assumes the following
properties (Ishido et al., 1989):

SN-7D
Buildup

14.85-
14.84-]
14.83
14.82
14.81

14.80-

Pressure (MP,)

14.79 : r : : ful
0.4 0.8 1.2 1.6 2.0
Reduced time

Fig. 3. Comparison of measured and computed (solid
curve) pressure buildup histories after first 1988 SN-7D
discharge test.
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¢(rock porosity)=0.02

w(fluid viscosity)=10* Pa-s

C,(total compressibility)=1.5x10* Pa’
p(in-sity fluid density)=800 kg/m’
k(permeability)=74 md

h(formation thickness)=500 meters
p(initial pressure)=14.89 MPa

L1(distance to the first impermeable boundary)
=990 meters

L2(distance to the second impermeable boundary)
=1650 meters

The radius of investigation corresponding to the producing
interval (9 days) is:

Ri = ~ 8.7 kilometers = 8.8L1 = 5.3L2

which implies that the test was of sufficient duration to
unambiguously identify these boundaries.

It appears that the volume of the deep permeable zone
within the "GR" formation tapped by well SN-7D is at
least a few cubic kilometers. During the SN-7D discharge
tests, five other wells were equipped with downhole
pressure gauges. No signal attributable to the discharge
of SN- 7D was observed in any of these wells; this
implies that the deep reservoir penetrated by well SN-7D
is probably isolated from the shallower reservoir in the
"altered andesites". Further pressure transient testing of
well SN-7D is needed. The best way to characterize this
deep reservoir (confirm and locate reservoir boundaries,
appraise volume, etc.) is to drill new wells into the "GR"
formation and then to perform long-term interference tests
involving these wells and SN-7D.

DOUBLE POROSITY BEHAVIOR

Interference tests between wells S-4 and KY-1

The first large-scale pressure-interference experiment at
Sumikawa was carried out in 1986. Deep well S-4 was
discharged starting on September 2 and was subsequently
shut in on November 3; the liquid fraction of the
discharge was simultaneously reinjected into nearby
shallow well S-2. A clear pressure response was
immediately observed in well KY-1 (see Figure 4), located
1.1 km north of S-4 (see e.g. Kawano et al., 1989). The
principal feedpoints for wells KY-1 and S-4 both lie
within the "altered andesite" (AA) layer, below the "MV"
formation explored by wells SD-2 and SB-3, and above
the crystalline "GR" layer penetrated by well SN-7D.

To explain the pressure response observed in well KY-1
due to the 1986 S-4 discharge, Pritchett et. al. (1989)
proposed the following one-dimensional "channel-flow"
model. It is assumed that a permeable horizontal
"channel” of constant cross-section area and constant
permeability is present, oriented north-south, which
contains the feedpoints of both wells (S-4 and KY-1).
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The east, west, upper and lower boundaries of the channel
are impermeable. To the north, the channel terminates at
an impermeable northern barrier; to the south, it ends at
a constant-pressure boundary (representing the influence
of a two-phase region). Minimization of the deviations
between measurements and computed pressures yielded
the following parameter values:

Cross-section ~ =0.51 square kilometers

Permeability =195 millidarcies
Impermeable boundary
position: 1.44 km north of well KY-1

Constant-pressure
boundary position: 9.86 km south of S-4

The above parameter values are consistent with the
geological structure of the area, to the extent that it is
known from drilling logs (see e.g. Pritchett et.al., 1989).
The "altered andesite” formation is very permeable, and
the cross-section area of the channel is substantial. This
permeability is presumably due to the presence of a
system of fractures (probably oriented approximately
north-south); although well S-4 intersected only one of
these fractures at its primary feedpoint, the frequent
intersections of the individual fractures within the channel
served to distribute the pressure signal from S-4
throughout the entire fracture network in the formation
such that the apparent cross-section area and aquifer
volume were large.

Subsequently, between 1 May and 4 May 1989, cold water
was intermittently injected into well S-4 (each injection
episode lasted a few hours). Pressures measured
downhole in well KY-1 responded quickly to each change
in the S-4 injection rate (see Figure 5). These 1989 tests
involved short-term response (time scales of hours) as
compared to the long-term response characterized by the
1986 test discussed above (weeks). If the mathematical
"channel flow" model outlined above is used to forecast
the pressure disturbance in KY-1 due to these short term
injection tests, the resulting computed pressure history is
not in good agreement with the high-frequency features of
the observed pressure signal. Consequently, Garg, et al.
(1991) presented an alternative "anisotropic line-source
model”, which assumes that the east-west permeability is
much smaller than the north-south permeability. (The
earlier "channel model”, on the other hand, assumes that
the east-west permeability is sufficiently large that the
reservoir  behaves in an essentially one-dimensional
manner.) This "anisotropic line-source model” (which is
not too different from the "channel model" as regards
the reservoir cross-section and the distances to the
northern and southern boundaries) was successfully used
to explain both the 1986 and 1989 test data.

Double porosity channel model

As an alternative, we herein present a "double porosity
channel model”, which has the same geometry, boundary
conditions and global properties (transmissivity and



storativity) as those of the "channel model" originally
developed by Pritchett, et al. (1989). In the present
model, a MINC representation (Pruess and Narasimhan,
1982) is used to represent the influence of fractured
reservoir behavior. The essential hypothesis is that the
lack of good high-frequency agreement between
short-term pressure test results and the original "channel”
model arises from the latter’s “porous medium"
assumption that pressures equilibrate instantaneously
between the relatively high-permeability "fracture zone"
and the relatively low-permeability "country rock™.

These calculations were performed using the STAR
general-purpose geothermal reservoir simulator (Pritchett,
1989). In the "double porosity (MINC) medium”
representation, on the sub-grid scale the STAR simulator
idealizes a "typical” block of country rock (matrix) as a
sphere, surrounded by a concentric spherical shell of
high-permeability material representing the fracture zone.
In the present calculations, the matrix region was
subdivided into 10 concentric spherical shells for
numerical purposes (for explanation of the MINC
representation employed in the STAR code, see e.g.
Pritchett and Garg, 1990).

In the "porous medium” limit, the present model gives
results identical to the analytical solutions for the "channel
model" originally proposed by Pritchett, et al. (1989). As
shown in Figure 4, pressure values computed using the
present model with a "porous medium" representation are
in good agreement with the measured 1986 pressure
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Fig. 4. Comparison of computed 1986 pressure
disturbances in well KY-1 with measurements.

_ individual injection events in the 1989 test.

history. On the other hand, the computed response does
not reproduce the measured 1989 data very well (see
Figure 5). The overall pressure rise is approximately
reproduced, but high-frequency fluctuations are not
adequately represented.

To try to improve agreement with the 1989 data, we next
carried out a series of calculations using the "double
porosity channel model”, varying the fracture-to-total
storage ratio () and the permeability of the matrix (k,,)
within the following range:

0.01 < w=y¢ /¢ < 0.3
10" <k, < 10™ (m?

where y is the fracture zone volume fraction, ¢, is the
porosity of fracture zone, and ¢ (=y¢ 4(1-y)d,) is the
total porosity, fixed at 0.05 (¢,: the porosity of
representative matrix block). The upper limit on k, was
set such that the time required for pressure equilibrium to
be reached between the fracture zone and the matrix block
would exceed 10 hours, the representative time-scale of
This time
(see e.g. Pritchett and Garg, 1990) may be expressed as:

T = 6,CpvA¥10k,
where A is the fracture spacing (the diameter of the

representative spherical matrix block). On the basis of
drilling experience in the "AA" formation, A was assumed
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Fig. 5. Comparison of computed pressure response of
KY-1 with measurements due to 1989 cold water injection
into well S-4.
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to be 100 meters and was not changed during the series of
calculations.

The 1989 test data was best explained by the present
model using the following parameter values:

=02
ky = 10" m?

As shown in Figure 5, the agreement between the
measured and computed response is reasonably good. The
falloff after each injection in the measured data is slower
than the computed response; this is probably explained by
the fact that observation well KY-1 does not itself
intersect any large permeable fractures (responsible for the
observed pressure response); although KY-1 reacts quickly
to pressure changes in the "AA" aquifer, the injectivity
measured for well KY-1 is very low.

The 1986 pressure response computed using the present
"double porosity channel model" with the above parameter
values is shown in Figure 4. In view of the uncertainty
associated with the 1986 well S-4 flow rate data (see e.g.
Garg et al., 1991), the agreement between the measured
and computed response, while not as good as that for
"porous medium" case, is certainly adequate.

An extensive two-phase (water/steam) flow zone is present
in the southern part of the Sumikawa reservoir under
natural state conditions (see e.g. Pritchett et al., 1991).
When fluid production begins, the volume of the
two-phase zone is expected to increase substantially and
to invade the north-south channel in the "AA" layer due
to production-induced pressure decline. This "AA"
aquifer represents the main production horizon for the
Sumikawa field. Under two-phase conditions the effective
total compressibility (C)) can be quite large, so that for the
present "double porosity channel model” the time required
for pressure equilibrium between fracture and matrix
zones to be attained can reach as much as 30 years (as
compared to 10 days for the single-phase liquid case),
which is comparable to the economic lifetime of the
reservoir.  Under these conditions, as discussed by
Pritchett and Garg (1990) some treatment other than the
traditional "equivalent porous medium" representation will
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be required to predict reservoir behavior under

exploitation.
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ABSTRACT

400

Diagnostic of production problems in geothermal wells
is a complex inferential task, which requires
considerable knowledge of its possible causes, careful
assessment of (sometimes bewildering) multidisciplinary
evidence, and, of course, enough experience. These
characteristics make this task a good candidate for a
computerized expert system. On this conviction, we
have developed the first version of WELL_DR, an
expert system for geothermal-well production
diagnostics. Though still in a rapid stage of evolution,
this expert system already provides a convenient and
useful tool for geothermal field development, operation
and management.
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INTRODUCTION Fig. 1 Flowrate history of Cerro Prieto well M-42.
Energy production is the ultimate goal of any
geothermal development. Energy production is
accomplished through wells. Wells act as conduits for S —
production of fluid and heat, and provide crucial E
information about the reservoir (or reservoirs) they o] well M—42
intersect. For these reasons, wells are critical 23 Nov. 1976-Feb. 1989
components of exploited geothermal ﬁglds. ] eooss Wellhead pressure
o as-eaa Bottomhole pressure

Production of geothermal wells varies with time. This Bmg
may be due to "normal” or to "pathological" causes. 7 1
Normally, well production diminishes with time due, =S
mainly, to exploitation-induced reservoir pressure 7 ]
drawdown. Figures 1-5 show an example of this type of Do
behavior. They also demonstrate the type of information aE

. . . o g
often available about the production history of a ]
geothermal well. E .ﬂl :
On the "pathological” side, several causes may impair ! B
the capacity of a well as a conduit. For example, R R T S . %

80 1
mechanical damage of its internal casing (piping), Time ( months)
scaling by minerals precipitated from the produced
fluid, partial occlusion by measuring or drilling
equipment accidentally left in the well, etc. Production
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Fig. 2 Pressure history of Cerro Prieto well M-42.
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Fig. 4 Chloride history of Cerro Prieto well M-42.

may also be influenced by many "pathological" causes
affecting the reservoir (or reservoirs) intersected by the
well. These include invasion by colder waters from
neighboring aquifers or from injection of spent brines,
permeability reduction near the well by mineral
deposition triggered by boiling or by mixing of different
fluids, production from two or more reservoirs having
fluids with different enthalpies or chemical
compositions, etc., and combinations of these. Often
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Fig. 5 Geothermometric temperature histories of Cerro
Prieto well M-42.

some of these causes affect production not only at the
reservoir level, but also by impairing the capacity of the
well -as a conduit (e.g., scaling of the well piping
induced by the arrival of a cold front).

From a practical point of view, production problems
can be classified into those that affect only one well,
and those that affect some or all the wells in a certain
area. In economic terms, the latter are obviously more
important. In general, production problems with the
capacity to affect a significant area, or even a whole
field, can be detected early in one or a few wells, before
much damage is done. Early detection allows, in many
cases, implementation of remedial actions to correct the
causes of the problem, or to delay as much as possible
their effects on production. Though usually less
important, diagnostic of individual well production
problems is also economically significant. For these
reasons, diagnostic of production problems in wells is'a
crucial capability to have, for successfully managing
geothermal fields.

Diagnostic of production problems in geothermal wells
is a complex inferential task, which requires
considerable knowledge of its possible causes, careful
assessment of (sometimes bewildering) multidisciplinary
evidence, and, of course, enough experience. These
characteristics make this task a good candidate for a
computerized expert system. On this conviction, we
have developed the first version of WELL_DR, an
expert system for geothermal-well production
diagnostics.
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We are unaware of any previous similar work.

The next section describes the architecture of
WELL_ DR, the following section presents application
examples and the last section presents the conclusions.

ARCHITECTURE OF WELL_DR '

For prototyping and developing WELL_DR we chose
a commercial, generalized expert system development
package (a shell, in the parlance of the trade). For
practical reasons (cost, hardware availability, installed
base, portability), we adopted a shell that runs on
personal computers under the DOS operative system.
Should WELL_DR grow beyond reasonable response
time running in DOS platforms, it could be easily
ported to platforms with greater computational
resources, because there are versions of the adopted
shell that run in workstations and minicomputers under
the UNIX and VMS operative systems.

Like most other expert system implementations, this
shell offers three main components: an inference engine,
a user interfase and a knowledge base.

Inference engine

The inference engine drives the diagnostic process. It
may operate either in forward or backward chaining
mode. Normally, the inference engine test rules by
looking for the first rule with the first final (as oposite
to intermediate) conclusion (final conclusions =
diagnostics are assigned an order by the developer) in
its THEN or ELSE part, and tests the IF condition of
that rule. If any information on the IF conditions can
be derived from other rules, those rules are invoked
through backward chaining. The program then looks for
the next rule relevant to the first final conclusion, etc.,
until it has gone through all of the rules. The process is
then repeated for those rules relevant to the second final
conclusion, third final conclusion, etc., until the list of
final conclusions is completely tested. If a rule is not
relevant to any final conclusion, or does not assign
values to a variable whose value is displayed at the end
of a run, it will not be used.

User interfase

The user interfase implements dialogue boxes, in which
WELL _DR asks for the necessary information. Some
dialogue boxes include technical graphs to help the user
decide what type of trend is present in his data. Figures
(6-7) illustrate some technical graphs already in use. At
any stage of the process, the user can ask why a
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Fig. 6 Output curves: form of the variation of enthalpy
with wellhead pressure (After Grant et al., 1982).

FLOW RATE

WELLHEAD PRESSURE

Fig. 7 Output curves: form of the variation of mass
flow with wellhead pressure (After Grant et al.,
1982).

particular conclusion was reached, and get the
corresponding explanation. If more than one diagnostic
is possible, the program will provide a list of the
possible diagnostics arranged in order of probability.

Knowledge base

The knowledge base uses a knowledge representation
scheme based on production rules. These rules are of
the well-known IF-THE-ELSE form. They include
heuristic probabilities assigned by the developers. There
are three choices to assign probabilities. One of them
allows computation of dependent and of independent
probabilities, at will. This is the choice adopted for
WELL_ DR.
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Currently, our knowledge base includes more than 65
rules. The number of final conclusions (diagnostics) that
can be reached is 24.

Our knowledge base was compiled from our own and
other people’s experience. Main contributions came from
Arellano et al. (1990), Arellano et al. (1991), Grant et
al. (1981), Grant et al. (1982), Nathenson (1975),
Truesdell et al. (1979), Truesdell et al. (1989).

Whenever possible, we tried to test the final conclusions
(diagnostics) by more than one independent line of
evidence. To that end, the knowledge base includes
three main topics:

Initial state of the well -

Production tests

Production history
In the cases where the diagnostic is backed by more

than one independent line of evidence, the probability
of the diagnostic is computed correspondingly.

APPLICATION EXAMPLES

This example deals with well M-35 from the Cerro

Prieto, Mexico, geothermal field. Figures (8-12)
illustrate production histories of this well.
This case was correctly diagnosed as "chemical

breaktrough of cooler water", with a confidence of
9.4/10, from two independent rules:

RULE 22

IF  [CHLORIDE DECREASES WITH TIME AND
DISCHARGE ENTHALPY DECREASES WITH
TIME |

THEN
[ CHEMICAL BREAKTHROUGH OF COOLER
WATER |

CONFIDENCE = 7/10
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Fig. 8 Flowrate history of Cerro Prieto well M-35.

=}
S
3
E Well M—=35
] Mar. 1974—-Feb. 1989
o]
@ 7 oeeeo Wellhead pressure
] s~=eee Bottomhole pressure
TN 4
- 3
o 1
(O o]
~—A40 4
O
“~ 3
jO:
n o]
n¥]
(O
p - 4
o 3
o
o
|~ i O
Ot T e ot T
0 50 100 150 200

Time (months)

Fig. 9 Pressure history of Cerro Prieto well M-35.

RULE 23

IF  [TE = TSIO2 > TCCG ]

THEN
[CHEMICAL BREAKTHROUGH OF COOLER
WATER |

CONFIDENCE = 7/10
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Figures 10-11 indicate that the conditions of Rule 22 are
met by this well, and Fig. 12 shows that the conditions
of Rule 23 are also satisfied. Data plots like (8-12) must
be available to the user running the diagnostic analysis,
in order to answer the questions posed by WELL_DR.
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Fig. 10 Enthalpy history of Cerro Priero well M-35.
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Fig. 12 Geothermometric temperature histories of Cerro
Prieto well M-35.

The next example demonstrates the usefulness of the
technical graphs presented by WELL_DR to the user,
when trying to prove certain groups of rules. The user
is asked to compare his data plots to those shown in the
screen, and choose the option that best resembles his
data. Thus, the user would compare Fig. 13 with Fig. 7,
and choose A and D. WELL_ DR would then conclude
that there is scaling in the wellbore with confidence
equal to 6/10. This conclusion would be correct: in June
1986 well M-109 from Cerro Prieto had to be reworked
due to scaling.
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Fig. 13 Output curves of Cerro Prieto well M-109.
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SUMMARY AND CONCLUSIONS

We have developed the first version of WELL_ DR, an
expert . system for geothermal-well production
diagnostics.

WELL_DR was implemented with a commercial,
generalized expert system development package. It runs
on personal computers under the MS-DOS operative
system. Its knowledge base consists of IF-THE-ELSE
type rules that include heuristic probabilities.

Interaction with the user is implemented via dialogue
boxes, in which WELL_DR asks for the necessary
information. Some dialogue boxes include technical
graphs to help the user decide what type of trend is
present in his data. The user can ask why a particular
conclusion was reached, and get the corresponding
explanation. If more than one diagnostic is possible, the
program will provide a list of the possible diagnostics
arranged in order of probability.

Though still in a rapid stage of evolution, this expert
system already provides a convenient and useful tool for
geothermal field development, operation and
management.
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ABSTRACT

Hydraulic fracturing with constant fluid injection
rate was numerically modelled for a pair of
rectangular longitudinal fractures intersecting a
wellbore in an impermeable rock mass, and
numerical calculations have been performed to
investigate the relations among the form of pressure-
time curves, fracture opening/propagation behavior
and permeability of the mechanically closed
fractures. The results have shown that both
permeability of the fractures and fluid injection rate
significantly influence the form of the pressure-time
relations on the early stage of fracture opening.
Furthermore it has been shown that wellbore
pressure during fracture propagation is affected by
the pre-existing fracture length.

INTRODUCTION

Hydraulic fracturing is widely used for stimulating
low permeability reservoirs in geothermal, oil and
gas fields. In order to accomplish the fracturing job
efficiently, it is desirable to know the fracture
opening/propagation behavior and the permeability
of the fracture during the job. In this study, in order
to extract these information from pressure-time
records during the hydraulic fracturing, the
fracturing process was numerically simulated.
Recent years, a number of mumerical studies for
hydraulic fracturing were reported, for example, Lam
et al.(1988), Vandamme et al.(1989) and Boone et
al.(1990). However mostly the purposes were to
design hydraulic fracturing and to estimate the
fracture dimensions. Accordingly they assumed
incompressible fluid flow, which is valid for the
purposes, and didn't pay enough attention to
pressure-time curves. For simulating a complete
pressure-time curve, we must consider the
compressibility of fluid. Numerical simulations, in
which the compressibility of fluid was taken into
account, were carried out by Hardy et al.(1989) and
Ito et al.(1990), whose purpose was to investigate
fracture reopening pressure for techtonic stress
measurement with hydraulic fracturing.. However

these studies were restricted to the simulations of
small scale fracturing.

In our numerical study, by taking the compressibility
of fluid into account, the relations between fracture
opening/propagation behavior and pressure-time
curves were investigated. We numerically modelled
the hydraulic fracturing conducted on a pair of pre-
existing fractures intersecting a wellbore. This is the
case often experienced in actual geothermal fields. In
addition, permeability of the mechanically closed
fractures were taken into account as one of
parameters in the numerical calculations.

MATHEMATICAL FORMULATION OF THE
PROBLEM

Consider a pair of pre-existing rectangular fractures
intersecting a vertical wellbore in a rock mass which
is assumed to be homogeneous, isotropic, linear
elastic, infinite and impermeable. By injecting fluid
with constant rate through the wellbore, the
fractures open and propagate. The geometry of the
hydraulic fracturing model is shown in Fig.1 with

— _
/ Jhmpin;; Q=constant
’

,

petots
4]

% A

Physical sperture
MLZLL‘LLLLLL-LCJ

Aperture for analysis

Fig.1. The model of hydraulic fracturing for numerical
analysys. :
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symbols of dimensions we used. We made the
following additional assumptions:

(1) The hight of the fractures is constant.

(2) Slippage at the top and the bottom of the fracture
is allowed in the direction perpendicular to the
fracture plane. Therefore the cross sectional area
perpendicular to the direction of fracture propagation
is rectangular in shape.

(3) There is no leak-off of the injection fluid. All the
fluid is used for pressurization of the system (a
driilpipe and a packed section of the wellbore) and the
fractures.

(4) The fluid flow in the fractures are 1-D laminar
flow parallel to the direction of fracture propagation.
(5) The flow rate at the tips of the fractures is zero.

(6) Although the fractures are mechanically closed,
there are pore spaces available for fluid flow because
of asperities at the surfaces. We substituted the
physical aperture by the aperture h between smooth
paralell walls (Fig.1). This aperture is equivalent to
the physical aperture in permeability, and, here, is
named hydromecanical aperture of a closed fracture.

From the above assumptions, the problem of fracture
opening/propagation was reduced to a plane strain
problem concerning with 2-D surface cracks
emanating from a cylindrical cavity in an infinite
elastic medium (Fig.2). Let (x,y) be the Cartesian

Vo2
Y
P ! P
9 4 | A L S
T 0] ]
2L 2L
tor

Fig.2. Two-dimensional modelling of {ractures for stress
/ displacement analysis.

coordinate system with the origin at the center of the
cavity, as shown in Fig.2. The cavity and the cracks
are subjected to a fluid pressure P(x) and the elastic
medium is subjected to a biaxial compressive stress
field (s1 and o9, 01 >02) at infinity. R and 2L denote
the radius of the cavity and the length of the cracks,
respectively. In the analysis of fracture opening, 2L
corresponds to fracture opening length [ (Fig.1), and
in the analysis of fracture propagation, it corresponds
to fracture length a (Fig.1). Here, by using complex
stress functions and the method of continuous
distribution of edge dislocations, this problem comes
to solving a singular integral equation of the Cauchy
type (Hayashi et al., 1989), where the unknown
function is the gradient of the crack opening
displacement b(x) along the crack line. The basic
integral equation is:

R+2L 1
e ‘ { + =K@, b0 =fx), @<x<R+2L), 1)
R x—r R

where
2 2 2 2
1 -R -R
Ko =Rie —— gt AR
xtr o’ x—R? rx+R2 (ch—RZ)2
(P-RY RAE-RYH:  RAS_RY? .
(@R dex—RY At rD
1 R’ 1 3R
flx)= 4“(01+¢72)(1 + —2)— Z(al—az)(l + -—4—-)
x x
1 r?
- E(P(x)+ —21’(1?,)), 3)
x
-G «
T a =)’ )

Here G and v are shear modulus and Poisson's ratio,
respectively. Crack opening displacement w(x) and
stress intensity factor Kjare given by:

wlx)= — ] b(r)dr, 5)
R+2L
K= lim V2 —R+2N o =4VrLloyp) ©

a2’

where ¢ is a bounded function on the crack such that:
G —L- -
b(x):¢(x L R)\/ x ’ (7)
o L 2L+R—x

Let W(x) denote the fracture width, which is given by
adding the hydromechanical aperture h of the closed"
fractures to the crack opening displacement w(x), as:

Wx)=h+ wix), 8)

For the fluid flow in the fracture, the equation of
continuity is:

a a
il - =0, 9
2ot ax(qu)

where o is the density of the fluid and u denotes the
flow rate that is given by:

U= - —— (10)

where . is the fluid viscosity. For a fluid whose
compressibility is 3,

B P o P
% _ g P_,p, an
a P P
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Equations (9)-(11) lead to the following differential
equation governing W(x) and P(x):

P oW a(W%P)

W3 —+ — = — —_— (12)
ot d = 124 8%
The initial and boundary conditions are:
P=P, W=h, (13)
Q=Q,+Q Qp=pV, T
pT ¢ D Doy |, pn’
(14)
_ HW'ep |
cT - 6u & x=R’ ox x=a_ ’

where Py is the initial value of P(x) and @ is the
volumetric flow rate of the injected fluid, which is
divided into @p used for pressurization of the system
and Q¢ for the fracture, and V denotes the volume of

the system. From equations (12)-(14), the changes of

the wellbore pressure P(R) with time are obtained.

NUMERICAL PROCEDURE

The fracture opening/propagation and the fluid flow
in the fractures were coupled numerically by an
iteration loop for each fracture opening/propagation
step t, as illustrated in Fig.3. First we estimate both
the fracture width distribution Wt at the fracture
opening(or propagation) length 2Lt-14AL and the
time At required to an extention of opening(or
propagation) length AL. Secondly using these

Solution Procedure
(One fracture opening/propagation step, 2.' '—2L*)

e New Step

I Estimate LA I
|
1

| Estimate At |

Fluid Flow Analysis
with Implicit-FDM

Calculate Trial Pt

Stress/Displacement Analysis
with Gauss-Jacobi Integration Formula

Calculate Trial Ko W'°

NO Check |[Kic-Kil<ew.
Xic; fracture toughness of rock
Kie=0, for fracture opening

I YES

NO
—I Check | W'*-¥'] /W'<ew

I YES

t—t+l

Fig.3. A flow chart of calculation procedure.

estimated values and the implicit method, equation
(12) is solved numerically to give the pressure
distiribution Pt, Thirdly from Pt and equations (1)-
(8), a stress intensity factor K; and a temporary
fracture width distribution W* are obtlained.
Equation (1) was solved numerically using Causs-
Jacobi integration formular (Erdogan, 1978). Finally
comparing K; with the fracture toughness of rock
Kj¢(Kjc=0 for fracture opening) and comparing W*
with Wt, thier differences was checked. The
maximum error allowed was 10-5 MPa m for |Kjc—
Kjland 0.01 for |W*-Wt/W?, At the (j+ 1)th iteration
the fracture width Wj 4  is estimated by:

Wit 1=Wj+ AW W)), (15)

where A is the relaxation parameter, which ranged
from 0.5 t0 0.7 in this study.

RESULTS AND DISCUSSION

Numerical calculations were performed to know the
relations between fracture opening/propagation
behavior and pressure changes with time by using
the following values:

01=30MPa, o9=20MPa, Pg=10MPa,
G=3.5X104MPa, p=4.1X10-4MPa-1,
#=5,5X10-10MPa-s

R=0.682m, H=10m, V=3.0m3

The values associated with rocks were for hard rocks.
In order to investigate the influences of both the fluid
injection rate and the hydromechanical aperture of
the closed fracture, @ and h were changed as @ =10,
100, 1000l/min and A=10, 500um.

Opening Process of the Pre-exisiting Fractures

Fig.4 shows both the pressure-time curves and the
change of fracture opening length with time for
different hydromechanical aperture. In these
calculations, the pre-existing fracture length a is long
enough to be 1000m and @ is 100l/min. The pressure-
time curves before the wellbore pressure reaches
17MPa aren't shown in the figures since the pressure-
time curves are linear up to around 20MPa. The
pressure at which the fractures begin to open is
15MPa in these cases. Therefore, it can be seen that
the beginning of the fracture opening has no effect on
the pressure-time curves, which is consistent with the
result reported by Ito et al.(1990). When h is 10um
(Fig.4(a)), the wellbore pressure exhibits nonlinear
increase with time from 20MPa to the maximum,
20.8MPa, and decreases gradually after the peak. On
the other hand, when h is greater (h=500um,
Fig.4(b)), the wellbore pressure has no peak and
becomes almost constant after it reaches about
20MPa which is equal to 9. Thus, the permeability
of the closed [ractures significantly affects the form of
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Fig.4. The change of borehole pressure and fracture
opening length with time ( (a) hydromechanical
aperture h=10xm, (b) h=500xm ).

pressure-time curves. Furthermore, from the change
of fracture opening length with time, we can see that
the fracture opening rate increases abruptly at the
pressure, about 20MPa which is equal to 2.

As the peak in the pressure-time curves appear before
the fracture opening length reaches 2m, let us look
into the pressure distributions in the fracture within
2m from the wellbore surface (Fig.5). In the case of
h=10um, the pressure gradient in the opened portion
is rather high owing to the low permeability of the
closed portion, and the gradient begins to decrease
from the wellbore side as the fractures open. In the
case of h=500xm, on the other hand, the pressure
gradient is fairly low due to the sufficiently high
permeability. Figs.6(a) and 6(b) show the
distributions of the fracture opening width,
corresponding to Figs.5(a) and 5(b), respectively. The
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Fig.5. Pressure distribution in the pre-existing fracture
during hydraulic fracturing ((a)hydromechani-
cal aperture h=10um, (b) h=500,m).
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fracture opening displacements are greater in the
case of h=10zm than those in the case of h=500.m
because the pressure is much higher in the case of
h=10pym. We can also see that in the case of
h=500um, the fracture opening displacement is
considerably smaller than the hydromechanical
aperture.

From Figs.5 and 6, we can now understand the reason
for the differences in the form of the pressure-time
curves shown Fig.4. When & is large, 500.m, because
of the fairly low pressure gradient, the maximum
pressure can not become significantly higher than
20MPa which is balanced with the normal stress
acting across the fractures. On the other hand, when
h is small, 10pm, the fluid pressure exceeds 20MPa at
the wellbore in the early stage of fracture opening
because of the higher pressure gradient. After that,
by the further progression of fracture opening, the
permeability and the volume of the aperture at the
opened portion increase abruptly, and consequently
the wellbore pressure begins to decrease. Thus, a
clear peak appears in the pressure-time curves.

Fig.7 shows the influence of the hydromechanical
aperture of the closed fractures on the pressure-time
curves for various fluid injection rate, @ =10l/min,
100Ymin and 1000l/min. In this figure, at the
termination of each curves, the fracture opening
length reaches 50m. As can be seen from the figure,
both the permeability of the closed fractures and fluid
injection rate have significant influence upon the

22—

Q=1000 /min

;
21 h/ Q=100 U/nim
8

form of pressure-time curves. The pressure-time
curves have a peak only when the permeability is low
enough, and the peak pressure becomes higher with
the fluid injection rate. In adition, it is worthwhile to
note here that in the case of A=10um and
@ =1000l/min, the pressure-timne curve has a higher
and sharper peak, whose form is similar to that of
breakdown pressure which is observed at fracture
initiation from a intact wellbore surface.

Fracture Propagation

Fracture propagations were simulated for the cases of
pre-existing fracture length a=1m and a=5m, and
the results are shown in Figs. 8(a) and 8(b),
respectively. In these calculations, &, @ and K¢ were
104m, 1001/min and 2.0MPa V'm, respectively. In the
case of a=1m, the pressure increases even after the
fractures fully open and the pressure decreases soon
after the fracture propagation. Accordingly the
fracture propagation can be distinguished from the
pressure-time curve. On the other hand, in the case
of a=5m, the peak is induced only in the fracture
opening process. As a consequence, it is difficult to
distinguish the fracture propagation. By fracture
mechanics consideration, it is obvious that the longer
the pre-existing fracture length is, the lower the
wellbore pressure which makes Kj of the fracture tip
to be Kjc. Hence, it can be also concluded that for the
pre-existing fracture whose length is greater than
5m, we can not know its propagation on the pressure-
time cuve any longer.

§ / Q=10 Vmin
o "-'—*;‘—‘=“-_—_-;°:-_-:: === -~ ﬁ" %

Borehole Pressure,

{
\Q=100 Vnim

~~0-==~; k=10 um
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g L gl ‘ J
100 150 200 M20 150
Time, sec

Fig.7. Influence of both permeability of fracture and fluid injection rate on pressure-time records

during hydraulic fractureing.
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Fig.8.Influence of fracture propagation on pressure-
time records during hydraulic fracturing ((a)

pre-existing fracture length a=1m, (b) a=5m).

CONCLUDING REMARKS

In order to investigate the relations among fracture
opening/propagation behavior, permeability of
mechanically closed fracture and the form of
pressure-time curves, hydraulic fracturing conducted
on a pair of pre-existing fractures in a impermeable
rock was numerically simulated and following results
were obtained:

(1) Permeability of closed fracture affects
significantly on the form of the pressure-time curves.
When the permeability is sufficiently high, there is
no peak in the pressure-time curves. On the other
hand, when the permeability is low, the pressure-
time curves have a peak, whose pressure becomes
higher with the fluid injection rate.
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(2) In the case of fracture propagation, wellbore
pressure is influenced by the pre-existing fracture
length. When the length is short enough, the
pressure-time curves have the peak induced by the
fracture propagation. On the other hand, when the
length is long, the fracture propagation hardly
influences the form of the pressure-time curves.

(3) In a series of hydraulic {racturing treatment,
propping material injection for the sake of improving
the fracture permeability is one of the important job.
The dependence of the form of pressure-time curves
on the permeability, which is shown in our results,
shows that it is possible to judge the success of the job
from the pressure-time records.
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ABSTRACT

This paper presents a method to predict
and evaluate effects of hydraulic
fracturing jobs by using reservoir and
well flow numerical simulation.
concept of the method is that steam
production rate at the operating well
head pressure is predicted with
different fracture conditions which
would be attained by the hydraulic
fracturing jobs. Then, the effects of
the hydraulic fracturing is evaluated
by comparing the predicted steam
production rate and that before the
hydraulic fracturing. This course of
analysis will suggest how large
fracture should be created by the
fracturing job to attain large enough
increase in steam production at the
operating condition and the best scheme
of the hydraulic fracturing job.

INTRODUCTION

This study was carried out in the
project Technology for Increasing
Geothermal Energy Recovery (TIGER)
(Yokoi et al., 1989) assigned to
Geothermal Energy Research and
Development Co., Ltd. by New Energy and
Industrial Technology Development
Organization.

To increase steam production of
geothermal wells, hydraulic fracturing
jobs are commonly applied (e.g.,
Katagiri et al., 1980; Katagiri and
Ott, 1983). However, .it was sometimes
not possible to attain large enough
increase in steam production by the
hydraulic fracturing. This suggests
that plans and procedures of hydraulic
fracturing jobs are very important to
attain good results. This also suggests
that it is important to quantitatively
predict effects of the fracturing job
and to evaluate how large fracture
should be created in advance of the
fracturing job to establish the best
fracturing scheme. This study is
motivated by this reason. The purpose
of this study is as follows:
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1) To develop a method to
quantitatively predict effects of
hydraulic fracturing jobs.
2) To develop a method to
The quantitatively compare hydraulic

fracturing schemes each other from an
economical point of view.

3) To develop a method to establish a
quantitative target for hydraulic
fracturing jobs to attain.

In this study, we employed reservoir
and well flow numerical simulation to
predict effects of different fracture
conditions which would be attained by

different fracturing jobs, and
quantitatively studied how stean
production of wells of different
fractures differ at operating
condition. In this paper, we describe
the method and some results of the
simulation study.

CONCEPT_OF THE METHOD

A flow chart of the method is shown in
Fig. 1. This method consists of a
numerical simulation of fracture
propagation under various hydraulic
fracturing conditions, a conversion of
fracture parameters into permeability
and other parameters for numerical
simulation grids, and prediction and
evaluation of steam production at
operating well head pressure using a
reservoir and well flow simulator. This
course of study would be continued by
modifying fracturing parameters until
feasible fracturing scheme is found. In
this paper, we concentrate on the
second and the third items. The first
item, the numerical simulation of
fracture propagation, is in progress as
another part of the TIGER project.
CONVERSION OF FRACTURE WIDTH INTO GRID
BLOCK PERMEABILITY

The Cubic Law is commonly applied to
convert fracture width into fracture
permeability (e.qg., Snow, 1968;




Witherspoon et al., 1979). The Cubic
Law assumes laminar flow in the
fracture. Ignoring the effects of
turbulent flow, we employed this Cubic
Law in this study, which is written in
the following form:

k w2/12 m

where, k is the fracture permeability
(m2), w is the fracture width (m). To
convert this fracture permeability into
grid block permeability, we adopted the

concept of Equivalent Porous Media

(e.g., Gale, 1982). It is written in
the following form:

kq-wy ky-w, (2)
where, k, is the fracture permeability
(m2), w, is the fracture width (m), k,
is the grid block permeability (m2), w,
is the grid block width (m).
EVALUATION OF WELL PRODUCTIVITY
In most geothermal power plants, wells

are operated to maintain its well head
pressure to feed the turbine with steam
of the specified pressure. Therefore
the evaluation of steam production rate
at the operating well head pressure is
important from an industrial point of
view (Hanano et al., 1990).

Behavior of geothermal reservoir/well
system in production consists of
reservoir draw down, in-flow
performance and ascending flow in the
well (e.g., Gudmundsson and Marcou,
1986). Thus, it is necessary to analyze
these three behaviors to evaluate steam
production rate at the operating well
head pressure (Hanano et al., 1990).
Therefore, the reservoir simulator is
used to analyze reservoir draw down and
in-flow draw down, and the well flow
simulator is used for ascending flow
and two-phase flow in the well.

A flow chart of this evaluation is
shown in Fig. 2. To evaluate the change
of well productivity at the operating
condition, reservoir simulation is
carried out to estimate temperature and
pressure distribution. Then the steam
production rate is evaluated by the
well flow simulation wusing the
temperature and pressure at the feed
zone. And then, the reservoir
simulation is carried out again using
the production rate evaluated by the
well flow simulation. Through this
course of analysis, change of steam
production rate at the operating
condition is obtained.

DESCRIPTION OF SOME EXAMPLE RUNS

To improve the understanding of the
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method described above and to
investigate the relation between the
well productivity and fracture
parameters, some example simulations
were conducted. In these example runs,
two porous reservoir models, a
horizontal fracture model and a
vertical fracture model, were employed.
Porous models were chosen because it
was possible to account for fracture
domain by reducing the grid block size
around the fracture. Also finely grided
porous models can provide better
understanding of the flow around the
fracture.

Grid geometries of the models are shown
in Figs 3 and 4. The horizontal
fracture model is the vertical cross
sectional model of two-dimensional
radial flow (Fig.3), and the vertical
fracture model is a quarter of the
three dimensional Cartesian model
(Fig. 4). These reservoir models
account for both reservoir draw down
and in-flow draw down, with fine grids
around well blocks and with relatively
coarse grids away from the well blocks.
Using these models, effects of various
fracture length, fracture width and
fracture height on steam production at
the operating condition were
investigated.

Simulation parameters are shown in
Table 1. Matrix permeability,
porosity, rock heat capacity were
referred from typical values used in
our field analysis. Also fracture
widths estimated from our field data
were used. The reservoir simulator is
a fully implicit finite difference
model which is equivalent to that of
Coats (1977). The well flow simulator
is the one described by Takahashi
(1988).

RESULTS AND DISCUSSION

Change of steam production rate at
constant well head pressure of 0.65MPa
of the horizontal fracture model is
shown in Fig.5. This result implies
that:

1) As soon as the production started,
reservoir pressure starts to draw down
quickly. This cause the quick decrease
in steam production rate shown in
Fig.5. But the draw down of reservoir
pressure slows down after a while ,
resulting from a pressure gradient
created in the reservoir. Thus the
decrease in steam production rate slows
down and approaches to quasi-steady
state (Fig.5).

2) Longer fracture length gives larger
steam production (Fig.5). This 1is
because longer fracture length gives



the larger fracture surface area
resulting in smaller flow resistance
between fracture and matrix.

Since the steam production at the well
head approaches gquasi-steady state
after approximately 1000 days of
production (Fig.5), we use these values
for further discussion.

Differences in steam production with
different fracture length and fracture
block width are shown in Fig.6. This
result implies that:

1} Longer fracture length gives larger
steam production, however its increase
becomes saturated with longer fracture
length. This is because larger flow
rates in the fracture accelerates the
flow resistance around the well bore
resulting in larger pressure draw down
around the well.

2) Wider fracture block width gives
larger steam production, however their
maximum steam production rates are
different. This is because wider

fracture block gives smaller flow '

resistance, but its effect also
saturates as the block width becomes
wider.

These results imply that the steam
productivity of wells is controlled by
combination of fracture length and
fracture width. Thus, fracture block
volume was chosen to investigate
relationship between fracture dimension
and steam productivity of wells. The
fracture block volume 1is mostly
proportional to amount of fluid
injected for the hydraulic fracturing.
Steam productivity of various fracture
block volume of both the horizontal
fracture model and vertical fracture
model is shown in Fig. 7. This result
implies that:

1) Larger fracture block volume gives
larger steam production, because of
larger fracture surface area and/or
thick fracture block width.

2) Steam productions are different at
the same fracture block volume if the
fracture width or fracture height is
different. There is a combination of
fracture length and fracture width
(height) to give the maximum steam
production. This relation is shown as
thick solid lines in Fig.7. The best
combination is the case of larger
fracture width when the fracture length
is long, and that of narrower fracture
width when the fracture length is
short. This indicates that fracture
length and width have different effect
on steam production and they affect
each other independently as discussed

above.

3) The vertical fracture gives larger
steam production than the horizontal
fracture does even if the fracture
block volumes are the same, because of
the difference in flow resistance; the
flow in the vertical fracture is linear
but the flow in the horizontal fracture
is radial; the vertical fracture has
larger contact area to the well bore
than that of the horizontal fracture,
resulting in lower flow resistance in
the vertical fracture than that of the
horizontal fracture.

CONCLUSIONS

1) Longer and wider fracture can give
larger steam production. Thus, it is
desirable tc enlarge its size by the
hydraulic fracturing, to increase well
productivity at the operating
condition.

2) There is the best combination of
fracture length and the fracture width
to maximize the well productivity at
the operating condition for the same
fracture volume. Thus, the balance of
the fracture length and fracture width
is important in creating fractures by
the hydraulic fracturing.

3) The method described in this paper
enables us to quantitatively predict
the effects cf the hydraulic fracturing
and evaluate the best combination of
the fracture geometry, for planning the
best hydraulic fracturing job.
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Table 1 Simulation Parameters of N,
Horizontal Fracture Model (Fig. 3),
Vertical Fracture Model (Fig. 4),
and Well Flow Model.
* : Boundary Conditions of One Side
of X and Y Direction of the
Vertical Fracture Model are Closed.
Parameter (Symbol) Value
Horizontal | Center Depth
and of Fracture Layer 2000m
Vertical Reservoir Pressure
Fracture at 2000m 20 MPa
Mode! Other Depths Hydrostatic Pressure
Reservoir Temperature 230 °C *
Boundary Condition Open on All Direction
(Constant Temp./Press.)
Porosity
Fracture Biock 0.8
Matrix Block 0.1
Well Block 0.999
Rock Heat Capacity 2MJ /m3 . K
Rock Termal Conductivity 2W/m-K
Permeability
Fracuture Block 100 X 107t2m?2
Matrix Block 25 X 10715 m?
Well Block 1000 X 10712m?2
Horizontal | Fracture Block Length (L ) 45.3, 86.2, 160.2
Fracture 301.4, 567.0m
Mode! Fracture Block Width (WF) 0.05, 0.25, 0.55m
Vertical Fracture Block Length (L f) 50, 150, 450m
Fracture | Fracture Block Height (Hf) 20, 40m
Model Fracture Block Width 0.3m
Well Flow | Well Head Pressure 0.65 MPa
Model Depth of Feed Point 2000 m
Diameter of Well 0.30m
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ABSTRACT

The deep Cerro Prieto (Baja California, Mexico) beta
reservoir is offset vertically by the southwest-northeast
trending, normal H fault. Under exploitation pressures in
the upthrown block have decreased strongly resulting in
boiling and high-enthalpy production fluids. Significant
differences in fluid chemical and isotopic compositions are
observed in the two parts of the reservoir and particularly
in an anomalous zone associated with the H fault. These
differences result from intense boiling and adiabatic steam
condensation, as well as from leakage of overlying cooler
water along the fault.

Introduction

The Cerro Prieto geothermal field has three reservoirs
developed in sandstones and sandy shales of the Colorado
River delta. The shallow (1000 to 1500 m depth) alpha
reservoir in the west of the field was developed first and
has been partly abandoned because of decreasing fluid
temperatures. Most production is now from the deeper
(1500 to 2700 m depth) beta reservoir which underlies the
whole field. There are a few wells that produce from the
yet deeper gamma reservoir. The beta reservoir is offset
by the “H” fault of Halfman et al. (1986) with the down-
thrown block mainly exploited by the CP-II power plant
and the upthrown block by the CP-III plant. The position
of the H fault (top of the upthrown block to the top of the
downthrown block) from these authors is shown in Figure
1. After these plants went on line in 1986-7, large quanti-
ties of fluids were withdrawn and reservoir pressures de-
creased more or less strongly depending on initial pressure
and degree of isolation from other aquifers. The response
to pressure decrease in the alpha reservoir, exploited since
1973 by the CP-I power plant, has been an influx of cooler
waters from the sides and above with limited local boiling
(Grant et al., 1984, Truesdell et al., 1989). The response
to pressure decrease in the beta reservoir is not as well
known because a much shorter production record is avail-
able.

The beta reservoir is not well connected to cooler water
aquifers except on the western margin (in the CP-I area)
and possibly in the south. The upthrown block (CP-III)
shows strong boiling (de Leén Vivar, 1988) apparently
because it is closed to the north by an undefined barrier

and has only limited connections with cooler aquifers in
the west at a distance of 2-3 kilometers. Boiling in the CP-
III area appears to occur generally throughout the reservoir
with a gravity segregation of steam and water resulting in
separate entries of steam and water in producing wells
(Truesdell et al., 1989; Truesdell and Lippmann, 1990).
Simulation studies (Lippmann and Truesdell, 1990) show
that the general CP-III boiling results from closed reser-
voir boundaries or restricted recharge while localized near-
well boiling observed in the shallow reservoir of the CP-I
area is related to constant pressure boundaries.

Anomalous fluids related to boiling in the CP-III area
were described by Stallard et al. (1987), who showed that
some high-enthalpy, high-deuterium, low-chloride fluids
did not fall on the chloride-deuterium (or chloride-oxygen
18) mixing line that characterized most of the field. All of
these observations are consistent with boiling, phase seg-
regation and preferential steam flow to the wells. In some
fluids a small increase of oxygen-18 (up to 0.5 permil)
was observed which is not consistent with increased steam
entry. At the time of the 1987 study, this anomaly could
not be examined in detail because most CP-III wells had
been in production for only one year . With two or three
years more of production and geochemical data available
we have reexamined processes in the beta reservoir related
to continued production.

Data collection and analysis

Water samples were collected by the staff of the
Comisién Federal de Electricidad (CFE) and by members
of the U.S. Geological Survey (USGS) from production
separators after one or two stages of steam separation and
cooled or flashed to atmospheric pressure. Chemical anal-
yses of flashed water samples weré made in the laborato-
ries of CFE at Cerro Prieto. Isotope analyses were made
at the USGS Laboratories in Reston, Virginia, on samples
of steam and separated water cooled without flashing. In
most cases total fluid enthalpy (Hy,) measurements
were made within less than 15 days of the time of sample
collection. Aquifer liquid temperatures and enthalpies
were calculated by the use of geothermometers and steam
tables based on pure water. Near-well aquifer chloride
concentrations (Clagyiter) were calculated from analysis of
flashed samples using aquifer liquid enthalpy (Hgeat)




Figure 1. Map of the Cerro Pricto
geothermal field showing
the boundaries of the CP-
I, CP-1I and CP-1II areas,
the position of the H fault
at reservoir level and the
locations of wells men-
tioned in the text.

calculated from Na/K temperatures (Fournier, 1979). The
equation used is

Hsteam (sep) — Hotal
Hsteam (sep) — Hwater (sep)

Claquifer = Clwater (sep) X

for a single separation and repeated for each additional
stage of separation including flashing during collection.
Data at separation conditions are denoted by (sep); en-
thalpy values for separator conditions are from steam ta-
bles. These calculated aquifer chloride concentrations
(rather than analytical concentrations) are used throughout
the paper.

The fraction of “excess” steam entering the well from
reservoir two-phase fluid (the inlet vapor fraction or IVF)
‘was calculated from the equation (Truesdell et al., 1989),

IVF = Hiotal — Hwater (inlet)
Hgteam (inlet) ~ Hyager (inlet)

" with inlet temperatures based on Na/K rather than silica
because some waters may become diluted near to or in the
well (discussed below).
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Results

Maps of 1990 excess steam fractions (IVF), chloride
concentrations in the aquifer liquid, Na/K geochemical
temperatures and total-discharge isotope compositions (for
1989) show similarities and differences between fluids
from the CP-II and CP-III parts of the beta reservoir
(Figures 2-6). The northeast-striking, southeast-dipping,
normal H fault divides the beta reservoir into two blocks.
The fault at reservoir level approximately follows the
boundary between CP-II and CP-UII (Figure 1). Com-
pared with fluids of the southeast block, those of the
northwest upthrown block show higher excess steam,
generally lower and variable reservoir chloride, higher
oxygen-18 concentrations but similar deuterium concen-
trations and chemical (Na/K) temperatures. There is a
more or less well-defined anomalous zone of low tem-
peratures, low aquifer chloride concentrations and some-
what lighter isotope compositions approximately along the
trace of the H fault at reservoir level (Figures 3-6). The
general character of fluids from the southeast and north-
west parts of the reservoir are considered first and the
anomalous area later.
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Figure 2.

Figure 3.

Inlet vapor fraction (ex-
cess steam) for Cerro
Prieto wells producing in
1990. Measured enthalpy
values and chemical anal-
yses are from CFE. The
area and scale of this and
following maps are the
same as Figure 1.

Aquifer liquid chloride
concentrations (in mg/kg)
for Cerro Prieto wells
producing in 1990. In
equation 1 (text), aquifer
liquid enthalpy values
have been calculated from
silica temperatures. Anal-
yses are from CFE.




Figure 4.

Figure 5.

Na/K geothermometer
temperatures (in °C) for
1990 Cerro Prieto fluids,
calculated using the
equation of Fournier’
(1979). Water analyses
are from CFE. The
locations of the eastern
and western lines of
anomalous wells are indi-
cated.

Total discharge oxygen-18
compositions of Cerro
Prieto well fluids collected
in 1989. Calculated values
are from steam and water
analyses by the USGS.
Units are permil SMOW.
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Total discharge deuterium
compositions of Cerro

Prieto well fluids collected
in 1989. Calculated values
are from steam and water
analyses by the USGS.

Units are permil SMOW.

Figure 6.

Cerro Prieto II fluids

As was described earlier (e.g. Truesdell et al., 1989;
Lippmann et al., 1991), the downthrown block of the beta
reservoir shows only limited boiling because of its great
depth and possibly because of connections with cooler
fluids to the south. The lack of reservoir boiling is seen in
the excess steam (IVF) map (Figure 2) in which almost all
fluids southeast of a line between wells M-129 and M-169
show inlet vapor fractions less than 0.1. The exceptions
are wells M-118 and E-27 which showed IVF values
greater than 0.2 in 1990. The low values of IVF are con-
firmed by detailed enthalpy and chloride histories of typi-
cal well fluids (Figure 7) which show neither near-well
boiling (which would lower silica enthalpy) nor general
boiling and steam-water phase segregation (which would
increase measured enthalpy). The O-18 isotope map
(Figure 5) shows decreases to the southwest and (less
strongly) to the south. These trends in O-18 and excess
steam together with the decrease toward the south of
aquifer chloride from greater than 10,000 ppm to less than
9000 ppm (Figure 3) suggest mixing with somewhat less
saline water. The temperature effect of this mixing is less
well defined (Figure 4) with 1990 Na/K temperatures near
320°C along the boundary, only 10-15°C cooler than
elsewhere. The location of the H fault at the boundary
with the northwest block is clearly shown in the excess
steam (Figure 2) with near zero IVF values changing to
greater than 0.4 IVF within a distance of 250-500 m.
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The oxygen-13 compositions show almost exactly the
same location for the H fault (Figure 5). The southeastern
part of CP-II is characterized by fluids with oxygen-18
compositions between -8.5 and -10 permil SMOW which
changes to values between -7.5 to -8.5 in the area with
high excess steam. This is something of a paradox be-
cause at equilibrium steam is 0.7 to 1.0 permil lower in O-
18 than liquid water at the temperature of the Cerro Prieto
reservoirs (320-340°C), thus light isotopes (i.e. lower O-
18/0-16 ratios) should accompany higher-enthalpy dis-

charge.

Deuterium shows little experimental liquid-vapor frac-
tionation at 320 to 340°C (steam is less than 2 permil en-
riched in deuterium) and there are few large changes
throughout the CP-II reservoir (Figure 6) with southern
fluids about 1 permil lighter than central CP-II fluids (-96
permil compared with -95 permil SMOW). The relatively
small liquid-vapor fractionation factors for deuterium
above 200°C and the lack of a “deuterium shift” from ex-
change with rock minerals make deuterium a less sensitive
indicator of boiling and mixing processes in geothermal
systems than oxygen-18. Although oxygen-18 isotopes
are more sensitive to boiling processes at high tempera-
tures, the “oxygen isotope shift” resulting from oxygen-18
exchange between water and rock, depends on tempera-
ture, rock type and duration of contact and may also pro-
duce variation in isotope compositions. Fluids with lower
deuterium (to -97 permil) are found in part of the zone of
anomalous fluids along the excess enthalpy boundary (the
H fault). These are discussed below.
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Figure 7. Geochemical history of E-23, a typical CP-1I
well. This includes measured total fluid en-
thalpy and calculated aquifer liquid enthalpy
from silica and NaKCa geothermometers,
along with measured and calculated aquifer
liquid chloride based on silica temperatures.
Enthalpy measurements and water analyses are
from CFE.
Cerro Prieto III fluids

The CP-1II area (Figure 1) is very interesting geo-
chemically. As mentioned earlier, fluids from this part of
the field have high excess steam resulting from
widespread boiling and phase segregation with steam en-
tering wells separately from the liquid. This steam-rich
fluid should show depletion of oxygen-18 on a total fluid
basis and increase of chloride in the liquid (but not in the
total fluid) as a result of boiling. CP-III fluids have, how-
ever, enriched total discharge oxygen-18 (Figure 5) and
low (but highly variable) aquifer liquid chloride concentra-
tions (Figure 3) compared with CP-1I fluids. High oxy-
gen-18 in CP-1II fluids may be unrelated to boiling and re-
sult instead from oxygen isotope shift enhanced by limited
fluid circulation. Although Na/K temperatures (Figure 4)
show no significant differences between CP-1II and CP-II,
CP-III silica temperatures are typically lower by 25-50°C
(Figure 8). This could result from near-well boiling and
quartz deposition, but in the absence of the exponential
decline of excess steam characteristic of near-well boiling
(Lippmann and Truesdell, 1990), another explanation is
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Figure 8. Geochemical history of M-121, a typical CP-
I well. Quantities are as in Figure 7.

suggested (see below). The fluids produced from wells at
the boundary between CP-IT and CP-III are anomalous in
one or more of these quantities compared to either part of
the reservoir.

Anomalous fluids

A number of wells along two northeast-southwest
trends near the CP-I/CP-III boundary have shown
anomalous behavior in 1988-1990. The map of Na/K
temperatures for 1990 (Figure 4) shows that fluids from
the anomalous wells (marked by lines) have temperatures
10 to 40°C lower than adjacent wells. The anomalous
wells form two lines and include M-102, M-125, M-107
and E-26 in the western line and M-194, E-25, E-43, M-
193, M-109, M-129 and M-147 in the eastern line. A few
wells (M-147, M-109) did not have anomalous tempera-
tures but were abnormal in other ways. Other wells along
the same lines show no anomalies (for example M-108
and E-34) and some of the abnormal wells show only
small temperature deficits in 1990 but showed large ones
in previous years (e.g. M-129 in 1988). Some other wells
off the trend had anomalous fluid temperatures for short
periods (e.g. E-47 in 1988, M-169 in 1989). Some (but
not all) wells with low 1990 temperatures show low
aquifer chloride (M-102, M-194 and adjacent wells, and
M-129). Some of the wells (E-25, E-43, M-193 and M-
147) had low oxygen-18 (Figure 5) and deuterium (Figure
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6). Finally, most of the anomalous wells (but not E-26,
M-109 and M-129) showed high excess steam in 1990
(Figure 2) with IVF values greater than 0.5 in the western
line (usually more than 0.1 higher than adjacent wells).
Wells in the eastern line have lower but still elevated IVF
values (>0.4).

Interpretation of anomalous fluid composi-
tions

The wells with the most consistently anomalous fluids
are M-102 and the group including M-194, E-25, E-43
and M-193. A map of the top of the producing interval
(Figure 9) shows that this group of wells (except M-102
and M-194) have unusually shallow production intervals,
as much as 250 m above adjacent wells (E-43 at 1900 m
depth has the shallowest production in the western half of
CP-III). Wells M-129 and M-147 also have shallow pro-
duction and anomalous fluids, but in M-127 shallow pro-
duction did not lead to anomalous fluids. This partial cor-
relation of fluid anomalies and shallow production sug-
gests that part of these fluids may have been produced in
or migrated to the upper parts of the reservoir. Note that a
band of steep gradient in production depth runs from
northeast to southwest almost coincident with the position
of the H fault determined by Halfman et al. (1986) from
well logs.

Two possible causes of anomalous fluids at the top of
the reservoir are gravity-induced steam segregation after
extensive boiling, and recharge of cooler water from
above. Some observations (high excess enthalpy, low to-
tal chloride) suggest steam segregation while others (low
geothermometer temperatures, low liquid chloride) imply
cool recharge. It is important to note that in 1989 light
isotopes were associated only with the eastern line of
anomalous fluids (wells in the M-194 group, and M-147;
data for M-109 and M-129 are not available for that year).

The inconsistent nature of the anomalies suggests that
more than one factor may apply. In general wells in the
western anomaly (M-102, M-125, M-107 and E-26) have
very high excess steam and no evidence of light isotopes,
while those in the eastern anomaly have light isotopes with
low (M-147, M-112, M-109) or moderate (wells near M-
194) excess steam. Of these factors, low total discharge
deuterium values are clearly related to cooler, less-saline
waters (which have a larger fraction of Colorado river wa-
ter, low in salts and deuterium; Stallard et al., 1987). High
excess steam is probably related to segregation of steam
and its preferential flow to wells. The M-194 group has
both low deuterium and moderately high excess steam,
with shallow feed zones. Thus these wells may have both
influences. The addition of cooler water to the western
wells is strongly indicated by their low Na/K temperatures
and aquifer chloride concentrations, but they show no
anomalies in total-fluid isotope compositions. It seems
likely that because these wells have such high excess
steam, the composition of the liquid fraction has little in-
fluence on the total-discharge isotope compositions. Thus
it is possible that cooler recharge could cause low
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geothermometer temperatures and aquifer chloride concen-
trations, because these quantites are related to liquid com-
positions, but isotope compositions remain strongly influ-
enced by high excess steam. The high excess steam could
also contribute to lower aquifer chloride and silica-
geothermometer temperatures in the manner discussed
next.

High excess steam and low chloride in CP-III
fluids

As mentioned above, the CP-III area generally has
high excess steam (Figure 2) and low variable aquifer
chloride concentrations (Figures 3 and 8). Intuitively,
since boiling and steam separation should leave residual
water enriched in chloride, high rather than low aquifer
chloride would be expected. In addition the extreme range
in chloride (e.g. 5000 to 15,000 mg/kg in M-121; Figure
8) is not consistent with these waters starting with 11,000-
12,000 mg/kg chloride as found in CP-II, and becoming
more concentrated by boiling off steam. A possible ex-
planation of the low and variable chloride found, lies in the
boiling and condensation processes that may be expected
for very high-temperature waters. This sort of argument
was used by James (1968) to explain the preference of va-
por-dominated reservoirs for 240°C, the temperature cor-
responding to the enthalpy maximum of steam.

The processes suggested can be understood by consid-
ering the enthalpy-pressure diagram for water constructed
from steam table data (White et al., 1971). This diagram is
for pure water, but can be applied to Cerro Prieto waters
which all have less than 2% NaCl equivalent concentration.
Figure 10 shows an outline of the two-phase region, and
isotherms for 150, 200 (partial) and 300°C along with the
hypothesized boiling and condensation processes.

The generalized initial state of Cerro Prieto HI water
before exploitation is shown at point A. This fluid is
compressed liquid at supercritical pressure but subcritical
temperature. At the start of exploitation the liquid under-
goes decompression along the 350°C isotherm with tem-
perature buffered by heat in the rock, to reach the two-
phase region at point B. From B to C the liquid boils at
constant enthalpy with phase separation at C to form
residual liquid of composition L1 and vapor, V1. The
fraction of vapor formed is about 0.14 and if the initial
chloride concentration is about 10,000 mg/kg (as in CP-
II), then the concentration in residual liquid would be
11,600 mg/kg. This process is similar to boiling in a sepa-
rator except that heat may be transfered from the rock as
the fluid decreases in pressure and temperature from B to
C. Initially this heat transfer must increase the fluid en-
thalpy so that the steamn fraction is higher than 0.14 and the
residual chloride, greater than 11,600 mg/kg. With time,
rock temperatures equilibrate with boiling fluid tempera-
tures and the process becomes isoenthalpic.

The CP-III reservoir has very low recharge (i.e. is
nearly closed) and the pressure drop from exploitation
would have propagated widely causing widespread boil-
ing. Since boiling is not limited to the near-well region,




Figure 9. Map of the top of the pro-
ducing intervals (depths in
meters) of Cerro Prieto
wells in the beta reservoir
(Ricardo M4rquez, CFE
Cerro Prieto; personal
commun., 1991).

Figure 10. Part of the enthalpy - A CPll 350C, 400b
pressure diagram for pure
water from White et
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gravity segregation could occur and it is likely that before
or during flow to the wells, the residual liquid would flow
to lower zones and steam would flow toward upper zones.
Steam at point D (composition V1) would continue to de-
crease in pressure and temperature as it flowed toward the
wells and, because it has a temperature well above 240°C
(and therefore less than maximum enthalpy), it can con-
dense at constant enthalpy to form a low-enthalpy liquid
(L2) and higher-enthalpy steam (V2). The condensation
process shown in Figure 10 is for final separation at
200°C and 14 bars gage, typical of the high pressure sepa-
rators at CP-III. The decompression process shown from
D to E occurs at least partly in the wellbore and separator
(at constant enthalpy), but is likely to also occur partly in
the reservoir.

The liquid L2 is steam condensate which contains neg-
ligible chloride and represents about 0.06 of the total fluid
separating from L1. If all of this condensate is carried into
the well (or formed in the well) and the excess vapor frac-
tion (IVF) of the well is high (as for most CP-1II wells),
then this condensate could significantly dilute brine.from
the lower reservoir zones. If the condensation ocurred
partly in the reservoir as the steam flows toward the well,
then a smaller fraction might enter the well and the re-
mainder might mix with and partially dilute the brine out-
side the well.

These processes allow for a great variety in apparent
aquifer liquid chloride with all or nearly all fluids showing
some dilution. The degree of dilution depends on condi-
tions that would not be consistent from well to well or
with time in a single well. This agrees with the observed
variation in aquifer chloride concentrations of CP-III
reservoir fluids (Figures 3 and 8). Dilution with conden-
sate would also affect calculated silica temperatures and
produce the greatly depressed silica temperatures observed
in CP-IIT fluids. Low chloride and silica concentrations
associated with the CP-1II fluids also characterize anoma-
lous well fluids along the western line. These fluids have
extremely high excess steam and must also show the ef-
fects of these boiling and condensation effects. However
the low Na/K temperatures of these fluids could not be
produced by condensation and near-well dilution, but must
result from the entry of cooler waters.

Summary

The beta reservoir at Cerro Prieto shows several types
of production mechanisms. Fault-H divides the reservoir
into a deeper block in the southeast and a shallower block
in the northwest. The southeast part, producing steam
mainly for powerplant CP-1I, shows limited boiling due to
its greater depth and higher initial pressure, and probably
because pressures are maintained by its connections to
cooler aquifers. The northwest part supplying steam
mainly to powerplant CP-III shows intense boiling with
phase segregation and preferential steam flow to wells re-
sulting in high excess steam. The fluids from the CP-III
area have aquifer chloride concentrations about 20% lower
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than those from the central CP-II area and are relatively en-
riched in oxygen-18.

Near the trace of the H fault at reservoir level, there are
two lines of wells with anomalous fluids. The western
line shows high excess steam with low aquifer liquid
chloride, low Na/K temperatures and total-discharge deu-
terium concentrations similar to most other fluids from the
beta reservoir. The eastern line shows lower excess steam,
low chloride, low Na/K temperatures and low deuterium
values. These anomalous fluids appear to result in part
from cool water recharge from above and in part from ex-
ceptionally large amounts of excess steam (high IVF val-
ues). The generally lower aquifer chloride in CP-HI fluids
may be due to isoenthalpic condensation of very high-
temperature steam with resulting dilution of reservoir lig-
uids with condensate. This process also may contribute to
the low chloride of the western anomalous fluids. The
high oxygen-18 in CP-III fluid probably results from oxy-
gen isotope shift.

If cooler water is entering the beta reservoir along the
line of anomalous wells, then it is probably moving down
the H fault. Not only is the fault zone a possible conduit,
but because of the offset of the shale layer overlying the
beta reservoir, the distance from the hot reservoir to over-
lying cooler groundwater is the least along the fault trace.
Inflow of cooler water into the greatly decompressed
northwest block of the beta reservoir would be beneficial
providing it is dispersed through the reservoir and not con-
centrated in a limited area.

Acknowledgements

We wish to thank our colleagues at the Comisién Fed-
eral de Electricidad (CFE), in particular Ricardo Mirquez
at Cerro Prieto, for useful discussions, and for providing
data and ideas. We appreciate technical reviews by Emilio
Antinez and Mack Kennedy and the production of the pa-
per by Judith Peterson at LBL. This work was supported
in part by the geothermal programs of CFE, the Lawrence
Berkeley Laboratory and the U.S. Geological Survey and
in part by the Geothermal Division of the Department of
Energy through a contract to LBL.

Bibliography

de Ledn Vivar, I., 1988, Presencia de dos fases en el
yacimiento del campo geotérmico de Cerro Prieto,
Geotermia, Rev. Mex. de Geoenergfa, v.4, p.203-211.

Fournier, R.O., 1979, A revised equation for the Na/K
geothermometer, Geothermal Resources Council Trans.,
v.3, p.221-224.

Grant, M:A., Truesdell, A.H. and Maiién A., 1984, Pro-
duction induced boiling and cold water entry in the Cerro
Prieto geothermal reservoir indicated by chemical and
physical measurements, Geothermics, v.13, p.117-140.

Halfman, S.E., Maiién, A. and Lippmann, M.J., 1986,
Update of the hydrogeologic model of the Cerro Prieto
field based on recent well log data, Geothermal Resources
Council Trans., v.10, p.369-375.




James, R., 1968, Wairakei and Larderello: Geothermal
power systems compared, New Zealand Journal of Sci-
ence, v.11, p.706-719.

Lippmann, M.J. and Truesdell, A.H., 1990, Reservoir
simulation and geochemical study of Cerro Prieto I wells,
Proc. Fifteenth Workshop on Geothermal Reservoir Engi-
neering, Jan. 23-25, Stanford, CA, p.211-220.

Lippmann, M.J., Truesdell, A.H., Halfman-Dooley, S.E.,
and Maiién, A., 1991, A review of the hydrogeologic-geo-
chemical model for Cerro Prieto, Geothermics, v.20, p.39-
52.

Stallard, M.L., Winnett, T.L., Truesdell, A.H., Coplen,
T.B., Kendall, C., White, L.D., Janik, C.J. and Thompson,
JM,, 1987, Patterns of change in water isotopes from the
Cerro Prieto geothermal field, Baja California, Mexico:
1977-1986, Geothermal Resources Council Trans., v.11,
p-203-210.

-214-

Truesdell, A.H. and Lippmann, M.J,, 1990, Interaction of
cold-water aquifers with exploited reservoirs of the Cerro
Prieto geothermal system, Geothermal Resources Council
Trans., v.14, p.735-741. '

Truesdell, A.H., Terrazas, B., Herndndez, L., Janik, C.J.,
Quijano, L. and Tovar, R., 1989, The response of the
Cerro Prieto reservoir to exploitation as indicated by fluid
geochemistry, Proc. CFE-DOE Symposium in Geother-
mal Energy, DOE Report CONF 8904129, p.123-132.

White, D.E., Muffler, L.J.P. and Truesdell, AH., 1971,
Vapor-dominated hydrothermal systems compared with
hot-water systems, Economic Geology, v.66, p.75-97.



PROCEEDINGS, Seventeenth Workshop on Geothermal Reservoir Engineering
Stanford University, Stanford, California, January 29-31, 1992
SGP-TR-141

EXPERIMENTAL STUDY OF TWO-PHASE FLOW IN
ROUGH FRACTURES

M. Fourar, S. Bories, and R. Lenormand *

Institut de Mécanique des Fluides, 31400, Toulouse, France

* Institut Frangais du Pétrole, 92506, Rueil Malmaison, France

ABSTRACT

Two-phase (air-water) flow experiments were conducted
in horizontal artificial fractures. The fractures were
between glass plates (1 x 0.5 m) artificially roughened by
gluing a layer of glass beads of Imm diameter. Three
rough fractures were studied: one with the two surfaces in
contact, and two without contact. Videotape observations
revealed flow structures similar to those observed in two-
phase flow in pipes, with structures depending upon the
gas and liquid flow rates. The data of flow rates, pressure
gradients and saturations were interpreted using the
generalized Darcy's law. Relative permeabilities curves
were found to be similar to classical curves in porous
medium, but not unique functions of saturations. The sum
of gas and liquid relative permeabilities were found to be
less than one at all saturations.

INTRODUCTION

Two-phase flow in fractured rocks occurs in recovery of
petroleum or natural gas, recovery of coalbed methane,
exploitation of geothermal energy, and isolation of
radioactive waste. Models to predict two-phase flow in
fractures are therefore of practical interest, but little is
known of the laws governing such flow.

The approach most commonly taken to model two-phase
flow in a single fracture is (o treat the fracture as a 2-
dimensional porous medium, and write Darcy's law for
each phase. For horizontal flow:

KOKrL
ur

1)

Vs =- VP

KoK
(V18] 2)

Vgs = - VPg

where V is velocity, p is viscosity, P is pressure, Ko is the
intrinsic permeability and K; the relative permeability.
Subscripts L and G represent liquid and gas respectively,
and subscript S represents superficial velocity (also called
Darcy velocity). The relative permeability factors account
for the fact that each phase interferes with the flow of the
other, and (at least in porous media) the K1 and KrG
functions are strongly dependent upon phase saturation.

For lack of data, it is generally assumed for modeling
purposes that in fractures the relative permeability to each
phase is equal to its saturation; that is, each phase does not
interfere with the flow of the other, and Ky[, + KrG = 1.
This assumption is based upon the experimental work of
Romm (1966), in which oil and water were confined to
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different regions of a smooth fracture by controlling the
wettability of the fracture surfaces; and upon analysis of
field data from geothermal reservoirs (Pruess et al 1983,
1984). But theoretical analysis and numerical simulations
by Pruess and Tsang (1990) showed that in a rough
fracture, significant phase interference would occur, and
this was confirmed by the experimental work of Persoff et
al. (1991) and Fourar et al. (1991,1992).

Roughness of the fracture walls is important in single
phase flow because it increases friction and causes
streamlines to be crooked even in laminar flow. In two- (or
multi-) phase flow, wall roughness causes the aperture to
vary from point to point in the fracture. Regions of smaller
aperture (like smaller pores in porous medium) are more
attractive to the wetting phase, and generally constitute the
flow path for that phase. In this work we conducted two-
phase flow experiments in rough fractures with openings
of order of 1 mm. The data are interpreted using Darcy's
model.

APPARATUS

A schematic view of the apparatus is shown in Fig. 1. The
fracture consisted of two horizontal glass plates, 1 m long
and 0.5 m wide. The plates were artificially roughened by
gluing a single layer of 1 mm glass beads to each plate.
Three sets of experiments were done: one with the rough
surfaces in contact (h1) and two with the surfaces spaced
apart (h2 and h3). For all the fractures, steel bars were
tightened in place to prevent the glass from bulging at high
flow rates.

The flow injector consisted of 500 stainless steel tubes of 1
mm o.d. and 0.66 mm i.d. Air and water were injected
through alternating tubes to achieve uniform distribution of
flow at the inlet. Air was injected at constant pressure, and
its volumetric flow rate, corrected to standard pressure,
was measured by an inline rotameter. Water was injected
by a calibrated pump. At the outlet of the fracture, gas
escaped to the atmosphere and water was collected in a
decanter and recycled.

Nine liquid-filled pressure taps were cemented into holes
drilled along the center line of the lower plate. Any pair of
taps could be connected by valves to a differential
transducer. This arrangement allowed measurement of
non-uniform pressure gradients, but in the experiments the
pressure gradient was always found to be uniform along
the length of the fracture. The measured pressure gradient
varied rapidly as the two taps were contacted by air or
water, and only the time-averaged values were recorded.




12

VP=_F

Q- B%Qz 3)

Where Q is the volumetric flow rate per vnit width of the
fracture, B is a dimensionless number, a measure of the
roughness, and h is the hydraulic aperture. Values of h and
B determined from the parabolas are shown in Fig. 2.

'Two-phase flow structures

The flow structures observed in our experiments are
similar to those observed in pipe flow. By varying gas
flow rate at a given liquid flow rate, we have identified
several structures: bubbles, fingering bubbles,
complex, films, and drops. Their maps are presented in

Fig. 1. Experimental apparatus

For each experiment, the fracture was initially saturated Figure 3. In these figures, the volumetric flow rate of
with water, and water was injected at a constant rate liquid and gas have been converted to superficial
through the fracture. Air injection was started and velocities.

increased stepwise through a range of flow rates. When

steady state was reached for each flow rate, the pressure INTERPRETATION
gradient and liquid saturation were measured. The fracture
was Then resaturated with water and the experiment was To correlate our data of flow rates, pressure drop, and

repeated several times at different liquid flow rates. saturation, we have used the generalized Darcy law.

Liquid saturation was measured by a volume-balance
method. The water volume in the decanter was measured at
the start of the experiment, with the fracture completely

saturated with flowing water, and again when sieady state !
had been reached at each air flow rate. Changes in the ]
water volume in the decanter were then used to calculate a 1o X % N 0o 2=
water balance, from which the liquid saturation in the 1 o8 o@ :@E X * E 9‘3 ‘:’.}: '.-
fracture was determined. 3 14 0 O X © 6 600 m
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law but does not necessarily indicate turbulent flow. 01 1 1 10
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Such deviation has been observed in porous media (see VGS (misec)
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and in rough fractures (Schrauf and Evans, 1986). The —
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comparison to viscosity forces. The relationship between
pressure gradient and flow rate is then written (Schrauf

and Evans, 1986): Fig. 3. Flow structure map
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Model of Darcy

We suppose that the two-phase flow in fractures is
governed by the generalized Darcy's law (1) and (2). In
these equations, the relative permeability expresses the
degree to which each phase impedes the flow of the other.
In our experiments, the capillary pressure is uniform, then
VPG = VP, = VP, where VP is the observed pressure
gradient under two-phase flow conditions. Then:

L __2uVis
K, —-—2HYs 4
L hZVP 4)
1246 VGs
K =-—287Gs 5)
n’vP (

The calculated K;[, and KyG are plotted against the
measured saturation in Fig. 4. The curves are qualitatively
similar to classical K curves obtained in porous media.

However, a family of curves are found (instead of one
single curve as in porous media} depending on VLS and
VGS.- Relative permeabilities are therefore not unique
functions of saturation under these conditions. In Fig. 5,
the data are replotred as KyL, vs KrG. These figures show
that there is no unique relationship between K1, and KrG
and the sum of K;L and KrG is less than one at all
saturations.

The generalized Darcy's law cannot be used to correlate
our relative permeabilities and saturations data because it
does not take into account inertial forces or phase
interference (coupling). Actually, the data in Fig. 2. show
that in rough fractures even in single-phase liquid flow, the
effect of inertial forces is not negligible.

CONCLUSIONS

Two-phase (air-water) flow experiments have been
conducted in artificially roughened fractures of hydraulic
aperture approximately 1 mm. The fracture consisted of
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two horizontal glass plates, Im long and 0.5 m wide. The
plates were artificially roughened by gluing a single layer
of 1 mm glass beads to each plate.

Hydraulic ziperture was calculated from the single-phase
liquid flow taking into account the inertial forces due to
roughness of the fracture walls.

By varying liquid and gas flow rates, we have identified
several flow structures: bubbles, fingering bubbles,
complex, films, and drops. These structures are similar to
those observed in two-phase flow in pipes.

To interpret our data of flow rates, pressure drops, and
saturations, we have used the generalized Darcy's law.
The data showed that, contrary to what is commonly
assumed, the relative permeability factors are not linearly
dependent on saturations. Thus, KrL, is not a unique
function of KrG, and the sum of Ky, and K@ is less than
one at all saturations.

Because the flow structures observed present similarity to
the structures observed in pipe flow, models for two-phase
flow in pipes were examined (Fourar et al. 1992) in order
to fit the data.
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1.0 Introduction

and
Bill Livesay
Consultants
information. Two methods not
previously applied to geothermal

Geothermal exploration has been
highly successful to date in locating
targets for drilling. However, the
requirements for an economically
successful geothermal well are both
high flow rate and high temperature.
Most geophysical and geochemical
exploration methods have not been
highly accurate in predicting the depth
and actual temperature of a reservoir,
nor have they been able to locate high
permeability zones. The result is that
most geothermal exploration is
conducted by drilling core holes to
better understand the heat flow in an
area followed by drilling of production
diameter exploration wells which can be
flow tested to ascertain the
permeability.

The goal of any exploration
program is to determine reservoir
economics. The cost of wells makes up
between one quarter and one half the
total cost of producing geothermal
power. The number, design, depth of
wells and placement of injectors are
important to the optimal exploitation
of the reservoir. Although early
efforts at development have focused on
rapid plant construction to begin cash
flow, the history of producing fields
emphasizes that understanding
reservoirs can reduce the risk of rapid
temperature or pressure declines and
increase the success of step out
drilling following initial
exploitation. The high cost of large
diameter production wells makes the
collecting of exploration data on the
reservoir through some less expensive
method desirable.

Geothermal developers are still

drilling resources with surface
expression, hot springs and surface
mappable fractures and faults. As
these obvious resources are developed
and as the obvious targets in
productive fields are exhausted, new
exploration tools are needed. One

possibility is the use of deep core
holes drilled for temperature gradient
data to provide more reservoir

reservoir assessment are suggested to
augment other data obtained from
coreholes.

2.0 Reservoir Information

To date only a part of the
information needed for assessing
reservoir economics has been obtainable
from narrow diameter core holes. Even
deep core holes vielded at most
information about lithology,
temperature and occasionally if a fluid
sample was possible, fluid chemistry.

The information we need most about
the reservoir, such as well
productivity, reservoir size and
storage, hydraulic conductivity and
fluid chemistry is obtained by flow
testing production diameters wells.
Small diameter core holes or
stratigraphic wells generally would not
flow due to large frictional pressure

drops. If slim holes did flow the
rates were often to low to stress the
reservoir as at Mt. McKushin on

Unalaska Island in the Aleutions.
Injection yielded some information, but
in fractured formations, injectivity
can Dbe twice to five times the
productivity of the same well due to
increased fracture aperture due to
thermal contraction of the rock and
pressure propping, and due to density
related changes in head.

3.0 Retrieving Reservoir Information
from Slim Holes

Since coreholes have always been
drilled for exploration purposes to
obtain temperature logs, heat flow data
and lithology, it seems appropriate to
obtain as much information as possible
from them. The idea of obtaining
reservoir information from narrow
diameter holes has been neglected due
to the lack of success at flowing the
wells and the 1lack of correlation
between -injection tests and later
production. A suite of testing
methods is suggested for improving the
quantity and quality of reservoir data
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obtained from coreholes.

4.0 Earthtide and Barometric Induced
Pressure Changes in Reservoirs

Earthtides have frequently been
suggested as a means of obtaining
useful reservoir information through
relatively inexpensive passive pressure
measurements. Jacob first described
the effect of barometric pressure
changes on water levels in confined
aquifers and developed the mathematics
for calculating the storage coefficient
from such measurements. Several other
researchers have used tidal methods for
reservoir analysis over a long period
including Bredehoeft (1967), Van der
Kamp and Gale (1983), Arditty (1978),
Kanehiro (1979) and Axelsson (1980).
Hanson describes the collection and
analysis of earthtide data from the
Raft River geothermal field in his 1984
report for Lawrence Livermore. More
recently, Evans, et. al. (1991) used
earth tides and barometric fluctuation
methods to evaluate permeability and
storage coefficients of sands near the
Asswan dam in Egypt.

4.1 Parameters

There is some discussion about the
parameters which can be evaluated using
earth tide and barometric responses in
aquifers. The total compressibility
thickness product, ¢ch or specific
storage, S, can often be calculated
more accurately than through flow
testing using such methods,
particularly if flow test data from a
single well test is considered. This
can be of some significance in the long
term prediction of reservoir behavior
since many geothermal reservoirs are in
fractured igneous or metamorphic rock
with large variation in storage
coefficient and which differ to a high
degree from the typical sedimentary
rocks of petroleum reservoirs or
groundwater aquifers.
effects are also considered, the
average porosity of the reservoir can
also be determined in combination with
earth tide analysis (Bredehoeft, 1967).

The gravitational forces acting on
the solid earth stress the formation,
deforming the pore spaces containing

the fluids. The ratio between the-

predicted tidal stress and the observed
fluid level or pressure changes in a
borehole is related to the elastic
properties of the fluid, the rock and
to the porosity of the rock as well as
the permeability. Since the tidal
stress acts over a very large area, the
properties affecting the tidal response
in the wellbore are averaged over a

If barometric

broad area.

Hanson (1984) uses the earth tide
response of a well in a fractured
reservoir with very low permeability in
the formation to estimate the fracture
direction. . The high contrast between
the fracture permeability and the
formation permeability allows the phase
shift and the admittance to vary
sufficiently for different tidal
periods to calculate the permeability
under some circumstances. However,
Hanson uses the correlation between the
directional predicted stress and the
observed phase lag and admittance at
different frequencies to calculate
fracture direction and dip. Figure 1
shows an example of one step in this
method applied to data from a fractured

well in the Imperial Valley. Earth
tidal stresses normal to planes at
various orientations were predicted
using tidal software developed by
Duncan Agnew (1984, personal
communication). The cross
‘"correlations between the predicted

tides and the observed tides were then
calculated until a good match was
found. This was then assumed to be the
fracture dip and direction. The best
match for Britz 3 was found at a strike
of N42¢E and a dip of 80e¢, The problem
can be computationally reduced by
generating a set of equations to be
solved by a non-linear least-sguares
method. Hanson (1984).

4.2 Borehole Diameter Effect

Small borehole diameters, all
other factors remaining constant, have
the effect of increasing the tidal
amplification of the borehole at tidal
frequencies. The very small amounts of
fluid squeezed from the formation
during tidal dilatation result in large
water level fluctuations for a small
diameter well with a free 1liquid
surface. In a well with a positive
shut-in wellhead pressure, the well
bore radius has the same effect;
however, the effect of the well depth,
which is to reduce the amplification,
may overwhelm the affect of well
radius.

Bredehoeft (1967) shows that the
tidal amplification factor (which is
comparable to the tidal admittance used
by others) for the large permeabilities
and borehole diameters less than 10 cm.
(4 in.) and depths encountered. in
geothermal coreholes 1is always 1 at
tidal periods. This makes it
impossible to calculate permeability
using earth tide analysis, since the
permeability (and the transmissivity)
are related to the admittance at
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different tidal periods. However,
under special circumstances where
either the p%rmeability is low, less
than 0.929 cm'/sec for the very large

well bore radius of 30.5 cm. (12 in.)
or greater, the tidal admittance or
amplification factor varies
sufficiently to be useful for

calculating the permeability at tidal
periods of 12 hours to 24 hours.
Hanson’s more detailed analysis yields
similar results.

4.3 Tool Requirements

Although pressure sensors are
available which in heat shields can be
left in high temperature wells (500eF)
for up to 12 hours, the earth tide and
barometric pressure methods require
that data be collected over a period of
at least two weeks, preferably longer.
The pressure responses in deep bore
holes are commonly of the order of 0.01
to 0.1 psid. The fact that the
difference in pressure or water level
is the quantity to be measured makes
the resolution and repeatability of the
measurement more important than the
absolute accuracy of the pressure
measured. For this reason it is
acceptable to use a system of capillary
tubing with an expansion chamber of
size at least twice the tubing volume
set at depths of 25 m. or greater below
the water level in the well. The
pressure measurement should be made
with a high resolution transducer such
as the Paroscientific guartz
transducer. Since the  absolute
pressures are not high, the resolution
can be improved by using a transducer
with a low pressure range. The system
is purged with an inert gas such as
nitrogen to reduce corrosion. Helium
is not recommended due the difficulty
of sealing leaks in helium systems.
The system is purged periocdically to
remove condensed liquid and ensure
pressure transmission to the
transducer,

Leaks in the tubing and valves and
fittings at the surface will cause
pressure drops with time which recover
dramatically after purging. Although
the pressure transducer itself is not
very sensitive to diurnal temperature
fluctuations, heating and cooling of
the tubing, valves and fittings at the
surface can result in 24 hour period
noise in the measured signal. If
diurnal temperature changes are
measured, this noise can be filtered
mathematically from the signal, but
ever effort should be made to reduce
this noise by burying the transducer,
excess tubing and associated valving in
insulated boxes. Other sources of
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noise include high frequency
atmospheric pressure fluctuations and
heating and cooling cycling in the

wellbore due to internal well
circulation. These effects can often
be removed by post processing. Radio

interference can cause sharp spikes in
the signal and any surface wiring
should be shielded. High energy radio
or other airwave transmissions such as
LORAN can cause serious interference
with pressure measurements of this
type. Signal amplification and
isolation can help to reduce these
effects.

Monitoring of barometric pressure
fluctuations using a transducer open to
atmosphere allows for the most accurate
analysis of barometric efficiency
values and can be used to remove
barometric effects from the data.
Software for this purpose has been
developed by the authors and used on
data from the Philippines and
Steamboat, NV. The best results are
obtained when barometric pressure and
water level changes are measured at the
same sampling interval.

Sampling interval can be
calculated from the Nygquist frequency:

f = n/2

where n is the sampling rate in time!
and f is the highest frequency which
this sampling rate will accurately
measure. However, if there is
considerable energy in higher
frequencies, aliasing of the data can
occur. For example if-F tidﬁl period
of 3 hours or 1 x 10 sec is the
highest frequency of interest then the
sampling interval is 1.5 hours or 90
minutes. However, if barometric
pressure changes are occurring at
shorter than 3 hour periods or there is
considerable noise from thermal cycling
at periods of less than this then the
data can be aliased. Most time series
data is filtered during collection by
building an instrument that doesn’t
respond to signals at higher
frequencies than the Nyguist frequency.
Since this isn’t possible with pressure
transducers, the only way to avoid
these problems is to over sample and
check the amplitude spectrum for high
frequency noise. This might mean that
ten minute sample intervals would be
warranted for a few days to determine
if there is significant energy at high
frequencies.

4.4 Borehole Design Requirements

Since no flow of the well is
needed for earth tide and barometric




pressure measurements, the requirements
for well construction are only that the

formation of interest 1is isolated by
casing or intervening impermeable
material and that the borehole is open
to the formation or fracture.
Significant skin effects can affect
earth tide and barometric pressure
measurements, SO that an open,
undamaged borehole is the best

completion for this type of analysis.
Most temperature gradient wells are
completed with sealed 1.25 in. diameter
tubing for running temperature probes.
The effect of the tubing on the earth
tide response is complex, but it can be
analyzed. (See Evans, et al, 1991)
However, these methods are best in open
bore holes. Decreasing borehole
diameter does not affect the ability to
collect the measurements since the
expansion chamber on the capillary
tubing system can be as small as 1 cm
"od. as ,long as the 1length of the
chamber allows for twice the volume of
the tubing.

5.0 Borehole Seismics

A promising area for more detailed
investigation of fractured reservoir
properties 1is the use of borehole
seismic techniques to evaluate fracture
permeability, combined fracture and
matrix permeability, fracture aperture
and fracture height. Under the optimal

circumstances this assessment can be
not only qualitative, but also
quantitative.

The techniques described here are
currently being used experimentally by
the o0il and gas industry and for
evaluation of nuclear waste disposal
sites in Canada. They hold promise for

evaluation of fractured geothermal
reservoirs if the instrumentation
required <can be adapted for high

temperature use.

5.1 Description of Method
The original work done in the
development of borehole seismic

fracture characterization methods was
conducted by Atomic Energy of Canada
Limited for the purpose of better
characterizing fractures in potential
nuclear waste repositories. A seismic
source either in the borehole or on the
surface causes fractures to expand and
contract, stimulating a seismic wave in
the borehole as well as an accompanying
P wave., (Figure 2) The borehole acts
as a waveguide for a trapped mode
called a Stoneley wave, tube wave or in
some sources, a water hammer wave. The
volume of fluid ejected from the
fracture is the same as the tube wave
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volumetric strain. Beydoun, et al
(1985) showed that fracture
permeability could be determined from
tube waves generated in a tilted
borehole intersecting a dipping
fracture with parallel walls. His
experiments used an array of sensors in
the well and a source at varying
distances from the well. The fracture
permeability can be evaluated from the
tube wave amplitude normalized to the
direct P wave amplitude in the fluid,
the pressure ratio shown in Figure 3.1In
addition to determining fracture
permeability, the fracture length could
also be observed under some
circumstances. However, the technique
required a costly vertical array and
Vibroseis (TM Conoco) truck and it has
never become popular.,

Further information on the
formation and fracture such as the
fracture aperture and the bulk rock

permeability can be obtained using the
full waveform obtained during acoustic
logging. (Tang, Cheng and Toksdz,
1991) In this method the source and
multiple receivers are in the same
borehole and can be on the some tool.
Energy from a broad band source is
absorbed by the fracture or permeable

formation. Tube waves generated by the
vibrating fracture are used to
calculate fracture aperture.

More recently, Schlumberger has

used full waveform sonic logging to
evaluate permeability in a sandstone
reservoir in the North Sea (Hornby, et
al, 1991). Theoretical work by Chang,
et al (1988) showed that velocity and
attenuation of borehole Stoneley waves

or tubewaves is dependant on the
frequency, borehole radius, and the
impedance 1in the permeable borehole
wall. This impedance 1is inversely
proportional to the formation
permeability, but is also affected by
the fluid viscosity. The largest
difference in Stoneley wave velocity
and attenuation occurs at low
frequencies, below 10 kHz, making it
necessary to use a source with energy
in these frequencies and receivers

which can respond to them.

Laboratory experiments currently
being conducted at MIT, (Tang, et al,
1991) have applied similar methods to
determination of fracture permeability
in vertical and horizontal fractures.
Energy absorbed by the fracture opens
and closes it, moving a fluid volume in
and out of the borehole which is seen
as a Stoneley wave on the full wave

form acoustic log. The fracture
aperture is proportional to the
velocity and attenuation of the



Stoneley wave, At low frequencies
there is significant difference in the
predicted Stoneley wave velocities and
attenuation at different frequencies.

5.2 Borehole Diameter Effect

The generation of tube waves is
integrally dependent on the borehole
diameter. The smaller the diameter the
larger the amplitude of the generated
wave, since in a large diameter well
more water is moved around and energy
dissipated in 1its motion. However,
petroleum well diameters are generally
around 4-5 in., so this size is not
considered a slim hole for them.
Figure 4 shows plots of Stoneley wave
response in three borehole sizes
ranging from 1.5 to 4 in. Note that
not only the wave amplitude, but the
arrival time for the borehole stonely

wave is altered by the diameter. This
requires that analysis of data be
modified by the borehole diameter

information.

5.3 Tool Requirements

The experimental tool being using
by Schlumberger has 11 receivers and a
single transmitter 4.8 m. from the
first receiver. The receivers are
spaced at 15 cm., intervals. The source
is fired every 7.5 cm as it is run with
data recorded on magnetic tape. The
tools are designed to run in holes as
small as 3.5 in. diameter. However,
the added thickness of heat shielding
for operation in high temperatures, and
the need for redesign of the tool to
accommodate source and receiver pass
through preclude the use of such tools
in high temperature, narrow diameter
holes without further development. The
receivers and source are fairly robust
for use in high temperature
environments if appropriate materials
are selected. Only the data collection
and preprocessing electronics would be
likely to require heat shielding. Such
development from the private sector is

unlikely in the present economic
climate. However, an increase in
demand for such services could

stimulate development.

5.4 Borehole Design Requirements

Since flow is not required for
borehole seismic methods, and the
method itself determines the depth of
fractures or permeable zones and their
separate permeability, the completion
requirements for seismic methods are
even less difficult than for earth tide

methods. Since the tool is long, 10 to
60 ft depending on the number of
receivers and their separation,

~wells are frequently left uncased,
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lubricators suitable for the tool

length are required.
6.0 Recommended Slim Hole Exploration
Program

Figure 5 shows a core hole which
ig suitable for wuse with shielded
borehole seismic logging tools which
can be envisioned for the immediate
future. This well is also designed to
accommodate flow without jeopardizing
fresh water aquifers or risking
subsurface blowout should very high
temperature fluids be encountered at
shallow depths. The well could also
be used for injection testing. The
design depth for cost estimation is
1640 m. {5000 feet). Lost circulation
problems which can be severe in very
large diameter production wells are
somewhat reduced by the smaller hole
size.

Many geothermal areas have
attractive thermal features such as hot
springs, geysers or fumarcles. It is
often of interest to the community to
protect such features. In order to do

this the effect of geothermal
production on these features needs to
be predicted. Interference testing

while monitoring thermal features and
wells penetrating thermal aquifers can
provide useful data for determining
long term effects of production on
thermal features. Coreholes drilled as
part of an exploration program often
are used for long term monitoring of
the field. It becomes increasingly
important to plan their construction
for such uses. The design well has a
sufficiently long mechanical life to be
suitable for long term monitoring of
the field.

Although gradient
they
are generally abandoned after less than
a year and are for the most part of
shallow depth. The well design
presented here is intended to penetrate
reservoirs with high temperature fluids
and can accommodate accidental flows of
high temperature fluids with reduced
danger of subsurface blowout if the
flow is contained.

temperature

6.1 Estimated Cost

The design well should cost about
$600,000 in a typical metamorphic or
igneous geothermal field with lost
circulation problems in the first 2500

ft. For comparison, a production
diameter well would ©cost between
$1,200,000 and $1,400,000. The upper

portion of the well is drilled with
conventional rotary technology using a




rig capable of both rotary drilling and
coring. Rig costs are about $3000/day
with $10/foot for coring.

Significant cost savings can be
realized by designing holes for short
lifetimes before abandonment and not
using the holes for flow or injection.
The hole can be cased to a shallower
depth, smaller diameter surface casing
and smaller core diameters can be used.
This further reduces the risk of lost
circulation, This type of well can not
be flowed, and may not be suitable for
long term monitoring.

7.0 Conclusions

A suite of test methods run on
coreholes drilled for temperature and
lithology information into geothermal
reservoirs can yield reservoir data
useful for prediction of future well
behavior. Cores yield lithology for
understanding reservoir geology and as
input for elastic parameters in seismic

methods. Temperature with depth and
heat flow data can be collected by
repeated temperature logging of the
well. Fluid sampling can vield
information about reservoir chemistry.
Long term collection of small scale
pressure variation with time in the

static well bore coupled with surface
measurement of barometric pressure
fluctuations can be used to calculated
average reservoir storage, porosity,
fracture direction and under some
circumstances permeability.

Development of seismic logging
tools for high temperature environments
could further improve reservoir
information from coreholes. Seismic
methods allow the measurement of bulk
formation permeability as well as the
depth, permeability and fracture
aperture of individual fractures.
These reservoir parameters can be used
to predict reservoir behavior with time
under production conditions. Combining
this information with well bore flow
models can predict well productivity.
The coreholes can be used for long term
monitoring of reservoir drawdown during
production, interference effects and
injection/production well interference.
Further development work 1is needed
before the current experimental tools

can be run in high temperature wells.
However, if a market for such tools
existed, the development needed is not

extensive and could be rapidly
accomplished.
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response and predicted directional
tidal strain. Tilt Oe - Stress on
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ABSTRACT

A new apparatus for measuring
steam adsorption-desorption isother-
mally on rock samples has been instal-
led and initial runs made for rock
samples from geothermal reservoirs.
The amounts adsorbed measured in these
experiments are the same order of mag-
nitude as previous experiments.

INTRODUCTION

-Adsorption occurs on rock sur-
faces and in micropores, which are
pores less than 20 A in diameter.
Micropore adsorption is larger than
surface adsorption, thus the distribu-
tion and abundance of micropores plays
a key role in the amount of adsorbate.
Formations with large amounts of space
available in the micropores are typi-
cally low permeability formations.

Normally in petroleum engineer-
ing, gas is believed to be stored as a
compressed gas in the pore space and
as solution gas in liquids. In coal
beds and Devonian shales, methane
adsorption is believed to be a major
factor in the storage and release of
gas. In these systems, adsorption is
believed to be the dominant reservoir
storage mechanism.

Not long after the tax trial for
the Geysers steam producers in 1968,
it became evident that steam was
stored in the reservoir as a liquid.
However, the reservoir pressure was
too low for a ligquid to exist at the
reservoir temperature. Ramey .(1990)
called this the "Geysers paradox".
Adsorption is a mechanism which per-
mits existence of liquid at pressures
below the saturation vapor pressure.
In this study, reservoir engineering
for geothermal systems under adsorp-
tion will be considered.

APPARATUS AND PROCEDURE

The most popular method for mea-
suring the equilibrium mass of fluid

adsorbed is the BET method named for
Brunauer, Emmit and Teller (1938). In
this method, porous material is expos-—
ed to a known volume of gas. The pres-
sure 1is allowed to egquilibrate. The
amount of gas adsorbed can derived
from the difference between the amount
of gas injected and the amount of gas
at the equilibrium pressure. This type
of instrument is available commercial-
ly for the measurement of adsorption
of gas on a solid.

Equilibrium measurements of ad-
sorption were made using a Porous
Materials, Inc. (PMI) Sorptometer.
The PMI Sorptometer is a fully auto-
mated BET type apparatus. This equip-
ment was modified by Porous Materials,
Inc. for the Stanford Geothermal Pro-
gram.

The instrument requires weighing,
loading and removing samples. Prior
to a run, samples were packed into the
sample holder, and were then weighed.
The sample was placed in the apparatus
and adsorption —and desorption was

measured. Upon completion of the
measurements, the sample was reweigh-
ed. This weight was entered into the

computer for data reduction.

Sorption isotherms were measured
at 100 C for all samples. Most of the
runs were measured at pressures from 1
psia to pressures close to 14 psia.
Desorption data were measured from the
maximum pressure to 0.5 psia. Measure-
ments at 140 C were made from 5 psia
to pressures close to 40 psia and back
to 5 psia. Attempts were made to
reach the flat surface saturation
vapor pressure, but the instrument was
unable to build enough pressure.

The equilibrium pressures and
volumes of steam adsorbed are recorded
in a data file. The Sorptometer pro-
cesses the data by using the ideal gas
law to convert steam adsorbed to stan-
dard cubic centimeters of .water vapor
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at atmospheric pressure and 0 C per
gram of rock. This output was conver-
ted to grams of gas adsorbed per gram
of rock and pressure was converted to
relative pressure (pressure divided by
saturation pressure).

RESULTS

Adsorption and desorption iso-
therms for samples from different
geothermal fields were measured using

the PMI Sorptometer. The first sample
was a piece of graywacke core material

from an unknown well in the Geysers
shallow reservoir in the southwestern
part of the field. The sample was

ground into pieces small enough to fit
into the sample holder. Figure 1 is
the adsorption and desorption iso-
therms at 100 C for particles larger
than 2.362 millimeters.

0.030
4 Geysers Shallow Reservoir
0.025 R Unknown Well
. p Size > 2362 mm, 100 C
—@— Adsorption
:5: 0.020 7 ~———Desorption
§
= 0.015
b
L3
=
E 00107
c
]
0.005 4
0.000
0.0 0.2 04 0.6 0.8 1.0
Relative Pressure, p/pb
Figure 1: Sorption isotherms at 100 C
for an unknown well in the Geysers
Shallow Reservoir; particle sizes

greater than 2.361 mnm.

cut-
well
5000
were

The second sample was well
from the Geysers Field
OF52-11 from a depth of between
to 5200 feet. The cuttings
cleaned and sieved. A sample of par-
ticles greater than a No. 270, 0.0533
millimeters, sieve was used. Adsorp-
tion and desorption isotherms measured
at 100 C are shown in Figure 2 and
results at 140 C are shown in 3.

ings

The maximum amount adsorbed ran-
ged from 0.029 to 0.053 grams of water
per gram of rock at 100 C. At relative

pressures close to 0.8 the amount
adsorbed ranged from 0.0046 to 0.0062
grams of water per gram of rock. Her-

kelrath
of 0.011

measured an adsorption amount
gram of water per gram of

-228-

0.06
Geysers Geothermal Field
0054  Well OF52-11 Depth 5000-5200 ft
100C
. =@ Adsorption
'é 0044 ——* Desorption
=
:
- 0.03
b
g
2
§ 0021
~]
o
0.01
0.00 T T T T
0.0 102 04 0.6 0.8 1.0
Relative Pressure, p/pb
Figure 2: Sorption isotherms at 100 C
for the Geysers Well OF52-11 5000-5200
ft. depth
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Figure 3: Sorption isotherms at 140 C

for the Geysers Well OF52-11 5000-5200
ft. depth

rock at a relative pressure of 0.8 and
a maximum of 0.012 grams of water per
gram of rock. At a relative pressure

of 0.8, the values from this study are
approximately one half of those mea-
sured by Herkelrath, but the maximum
amounts were more than twice of those
of Herkelrath.
CONCLUSIONS

A new apparatus has been install-
ed to measure steam adsorption in

porous media. Compared to the work of
previous researchers, results are of
the same order of magnitude. Detail on

results are presented by Harr (1991).



Although the equipment appears to

be working well and meets most
objectives, there are problems which
will be checked during the coming
year. There appears to be an unusual
amount of hysteresis between
adsorption’ and desorption for some
runs. We believe rock samples were
ground too fine for the initial runs
and this may have affected the high

adsorption at high relative pressures.

have been made for
limestone geothermal samples from
several geothermal fields other than
The Geysers. Results require checking.
It 1is intended to run many samples
from The Geysers and other fields to
explore the range of results to be
expected in any geothermal field.

Runs some
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ABSTRACT

The solubility correlations for the H,0-CO, system
applied so far for numerical simulation of geothermal
reservoir and well flows are crude. This is due, at least
partly, to the significant disagreement existing between
the solubility models and results published in the
specialized literature. In this work we analyze the
reasons underlying this disagreement. On this basis, we
propose a thermodynamically correct, and numerically
accurate model for the solubility of carbon dioxide in
water. Its range of validity is up to 350 "C and 500 bar.
Our main contributions are: (a) the adoption of an
equation of state for the gas phase that reallistically
acounts for the non-ideal behavior of both components
and that of the mixture, within the P-T range
considered; and (b) to accurately include the effects of
temperature and pressure on the solubility of carbon
dioxide in the liquid phase. The proposed model fits the
available phase equilibrium data for the H,0-CO,
system nicely. In particular, it does not present the
severe conflict between the linearity of the model and
the lack of linearity of the data, evident in earlier
models. The tight fit obtained with our model indicates
that the complexities of H,0-CO, phase equlibrium are
well represented by it.

INTRODUCTION

Numerical simulation of geothermal flows in reservoirs
and wellbores requires knowledge of thermophysical
properties of the fluids involved. In some cases the pure-
water approximation is satisfactory. In others, the
presence of noncondensible gases makes it inaccurate.
Usually, carbon dioxide is, by far, the predominant gas
in geothermal fluids. Thus, several models of the
thermophysical properties of H,0-CO, mixtures (e.g.,
Sutton 1976; O’Sullivan et al., 19; Pritchett et al., 1981)
have been applied in the geothermal literature (e.g.,
Sutton 1976; Sutton and McNabb, 1977; Straus and
Schubert, 1979; Iglesias and Schroeder, 1979; Pritchett
et al., 1981; O’Sullivan et al, 1985; Mc Kibbin and
Pruess, 1988).

The approximations to the solubility of CO, in water
implemented in these models are not very accurate, as
recognized by their authors. This is hardly surprising,

because the solubilities inferred by specialists (e.g., Ellis,
1959; Ellis and Golding, 1963; Takenouchi and
Kennedy, 1964; Malinin, 1974; Zawisza and Malesifiska,
1981; Nighswander et al.,, 1989), for temperature and
pressure conditions of geothermal interest, disagree
significantly (Fig.1). In this work we discuss the reasons
underlying this disagreement, and propose an accurate
formulation, suitable for geothermal applications.

H,, (bar)
Tedolelere Ni et al. (1989
8000 |~ seose ?::gvt}zggngsgﬂzies%skg (19231)
szd ¥
L %ggggyéu?r:gu(chi y')Kenned (1964)
xxxxx Ellis 'y Golding (1963
4444+ Wiebe y Caddy (1939,40,41)
7000 | AAAAA Zel'venskii (1937)
X
i 6o
6000 — o &
o 0
B b+ x
BT,
5000 — Y O
- ]
+ &
4000 & x
L o
3000+ % o
2000 + o
N
~+
¢
1000
A
0 i | I | 1 | L
0 100 200 300 400
T (°C)
Fig. 1. Values of Henry’s law constant by

different authors.
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THERMODYNAMICS OF CO, SOLUBILITY

The solubility of a gas in a liquid is determined by the
thermodynamic equations of phase equilibrium. If a
gaseous phase (G) and a liquid phase (L) are in
equilibrium, then for any component 1 the fugacities in
both phases must be the same (e.g., Prausnitz, 1969):

FG,-f1L, (1)

For the CO, component (i = 2), equation (1) may be
conveniently rewritten as (e.g., Prausnitz, 1969):

- 2
$2Y 2P -YzX2Hp 1 (FPy°)exp /PI:S_;%‘_dp( )

where ¢ is the fugacity coefficient, P total pressure, z
and y liquid- and gaseous-phase mole fractions
respectively, = the activity coefficient, H,, the
thermodynamic equivalent of Henry’s law constant, P,
the saturation pressure of water, v,* the partial molar
volume of CO, in the liquid phase, T absolute
temperature and R the gas constant. Note that, in
general,

¢2=¢2(_'1':P'Y1:Y2) (3)
Yz ~¥2( 1. P.¥1.¥2) 4)
Vg~ = Va=( T,P) (5)

DISCUSSION OF PREVIOUS WORK

As shown in Fig. 1, there is good agreement on the
values of H, , for t<100 “C. Thus, we shall concentrate
our discussion on the temperature range 100<t<350 “C.
The determinations of CO, solubility published in the
specialized literature are based on different
approximations to eq. (2). From this equation follows
that the dispersion shown in Fig. 1 must arise from
incompatibility of solubility data and/or from
differences in the approximations adopted for variables
appearing in (2).

The available experimental data cover a wide range of
solubility. The experimental setups also differ,
sometimes considerably. Some authors measured the
compositions of both phases along isotherms, for
different pressures (e.g., Malinin, 1959; Todheide and
Franck, 1963; Takenouchi y Kennedy, 1964). Others
simply measured the total pressure of the system and
the liquid phase composition along isotherms and
somehow estimated y, (e.g., Ellis, 1959; Ellis and
Golding, 1963; Nighswander et al., 1989). Thus, there
are several sets of (z,, y,, T, P) and (z, T, P) data
available. Furthermore, the ranges of pressures and
temperatures covered by different authors vary widely.
Due to the experimental difficulties involved, some

serious disagreements exist betwen some of these data
sets. For example, Ellis and Golding (1963) found
significant disagreement with Ellis’ (1959) results, in the
range 100 "C<t<300 "C; and Takenouchi and Kennedy
(1964) showed that their solubility data agree
reasonably with that of Malinin (1959) but are differ
significantly from those of Todheide and Franck (1963)
for some isotherms.

As to the approximations used in (2) by different
workers to infer the thermodynamic equivalent of
Henry’s law constant, four parameters must be
examined: P, the partial pressure of CO,, @, 7, and
the integral in eq. (2), which is called the Poynting
correction.

Ellis (1959) and Ellis and Golding (1963) approximated
P, as (P-P/"); Nighswander et al. (1989) seem to have
done the same (they do not state explicitly how they
computed the partial pressure of CO,). This is a good
approximation when y, <<y, However, for the H,O-
CO, system, y, varies in a complex way, from about
0.04 to about 0.92, for 110<t<350 "C and 100<P<500
bar (e.g., Takenouchi and Kennedy, 1964). Most other
workers cited in Fig. 1 adopted the correct
thermodynamic definition: P,=y,P.

For the CO, fugacity coefficient, several authors (Ellis,
1959; Ellis and Golding, 1963; Takenouchi and
Kennedy, 1964; Malinin, 1974) adopted the Lewis
fugacity rule that estimates the fugacity coefficient of a
component in a gas mixture as the fugacity coefficient
of the pure component at the same temperature and
presure of the mixture. Although this is a good
approximation for any gas mixture at any pressure
when the component is present in large excess (say -
9,>0.9, e.g., Prausnitz, 1969), the range of compositions
found at the temperatures and pressures of geothermal
interest (see ‘preceding paragraph) preclude its
utilization for H,0-CO, mixtures. Moreover, for
components of significantly different molecular
properties, such as H,O and CO,, the error introduced
by the Lewis rule is often extremely large (Prauznitz,
1969). Zawisza and Malesifiska (1981) computed ¢, from
a virial equation of state truncated after the second
term, and their own measurements of the molar volume
of the gas mixture. Nighswander et al. derived their
fugacity coefficients from a Peng-Robinson equation of
state for the gaseous mixture.

The activity coefficient -, was taken equal to unity by
all the authors cited in Fig. 1, with the exception of
Malinin (1974). This last author adopted y,=exp[A(1-
z,*)/RT], a standard approximation first derived by
Krichevsky and Illinskaya (1945), where A is an
empirical constant determined by the intermolecular
forces in the solution. Whether or not «, can be taken
equal to unity is a matter best resolved by comparing
the model with the data. More discussion on this below.
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The Poynting correction was assumed negligible by Ellis
(1959) and Ellis and Golding (1963); Takenouchi and
Kennedy (1964) adopted the Krichevsky-Kasarnovsky
(1935) formulation, which implies that v,* does not
depend on pressure; Zawisza and Malesifiska (1981)
assumed »,” to be independent of pressure and
temperature. Malinin (1974) showed that v, varies
significantly with temperature and pressure, and used
a (different) mean value of v,* for each isotherm to
approximate the Poynting correction. Nighswander et
al. (1989) assumed »,™ inversely proportional to their
measured liquid density, which resulted a function of T
but independent of P (i.e., v,”(T)) and adopted the
Krichevsky-Kasarnovsky approximation. Within the P-t
range considered in this work (up to 350 "C and 500
bar), Malinin's data for v, result in values of the
Poynting correction varying from negligible to more
than 0.7. Thus, the value of the exponential factor in
eq. (2) may be as high as about 2, and cannot be
ignored. Moreover, the variability of v, with T and P
is not accurately represented by Malinin's approach to
compute the Poynting correction.

PROPOSED MODEL

The preceding discussion indicates that a main source
of error for the earlier solubility models is the choice of
the Lewis fugacity rule to estimate ¢, Fortunately,
Spycher and Reed (1988) recently provided a way to
compute reliable fugacity coefficients for H,0-CO,
mixtures, at temperatures and pressures of geothermal
interest. We adopted their method, which is based on a
virial equation of state for gas mixtures, that includes
up to the third virial coefficient. The virial equation of
state is the only one known to have a thoroughly sound
theoretical foundation for pure and mixed gases (Mason
and Spurling, 1969). Unlike empirical or semi-empirical
equations of state, it does not require the introduction
of hard-to-justify mixing rules. The inclusion of the
third virial coefficient was required to accurately fit the
experimental data (Spycher and Reed, 1988).

To preserve accuracy, Spycher and Reed considered two
P-t ranges: one up to 350 “C and 500 bar, and the other
fron 450 "C to 1000 "C and up to 1000 bar. As our
present goal relates to subcritical geothermal systems,
this work incorporates only the lower range.

Appendix 1 presents the formulae and the necessary
coefficients to compute ¢, whith this model.

Another significant source of error indicated by the
discussion of the preceding section is the Poynting
correction. As mentioned, Malinin (1974) demonstrated
the dependence of v,” on temperature and pressure
(Fig. 2). The 300 kg cm™ isobar represents also the
behavior of v, at lower pressures. To facilitate
accurate computation of the Poynting correction, we
correlated Malinin’s results as described in Appendix 2.
The lines of Fig. 2 demonstrate the resulting fit. This fit

is applied to compute the Poynting correction in our
solubility model.

—————— P = 300 kgsem?
L P 500 kg/cm®
150 —— —— P=1000 Kg/ cm?
3
E
£
"e 100
g
o~
=3
50
o
T' | | i 1 L 1
100 200 300
T(°CY
Fig. 2. Partial molar volume of CO, in liquid

water, after Malinin (1974). The lines
represent our fit.

The last important parameter in eq. (2) to be defined
for our model is the activity coefficient. Qur choice of
more reallistic fugacity coefficients and a more accurate
way to account for the Poynting correction, promised
significant improvements on earlier models of CO,
solubility in water. Thus, we decided to first adopt the
simplest approximation for the activity coefficient, i.e.
~,=1, verify the consistency between the model and the
data, and then decide whether a more involved
approximation was necessary.

To complete the model, self-consistent values of H, ,(T)
were needed. Replacing our fit for »,° in eq. (2),
integrating, taking logaritms and rearranging we
obtained

[ 1log (&f—:i) - AP2] - BP + C (6)

where

A - U 3Ryl Lo+ o1 (7)
B - o 3 gry) [T+ 01 (8)

(9)

C - log Hp gy - [APy5 + B(Py5)7%]

Note that A, B and C depend only on temperature.
Equation (6) is similar to that used by most authors to
compute values of H,,(T) from phase equilibrium data
measured along isotherms. The left term is computable
from experimental data and, in our case, Spycher and
Reed’s fugacity coefficients (Appendix 1). The right
term is a linear function of pressure along isotherms. B,
the slope, is a known quantity in our model. From C,
the intercept, one infers the values of H,,(T) for the
available experimental isotherms.
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We procesed 11 isotherms from Malinin (1959),
Todheide and Franck (1963) and Takenouchi and
Kennedy (1964), that span the ranges 110<t<350 "C and

P<500 bar. We selected isotherms for which there were 3.9

at least 3 (z,, y, P, T) data points. The intercepts o O Ap?

were obtained fron least square fits, constrained by our ', .
knowledge of B (eq. (8)). Our fits (Fig. 3) are 29 L ) o noe
satisfactory. In particular, they do not present the 39

severe lack of linearity evidenced by Malinin's (1974)
and Takenouchi and Kennedy’s (1964) results in the
lower pressure range. Moreover, the agreement between 150 °C

model and data indicates that the assumption of ideal 2.9 L L —L L L

solution (i.e., ¥,=1) was warranted. In all, the tight fit 39

obtained with our model indicates that the complexities

of H,0-CO, phase equlibrium are well represented by it. 200°C
2.9 L n L L

Figure 4 compares our results for H, ,(T) with those of 3.9 =

previous work. Clearly, our values are significantly W

lower than the rest, for 110<t<325 'C. Two main

factors are responsible for this behavior. First, our 250°C

fugacity coefficients differ significantly from the pure- 2.9 L 1 L . L

gas coefficients of Majumdar and Roy (1956) adopted 39

by Takenouchi and Kennedy and by Malinin (Figs. 5- 2 °

6). Second, our values of the Poynting correction are 260°C

significantly greater than those of Malinin (1974), for 29 . ) . ) .

t>250 “C and P>300 bar, due to Malinin’s averaging of 39

the partial molar volumen to approximate the integral. W

The interplay between these two factors explains why

our H,,(T) results are lower. According to eq. (2), 268°C

H, ,(T)is proportional to ¢, and inverserly proportional g'g L L L L =

to the exponential of the Poynting integral. Thus, for '

t<250 "C, our smaller values of ¢, tend to result in 8 °

lower values of H,,, while for t>250 "C happens the 270°C

opposite. On the other hand, our grteater values of the 29 | ) ) )

Poynting correction have the effect of decreasing the 39

values of log(f,°/x,)-AP? within the ranges of t and P O ]

just mentioned, which, in turn, tends to drag the values

of the intercept C (and therefore, those of H,,) ’ 275°C

downwards in our model, due to the constraint imposed g'g : . . <

by the known values of the slope B. Thus, our results
tend to be significantly smaller than Malinin’s for M
t<250 'C and grow closer to them for higher : 300°C

temperatures (Fig. 4). 29 ! ! . .
39
To complete our formulation we wanted to fit our H,
results with a convenient expression. As shown in Fig.
4, there is good agreement on the values of H,, for 325°C
<100 "C. Thus we fitted the low-temperature results of 29 1 f . 2 A
other workers and our own results for t>100 C by 39
Hy ((t) ~Hg+Hyt +Hat? + Hat3 + Hyt * « Hgt®
(10) 350°C
29 A ) 1 L
100 300 500
where P (bor)
=666. =37.084, H,=0.325222 ) .
H,=666.128, H, o Fig. 3. Our fits to phase equilibrium data for the

=- 3 =1. 3 10° H=1343110°
H=-4.27297 10°, H=1.34383 107, = H,0-CO, system.

The resulting fit is presented in Fig. 7.
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SUMMARY AND CONCLUSIONS

We present a thermodynamically correct model for the
solubility of carbon dioxide in water. Previous models
rely on more-or-less crude approximations to represent
the fugacity coefficient of CO, in the gas phase. Unlike
them, we adopted a formulation that reallistically
acounts for the non-ideal behavior of both components
and that of the mixture, within the P-T range
considered. Furthermore, our model accounts accurately
for the effects of temperature and pressure, in integral
form, in the Poynting correction.

The proposed model fits the available phase equilibrium
data for the H,0-CO, system nicely. In particular, it
does not present the severe conflict between the
linearity of the model and the lack of linearity of the
data, evident in earlier models. The tight fit obtained
with our model indicates that the complexities of H,0-
CO, phase equlibrium are well represented by it.

Our model provides a thermodynamically correct,
accurate and straightforward way to compute the effects
of CO, in geothermal flows, for numerical reservoir and
wellbore simulators.
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APPENDIX 1

Equations (11)-(18) allow accurate computation of the fugacity coefficient for carbon dioxide in H,0-CO, gaseous
mixtures, up to 350 "C and 500 bar (Spycher and Reed, 1988). T is in 'K and P is in bar.

2
In¢; - (2715214273822 -Bpezs )P + (3¥1%C 511 +6 71V 2C 221 *3}'220222'2011.”)—%— (11)

Byy - Byy - a/T2+ B/T + C (12)

Ciaq = Cpgp = d/ T2 + €/ T « f (13)

Big - 521\' 8412/ T2 + Bypg/ T + Cyp (14)

Cisz = Catn = Ciz = daag/ T2+ €452/ T + Ly (15)
Cizz = Cgz21 = C212 = daa2/ T? + €422/ T + Ly (16)
Buezr = V1%B11 + 271¥2B1g + Y2282 (17)

Chez = ¥17Cu11 + 3¥1272C412 + 371¥2%C 122 + Y2°Caze (18)

Table 1 provides the values of the coefficients a through f required to compute B; and Cj,. Table 2 presents
the values of the remaining coefficients.

Table 1. Constants for pure components (after Spycher and Reed, 1988)

Gas Range of P,
T (°C) (bar) a b 105¢ 10%d 10%e 10°f

H,0 0-340 saturation -6191.41 14.8528 -914.267 -6633.26 18277.00 -13274.00
C0, 50-350 500 -1430.87 3.5980 -227.376 347.64 -1042.47 846.27

Table 2. Constants for cross virial coefficients (after Spycher and Reed, 1988).

3y by, 10%cy, ett) 10%,,,  10°,,, dy 10%,,,  10°f,,,

-1954.7 7.74805 -1.02901 104.453 -38.4283 36.5858 -8.28426 1.19097 0.808886

-237-




APPENDIX 2

We fitted Malinin’s (1974) partial molar volume results as follows:
Vi (T) = exp (154 . 7881 - 3582 . 4521 Tt - 26 .775773 1InT + 0.045234908 T)

(19)
where T is absolute temperature,
va=(P.T) = Vi (T) (20)
for P<300 Kg/cm® and T<523.15 K, and
Ve (PLT) - Va (T)(apT + bp) (21)
for P>300 kg/cm® and T>523.15 K, with
ap - @P + B y bp =~ OP + & (22)

where
o = -6.387005 x 10°, ~ B = 1.638605 x 10
o = 3.387074 x 10°, 6 = 1.239184 x 10"
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ABSTRACT

Estimates for the pressure decline in high TDS
geothermal fluids containing dissolved gases are
extremely sensitive to the PVT representation of the
reservoir fluid. Significant errors in predicted pres-
sures will occur if the geothermal fluid is repre-
sented by one or two pseudo components with
modified water properties. As a result, we have
developed a PVT model to predict the thermody-
namic properties of a prototype geothermal fluid as
represented by three-component H,0O-CO,-NaCl
mixtures. The range of applicability of the model is:
Temperatures from 75 to 700+°F, pressures from
14.7 to 5000 psi, carbon dioxide content from O - 5
wt%, and salt concentrations to 30 wt%.

The model has been implemented into Unocal’s
version of a commercially available reservoir simu-
lator and is currently being used to study one of
Unocal’s high salinity reservoirs located in the
Imperial Valley of California.

INTRODUCTION

The first geothermal fields to be commercially ex-
ploited contained essentially hot water and steam.
As a result, lumped and distributed parameter reser-
voir simulation models have provided reasonable
performance predictions using steam table thermo-
dynamic data.

More recently, a number of reservoirs have come
under development in which the reservoir fluid can
not be adequately represented by pure water with
the most obvious examples being the Salton Sea
and Broadlands fields in the United States and New
Zealand respectively. These fields contains large
quantities of either dissolved solids or non-
condensable gases, components which substantially
alter the thermodynamic behavior of the reservoir
fluid. Preliminary modeling by our engineers and
others have indicated that the presence of both
components can drastically alter the pressure de-
cline of a reservoir through their impact on the
saturation pressure of the fluid. However, these
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previous studies have used models of the liquid-
vapor equilibria that are severely limited in the
range of pressures, temperatures and compositions
that can be considered. Additionally, no systematic
effort has been undertaken to test the accuracy of
these models against the large quantity of known
experimental data on these systems.

Unocal recognizes that accurate reservoir modeling
of their geothermal resources has to explicitly take
into account the multicomponent nature of the
reservoir fluid. As a result we have developed a
thermodynamic model which can represent the
thermodynamic behavior of a prototype geothermal
fluid as represented by mixtures of water, carbon
dioxide and sodium chloride. The model has been
tested against a wide class of literature data on
H,0-NaCl, H,0-CO,, and H,0-CO,-NaCl mixtures
and accurately reproduces the known saturation
pressures, densities and enthalpies at conditions
appropriate to most known geothermal fields. This
model has been implemented into a commercially
available geothermal reservoir simulator and is
currently being used to model the Salton Sea reser-
voir located in California’s Imperial Valley.

PHASE EQUILIBRIUM CALCULATIONS

The presence of two coexisting phases in the reser-
voir has a dramatic effect on the reservoir pressure
decline and the production well enthalpies. Thus, in
reservoir modeling it is essential to accurately de-
termine the quantity and composition of the liquid
and vapor phases. This is performed through a
combination of heat, material balance and phase
equilibrium conditions.

The Condition for Phase Equilibria:

A requirement of phase equilibrium in any two-
component liquid-vapor system is the equality of
the chemical potential, or fugacity, of the compo-
nents in the two phases:

g = )

1




where i indicates a given component and 1 and g
refers to the liquid and vapor phases respectively.
The individual fugacities can be written as follows:

o2 Pyco2®coz (2a)

|

Feor = HsarXcoz¥coaPecoz (2D

1 - . ]

froo = Paa®sa®moPemo (20

20 = PY¥modmo 2d)

where

P = System pressure

Yeoz = CO, mole fraction in the vapor
phase

bcor = Vapo.r Phase fugacity
coefficient for CO,

H,, = Henry’s law constant along the
water saturation line

Xcoz2 = CO, mole fraction in the liquid
phase

Ycoz = ° Liquid phase activity coefficient
for CO,

Peepn = Poynting correction for CO,

Py = Saturation pressure of H,O

®sar Fugacity coefficient of H,O at
Psat

b0 = Vapo.r Phase fugacity
coefficient for H,O

Ao = Liquid phase activity for H,0

Peyoo = Poynting correction for H,O

The APPENDIX lists the functional forms for most
of the above listed variables.

The approach summarized in EQUATIONS 2a-d
has been quite successful in correlating gas solubili-
ties in a wide class of systems(Prausnitz, 1986).
The model assumes a reference condition that is
centered on the pure solvent with most of the terms
in EQUATION 1 being correction factors calculated
from this point. It is these correction factors that
have been generally ignored in previous studies.
Additionally, previous works have used correlations
for the temperature dependence of the Henry’s law
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constant that have questionable accuracy above
600°F. In the present model we describe a method
for linearizing the temperature dependence of H,,
which allows the function to be accurately extended
up to the critical point of water.

The above thermodynamic model does have limita-
tions with respect to geothermal applications.
Quantities such as the saturation pressure and
Henry’s law constant in EQUATION 2 are formally
defined only for temperatures below the critical
point of the solvent which, for H,O, is approxi-
mately 700°F. For geothermal systems containing
high levels of dissolved solids the reservoir temper-
ature can exceed this value. Our experience has
shown that our correlations for those previously
mentioned properties appear to be extrapolatable
and give reasonable results for many thermodynam-
ic properties up to approximately 750°F.

We also recognize that the above approach is prob-
ably not appropriate for describing near critical
mixtures. For these situations we feel that equa-
tions of states which assume a continuity between
liquid and vapor phases will provide a better de-
scription. As of this time, this has not been a limi-
tation in our reservoir modeling.

H,0-NaCl SYSTEM

Bubble Point Pressures

For the two-component H,O-NaCl system the
change in the vapor pressure from its pure water
value is accounted for in the composition depen-
dence of the activity of water. The activity was fit
to the saturation pressures reported by Haas(1976),
Pitzer(1984), and Bischoff(1989). In FIGURE 1 we
compare model predictions for the saturation pres-
sure at a series of sodium chloride concentrations
with that reported by Haas for temperatures up to
575°F. The maximum deviation is less than 1%.
For more extreme conditions comparisons are with
the data from Bischoff and Pitzer. At the highest
temperature and salt concentration the error is
around 2%. These results indicate that the model
can accurately reproduce the experimental satura-
tion pressures up to 750°F.

CO,-H,0 SYSTEM

Experimental Data:

The data used to construct and test the model was
obtained from six different sources and spans tem-
peratures from 60 to 660°F and pressures from 20
to 50,000 psi. These data contain measurements of
carbon dioxide solubility at conditions that cover



most known geothermal reservoir conditions of
pressure, temperature and CO, concentration. All
of the available data at pressures less than 5000 psi
has been used to test the model.

Henry’s Law Constant

The calculation of the solubility of CO, in water is
primarily determined by the Henry’s Law constant
Hg,,. The experimental data available on H,, are
not entirely consistent, particularly at higher tem-
peratures. FIGURE 2 presents the reported Henry’s
law constants, and those calculated by ourselves for
the data of Takenouchi(1964) and Toedheide(1963),
as a function of temperature. The maximum in the
Henry’s Law constant at approximately 300°F is a
feature common to slightly soluble gases. It pres-
ents difficulties in developing a simple empirical
correlation that can be accurately extrapolated to
higher temperatures. As a result we have used an
approach recently developed by Harvey & Levelt-
Sengers(1990) which expresses the Henry’s con-
stant as a function of the density of the solvent. The
exact form of the correlation is given in the Appen-
dix. In FIGURE 3 we compare calculated versus
observed Henry’s law constants for CO, along the
saturation line of pure water.

Vapor-Phase Fugacity Coefficients, Poynting
Corrections and Activity Coefficients

Fugacity coefficients were initially calculated using
the Peng-Robinson(Peng, 1980) equation-of-state.
In order to minimize the computational overhead in
the reservoir simulator we also evaluated using a
composition independent correlation for the fugacity
coefficient. The correlation provided minimal deg-
radation in accuracy from the equation-of-state
solution and as a result, all phase equilibrium calcu-
lations were performed using the latter. Apparent
molar volumes of CO, for the Poynting correction
and activity coefficient parameters for CO, in pure
water were obtained from the literature.

Saturation and Bubble Point Pressures

We also compared model predictions for the equi-
librium saturation pressures with the reported val-
ues. Model results were generated from the reported
liquid-phase compositions. This is shown in FIG-
URE 4 where the deviation between model predic-
tions and the data is less than 5% for the majority
of the measurements. At higher temperatures the
data is less certain and the error can be as large as
15%.

Zawisza(1981) provided information on the bubble
point pressure in the carbon dioxide-water system
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over the temperature range of 120-400°F and the

pressure range of 20-800 psi. Experimental versus
predicted results are shown in FIGURE 5 and the
agreement has a standard deviation of 5%.

Dew Point Pressures

Zawisza also determined the dew point pressures
for a number of different H,O-CO, mixtures. In
TABLE 1 we show that model predictions are in
good agreement with the data at two compositions,
at three different temperatures.

TABLE 1
TF Yoo, Pexp®)  Proge(Psi) Error (%)
392 0065 2395 241.8 1.0
347 0065 1353 138.5 2.3
392 0297 3284 331.1 0.8
347 0297  189.6 187.6 1.1
302 0297 969 99.0 22

H,0-CO,-NaCl SYSTEM

Extending the model from the two-component sys-
tems to three components involves including the
effect of NaCl on the activity coefficient of CO,.
The actual form of the activity coefficient is given
in the Appendix and is derived from the data of
Ellis et. al. as reported by Mason and Kao(1980).

Bubble Point Pressures

FIGURE 6 compares the predicted equilibrium
pressure of two-phase solutions to the experimental
data of Ellis @ Golding(1963) which spans concen-
trations from O to 10.5 wt % NaCl and 0 to 5 wt %
CO2. The standard deviation between the model’s
predictions and the experimental data is approxi-
mately 5%. The predicted pressures are somewhat
lower than those reported by Ellis. This was expect-
ed since Ellis’s Henry’s Law constant was consis-
tently lower than those predicted by the model.

In FIGURE 7 we compare model predictions for
the bubble point pressures in the three-component
system with the data of Gehrig(1980) for a 6 wt %
NaCl solution with 0.42 and 8.4 wt % CO,. At the
lower CO, concentrations there is good agreement
between model and experimental data at all temper-
atures. At the higher CO, concentrations the agree-
ment degrades. However, this pressure and concen-
tration of CO, is well above what is normally seen
in two-phase geothermal reservoirs but was includ-
ed to show that, even in extreme cases, the model




gives good qualitative predictions of the experimen-
tal data.

Gehrig also measured a few data points at higher
salt concentrations. Model predictions versus ex-
perimental results for those conditions are given in
TABLE 2 where compositions are expressed in
weight percent.

TABLE 2

TCF) Xnac1 *co2 PmoderPsh Pexp(psi) Error(%)

619 95 47 4200 4400 -4.8
536 199 0.6 1800 1700 535
701 199 0.6 3300 3400 -3.0

These results indicate that the model provides rea-
sonable predictions for the saturation pressure at
NaCl concentrations significantly greater than those
covered in the Ellis experiments. The latter were
used to determine the NaCl dependence of the
activity coefficient of CO, in the model.

VAPOR-PHASE DENSITY

The density of the two-component vapor-phase
composed of CO, and H,0 is calculated using a
four parameter cubic equation-of-state developed by
P. K. Vinsome(1991). FIGURE 8 compares the
predicted vapor densities for pure water vapor at
the saturation pressure to steam table data
(Burnham, 1969). Predicted densities for pure
carbon dioxide at the saturation pressure of water
are also compared to the experimental data of
Chen(1959). Predicted densities for carbon dioxide
are in good agreement with the experimental data
over the entire range of temperatures considered.
Predicted steam densities agree with the steam table
data to approximately 675°F. However, as the
temperature approaches the critical point the density
estimate is less accurate.

LIQUID-PHASE DENSITY

A variety of approaches were evaluated for model-
ing the liquid density. The first method considered
was that used by our reservoir simulator which
expresses the volume of the solution as a sum of
partial molar volumes of the individual components
V = Zxv°(1.0 + G{P-Pg,) 3
where, V is the liquid volume and x;, v;° and C; are
the mole fraction, saturated partial molar volume

and compressibility factor for each component. The
term (P-Pg, ) is the deviation of the pressure from
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its saturation value. Notice that the pressure de-
pendence is represented by linearized compressibili-

.ty factors of the individual components.

H,0-CO,

The effect of CO, on the liquid phase density was
calculated using EQUATION 3. Essentially no
information is available on the effect of CO, on the
compressibility of the liquid phase. We neglect this
effect by assuming that the fluid compresses as if
the CO, were not present.

NaCl-H,0

While EQUATION 3 works well over a broad
range of temperatures for the above two-component
system, problems were encountered with the meth-
od for small salt concentrations near the critical
temperature of water. In that region of the phase
diagram the system is extremely compressible and
the partial molar volume of NaCl approaches nega-
tive infinity. An alternative approach that gave good
results for all concentrations and temperatures was
a corresponding states-like expression in which the
molar volume of the salt solution along the satura-
tion line is expressed in terms of a function of the
reduced temperature (T/T,jicq) Of the mixture. The
expression used was similar to that of Torquato and
Stell(1982) and accurately reproduces the experi-
mental density of water up to its critical point. A
correlation for the critical temperature of sodium
chloride solutions was derived from the data of
Marshall and Jones(1974). The experimental density
data of Potter{(1978) was then used to fit the one
remaining adjustable parameter in the correlation.
The compressibility factor for the NaCl solution
was also correlated to the reduced temperature of
the mixture using the Potter data at 4350 psi. The
derivation of these correlations is detailed in the
APPENDIX.

FIGURE 9 compares the model predicted densities
to experimental data for the pure water and two-
component system at various NaCl concentrations.
The density correlation accurately reproduces the
water data to the critical point, 705°F. and is with-
in 1% of the experimental data of sodium chloride
brines to 800°F. Errors are slightly higher for low
salinity solutions at higher temperatures.

NaCl-H,0-CO,

The effect of CO, on a NaCl-H,O liquid phase
density was calculated using EQUATION 3 assum-
ing that the partial molar volume of CO, was equal
to its pure water value. This is a reasonable
assumption except near the critical temperature of



water. Due to its low solubility, carbon dioxide has
only a marginal impact on the brine density. At
200°F, the addition of 1.0 weight percent carbon
dioxide increases the density of a 30 wt% NaCl
solution by 0.3%.

LIQUID-PHASE ENTHALPY

NaCl-H,0

For both the liquid and vapor phases we assume the
enthalpy is given by

where, x; and H; are the mole fraction and partial
molar enthalpy of each component. As for the den-
sities, we assume the enthalpy of the water-NaCl
component is given by a corresponding states-like
expression. The actual functional form is given in
the appendix and the adjustable parameters were fit
to the data of Haas(1976). The partial molar
enthalpy of CO, in the liquid is obtained from the
appropriate temperature derivative of its K value
combined with the CO, vapor phase enthalpy.

FIGURE 10 shows the comparison of the experi-
mental and predicted enthalpies for the NaCl-H,O
system. Pure water enthalpies are accurately repro-
duced to the critical point of water. Model generat-
ed brine enthalpies are within 1% of the experimen-
tal data from 250 to 600°F. At lower temperatures,
the discrepancy between the predicted and experi-
mental values is somewhat larger. At higher tem-
peratures model predictions agree with those of the
recently developed Tanger(1989) equation-of-state
for NaCl-H,O mixtures.

VAPOR-PHASE ENTHALPY

‘We assume that NaCl does not partition into the
vapor phase and the remaining two partial molar
enthalpies are approximated by their pure compo-
nent vapor-phase values. The detailed correlations
for each component are given in the APPENDIX.
Experimental and predicted enthalpies for CO, in
the vapor phase are compared in FIGURE 11. All
enthalpy predictions are well within 1% of the
experimental values. Experimental and predicted
enthalpies for steam and water are compared in
FIGURE 12. The agreement with the experimental
data is excellent over the temperature range 25-
700°F.

CONCLUSIONS

The model described above provides accurate pre-
dictions of the thermodynamic of mixtures contain-
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ing H,0, CO, and NaCl for temperatures in excess
of 600°F and NaCl concentrations up to 20 wt %.
Model predictions at higher temperatures and salt
concentrations in the three-component system have
not been verified due to the lack of experimental
data. We are currently starting an experimental
program that will obtain such data. The model is
sufficiently general that it can be specifically tuned
to match the properties of real geothermal fluids
comprised of multiple chloride salts and
noncondensable gases given the appropriate mea-
sured data. We are currently pursuing such a pro-
gram for the Salton Sea reservoir in California.
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APPENDIX

HENRY’S LAW CONSTANT

Ho = Poar®saexp( HLSC/ T)

HLSC =  -491 + 3863 pyoq
-150pgpp0 €xpl[(272.15-T)/50]

where

Hg,, = Henry’s law constant for CO, along
pure water saturation line

P20 = Density of liquid H,O at saturation
(g/cc)

T = Temperature (°K)

ACTIVITY OF WATER

_ 2
820 = L+ Amg,ey + B .0

A = 0.13635 - 1.3885¢-3°T
+4.1784e-6 T - 5.5362¢-9°T3
+2.8178¢-12-T%

B = -0.01113 + 6.875¢-5T
+1.8375e-7 T2 + 2.4087¢-10-T3
-1.23545¢-13 T*

ACTIVITY COEFFICIENT QF CO,

_ 2
In(Yeopsy = Beoz Moz + Braci M Nac

Boop =  -0.143 + 34.56/T

Bnacr = 0.30912 - 2.024898e-3 T
+7.8867¢-6T




Here, mgq, and my,~ are the molalities of carbon
dioxide and sodium chloride in the solution. T is
the temperature in °K.

H,0-NaCl MOLAR VOLUME

In (V) = VO + V140325 4 y208915
+Vv310825 | v4q + V542
+V613 + V714 + V81>

1 = 1.0 - T/T,

VO = 4.0208 + 3.30 X,y

V1 = -1.9286

V2 = -34.214

V3 = +20.1

V4 = +15.45 - 47X,y

V5 = -1.2059

V6 = +0.63339

V7 = +0.0

V8 = +0.47437

The volume of compressed fluids is determined
relative to the volume of the saturated fluid as
follows:

vV = Var (1.0 + C(P-Pg, )

C = -1.14e-6 / [ - 5.6 %,
+0.0035]

V and Vg, are in cc/gm-mole, T and T, are in °K,

P and P, are in psi, and Xy,cp 18 the mole fraction

of sodium chloride in the solution.

PARTIAL MOLAR VOLUME OF CO,

Vooy® = 3736 - 7.109¢-2T - 3.812e-5 T2
3
+3.296¢-6T3 - 3.702¢-9 T4
T = ° C, V = cc/g-mole

H,0-NaCl MOLAR ENTHALPY

Hy,op = VO + V110325 4 v240825
+V3112165 | vaq + V542
1=10-T/T,
V1 = -1.9286
V2 = -34.214
V3 = +20.1
V5 = -1.2059
XNaCl < 0.0089 ml pct.
VO = +17036 + 161850. X,y
V4 = -138743. - 221842 X0
XNaCl > 0.0089 ml pct
V0 = +17036. + 80511. X,
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V4 = -140011. - 79426. %y,

Hypcy 18 in BTU/Ib-mole, T and T, are in °K, and
Xnacy 18 the mole fraction of sodium chloride in the

solution.

CO,(vapor) ENTHALPY

298.833 + .2055°T + (.03821-9.35¢

Heopy =
Y 5 T+6.875¢-8 T2) (P-P

sat)

Here, T is the temperature in °F and P is the pressure
of carbon dioxide gas in psi. The resulting enthalpy
is in BTU/Ib.

STEAM ENTHALPY

The steam enthalpy is expressed as follows:

Hsteam = Hsat + Hsupcrheat
H., = 2083.81 + 1113.41325 + 748591825
sat 1.2165 ‘ 2

+7408.241-2165 . 14125, - 40311
+ 1832713 + 1184.8 1% - 832.14°

AHperheat = (19976 + 04177 P - 4.2979-5 P2
+ 7.9985¢-7P3)-AT - (6.3805¢-7
+7.1562¢-5P + 2.575¢-6-P2 )-AT?

I(T,) = .136111n(P,) + 7.4972¢-3-(In(P,))?
+2.2713¢-4- (In(P)>

AT = T - T,

T = 1.0-T,

T, = T, /647.067

P, = P/220.52

r

Here, temperature is °K, the pressure is bar and
enthalpy is cal/g.

CARBON DIOXIDE HEAT OF SOLUTION

The heat of solution for CO, is derived from the

derivative(Denbigh, 1971) of our equilibrium expres-

sion for the K-value for carbon dioxide as follows:
2

Heogsol = - RTYIn(Kgp/P)AT

Hegpgol = -119.94+1.33324e-2-T-1.298e-2-T2

-3.267e-5-T> +2.810e-8 T*

At temperatures greater than 650°F, the heat of

solution changes rapidly and we add an additional

term to the above relationship as follows:

Heoosol = Heo2,s0l @ 6500 + 44.86-(T-650)



In these equations the temperature is °F and the heat

of solution is BTU/Ib.

Our predicted values are

close to those derived by Ellis and Golding(1963).
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ACCOUNTING FOR THE EFFECT OF
TDS AND NCG ON SALTON SEA RESERVOIR RESPONSE .

Steven J. Butler

Unocal Geothermal Division
81-711 Highway 111
Indio, California 92201

ABSTRACT

The Salton Sea reservoir, located in Imperial County,
Ca., is unique in several ways from most liquid-
dominated geothermal reservoirs that have been
developed to date. One of these differences is the
presence of hyper-saline brines containing up to 28%
TDS (Total Dissolved Solids) and up to 0.2% NCG
(Non-Condensible Gas).

A simple material and energy balance model has been
developed to study the effect of TDS and NCG on
Salton Sea reservoir response. This study demonstrated
that during the development of a two-phase system the
partitioning of the NCG into the vapor phase and the
consequential concentration of the TDS in the brine
drastically alters the reservoir fluid properties. In
modeling pressure depletion of hyper-saline reservoirs,
such as the Salton Sea, these changes in reservoir fluid
composition were shown to seriously affect the
simulation results.

As a result of these findings, a compositional fluid
property package was developed using published data
on H,0-CO»p-NaCl mixtures. This fluid property
package was then incorporated into the simulation
program used by Unocal. Validation of the fluid
property package in this simulation program was made

using measured reservoir temperature, surface
enthalpy, and surface flash data.
The development of a compositional simulation

program for geothermal applications has advanced our
ability to study depletion mechanisms that are sensitive
to compositional changes. This program is currently
being used to study the effect of injection and steam
cap development on long term operations and to
develop a field model of the Salton Sea reservoir.

INTRODUCTION

The fluid contained in geothermal reservoirs is a
mixture of a multitude of chemicals. Components
present in reservoir brine other than water are normally
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grouped into two categories, namely non-condensable
gas (NCG) and total dissolved solids (TDS). For hyper-
saline brines, such as the Salton Sea reservoir brine,
the total dissolved solids group is comprised mainly of
salts with NaCl being the most abundant species. Non-
Condensible gas contained in the Salton Sea brine is
primarily CO,.

Early modeling of geothermal reservoirs was based on
simulation programs using pure water properties. The
level of inaccuracy in modeling geothermal reservoirs
containing hyper-saline brines using pure water fluid
properties has been a topic of discussion for some time.
To our knowledge no one has determined magnitude
of error on calculating reservoir response if TDS and
NCG levels observed at the Salton Sea are not included
in the simulation program.

To determine the magnitude of error on reservoir
response calculations introduced by use of pure water
fluid properties a simple material and energy balance
model was developed. In this model the fluid properties
are calculated using a PVT package capabie of handling
pure water and H,0-CO,-NaCl mixtures. The non-
condensible gas and salts present in the reservoir fluid
at the Salton Sea are believed to behave in a similar
manner as the CO, and NaCl present in this model.

SINGLE BLOCK MODEL

Many methods have been developed over the years to
estimate the recovery from oil & gas reservoirs.
Material balance type methods, such as those developed
by Muskat and by Tarner (Craft and Hawkins, 1959),
can be powerful tools in predicting overall performance
of volumetric (j.e., solution gas drive) oil reservoirs.
Since the production mechanism of liquid dominated
geothermal reservoirs is similar to a solution gas drive,
these material balance type of methods should also be
applicable to geothermal reservoirs. An important
addition to these types of calculations required for
geothermal reservoir performance predictions is the
addition of energy balance terms to the overall mass
balance equations.




To study the effect of brine composition on overall
recovery from a geothermal reservoir, a single block
material & energy balance model was developed using
FORTRAN coding. In this model, TDS is modeled as
pure NaCl and NCG is modeled as pure CO,. Fluids
are produced from this block in a step wise manner
similar to Muskat's method.

This step wise integration of the depletion process can
be best explained by referring to a physical model
shown in Figure I below:

T,.= 515°F

inital

Figure 1. Single block geothermal reservoir model

On each integration step the pressure in the block is
reduced by pulling the piston shown in Figure I back.
The fluid is then allowed to expand into the space
between the semi-permeable boundary and the piston.
The ratio of liquid to vapor that flows into this space is
based on relative permeability data that was assigned to
this semi-permeable boundary, as shown in Figure 2
below:

100 Vapor To Liquid
Relative Permeability
10
1
0.1
0.01+ — t —+ + — —
0% 10% 20% 30% 40% 50% 60%

Vapor Satuation

Figure 2. Relative permeability data assigned to
the semi-permeable boundary used in the model.
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After the system has come to thermal and pressure
equilibrium, the volume of fluid between the piston and
the semi-permeable boundary is produced by slowly
moving the piston back to its original position while the
fluid is bled off at a constant pressure.

The produced liquid is then flashed down to 100 psig.
The resulting steam from these flash calculations is
added to the steam contained in the produced vapor.
The total steam produced is then divided by the original
mass in place to yield a recovery factor. These step
wise -depletion steps are carried out until a desired
recovery or lower reservoir pressure limit is reached.

MODEL RESULTS

Reservoir simulation runs, using the model discussed
above, where made for a reservoir containing pure

‘water, containing brine of a composition typical of the

Salton Sea Field, and containing brine with a trace of
NCG. A plot of reservoir pressure Vv.s. recovery factor
for these three reservoir fluids is shown in Figure 3
below:

Typical Salton Sea Brine
20% TDS & 0.125% NCG)

7004
‘=
‘z 600
£
£ 500
a
@ Pure Water
A 400, 20% TDS Brine
with a trace of (0.0125%) NCG
300)
2000—mmM+—n—+—— + —+ —+— —
0 5 10 15 20 25 30
Steam Produced (@ 100 psi Separator Pressure)
%) =
Recovery Factor (%) Original Mass In Place

Figure 3. Reservoir Pressure v.s. Recovery Factor

The effects on the bubble point pressure resulting from
the NCG and TDS contained in the brine found at the
Salton Sea Field tend to cancel each other out and
thereby result in a bubble point pressure that is close to
that of pure water. With essentially the same bubble
point pressure the recovery curves for pure water and
for Salton Sea brine are similar to each other at
recoveries below 1%.

As the reservoir is depleted, and the vapor saturation
increases, most of the CO, in the Salton Sea brine
partitions into the vapor phase. This loss of CO, from
the liquid phase results in a rapid pressure depletion as
shown in Figure 3 above. By the time 4% recovery is



reached, the pressure depletion levels off and begins to
follow the curve for brine containing only a trace of
CO,.

As depletion continues, partitioning of the CO, from
the liquid phase into the vapor phase results in high
levels of CO, in the vapor phase. Above the critical
vapor saturation, this vapor phase becomes mobjle and
the concentration of CO, in the produced 100 psi steam
quickly rises as shown in Figure 4 below:

T30
129
Produced
NCG 128
27g
126
g
128 &
124 é
123
22
N 2
0 t + t t 20
[] s 10 185 20 25 30
Steam Produced (@ 100 psi Separator Pressure)
Original Mass In Place

[}

[V
4

&
+

Reseryoir
TDS

(]
+

NCG in Produced Steam (%)
w

-

Recovery Factor (%) =

Figure 4. Produced NCG & Reservoir TDS as a
JSunction of Recovery Factor.

As depletion progresses, the CO, is swept out of the
reservoir and the concentration the CO, in the steam
drops. Later in the production life of a geothermal field
flashing of the less mobile liquid phase results in
concentration of the brine. This brine concentration
process could result in high reservoir TDS values as
shown in Figure 4 above .

- PVT MODEL FOR GEQTHERMAL FLUIDS

As a result of these findings a compositional fluid
properties package (i.e., PVT model) for geothermal
fluids was developed using literature data on H,O-
CO,-NaCl mixtures (Anderson and Probst, 1992). This
package is similar to the package used in the single
block model discussed previously but is capable of
estimating properties over a much wider range of
pressure, temperature and compositions required in
reservoir simulations. This fluid property package was
then incorporated into the simulation program used by
Unocal.

The assumption that the fluid properties package in this
simalation program, which models the reservoir brine
as a mixture of H,0-CO,-NaCl, accurately matches the
complex brine mixture at the Salton Sea was then
tested. Using this program, production enthalpy and

surface flash predictions were made for an average
brine composition and average production interval
temperature observed at the Salton Sea. These results
agreed closely with observed separator enthalpy and
flash data.

An experimental program is currently underway to
obtain fluid property data on actual geothermal brines.
Results from this program will then be used to fine tune
the fluid properties package for the Salton Sea.

CONCLUSIONS

The presence of TDS & NCG in hyper-saline
geothermal reservoirs exerts a strong influence on the
recovery performance. For the same recovery factor, a
reservoir containing brine of a composition typical of
the Salton Sea reservoir will experience about twice the
pressure depletion as compared to a reservoir
containing pure water. Partitioning of the NCG into the
vapor phase and brine concentration effects are
important to consider.

Development of a compositional reservoir simulation
program, which models hyper-saline geothermal
reservoir brine properties as H,0-CO,-NaCl, has
advanced our ability to study reservoir depletion
mechanisms that are sensitive to compositional
changes. From these studies improved reservoir
performance predictions and reserves estimations can
be made.
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ABSTRACT

In the framework of the European HDR
Project of SOULTZ, co-sponsored by European
Community, two 50 hour-hydraulic injections
were carried out in the main borehole GPKI.
This borehole reached a depth of 2000 m
(600 m of granite under a 1400-m-thick
sedimentary cover) and a bottom hole
temperature of 140°C. Both injections tests
were made between a packer sited at 1968 m
and bottom hole, with injection flow-rates
of 7 1/s and 15 1/s.

3-axis accelerometer probes designed to
withstand high temperatures up to at Jleast
135°C were installed at the bottom of three
boreholes which reached the granite. This
network was supplemented by high
temperature hydrophone sensors deployed in
a fourth borehole (EPS1) at depth of about
2000 m. Data were transmitted to an on-line
computer to perform preliminary
interpretations.

During the tests, 135 and 239 induced
microseismic events respectively were
recorded. Present results show that
seismicity starts off very close to the
injection point and spreads out to form a
cloud with a North-West to  South-East
elongation.

According to previous interpretations, the
direction of the maximum horizontal stress
component deduced by BHTV data analysis and
hydrofracture in-situy stress measurements
led to values of respectively 175°N and
155°N.  During the second injection
experiment a concentration of seismicity
was revealed to the N-W of GPKl. This cloud
also shows a trend to grow downwards and no
seismicity extends more than 300 m away
from the injection interval.

INTRODUCTION

Within the frame of the validation of a new
power generation concept, research into the
development of "Hot Dry Rock" geothermal
energy began in the early 1970’s in the US
(Los Alamos) and Tlater on, 1in Europe -
Camborne {UK), Urach (Germany), Mayet de
Montagne (France) - and in Japan. In all
these projects, the monitoring of the
microseismicity induced during hydraulic
injection tests has proved to be
fundamental in the understanding of the
growth and size of the stimulated regions
(Baria,R. & al.,1989; Matsunaga, I., 1990;
Mock, J., 1989).
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Fig. 1 - Location map of the project
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The HDR site of Soultz, situated 1in the
northeastern part of France in Alsace, was
chosen in 1986 on top of a very Jlarge
thermal,_anomaly which extend over about
4000 km? in the Rhine graben (Figure 1).

Prefeasability studies (Phase 1) began in
1987 after the drilling of the main well
GPK1 down to 2000 m (Kappelmeyer & al. ,
1991). This borehole reached temperatures
of 125°C at the top of the granite and
140°C at bottom-hole. A first small scale
hydraulic stimulation (at a flowrate of
3 1/s for 3 days) took place in GPK1 at the
end of 1988, and the associated seismicity
was monitored (Beauce,A. & al., 1991).

In 1990, Phase Ila of the project started
with the drilling of a second exploratory
borehole (EPS1), sited at about 500 m S-E
of GPK]1 and planned to reach 3500 m; but,
due to technical reasons and a very
significant deviation of more than 15°,
this well was stopped at about 2000 m. At
total depth, final temperature of this
borehole was 150°C.

During this phase, two 50-hour hydraulic
stimulation experiments were undertaken in
GPK1 between a packer set at 1968 m and
bottom-hole: one of 7 1/s and ‘one of
15 1/s.

MICROSEISMIC MONITORING NETWORK

To monitor the site during these

experiments, three old oil wells (4616,
4550, 4601, see Figure 1) were successfully
recovered in the surroundings of GPKl. As
deduced from Phase I, and in order to avoid
the attenuation effects observed on the
seismic signals during their propagation in
the sedimentary layers, these boreholes
were deepened inside the granite. The
coordinates of the sensors are given in
Table 1, where the origin of the coordinate
system is the wellhead of GPK1.

TABLE 1
SENSOR X Y z MD Depth in
(m) (m) (m) (m) granite (m)
4516 -45.03 353.61 | 1382.81 | 1387.2 7
4550 285.23 205.12 | 1492.63 | 1492.0 87
4601 |-1118.05 | -864.35 | 1580.76 | 1599.0 26
Hydro 1 197.45 | -363.95 | 1917.24 | 1945.0 ~500
Hydro 2 210.45 | -353.95 | 1974.82 | 2004.5 -500

Three 3-axis accelerometer probes were
especially designed by CSM Associates Ltd
to withstand the vrough temperature and
corrosion conditions, and deployed at the
bottom of each of these wells. Various
technical problems connected with borehole
completion, prevented the correct
cementation of these units before the
hydraulic stimulations.

Data delivered by the accelerometer and
hydrophone units were lowpass filtered
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downhole at 1500 Hz and analog transmitted
using wires to the computer room in order
to be continously monitored and
pre-processed on a micro-VAX. Sampling rate
was 5000 cps/channel .and a window of 1.6 s
(including pre-trigger) of data was stored
on disk when an event was detected.

During the hydraulic stimulations either a
single hydrophone (during the 7 1/s test),
either a pair of hydrophones (during the
15 1/s test) were wused. When only the
single unit was deployed, then it was
placed at the same position as the lower of
the pair when that was used.

A1l the trajectories of these boreholes
were measured using a gyroscopic tool.

An additionnal analog telemetry 1link
seismic network composed of 8 mobile
stations was also deployed on surface at
about 1 km from the GPK1 wellhead by
Institut de Physique du Globe de Strasbourg
(IPGS); but no seismicity was recorded
during the injection experiments.

VELOCITY MODEL

In order to obtain a velocity field around
GPK1, and thus to allow reliable locations,
a calibration shot of 300 g of explosives
was fired at a depth of 1992 m in GPKI.
Clear P-wave onsets were produced on all
the sensors of the network; only one S-wave
arrival was observed (on probe 4616).

The P-wave calculated velocities are given
in Table 2:

TABLE 2
SENSOR P-wave velocity

(km/s)

4616 5.715
4550 5.745
4601 5.465
Hydrophone 1 5.940
Hydrophone 2 5.930

The deduced wvelocities between borehole
pairs GPK1-4616 and GPK1-4550 are similar
and in agreement with the results obtained
in Phase 1, i.e. an average velocity of
5.680 km/s.

However, an important discrepency is
observed for the path GPK1-EPS1 that could
be due to well survey errors, as borehole
EPS1 was highly deviated.

More problematic 1is the Tow velocity
measured between GPKI and 4601 and the
preceeding reason seems to be unlikely as
both boreholes are almost vertical. At
present, the problem of velocity anisotropy
is not completely resolved but it could be



due to the conjonction of two factors: its
relative long distance of this probe from
the injection interval (around 1470 m) and
the presence of an important NE-SW fault
affecting the sedimentary layers and the
granite which was revealed by a past
reflection seismic survey. In order to not
perturbate the Tocation results of the
microseismic events and to preserve a
relative homogeneity in the results, it has
been decided not to use the data from this
probe at this stage of interpretation.

Bearing in mind these factors, it has been
decided to adopt for locations an isotropic
average P-wave velocity model of 5.85 km/s
and to apply respective calculated time
delays to the monitoring stations. As it

was not really possible to deduced a good’

calibration
delays were
and a Vp/Vs

S-wave velocity model from the
shot data, no station
considered for these waves
ratio of 1.73 has been chosen.
INDUCED MICROSEISMICITY DURING THE 7 1/s
HYDRAULIC INJECTION TEST

The 7 1/s hydraulic stimulation started on
July 11th at 1 p.m., over a 30-m-long
vertical section of GPK1 well, between a
packer sited at 1968 m and bottom-hole.
After eight and a half hours, _and an
injected volume of about 160 m3, the
experiment was stopped as the pressure in
the annulus began to increase. The
injection restarted at 1:15 p.m. on 12th
and carried on from the next 50 hours.

Figure 2 shows a plot of the seismic event
rate and down-hole pressure recorded during
this period. A total of 135 microseismic
events were 1induced during this test and
seismic rate decreased immediatly when the
injection stopped.

SEISMIC EVENT RRTE

GPKt — Stimulation 7 1/s - July 1891

Total Nb. of events : 138 E
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Hydraulic and seismic event rate
data recorded during the 7 1/s
.stimulation in GPK1

Fig. 2 -

These events have shown clear P and S wave
onsets on the different probes of the
network (see figure 3). It must be noted
that the probe deployed in the borehole
4601 recorded only about 20% of the whole
recorded seismic activity.
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Microseismic location results

Of all the seismicity recorded during this

test, 60% of the events have been
interpreted and located (see figure 4)
using the isotropic velocity mode]}

presented above. During this test only one
hydrophone was deployed 1in the borehole
EPS1. In consequence, as data from 4601

probe was not used for the locations, we
only have a coplanar network. So, location
results gave dual solutions images which

form a mirror image in the plane defined by
these sensors: the decision to choose the
deepest solutions was based on the results
obtained when we have more sensors and a
non-coplanar network, i.e. during the
15 1/s injection test.

The plan view of figure 4 shows how the

seismicity develops during this test to
form an overall cloud with a N-W to S-E
elongation, while the vertical plan view

from 150°N shows a trend to grow downward.
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More precisely, on the first phase (full
circles) the seismicity mainly concentrates

near ~GPK1 and only on the south-
southeastern side at depths between 1950 m
and 2100 m. These results are in agreement

with what was found during Phase I of the
project with an hydraulic test with a
flowrate of 3 1/s.

During the second phase, the seismicity
extends away from GPK1 and at depths down
to 2150 m, but in addition and
corresponding to the second peak of
seismicity observed on figure 2, a new
seismic active zone appears on the
north-northeastern side of GPK1 during the
third day of the injection.

INDUCED MICROSEISMICITY DURING THE 15 L/S
HYDRAULIC INJECTION TEST

The 15 1/s injection 1in GPK1 started on

18th of July at 9 a.m. and lasted about 50
hours in similar conditions to the preyious
experiment. A total volume of 2300 m° of
fresh water was injected. Figure 5 shows
the downhole injection pressure recorded
during this test and the associated seismic
event rate. The first evegt occured after
an injected volume of 35 m” and a total of
239 induced events were recorded. In
comparaison with the previous test, the
average seismic rate (4 events/hour) was
double. Moreover, the seismicity still
persisted after the end of the stimulation,

SEISMIC EVENT RATE

suggesting the existence of a remanent
pressurized zone sited away from the
borehole injection interval.
GPK1 - Stimulation 15 1/s - July 13981 J3BE
Total Nb. of events : 238

(Events/Hour)
wn

DOWNHOLE INJECTION

18/@7
19,07
20/@7
21/97
2z2/@7
23-@7

PRESSURE (bars)

Fig. 5 - Hydraulic and seismic event rate
data recorded during the 15 1/s
stimulation in GPK1

Microseismic location results

During this injection the string of 2
hydrophones was deployed in EPS1, and again
data recorded by the probe sited in
borehole 4601 were not used for the
locations of the events.




Figure 6 illustrates the chronological
migratijon of the induced microseismicity as
a function of days of injection 1in plan
view and associated vertical plane viewed
from the azimuth 150°N. During the first
day, the seismicity grows downward to a
maximum depth of 2150 m but only on the
S-SE sector from GPK1 wellhead as it was
observed during the beginning of preceeding
test. On the second day, this seismic zone
ceases to be active and a migration of the
seismicity towards the N-W of GPK1 clearly
appears; this new cloud concentrates at
depths between 2150 m and 2250 m and still
remains the principal active zone during
the last day. When the injection stopped,
this zone still also remained active for a
few hours.

Once more, the general trend of seismicity

is the same as observed during the 7 1/s
injection test, that is along a NW-SE axis.
CONCLUSIONS

These preliminary results, both for the
7 1/s and 15 1/s hydraulic stimulations,
have shown that the respective seismic

clouds seem to organize along a NW-SE axis,
and to grow downward from the injection
interval. This trend must be associated
with the present knowledge of the stress
field which indicates an extension regime
typical of a graben system with a maximum

horizontal stress component of the tensor
oriented 155°N to 175°N (Rummel F. & al.,
1991).

However, the seismicity did not grow
symmetrically along this axis in reference
to GPK1 wellhead; in a first stage, the

events appeared in the SE sector around the
injection interval and deepened as the
injection went on. Afterwards, this volume
ceased to be seismically active - that was
clear in a more obvious way during the
second test _after an injected volume of
about 1000 m”° - and a new zone sited on the
NE sector and at depths between 2150 m and
2250 m began to activate.

At this stage of interpretation, it is
therefore also necessary to point out that
the network configuration will cause
difficulties in the forthcoming detailed
interpretations of fault plane solutions
and source mechanisms.
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ABSTRACT

I present optimizations to the computation of
Elsworth’s single zone, hot dry rock thermal recovery
model. These enhancements lead to as much as a 6-fold
increase in computational speed. The greatest time sav-
ings derive from an efficient evaluation of the model’s
thermal response due to a step in heat flux, which is
required for solution of the more general problem via
Duhamel’s Principle. Further enhancements come from
taking advantage of the special structure of the model’s
finite difference equation.

Reductions in execution speed were sought in order
to facilitate the model’s implementation on AT-class mi-
crocomputers. The PC-based application requires mul-
tiple evaluations of the model. Typical execution times
on a 33 MHz 80386 microcomputer for 128 time steps
were T seconds, as compared with 25-42 seconds for the
non-optimized approach, and for 512 time steps were
28 and 100-168 seconds, respectively; the timing of the
non-optimized method depended upon particulars of the
dimensionless variables.

INTRODUCTION

DOE is sponsoring the development of software tools
which estimate the impact of research and development
on the cost of geothermal power generation [Petty et
al., 1988]. Although a mature tool for hydrothermal re-
sources exists, work on geopressured and hot dry rock
resources continues. A goal for this software is that
it execute in a reasonable amount of time on AT-class
microcomputers. To this end, computational enhance-

ments were sought for the single zone, hot dry rock*

thermal recovery model of Elsworth [1989a], which was
adopted for the hot dry rock software tool. Figure (1)
shows a typical prediction of Elsworth’s model for pa-
rameters assumed to be appropriate for the Fenton Hill
Hot Dry Rock Project [Robinson and Kruger, 1988],
which Table (1) lists. The results illustrate the differ-

ence in magnitude of temperature change with time for
alarge (800 m) single reservoir compared to a small (200
m) reservoir. Note that in all of the cases the temper-
ature has dropped below a 150° C temperature by the
end of a typical 30 year project life.

This paper describes the enhancements to the meth-
ods of Elsworth [1989a]. The greatest savings in time
come from the efficient evaluation of the step response
of the spherical reservoir, including its analytic eval-
uation, which Elsworth computes numerically. Further
savings come from exploiting the special structure of the
finite difference equations which approximate the perti-
nent differential equation. The resulting matrix equa-
tion was amenable to a fast inversion method which also
has extremely modest memory requirements. In addi-
tion, given one solution, a solution correct to first order
in small perturbations to the dimensionless varjables can
be computed with substantially less effort that the exact
solution.

Elsworth [1989b] has since expanded his model to in-
clude multiple porous zones. The methods presented
here can be applied with minor modification to Elsworth
[1989b).

ELSWORTH’S MODEL
Statement of the Problem

The theory which Elsworth [1989a] presents will only
be summarized here. Conceptually, heat is extracted
from a porous, spherical inclusion in an otherwise uni-
form, infinite half space. Water of a given initial tem-
perature circulates through the sphere and returns at a
time varying temperature which the flow rate and the
reservoir porosity dictate. The inclusion and half space
are in thermal equilibrium with each other prior to the
circulation of water.

Elsworth assumes that the circulating water imme-
diately attains equilibrium with the reservoir upon en-
try, a reasonable assumption given the low thermal con-

-259-




ductivity of most host rocks. To render the problem
tractable, Elsworth further considers only the tempera-
ture averaged over the surface of the sphere.

Given this model and its assumptions, Elsworth
shows how to compute the time variation of the average
temperature from the step heat flow response of a sphere
in an infinite space. The solution in an infinite half space
follows from the method of images to satisfy either zero
heat flux or constant temperature at the surface of the
infinite half space. Application of Duhamel’s Principle
then defines the heat flux variation into the half space
at the sphere’s surface in terms of the temperature rate.
The following differential equation describes the energy
balance between the semi-infinite heat reservoir and the
spherical inclusion:

Aradpscs O
(g) = qeprer (Tu(t) = 1) + L= (T,)

47ra/OtC(t—T)%(TR—TD(T)) dT (1)

(To(t =0)) =Tk

or in terms of dimensionless variables, assuming that
the inlet and initial half space temperatures T; and T
are constant, and after some rearrangement,

Q@» ®, 0T, Ty
XD —— - = 1 2
mr T 5t |\t 2 C=0 >0 (2)

Tp=1, t,=0. (3)

.Table 2 defines the dimensionless parameters in terms
of physical parameters, which are themselves defined in
Table 1. The function C' above is the reciprocal of the
sphere’s step heat flux response, which depends on di-
mensionless sphere radius & = a/z and dimensionless
time tp, = Kxt/prcra®. The notation %, denotes convo-
lution performed in dimensionless time. The notation
< - > denotes an average of the bracketed quantity over
the spherical surface.

The density and thermal capacity of the spherical
reservoir here are defined in terms of the correspond-
ing properties of the fluid and rock and its porosity ¢:

Ps Cs = (1 - ¢)Pn cr+ ¢ pr Cr. (‘%)

The convolutional integral in these equation builds the
general heat flux solution in terms of the temperature
variation on the boundary using the basic building block
provided by the function C.

Finite Difference Approximation to the Differ-
ential Equation

If time is discretized in Equation (2) over N time
steps k Atp, k = 1,..., N, and the discrete versions of

derivatives and integrals are employed, then the follow-
ing matrix equation in terms of dimensionless parame-
ters results:

Qo, @, e
[Atb4—7r|+73+auc>] Ty =

Here, | is the order N identity matrix; @ is a matrix
which is all ones along the main diagonal and all -1’s
along the first sub-diagonal; L(C) is a lower triangular
matrix, which has the vector C as it first column, con-
stant entries along the main and sub-diagonals, and all
zeros above the main diagonal; € is a column vector
with &’th element which is the integral of the reciprocal
step response C evaluated between dimensionless times
(k —1)Atp and kAtp; ’I‘D i1s a column vector of the di-
mensionless temperature values, so that element k is the
dimensionless temperature at time step k; and &; is a
unit column vector of all zeros except for the first ele-
ment, which is one. Ty 1s the initial value of the dimen-
sionless temperature, which by definition is just 1. In
the following, this value is inserted, and T is dropped.

SOLUTION OF ELSWORTH’S PROBLEM
Computing the Step Response

The step response C' describes the simplest heat flux
response of Elsworth’s model. Its reciprocal is the tem-
perature variation, averaged over the sphere’s surface,
due to a step in heat flux over that surface. This recipro-
cal is the sum of the self-heat C'; due to the sphere, and
the heat C; due to the image source, which maintains
boundary conditions of either constant flux or tempera-
ture at the surface of the earth. The image source heat is
expressible in polar spherical coordinates as an integral
over co-latitude angle. Elsworth computes this integral
numerically. However, as I show in Appendix A, it may
be expressed in closed form, and therefore need not be
numerically evaluated. '

While the closed form evaluation of the integral C,
provides a savings in numerical effort, as well as an as-
surance of accuracy, there still remains the need to inte-
grate 1/(C, £+ C;) over the intervals of discrete time in
the finite difference equation. Consideration of the be-
havior of the step response at small and large times sug-
gests approximations, described in Appendix A, which
require only 10%-20% of the computational effort as the
exact expression, depending upon the boundary condi-
tion. These approximations, which are sums of expo-
nentials in logt,, provide excellent fits over the entire
allowable ranges of dimensionless time and radius.
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Inverting the Finite Difference Matrix

The matrices of Equation (5), |, @, and C, have spe-
cial structures. First note that the entries along any
diagonal are constant, which is the defining feature of a
Toeplitz matrix. Second, all diagonals above the main
diagonal are zeros, making them lower triangular ma-
trices. Thus, the first column, or last row, completely
specify a lower triangular Toeplitz matrix. As I show in
Appendix B, such a matrix can be inverted with an ef-
fort proportional to N log, NV floating point operations,
or flops, where N is the number of time steps and
where one flop may be roughly defined as a compu-
tational effort which requires one multiplication or di-
vision of two floating point numbers, plus the effort to
add or subtract two floating point numbers. The time
required to finish a software task is generally propor-
tional to the number of flops expended. The next best
method, back substitution, requires N(N +1)/2 flops.
The fast method derives its speed from the fact that the
matrix multiplications can be computed from convolu-
tions of the first columns of the matrices, which in turn
can be done quickly with Fast Fourier Transforms. The
fastest implementation of this method requires that N
- be an integer power of 2.

In principal this algorithm is both fast and concise. In
practice, the overhead associated with the partitioning
and the various FFT-aided convolutions keeps this al-
gorithm from surpassing back substitution for N < 128
time steps. Table 3 shows a comparison of the back
substitution and FFT-based methods, averaged over 4
trials, applied to random Toeplitz matrices of various
sizes to solve the matrix equation AT = ¢ for vector .
These numbers were computed with The MathWorks’
matrix manipulation software AT-MATLABTM op a 33
mHz 80386-based PC using a math coprocessor. The
table gives the required execution time and the compu-
tational effort, which MATLAB provides. For a length
of 1024 points, the FFT-based method took 6 seconds,
as compared with 40 seconds for the back substitution
method, a factor of nearly 7 faster. Note also, in this
particular case, that the results for N = 256 and 512
show that the number of f1ops required do not necessar-

ily dictate the execution time. The FFT-based method :

requires 1.5 to 3 times more flops than the back sub-
stitution method, yet executed faster. This is because

MATLAB provides optimized code for power-of-2 length °

FFT’s.

Solution for Small Perturbations

Suppose that the reservoir parameters @,, ®, and ?
are subjected to a small perturbation 6Qp, §®, and 6C.
Denote the lower triangular Toeplitz matrix generated

by the unperturbed values as H(Qp, ®p,C). Then the
resulting temperature perturbation 6TD(6QD, 5<I>D,5(:“),
correct to first order in the perturbations, can be found
from the solution TD(QD, o), C-") and the inverse matrix
H Y (Qp, b, C') with much less effort than the exact so-
tution. This perturbation can be found from the Taylor
series of Ty (z + 6z), where z is a scalar:

To(z + 62) = Tp(z) + 5xg_zj‘p(a:) + O((6z)), (6)

so that to first order in éz,

d a
5za—ITD(x) . (M

6T, =

Recalling that T, = H™'7, where § = C + &,9,/3, and
using the result

5 -1 -1 6' -1

. = —H' - H

IHI@)= K TH@HT, @
(see, for example, Gradshteyn and Ryzhik [1980, p
1107]) the perturbation to the temperature is, after
some rearrangement,

. o (9 .
_ 19 o gy (9
5TD—6m[H 227 H ((%H) TD} . (9
Consider first a perturbation §Q), to the dimension-
less flow rate. From the last equation,

” 5
5T (5Q0) = —AtD-%

H'T, (10)
where the parameter dependence is on the unperturbed
values unless otherwise explicitly stated. This matrix
multiplication requires only one convolution to com-

pute.
Consider next a perturbation §®, to the dimension-

less porosity. Proceeding as above,

60,

§TH(605) = 3

[H'e, —0H™' T, (1)

where the result H™'@ = @H™" was used. This perturba-
tion can also be performed with a single convolution, as
follows. First, note that H™'&, is just the first column of
H™!, &, say, so that no computations at all are required
for this operation. Next, note that the matrix @H™" can
be computed from the first differences of H™'. No re-
course to convolution is needed to compute this. Thus,
only the convolution of T, with this vector difference is
required.

Finally, suppose a perturbation 6C to the step re-
sponse. Considering the individual perturbations due
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to each element of 6C in Equation (8), the aggregate
first order perturbation to T} is

§To(6C) =H'6C —@H L(6C) Ty,  (12)

where the commutability of the matrices were applied.
This operation requires two convolutions. The first con-
volution yields the vector H'6C. Then, the matrix
product 8 H™* L(JC_") is found from first differences of
the vector H_léé, without recourse to convolution. A
second convolution yields the product of this difference
operation with TD.

If sufficiently small perturbations occur to all quan-
tities, the net result is just the sum of these three indi-
vidual results.

DISCUSSION

The ideas of this paper were implemented with Mi-
crosoft’s QUICKBASIC 4.5. Recursive calls were not
used to invert the Toeplitz matrix. To facilitate com-
parison, Elsworth’s original FORTRAN code was trans-
lated to QUICKBASIC 4.5. The execution time of the
original code was sensitive to the particulars of the prob-
lem, while that of the optimized code was not. Several
runs of 128 time steps on a 33 MHz 80386 clone without
benefit of a math coprocessor yielded average execution
times of 6.7 seconds for the enhanced code. On the other
hand, the original code times ranged between 24.1 and
41.8 seconds, with time increasing as with the product
Qotp. Runs of 512 points required 27 seconds for the
optimized code and 107—168 seconds for the original
code. These results attest the success of the streamlin-
ing efforts. Furthermore, use of the perturbation scheme
yielded new solutions in less than one second, typically.

Application to Multiple Zones

Elsworth {1989b] extends the single zone problem to
describe a multiple zone hot dry rock resource. The
discrete problem can be cast as a lower triangular block
Toeplitz matrix equation, where the fixed diagonal en-
tries are matrices rather than scalars. Each of the ma-
trix entries are square matrices of order M which de-
scribe the mutual effects of the M subzones on one an-
other at a given time step, while the temperature vector
comprises subvectors of length M which give the aver-
age temperature of the M source zones at a given time
step. The mutual effects of each zone play the role of the
image source in the single source model. The Toeplitz
matrices in Equation (5) carry over in a straightforward
manner to the multiple zone problem. For example, the
I’s in the matrix 8 become identity matrices of order M.
It may be shown that each of the special properties of

the scalar problem carry over into the matrix problem
(see Bitmead and Anderson [1980]). In particular, the
inverse matrix 1s also lower triangular block Toeplitz,
so that its first column of matrices entries completely
describe it.

Although in general these matrix entries need have no
special structure, the assumptions of FElsworth [1989b]
result in each being a symmetric Toeplitz matrix. To
render this problem tractable, Elsworth assumes that
the resource comprises several proximate single zones
in an infinite whole space, and that the size and ther-
mal properties of each zone are identical. This special
structure means that matrix multiplications can be per-

formed with convolutions, either directly for small M or
by FFT’s for larger M.
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APPENDIX A
COMPUTING THE STEP RESPONSE

Analytic Solution

Elsworth [1989a] characterizes the thermal recovery
of the hot dry rock resource by the average temperature
variation (T'r — T,) over the spherical reservoir surface:

1

(T —T,) = 47ra[' (Cy £ Cy), (A1)
where
Ci(tp) = 1 — e'? erfe(Vip) , (A2)
and

=3 T e () -
e=1+p) erfc (2\/_ + f)} (A3)

() describes the thermal flux due to the sphere, while
C; describes that due to a fictitious image source at dis-
tance 2z from the sphere, where z is the depth of the
sphere in the half space. The image source maintains
either constant flux (C; is added) or constant temper-
ature (Cy is subtracted) at the surface of the infinite
half space. In these equations, ¢, is dimensionless time,
and 7 = r/a, where r is the distance from the image
source to a particular spot on the sphere’s surface. The
colatitude angle 6 completely specifies r in a spherical
coordinate system centered on the sphere with the ver-
tical axis along the line to the image source,

8) = a\/1+ 4/ — (4cos 0)/a, (A1)

where @ = a/z.

Elsworth evaluates C; numerically; however, it has
a closed form evaluation. Note that, from the above
equation, df = di a#/2sin 8, so that for any function

13 (0)),
" . sin 8d6
| 160) T =

7(0)

a [ o
2 /m) £(#) d#. (A5)

Thus, the angular integral for C; is equivalent to one in

eo=5 foy o (572)

7
— elP=1+tp) (erfc

b

V)| o

The solution of this integral is now straightforward, e.g.
using integration by parts:

1

6 = @+ vere () + - 2pere (1)
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+2(‘L\/E (6_(1_&)2/5_2,D _ e-l/&’tp)
NZa

+a [6(2(1 a)/é+to) erfe (

)
(2/a+tD)erfc( \/_+\/_>]}( 7)

Approximating the Analytic Solution

Approximations to the reciprocal step response C
are presented here which facilitate the rapid evalua-
tion of both C and its integral over intervals of dis-
crete time. At small dimensionless times ¢, < 1073,
the self heat term dominates with a value of approxi-
mately 2y/t,/7, so that the integral of the reciprocal
presents an integrable singularity. At larger dimension-
less times 1/(Cy £+ C,) is well approximated by sums of
exponential terms with exponents which are quadratic
in the logarithm of time. The forms of the curve fits
are constrained by the values of the step responses at
large times. The integral of such a fit can generally be
expressed as the sum of a linear term and erfc functions,
but simple trapezoidal rule integration of the erfc terms
was found to be sufficiently accurate for typical values
of Atp, <1.

In the case of a constant flux boundary condition,
where the step response is Cy = C) + C3, the functional
fit for ¢, > 1072 is

Q+(z) az®+ bz + ¢

m(?—q, (48)
Cy
where ¢ = logt, and ay = 1 + @/2, so that

/kmD dtD ~ AiD =24 _1_ |(eQ+(1'k—l) + eQ+(Zk)) .
(k=1)Atp C+ oy 204 N

(A9)
The situation for the constant temperature boundary
condition, with step response C. = Cy — C,, is more
complicated. In this case, the fit is to

1 1 1
_ = log|l—|+——=1=> Al0
where 8 = 1/a_ — 1/a,, with a_ = 1 — a/2. Then,
/"A“’ dtp, Aty
(k-1)Atp C_ ~a_
1
= | Q+(zx-1) Q.+ (zx)
30 (e +eQ+(an))

B ( atoncs) , Q(on
—5(6 k1) e ") . (A11)

Thus, a strategy would be to sample the exact step re-
sponse over, say, half decade intervals in dimensionless




time (12 functional evaluations in the 6 decades span-
ning 1073 < t, < 10%, for example), and to curve fit
according to the proposed models.

APPENDIX B
INVERTING A LOWER TRIANGULAR TOE-
PLITZ MATRIX

The bracketed matrix expression in Equation (5) is a
lower triangular Toeplitz. The general solution of any
lower triangular matrix system, say A £ = ¥, can be
computed with back substitution, in which element k is

1 k-1
ze= (e — 2 Ak 25), (B1)
kk i=1

where Ay; is the element of A in the k’th row and j’th
column. Back substitution uses previously computed
values of the vector & to define the next value. Thus,
evaluation of this equation must proceed from k = 1 to
N in order, where IV is the number of time steps. This
scheme requires S°h_, k = N(N -+ 1)/2 £lops.

While this strategy is a vast improvement over gen-
eral matrix inversion, which requires on the order of N3
flops to evaluate, even greater improvement is possi-
ble by exploiting the Toeplitz structure of the matrix
and its equivalence to convolution. Below, I develop an
algorithm which requires order N log, N £lops follow-
ing the work of Bitmead and Anderson [1980], who show
how to find the inverse of a general, full Toeplitz matrix.

The basis of the algorithm is the structure of in-
verse matrix. This inverse is itself lower triangular Toe-
plitz. If L(Z) denotes a lower triangular Toeplitz ma-
trix with first column Z, the inverse L™(%) of an order
N, lower triangular Toeplitz matrix L(#) has the parti-
tioned structure

-1 _ [ Su Si2
S=L7(2) = ( Sy Sw ) (B2)

where S3; = L™'(Z[1:K]) is a lower triangular, square
Toeplitz matrix of order k; S12 is a k x j matrix of all
zeros, with j = N — k; Sp = L7(&[1:3]) is a lower
triangular, square Toeplitz matrix of order j; and S2; =
—S92 L(£)21 S11 is a rectangular Toeplitz matrix of size
7%k, where L(Z)2; is the corresponding j x k partitioning
of the original matrix. The notation Z[j:X] denotes a
column vector formed from elements j through k of Z.

The algorithm proceeds by recognizing that the in-
verse matrix is completely defined by its first col-
umn; that the various matrix multiplications involved
in defining the S partitions are essentially convolutions,
which can be. rapidly computed using FFT’s Press et
al. [1986, Ch. 12]; and that the solution can be found

by recursively calling the algorithm to solve successively
smaller partitions of the original matrix. Note, however,
that the algorithm need not be formulated recursively.
In general, the algorithm must call itself twice per re-
cursion: omnce to find S11, and again to find Sy2. Only
the first column of Sq is required to complete the com-
putation of the inverse of the lower triangular Toeplitz
matrix which was passed to the routine. Moreover, the
memory requirements are of order N since only single
column vectors are needed to specify the matrices, in
contrast to the N? values needed for a full matrix.

In particular, if the lower triangular Toeplitz matrix
has order N which is a power of 2, and the partitioning
is done by halving the matrix size, so that the partition
matrices are all the same size, the algorithm is at its
fastest. This is because, first, S;; = S22, which obviates
the need for computing one matrix inversion per recur-
sion, and, second, power-of-two FFT’s are computed
most quickly.

Once the inverse of the Toeplitz equation is found, the
solution to the finite difference equation, Equation (5),
is given by the convolution of the vector on the right
hand side of this equation with the vector which de-
fines the inverse matrix, again a task which can be done
quickly with FFT’s. Explicitly, if L(Z) defines the in-
verse matrix, then the solution is given by the first half

of o
Fx (é + ?Dél) (B3)

Implementing the Inversion Algorithm

Figure 2 describes the implementation of the inver-
sion algorithm. Only the recursive implementation is
outlined, but the extension to non-recursive inversion is
straightforward. Various notations are adopted to facil-
itate concise pseudo-code. #[j:k] denotes a vector com-
prising elements j through & of vector £. L(&) denotes a
lower triangular Toeplitz matrix which has 7 as its first
column. {#; #] denotes an augmented column vector
comprising & atop §. Also, in performing FFT-aided
convolutions, vectors of length N must be augmented,
or padded, by NV zeros. Unless otherwise stated, this
augmentation occurs at the end of the vector. The lat-
ter half of this convolution is generally discarded, while
the other half represents the operation of the matrix
multiplication.
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Table 1. Physical Parameter Definition

Parameter Units Definition Fig. 1 Values
t s Time < 30 years
gr(r,t) w Thermal flux
ar m3/s Fluid flow rate 150 & 300 gal/min
cp J/kg-deg C  Fluid heat capacity 2095
Pr kg/m3 Fluid density 895
T; deg C Fluid inlet temperature 50
To(1) deg C Fluid outlet temperature
Kp W/m-deg C Rock thermal conductivity 2.5
cr J/kg-deg C  Rock heat capacity 1020
Pr kg/m3 Rock density 2600
Tx deg C Rock initial temperature 275
e m Sphere radius 200 & 800
z m Depth of sphere’s center 4000
es J/kg-deg C  Sphere heat capacity
ps kg/m?3 Sphere density
] (fraction)  Sphere porosity 0.05
C(t) (none) Heat flux step response

Table 2. Dimensionless Parameter Definition

Parameter  Definition Name
a - Radius
c
3% Psts Porosity or heat capacity
PrRCR
9r Pr Cr
-l Flow rate
@ Kra
<T,-T; >
T —————  Temperature
D Ta—T, P T
Kxt
th ——E'_ " Time
PrCrG

Table 3. Comparison of Toeplitz Inversion Methods

FFT-Based Back Substitution
Time Compute Effort Compute Effort

Steps Time (s) (flops) Time (s) (flops)
4 0.11 907 0.03 22
8 0.29 2,713 0.06 78
16 0.49 6,992 0.08 286
32 0.74 16,499 0.18 1,086
64 1.10 37,401 0.41 4,222
128 1.61 83,089 1.13 16,638
256 243 182,522 3.34 66,046
512 3.91 390,208 11.08 263,166
1024 5.78 824,717 39.64 1,050,622

TEMPERATURE (degrees C)

PREDICTED TEMPERATURE DRAWDOWN FOR FENTON HILL

300 T T

T - — T
a=800m
250 L ﬁk\qmso gal/min
200 + . - . 1
a=800 m ~
: qr=300 gal/min
150 L
[ a=200m
qr=150 gal/min
100 [ ; \ . 1
.a=200m\
50 | gr=300 gal/min ) 1
ol o ‘ .
0.1 1 10

TIME (years)

Figure 1

Recursive Inversion of Lower Triangular
Toeplitz Matrix

1. Given: First column Z of order Nlower triangular
Toeplitz matrix. N must be a power of 2.

2. If length of vector N =1
(a) Return first column of inverse = 1/z[1].
3. Else
(a) Use algorithm (recurse) to compute first
column Ly of L—l(f[izN/2]).

(b) Compute convolution Ly *Z[N/2+1:N] using
FFTs. Save first half as L.

(¢) Compute convolution £y * [(]; £[2:N/2]] us-
ing FFTs. Add first half to L,;. Note that
Z[2:N/2] is pre-padded with N/2 + 1 zeros.

(d) Compute convolution Ly  Lz; using FFTs.
Save first half as Ly

(e) Return first column of inverse of L(Z) as
augmented vector [Lyy; — Ly

Figure 2,
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SUBJECT INDEX

Adsorption: 56, 165, 175, 227
Advection: 153
Artificial intelligence (Al): 147
Bechtel: 4
BET formula: 168
Boiling: 25, 95, 121, 134, 141, 165, 205
Borehole deviation: 82
Borehole logging: 222
Bubble point elevation (BOE): 25
Camborne School of Mines (CSM, UK): 5
Center for Resource Management: 4
Cerro Prieto geothermal field (Mexico): 205
Chipilapa geothermal field (El Salvador): 13
Clay minerals: 13, 33
Condensation: 205
Convection: 56
Core (slim) hole: 77, 219
Cubic law: 199
Darcy's law: 215
Darcy velocity: 215
Depletion: _
steam rates: 103, 200
vapor-dominated: 165, 170
Degassing: 28
Diffusion: 56
equation: 159
Drilling: 147
Earthtides: 220
Electric Power Research Institute: 4
Energy:
Department of: 1
Geothermal R & D Program: 1
Expert system:
LC expert (lost circulation): 147
WELL_DR (production diagnostics): 187
Fluid flow:
countercurrent (or counterflow); 95
fractured and/or fractal medium: 88, 159, 195,
215
friction effect in: 26
gravity-driven: 95
porous media: 95, 159
radial: 55, 141, 173
single phase, isothermal: 159
spherical flow:; 91
two-phase (air-water); 215
vapor-liquid flow in porous media: 95
Fluid inclusion: 121, 128
Fractal geometry: 43, 80, 87
Fracture:
cubic matrix-fracture geometry: 55
density: 37, 84
finite conductivity single fracture model: 88
fractal network: 87
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hydraulic aperture: 216

injection into; 45

opening/propagation: 193

permeability: 33

pressure response: 141

radial flow: 55

‘roughness: 215

shape factors: 65

spacing: 65, 185

structure in Geysers: 79

two-phase flow in: 215

tracer concentrations in: 56
Fugacity coefficient: 232, 239

‘Gases:

CO2: 26, 29, 231
NCG: 249
non-C0O2: 30
Geochemistry: 19 (see geothermal fluids)
Chloride waters: 21
Bicarbonate waters: 21
Mixed waters: 21
Geological Survey of Japan (GSJ): 181
Geology:
Pyramid Lake Area (NV): 20
Geothermal energy extraction engineering
(GEEE, Japan): 40
Geothermal fluids: 19, 21
Geothermal systems:
alteration in: 13, 33, 35
deposition in : 25
fractured: 45, 55
gradient: 10, 13
homogeneous: 95
injection into: 45, 49
liquid-dominated: 95, 121, 131
permeability: 13, 33,95, 117
secondary minerals in: (see Mineralogy)
thermal and chemical evolution
(Geysers): 121
vapor dominated: 49, 63, 79, 103, 121,
139, 165
Geothermometers: 21, 205
Geysers geothermal field: 2, 49, 79, 87,
103, 111, 121, 139, 165, 228
Green's function: 88
Hawaii Deep Water Cable Program: 73
Hawaii Geothermal Project - Abbott-Puna
Geothermal Venture (HGP-A/PGV): 73
Hawaiian Natural Energy Institute (HNEI): 73
Heat exchanger: 6, 8
Heat flow:
crustal; 153
Heat pipes: 95
Henry's Law: 26, 232,241




Himalayan geothermal belt (HGB, Tibet): 153
Hot dry rock (HDR): 1,3

Elsworth thermal recovery model: 259

Fenton Hill: 259

heat flow; 259

power station: 8

European: 33

France (Alsace): 33, 253

United Kingdom (UK):5
Hot wet rock (HWR): 39
Hydraulic fracturing: 6, 41, 193, 199
Hydraulic stimulation: 6, 255
Hydrothermal alteration; 33, 35, 121
Injection:

atmospheric air: 45

modeling: S0

pump: 52

recovery: 103

tracer: 56

vapor-dominated reservoir: 49, 63, 103, 111

water: 49, 103, 111, 193
Isotope composition: 22, 205, 209
Kelvin equation: 166
Kilauea East Rift Zone (Hawaii): 73
Langmuir formula: 168
Larderello geothermal field (Italy): 49
Laplace transformation method: 57
Lawrence Berkeley Laboratory: 127
Leverett J-function : 96, 113
Los Alamos National Laboratory: 4, 5
Los Azufres geothermal field (Mexico): 45
Lost circulation: 147
Matrix-transfer pseudofunction: 139
Microseismicity: 8

induced: 255 ‘

monitoring: 253
Milos geothermal field (Greece): 13
MITI-NEDO geothermal program: 40, 147,

181, 199
Mineralogy: 14, 121
Miravalles geothermal field (Costa Rica): 127
Modeling:

advective heat flow: 153

adsorption: 175

calcite scale deposition; 27

double porosity channel: 181

exploitation model: 132

fine-grid: 139

fluid flow (see fluid flow):

hydraulic fracturing: 193

injection: 50, 111

lumped parameter: 160

mass transfer mechanism: 139

natural state: 127, 155

one-dimensional: 140

percolation: 42

pressure response: 141
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tracer injection: 56
vapor generation; 49
National Energy Strategy:1
Needle Rocks geothermal system (Nevada): 19
Numerical methods:
LINK: 43
MINC: 163, 185
MULKOM: 155, 169
STAR: 185
TETRAD: 64, 112, 139, 175
TOUGH(2): 132, 159, 163, 169
Permeability:
Corey relative: 64, 117
closed fracture: 198
double: 43
fracture: 13, 33, 66, 170, 200, 221
heterogeneity: 95
isotropic: 155
linear relative: 136
liquid relative: 169, 215
matrix : 112, 142, 170
Phase equilibrium calculation; 232, 239
Porosity:
double or dual: 43, 65, 112, 139, 143, 159,
181, 185
matrix: 112
matrix-fracture: 139
secondary: 33
single: 139
power law : 88
Power law:
conductivity; 88
permeability: 88
porosity: 88
steam entries: 82
storativity: 88
Poynting correction: 233, 241
Pressure:
bubble point: 240, 250
build-up: 183
capillary: 65, 96, 113, 142, 165
C0O2: 25
derivative: 88
dew point: 241
drawdown: 26, 111, 134
fall-off; 183
fracture propagation: 197
fully transient coupling term: 161
gradient: 50
Henry's Law (pressure): 26, 232, 241
hydraulic fracturing: 6, 196
injection: 7
interference testing: 184
Leverett J-function: 96
liquid-phase: 165
matrix capillary: 111
monitoring: 221



NCG, effect of: 250
power law: 88
reservoir static: 26
suction: 166
TDS, effect of; 249
transients: 87, 181
vapor pressure lowering (VPL): 165
Productivity index: 26, 113
PVT model for H20-C0O2-NaCl fluid: 239,
249
Pyramid Lake Area (Nevada): 19
Radioactive decay: 56
Recovery factor;
water injection, due to: 103
Reservoir engineering: 127
Reservoir properties: 63, 112
Reynold's number: 216
Rock property: 43
RTZ Consultants Limited (UK): 5
San Emidio geothermal system (Nevada): 19
Sandia National Laboratory: 3
Salinity: 121, 239, 249
Salton Sea reservoir (CA, USA): 249
Saturation:
liquid dominated: 95
matrix: 65, 112, 165
residual: 64, 136
vapor dominated: 95
varying: 96
Scale deposition:
calcium carbonate (calcite or aragonite):
25,27
nitrogen: 45
Scale inhibition: 30
School of Ocean and Earth Science and
Technology (Hawaii): 73
Scientific Observation Holes (SOH, Hawaii): 73
Seismic logging: 222
Similarity solutions: 49, 88
self-similarity: 82
Simulation:
coupled dual-porosity: 162
energy recovery from vapor dominated: 63
fractal pressure transient response: 87
fractures, nucleation and growth: 83
history matching: 143
hydraulic fracturing: 199
lumped-parameter: 169
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production/injection: 134, 169, 201
reservoir; 63
vapor pressure lowering (VPL): 169
Solubility:
aragonite: 25
calcite: 25
CO2 in water; 231
salt content, effect of: 26
Sorptometer : 227
Southern California Edison: 4
Steam table:
Pseudo: 178
two-component vapor-phase; 242
Stress:
displacement analysis: 194
tectonic: 43, 193
tidal: 220
Sumikawa geothermal field (Japan): 181
Sunderland and Sheffield City Polytechnics: 5
Technology for Increasing Energy Recovery
(TIGER, Japan): 199
Toeplitz matrix and inversion method: 264
Total dissolved solids (TDS): 239, 249
Tracers:
air injection: 45
concentration in fracture and matrix: 56
deuterium isotopic shift: 111
Geysers: 106, 111
Iridium-194: 46
mechanisms of tracer flow: 56
Potassium Iodide: 46
radial flow (horizontal): 55
velocities: 131
vertical flow: 55
Tohoku University (Japan): 40
True/Mid Pacific Geothermal Venture
(T/MPGV): (74)
University of Hawaii : 73
U.S. Geological Survey (USGS): 205
Vapor generation: 49
Vermeulen equation: 161
Virial equation of state: 233
Warren-Root method: 159
Water-rock interaction: 43
X-ray diffraction: 13
Yanbajing geothermal system: 155
Yunomori geothermal field (Japan): 40
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