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Disclaimer

This report was prepared as an account of work sponsored by an agency of the United States
Government. Neither the United States Government nor any agency thereof, nor any of their
employees, makes any warranty, express or implied, or assumes any legal liability or
responsibility for the accuracy, completeness, or usefulness of any information, apparatus,
product, or process disclosed, or represents that its use would not infringe privately owned rights.
Reference herein to any specific commercial product, process, or service by trade name,
trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement,
recommendation, or favoring by the United States Government or any agency thereof. The
views and opinions of authors expressed herein do not necessarily state or reflect those of the
United States Government or any agency thereof.
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Executive Summary

This report summarizes the effort by NETL and Fluent on the Cooperative Research and
Development Agreement No. 00-F039 signed in May 2000. The objective of the
CRADA was to transfer technology from NETL’s MFIX code into the commercial
software FLUENT so as to increase the computational speed, accuracy, and utility of
FLUENT. During the period of this CRADA MFIX was used to develop granular flow
theories and used for simulating gas-solids chemical reactors. The FLUENT and MFIX
predictions were compared with each other and with experimental data generated at
NETL. The granular kinetic theory in FLUENT was improved as a result of this work,
and a gas-solids reaction (ozone decomposition) was used as a test case for the gas-solids
chemical reaction capability in FLUENT. Also, under a separate project, work has begun
to transfer the coal combustion and gasification model in MFIX to FLUENT.



Introduction

This CRADA is a follow on of an earlier CRADA between NETL and Fluent, Inc. In the
earlier CRADA, which started in 1995, the gas-solids multiphase flow model in MFIX
was transferred to the commercial computational fluid dynamic (CFD) software,
FLUENT. The objective of the follow-on CRADA was to continue the transfer of
technology from MFIX to FLUENT, and to apply and validate FLUENT. The end goal
was to increase the computational speed, accuracy, and utility of FLUENT, thereby
making it more valuable in practical applications. Four CRADA tasks were identified to
accomplish this goal; the work accomplished under the four CRADA tasks is given
below.

As reported in the next section, FLUENT was benchmarked by running the code on
NETL’s Beowulf system to evaluate its speed and search for programming errors. The
results were compared with MFIX results (Task 1).

The circulating fluidized-bed in at NETL’s B-22 Laboratory in Morgantown was
simulated with both MFIX and FLUENT, and results were compared to benchmark both
the codes. The specific simulation conditions and results are reported in the next section
(Task 2).

The CRADA also called for exploring new multiphase physics related to dense granular
flow in a downcomer. A new model was developed for binary particle flow, and
turbulence models and boundary conditions were evaluated. Together, NETL and Fluent,
Inc. have published articles describing these models (Task 3).

Task 4 called for exploring new multiphase physics related to flowing cohesive particles.
NETL and Fluent were partners in the Group-C of Multiphase Fluid Dynamic Research
Consortium, and collaborated with Dow-Corning on the task of model development.
Because of the great difficulty in developing a proper mathematical framework for
describing Group-C particles, this effort was terminated. Instead, work focused on the
description of chemically reacting gas-solids flows. Together, NETL and Fluent, Inc.
have published articles describing chemically reacting gas-solids flows (Task 4).

This report fulfills the CRADA report requirement under Task 5. The report has been
generated by compiling papers relevant to the CRADA. The next section gives a brief
summary of the papers, and shows the relevance of the results to the CRADA.

Summary of Studies

A brief summary of various studies relevant to this CRADA are given below in
chronological order. The complete papers and presentations are given in the Appendices
at the end of this report.

Fluid Dynamic Simulation of O3 Decomposition in a Bubbling Fluidized Bed

This paper describes the use of catalytic decomposition of O3 in a bubbling fluidized bed
to validate the gas solids reaction capability of a multiphase flow code. The simulations
were completed with MFIX. Results were compared with experimental data. This
problem was later used as a test case for FLUENT. The complete paper can be found in
Appendix A.



Hydrodynamics of Particle Segregation in Fluidized Beds

This paper describes the development of a new gas-solids constitutive equation for the
drag between different solids phases. The proposed equation defines a “hinderance”
effect, which accounts for the hindrance to the movement of small particles trapped in the
interstices of close-packed large particles. The complete paper can be found in Appendix
B.

Simulation of Chemically Reactive Fluidized Beds

This report summarizes the results of five simulation studies involving gas-solids
chemical reactions: ozone decomposition, silane pyrolysis, silicon hydrochlorination,
methane combustion, and coal gasification. These studies were conducted using MFIX.
The complete paper can be found in Appendix C.

Two-Fluid Model of an Industrial Scale Transport Gasifier

The modeling of an industrial scale transport gasifier is described in this paper. MFIX
simulations were conducted to model the Kellogg, Brown & Root Transport Gasifier in
operation at the Power Systems Development Facility in Wilsonville, Alabama. The
chemistry model in MFIX uses global reaction rates to account for devolitization, tar
cracking, water-gas shift reaction, gasification and combustion. The gas phase consists of
eight species O,, CO, CO2, CHg4, H,, H,O, N,, and tar, and the solids phase consists of
four species carbon, volatile matter, ash, and moisture. Simulation results of a western
sub-bituminous and a western bituminous coal are presented, which show excellent
agreement with experimental data. Furthermore, results are presented comparing oxygen
and air blown gasification conditions. Work is ongoing to transfer this MFIX chemistry
model to FLUENT. The complete paper can be found in Appendix D.

The Effect of Model Parameters on the Predictions of Core Annular Flow Behavior
in a Fast-Fluidized Gas/Solids Bed

There are several gas-solids turbulence models and boundary conditions reported in the
literature. In this study, MFIX was used to evaluate four different boundary conditions
when used in conjunction with Simonin’s turbulence model. The model predictions were
compared with experimental data of Jones and Sinclair. The experimental data fall
between the large-friction/no-sliding and small-friction/all-sliding limits of Jenkins and
Louge boundary conditions. However, the physical behavior of the particle-wall
interactions is close to the small-friction/all-sliding limit of Jenkins and Louge boundary
conditions, or the Johnson and Jackson boundary conditions with a small specularity
coefficient, or simply the free-slip boundary conditions. A new wall function for gas-
solids flow was also developed in this study. The complete paper can be found in
Appendix E.

Presentation of the Comparison of MFIX and Fluent Results in a 2-D Riser

These slides summarize the comparison of MFIX and Fluent results in a 2-D riser
simulation. This comparative study resulted in improvements of both MFIX and
FLUENT. Excerpt slides of this presentation can be found in Appendix F.



Evaluation of Boundary Conditions Used to Model Dilute, Turbulent Gas/Solids
Flows in a Pipe

The main purpose of this study was to investigate the ability of three gas-solids flow
models: standard granular kinetic theory, and two gas-solids turbulence models (Simonin
and Ahmadi) to predict core-annular flow behavior commonly observed in dense
gas/solids flows (>3% solids volume fraction). The effect of three types of boundary
conditions, Johnson and Jackson, and the free-slip condition, was also investigated. This
study has demonstrated that the granular kinetic theory and the two turbulence models
gave similar predictions for a dense, fully developed flow in a vertical channel. It also
showed that the gas turbulence may not have a dominant effect in relatively dense
gas/solids flows. The complete paper can be found in Appendix G.

Transport Gasifier Simulation Testing Fluent’s Eulerian-Eulerian Model

Comparison of results of FLUENT and MFIX simulations of a circulating fluidized bed
are reported in this presentation. This study was done to determine the feasibility of
including detailed chemistry into the latest version of FLUENT with gas-solids chemistry
capability. For a given time step FLUENT was found to be 2.4 times faster than MFIX;
FLUENT was also able to use much larger time steps than MFIX. The complete
presentation can be found in Appendix H.

Transport Gasifier Simulation Testing Fluent’s Eulerian-Eulerian Model

The algebraic and partial differential equation models for granular temperature in
FLUENT are compared with experimental data in this presentation. The experimental
data were taken from the circulating fluidized bed experimental facility at NETL. This
study was undertaken to validate the granular stress model in FLUENT. The complete
presentation can be found in Appendix I.

Extension of Koch and Hill Drag Correlation Over All Ranges of Reynolds Number
and Solids Volume Fraction

An important constitutive relation in multiphase flow models flows is the gas-solids drag
formula. Recently, Koch and Hill proposed a set of drag correlations, based on data from
Lattice-Boltzmann simulations. These correlations, while very accurate within the range
of void fractions and Reynolds numbers used in the Lattice-Boltzmann simulations, do
not cover the full range of void fractions and Reynolds numbers encountered in fluidized
bed simulations. In this paper a drag correlation applicable to the full range of void
fractions and Reynolds numbers is developed by blending the Koch and Hill drag
correlation with known limiting forms of the gas-solids drag function, such that the
blended function is continuous with respect to Reynolds number and void fraction. The
complete paper can be found in Appendix J.

A Comparison of Experimental and CFD Values for Granular Temperature,
Turbulent Kinetic Energy and Solids Fraction of Core Particles at the Wall in the
Riser of a CFB

In gases, the differences in time scales between molecular collisions in which fluctuations
in molecular velocities represent temperature, and those that represent turbulence spans
five to 10 orders of magnitude. However, in the granular continuum, the time scales for
particle collisions is only one or two orders of magnitude smaller than that of turbulent
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velocity fluctuations. In this paper, a method is presented to distinguish between particle
velocity fluctuations that contribute to granular temperature and those that contribute to
turbulent kinetic energy. Comparisons are made for both granular temperature and
turbulent kinetic energy between computational fluid dynamic simulations (using MFIX
and FLUENT) and experiments using 812 um cork particles measured near the wall in
the core annular flow regime of a circulating fluidized bed riser. The complete paper can
be found in Appendix K.
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Fluid Dynamic Simulation of O; Decomposition in a Bubbling Fluidized Bed

Madhava Syamlal

Fluent, Inc., Morgantown, WV 26505

Thomas J. O’Brien

National Energy Technology Laboratory, P.O. Box 880, Morgantown, WV, 26507

Abstract

Recent advances in dense, multiphase, computational fluid dynamics (CFD) have allowed
accurate simulation of the gas and particle motion in bubbling and circulating fluidized beds.
Since fluidized-bed reactors are used for many chemical processes, a simulation must also be
able to couple chemical reactions to bed hydrodynamics accurately. The catalytic decomposition
of ozone (O3) has often been used to study experimentally the contacting behavior of catalytic
reactors. Simulations were conducted of laboratory-scale experiments of premixed O;
decomposition in a bubbling fluidized bed using the multiphase CFD code MFIX. The grid-
independent results are in very good agreement with reported experimental data on total
conversion over a range of fluidization velocities and initial bed heights. This confirms the
ability of multiphase hydrodynamic models to capture the effect of hydrodynamics on chemical

reactions in a bubbling fluidized bed.

Topical Heading: Particle Technology and Fluidization
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Key Words: Particles, fluidization; simulation, ozone, reactive, chemical, computational fluid

dynamics.

Introduction

Fluidized catalyst beds have better heat transfer and ease of solids handling than fixed beds.
However, at a given flow velocity, the conversion in a fluidized bed is lower than in a fixed bed;
the less efficient solids contacting is a result of by-passing associated with bubbles. Since the
design of a fluidized-bed process is a compromise between these competing effects, the degree

of contacting in any particular configuration must be quantified.

In recent years, methods of simulating the detailed behavior of bubbling fluidized beds have
been developed, based on concepts of dense, multiphase, computational fluid dynamics (CFD)
(Anderson and Jackson 1967; Gidaspow 1994). Using these methods, simulations of a bubbling
bed’s hydrodynamic behavior have been reported (Syamlal and O’Brien 1985; Kuipers and
others 1992; Boemer, Qi, and Renz 1998; van Wachem and others 1998; Guenther and Syamlal
2001). Such calculations provide detailed information on the transient gas-solids flow patterns in
these beds. However, in designing fluid-bed chemical reactors, simulations must also accurately
describe mixing, chemical reactions, and heat transfer. Thus, previous computational studies
need to be extended to include these phenomena. This has been done for circulating fluidized
beds (Samuelsberg and Hjertager 1995; Theologos and Markatos 1993; Gidaspow and
Therdthianwong 1993). Although these simulations show qualitatively reasonable results, none

of these previous studies demonstrate quantitative agreement between experimental data and
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grid-independent simulation results. This paper reports on a study that couples chemical
reactions to the hydrodynamic behavior of a bubbling fluidized-bed, and provides quantified

agreement with experimental results.

The ozone (O3) decomposition reaction, catalyzed by Fe,Os, has become a surrogate reaction for
chemical-reactor-design analysis. Although this process has no commercial applications, it has
been frequently used to characterize fluidized bed reactors, specifically to quantify gas-solids
contacting (Frye, Lake, and Eckstrom 1958; van Swaaij and Zuiderweg 1972; Orcutt, Davidson,
and Pigford 1962; Hovmand, Freedman, and Davidson 1971; Fryer and Potter 1976; Ouyang,
Lin, and Potter 1993). This reaction requires only low concentrations of the reactant, detection is
rapid and accurate (using fairly simple methods), and there is a measurable reaction rate at
ambient temperature and pressure (Frye, Lake, and Eckstrom 1958). Moreover, since these
studies have been performed with premixed O3 at very low concentrations, density and
temperature changes that occur because of the reaction can be neglected. Low concentrations
also guarantee that the reaction is essentially irreversible. Being premixed, there are no issues of
gas-phase reactant or product mixing. Thus the effect of gas-solids contacting on the chemical
reaction is isolated in these experiments. For these same reasons, simulations of the O;
decomposition reaction are used here to validate the coupling of chemistry and gas-solids

hydrodynamics.

From studies on packed beds of silica sand impregnated with Fe,O3, O3 decomposition has been

determined to be first order in O3 concentration and first order in Fe,O3 catalyst surface area

(Frye, Lake, and Eckstrom 1958; Orcutt, Davidson, and Pigford 1962; Fryer and Potter 1976).
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The reaction rate constant is independent of the flow rate or conversion level. The reported
activation energy, about 126 kJ/mol, is consistent with a surface rate-controlled reaction. Based
on this work, the reaction scheme in the present simulation is described as a simple, one-step
reaction, 2 O3 — 3 Oy, catalyzed by ferric oxide, Fe,Os. The gas phase Oz thermal
decomposition reaction is known to occur through a chain reaction scheme involving the atomic
O free radical, and a homogeneous gas-phase scheme has been described in detail (Heimerl and
Coftfee 1980). However, this reaction mechanism cannot be applied directly to catalytic
decomposition in fluidized beds since the important effects of the particulate phase, such as
radical quenching on the particle surfaces, have not been accounted for. In this study, an

empirical global reaction rate expression is used.

There have also been several attempts to analyze the experimental results for O; decomposition
in fluidized beds using traditional simulation techniques. Van Swaaij and Zuiderweg (1972)
interpreted their experiments using the model developed by van Deemter (1961), based on a two-
phase model of fluidized beds that allows axial diffusion in the dense phase. The assumptions
include: no solids in the bubble phase, plug flow in the bubble phase, negligible dense-phase gas
through-flow, and eddy diffusion mixing in the dense phase. The authors concluded that the mass
transfer between the bubbles and the dense phase limited conversion. Fryer and Potter (1972)
developed a “back-mixing” model to account for the experimentally observed reverse flow of
gases, which causes the O3 concentration to pass through a minimum value within the reactor.
Later, Bukur (1978) showed a weakness of the back-mixing model: near the conditions of flow
reversal, the model predicts that the cross-sectional area of the bubble and its cloud exceeds the

cross-sectional area of the bed. Peters, Fan, and Sweeney (1982) developed a model by dividing
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the fluidized bed into a number of axial compartments, each consisting of bubble, cloud, and
emulsion phases. In their report, the compartment sizes varied from 0.5 to10 cm, and the number
of compartments varied from 5 to 25. The model contains several parameters that characterize
fluidization: superficial gas velocity in bubble, cloud and emulsion phases; volume ratio between
cloud and bubble phases; bubble diameter; number of bubbles per compartment; volume fraction
of each phase; expanded bed height; gas interchange coefficient; and cross flows. The authors
used empirical correlations to calculate the parameters and obtained excellent agreement

between the experimental data and model predictions.

For the model described in this paper, the only empirical information about the fluidized bed
needed is the easily determined minimum fluidization velocity. The formation and behavior of
the bubble, cloud, and emulsion phases are predicted by solving the momentum and continuity
(hydrodynamic) equations. The effect of these phases on the chemical reactions is described by
solving the species mass balance equations, coupled with the hydrodynamic equations. The
advantage of this approach, once validated, is its ability to describe fluidized beds of any size or
configuration without re-calibrating the model. The disadvantage, however, is the significantly

higher computational cost. This paper addresses the validation issue.

Fryer and Potter Experimental Facility

The operating conditions and hydrodynamic and chemical behavior of the experimental facility
must be known for a validation study. The experimental report of Fryer and Potter (1976)

provide the most detailed information over the broadest range of operating parameters. Their
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experimental apparatus was a cylindrical 200 x 22.9 cm diameter stainless steel and glass reactor
with a bubble-cap distributor, a plate with 61 caps at 27.8-mm spacing. The bed was fluidized
with dry air (since the reaction is extremely sensitive to water vapor concentration at room
temperature) to which a small amount of O; was added. The bed material was sand impregnated
with iron oxide as a catalyst. The reactivity of the catalyst was determined by measurements in a
fixed bed. The simulation conditions are listed in Table I; some parameters were specified in the

experimental paper and others were deduced as discussed below.

Parameters not specified by Fryer and Potter (labeled Other Assumed Parameters in Table I)
were obtained as follows: the sphericity of 0.75 was obtained from Figure 1 in Kunii and
Levenspiel (1991) for the void fraction, & The reported Uy, was used to determine parameters
c and d in the drag formula. This ensures that the drag formula gives the experimentally observed
drag force at the minimum fluidization condition. The coefficient of restitution (Viscous Regime,
Table IT) was chosen as 0.8, which is a typical value for the sand used in the experiment.
Furthermore the simulation results are not sensitive within a typical range of this value because
the dominant forces in a bubbling bed are the drag and gravitational forces (for example, van
Wachem and others 2001). The angle of internal friction (Plastic Regime, Table II) is important
for predicting a freely bubbling state (Syamlal 1998a); the value of 30° is typical for sand. The
fluid viscosity used is that for air at ambient conditions. A small value for the O3 mass fraction at

the inlet was chosen: 0.1.

Simulation
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The conditions of the Fryer and Potter (1976) experiments were simulated using the MFIX code
(Syamlal, Rogers, and O’Brien 1993). The equations solved by this code are based on an
interpenetrating fluids formalism of multiphase flow (Anderson and Jackson 1967). The precise
form of the equations and the method of solution are described in detail in MFIX documentation
manuals (Syamlal, Rogers, and O’Brien 1993; Syamlal 1998b). The equations relevant to this
simulation are listed in Table I. These equations represent the conservation of mass and
momentum for two interpenetrating phases (gas and catalyst particles) and mass conservation of
the gas-phase species (O, N,, and Oj3). The stress in the granular phase is described by the
kinetic theory of granular material (Lun and others 1984; Gidaspow 1994). The granular

temperature was calculated using an algebraic closure (Viscous Regime, Table II).

The drag law, F,, which depends on the local slip velocity and void fraction, represents the
momentum exchange between the phases. The form used in MFIX is based on experimental
correlations of the settling velocity. Such general drag correlations typically can predict the drag
force only to an accuracy of about 20 percent because of the inability to include information
accurately about particle size and shape distributions in such correlations. This amount of error is
unacceptable in bubbling fluidized-bed simulations. For example a 5-percent change in the drag
force near minimum fluidization conditions can make a big difference in the fluidization
characteristics—which can range from a packed bed to a vigorously bubbling bed with even such
a small change in the drag force. Here we propose a method to address this problem, which
ensures that the drag force calculated under minimum fluidization conditions exactly matches the
experimental drag force. This can be done quite easily, because for any given drag correlation,

one can derive an algebraic formula for the minimum fluidization velocity. Here we use such a
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formula to adjust the parameters ¢ (= 0.765) and d (= 2.93) in the formula for B (Gas-solids drag,
Table II) to ensure that the simulated value of Uy,s corresponded to the reported experimental
value of 1.7 cm/s. This ensures that the drag force given by Fg matches the experimental value at
the minimum fluidization condition. The correlation is formulated such that the drag force is
guaranteed to agree with the single-sphere drag force at the other extreme of very low solids
volume. The variation of the drag force with respect to void fraction (albeit modified because B
is adjusted) and Reynolds number comes from an experimentally validated Richardson Zaki type

correlation (Garside and Al-Dibouni 1977).

The term Rg, represents the reaction rate for species n of the gas phase. For this simple kinetics
scheme there are three species (Ny = 3), only two of which are reactive species; N, is included as
an inert component. Fryer and Potter (1976) determined that the O; decomposition reaction is
first order with respect to the O3 concentration and have reported rate constants for different
catalytic activities. The rate constants £ were measured in a packed bed reactor and reported per
volume of solid; multiplying their rate expression by & converts it to the form used in MFIX, per

volume of the reactor, so that

3 ke p X,
Ro, 2ROz M,

This set of coupled partial differential equations was solved by MFIX, using a variety of

computer platforms (SGI, IBM SP3, Beowulf cluster).
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The simulations were performed for a range of conditions reported by Fryer and Potter (1976)
assuming two dimensional (2-D) cylindrical symmetry, initially with a 36 x 56 (radial x axial)
mesh resolution, corresponding to a computational mesh with &r = 0.318 cm and 6z = 0.536 cm.
We used the second order accurate Superbee spatial discretization scheme, which is needed to
accurately calculate bubble shape (Guenther and Syamlal 2001). The initial conditions for the
simulations were a uniform initial condition, a packed bed. These simulations were repeated at
twice the mesh resolution (72 x 112; 6r = 0.159 cm, 6z = 0.268 cm). All except one of these
simulations were started by using the final results of the corresponding coarse-grid simulation as
the initial condition. One fine-grid simulation was started from a uniform initial condition, as in
the coarse-grid simulations, producing results consistent with the other runs. We thus verified
that the results of the fine-grid simulation were insensitive to whether or not the coarse-grid
simulation results were used as the initial conditions. Using the coarse-grid solution as an initial
condition reduced the simulation time required to eliminate all the initial transients. Numerical
results were compared with the reported experimental information by time-averaging the O3

mass fraction data for a 10-s period after a statistical steady state was achieved.

Comparison Between Simulation and Experiment

Bed Expansion

As a global measure of the degree to which these simulations capture the correct hydrodynamic
behavior of the bed, Figure 1 compares the reported percent-bed-expansion data with the

calculated values for the three mesh resolutions (36 x 56, 72 x 112, and 114 x 224). This series of
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simulations was for a fixed initial bed height (Hns= 11.5 cm) over a range of superficial
velocities (Ugyp = 2, 4, 6, 8, 10, 12, 14 cm/s). Bed height in the experiment was measured by
observing “a probe tip from above.” Such measurements seem highly subjective and no error
bars were presented. Fryer and Potter (1976) state that the experimental technique “may well
underestimate the average bed height ” because of the “difficulty of measurement caused by the
vigorous motion of the bed.” There is no explicit equivalent of this “bed height” in the model
results and no unequivocal way to translate the numerical results into a bed height. The void
fraction distribution must be post-processed in some manner to determine this quantity. One way
is to time-average the data and then scan downward in the freeboard and mark the first location
where the void fraction drops below a certain value—with the idea that the probe tip is visible
down to that location. However, this method fails at high fluidization velocities because the
upper region of the bed becomes too dilute and may cause the unrealistic prediction of bed
contraction. A more realistic way is to calculate the height of the bed that contains a certain
percentage of the bed weight. We chose that method because it directly correlates with bed
pressure drop measurements. The bed heights reported by Fryer and Potter perhaps corresponds
to an (unknown) combination of the above two techniques. Therefore, the comparison in Figure

1 is at best semi-quantitative.

After a statistical steady state was achieved, we time-averaged the solids distribution; the height
that contained 95 percent of the bed weight was taken as the simulated bed height. The height
determined this way was normalized by the value corresponding to 95 percent of the initial bed
height (0.95 x 11.5-cm). Although this is an arbitrary criterion, the results are not sensitive to the

percent bed-weight value chosen (within a small range), because the experimental values are
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reported as percent bed expansion rather than as actual bed height. For example, using 80 percent
of the bed weight as the criterion made little difference in the simulation results. However, 100-
percent bed weight cannot be used as a criterion because small amounts of bed material are
thrown to high levels. Although the solids volume fraction in the freeboard drops off rapidly
with height, the entire freeboard height is required to contain 100 percent of the solids.
Therefore, the bed height would not change (at the total height of the domain) with gas flow rate,

except perhaps at the lowest gas flow rate.

The solid curves in Figure 1 show simulations at two mesh resolutions. Both simulations show
the correct qualitative behavior, expanding from a slumped bed at the minimum fluidization
velocity, with expansion slowing at higher fluidization velocity. However, the coarser mesh
underestimates bed height at the lowest velocity and significantly overestimates the expansion
over the rest of the range. The finer mesh quantitatively tracks the experimental curve (to within
the reported reproducibility) up to a superficial velocity of 6 cm/s (3.5 x Upy). The one point
calculated using the finest mesh (114 x 224) (at 8 cm/s) shows improved agreement with the
experimental results. The disagreement at higher velocities is partly because of inadequate mesh
resolution and partly because of the previously mentioned uncertainty in comparing simulated
data with experimental results. Because of this uncertainty and the cost of fine grid simulation

fine grid simulations for a range of velocities was not conducted.

Ozone Conversion
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Since the bed initially contained no Os, the outlet concentration of O3 rapidly increases during
the first few seconds. This initial transient lasts for 6 to 20 s; the startup lasts longer for deeper
beds and lower velocities. After this, the outlet concentration fluctuates around a mean with less
than 1-percent deviation. The average, used to compare with the experimental data, was taken for
a 10-s period under these statistically steady conditions. As an example, Figure 2 shows the
average outlet concentration of Os as a function of time for the simulation at U = 10.4 cm/s, Hyy¢
=10.8 cm, and k = 0.33 m’-gas/m’-cat -s. (The units are henceforth abbreviated as s™'; e.g. k =
0.33 s™). The initial transients die down after a period of about 10 s, and a statistical steady state

is achieved. The standard deviation from 20 to 30 s is very small (0.8 percent).

Two series of simulations were executed at different mesh resolutions in order to determine the
accuracy with which they could duplicate the experimental values reported for total O;

conversion,C, /C, . This is a global measure of the accuracy of the mathematical description of

the chemical process as incorporated into MFIX. The first series was for a fixed initial bed height
(Hme = 11.5 cm) over a range of superficial velocities (U = 2, 4, 6, 8, 10, 12, 14 cm/s). The
reported effective rate constants for this bed, as measured by experiments in a packed bed, was k

=157s"

The results at the lowest mesh resolution (36 x 56; 6r = 0.318 cm x 6z = 0.536 c¢cm) are shown in
Figure 3 in the curve labeled MFIX-36x56. The simulation at this level of resolution shows
reasonable agreement with the experiments, predicting the shape of the curve and the general

trend. However, the outlet concentration is significantly under-predicted.
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The simulations were repeated at twice the mesh resolution (72 x 112; r = 0.159 cm, 6z = 0.268
cm). All except one of these simulations (at U=8 cm/s) were started by using the final results of
the corresponding coarse grid simulation as the initial condition. At this mesh resolution, the
simulation results for conversion agree quantitatively with those reported experimentally over
the full range of superficial velocities studied. (See the curve labeled MFIX-72x112 in Figure 3.)
In order to establish firmly the mesh-independence of these simulations for this global
experimental measurement, a simulation was repeated at one superficial velocity (U = 8 cm/s) at
an even higher resolution (144 x 224; 6r = 0.0795 cm, 6z = 0.134 cm). Only a slight change in
the calculated conversion value occurred for this point, shown as MFIX-144x244 in Figure 3.
Thus, based on the results shown in Figures 1 and 3, the solution for 72x112 appears to be grid-
independent. These criteria used for judging grid-independence, bed expansion, and total
conversion, are global measures of the hydrodynamic and chemical behavior of the bed. This is a
necessary first step, from which we can conclude that the full solution is reasonably grid-

independent.

The presence of a solids volume fraction in the rate expression couples the hydrodynamics and
the chemical reactions. To determine how strong an influence hydrodynamics has on the
chemical reactions, we have plotted the results of two simple models that idealize gas-solids
hydrodynamics in a fluidized bed: a plug flow reactor, and a well-mixed reactor. Formulas for
conversion in plug flow and well-mixed reactors are derived (ignoring the volume change caused
by the reaction, about 3 percent) as follows:

plug flow:

[XO3 ]outlet — eXp(_ kgs Hmf

and
[X03 ]inlet Uj
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well-mixed:

[X03 ]Uutlet — 1
[X03 ]inlet 1+ ( kgS Hmf Uj

b

where Hyyr is the bed height at minimum fluidization, and U is the fluidization velocity. (We
purposely use Hyr rather than the actual bed height to avoid having to include any information
based on bed hydrodynamics in this model; the actual bed height, defined in some manner,
would have to be obtained from experimental data.) We want to demonstrate that such models,
which idealize bed hydrodynamics, cannot predict the observed conversion as a function of gas
velocity. This in turn implies that hydrodynamics affect the chemical reaction and that the
experimental data are useful for validating the model’s ability to capture the influence of
hydrodynamics on chemical reactions. There are other models that include other hydrodynamic
information (bubble size, rise velocity, wake fraction, and so on) that can easily describe the
observed reactor behavior (for example, Fryer and Potter 1976). The advantage of the present
model is that it requires only one (easily measured) hydrodynamic parameter—minimum

fluidization velocity—to calibrate the drag correlation.

Figure 3 shows that at the minimum fluidization velocity, the experimental data and the results of
the simulation are similar to the plug-flow reactor, which is to be expected because the solids are
not moving. At higher velocities, the outlet concentration (experimental and predicted) steadily
becomes greater than that of a plug-flow reactor. Perhaps the gas mixing induced by the bubbles
causes this, which suggests the usage of a well-mixed reactor model to describe the fluidized

bed. Figure 3 shows that to some extent the well-mixed reactor describes the fluidized-bed
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reactor. At low velocities the outlet concentration is lower than that in a well-mixed reactor; as
the velocity is increased, the outlet concentration becomes closer to that of a well-mixed reactor.
Surprisingly, at velocities larger than 5 cm/s (~3 Upy) the conversion in the fluidized-bed reactor
is worse than that in a well-mixed reactor. The higher outlet concentration (or lower conversion)
is because of the gas by-passing the catalyst bed through bubbles. MFIX predicts this transition

remarkably well.

A second series of simulations was conducted for a fixed-fluidization velocity (U = 10.4 cm/s)
over a range of bed heights (Hp,r= 10.8, 23.1, 39.5, 64.5 cm). The reported effective rate constant
for this bed, as measured by experiments in a packed bed, was k = 0.33 s™'. The grid size was
held constant at or = 0.159 cm and 6z = 0.268 cm, which corresponds to the resolution (72 x 112)
that gave a grid-independent solution in the first series of simulations. Figure 4 shows the outlet
O3 concentration as a function of bed height. The simulation results agree with experimental data

very well over the entire range of initial bed heights.

We saw that the calculated outlet O3 concentration agrees remarkably well with experimental
data without any need for adjustable constants. To further validate the hydrodynamic model, we
compared detailed profiles of field variables in the model. Such data are often difficult to
measure. Fortunately Fryer and Potter gives axial profiles of O; concentration. In Figure 5, we

compare that data with calculated profiles for Hy,s = 23.1 cm, U = 10.4 cm/s, and k = 0.331 s,

Fryer and Potter measured the O3 concentrations at four (unstated) radial locations in the bed and

reported an average value. To mimic the experimental technique, we sampled the concentration
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at four radial locations in the bed, 0.2, 3.8, 7.6, and 11.3 cm from the centerline, and obtained an
average from these four values. Experiments showed that “concentrations detected by four
probes across any one radius do not differ significantly in comparison with axial variations.” The
simulation results for the region near the top of the bed agree with this observation. In the bottom

part of the bed, however, the simulation results show significant variation in the radial direction.

A remarkable feature of the experimental data is that the concentration reaches a minimum value
in the bed. This was consistently observed in the experiments for fluidization velocities above
5.8 cm/s. Fryer and Potter (1976) gives reasons to justify that this is a real phenomena rather than
an artifact caused by sampling. The simulation curve shows a minimum, but one that is
significantly less pronounced and occurs much deeper in the bed than in the experimental data.
(The data point for H = 35 cm shown in Figure 5 was not included in the profile data, but was
reported separately as outlet concentration by Fryer and Potter.) Although there is good
agreement between the experimental and calculated outlet concentrations, there is considerable
deviation in the axial concentration profiles. Without error estimates for the experimental radial

profiles, we cannot assess the reasons for this discrepancy.

Comparisons with plug-flow and stirred-tank reactors show that reactor hydrodynamics critically
affect overall conversion. To understand how this occurs, we examined the instantaneous
behavior of the bed. Figure 6 shows the instantaneous (t = 13.8 s) void fraction and species mass
fraction distributions with superimposed gas and solids velocity vectors for Hye=11.5 cm, U =8
cm/s, and k=1.57 s”'. The results plotted are for 2-D axisymmetric simulation. In each of the

plots, the left edge is the centerline and the right edge is the outside wall.
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The left panel of Figure 6 shows the voidage as a color plot. The color scale varies from 0.4 (red)
to 1 (blue). Superimposed on this panel are the solids velocity vectors; for clarity, only one in
nine of the calculated vectors is plotted. The right hand panel shows the O3 mass fraction on a
color scale 0 (red) to 0.1 (blue). The gas velocity vectors are superimposed on this panel. The

bubble rise path determines the flow pattern in the bed.

In general, the simulations show a narrow region near the distributor (which is simulated as a
uniform flow boundary condition), with a layer of an expanded bed. Slightly above the
distributor, this band rolls up into a bubble, which usually initially forms near the outside lower
edge of the bed. Once formed, these bubbles rise and migrate toward the centerline of the bed.
On average, this generates a sloping band of reduced voids from the lower outside region of the
vessel toward the centerline. This is a band of high gas flow, related to gas by-passing the bed in
the “bubble phase.” The bubble-induced time-averaged solids motion shows a downward
circulation pattern near the centerline, and there is also downward flow of solids near the outside
wall near the top of the bed. The bed is not deep enough to establish an upwards solids
circulation pattern near the centerline; bubbles do not have enough time to migrate completely to
the center of the bed before bursting at the surface. This type of pattern is typical of shallow

bubbling beds.

In the void fraction plot (left panel), a bubble close to the top of the bed is visible. The O3 mass-
fraction plot is quite similar to the void-fraction plot: in high-void fraction regions, the O3

concentration is high and vice versa. This is because the rate of O3 decomposition is proportional

31



to the solids volume fraction. However, there is a significant deviation from this trend within a
region in the bubble wake. Interestingly, the O3 mass fraction is high in a region where the void
fraction is low. The low conversion in that region appears to be because of the high gas flow
rate: a gas jet is flowing from the bottom bubble to the top bubble. So gas by-passing is caused
by the gas flowing through the bed as a bubble, and the gas flowing from bubble to bubble in the

form of jets.

The vector plots also show that the gas and solids flow patterns are quite alike. This is because of
the small particle size and the consequent large drag force. In certain regions of the bed, the gas
flow is downwards, especially near the bed centerline. Even bubbles caught in this region move
downwards. This reverse flow of gas has been used to explain the minimum observed in the axial
concentration profile shown in Figure 5 (Peters, Fan, and Sweeney 1982). At sufficiently high
downward solids velocity in the emulsion phase, the gas flow will reverse direction in order to

maintain a constant relative velocity to the solids.

Figures 7 and 8 show the time-averaged void fraction and velocity vectors for two initial bed
heights. The gas-solids circulation pattern predicted by the simulation is similar to those reported
for a shallow bed (Kuni and Levenspiel 1991; Werther and Molerus 1973): up at the wall, down
near the centerline. Figure 7a presents the time-averaged solids-velocity vectors, superimposed
on contour lines representing the time-averaged void fraction—blue represents a void fraction of
1 (as in the freeboard, for example) and red represents a void fraction of 0.4. A similar

representation of the time-averaged gas velocity is shown in Figure 7b. The results plotted are for
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2-D axisymmetric simulation. As before, in each of the plots a and b, the left edge is the

centerline and the right edge is the outside wall.

The overall solid circulation pattern observed in the simulation was—up at the outside and down
on the centerline. However, there was much more detail to the pattern than is generally described
in the literature. There is a uniform region of low voidage very close to the distributor, because
of the uniform constant boundary condition imposed to simulate the distributor. (No attempt was
made to resolve the detailed geometry of the bubble-cap distributor used experimentally.)

However, this region was unstable and rolled up in a region near the outside wall to form

“bubbles.”

It is not clear why the instability is stronger near the wall, but this prediction agrees with the
experimentally reported behavior: bubbles preferentially form near the junction of the distributor
and the outside wall (Werther and Molerus 1973). These bubbles then rose rapidly through the
bed, while migrating toward the centerline. However, since the simulated bed was quite shallow,
the migration to the centerline was never complete. This general route of bubble motion, of
course, results in a solids motion of the same pattern. This upward motion induced a downward
flow of particles near the centerline, which diverted to the outside near the distributor. This
particle flow was often strong enough to cause downward flow of the entrained gas in this
region. There was also a small reverse circulation pattern of solids in the upper outside region of
the bed, caused by the migration of the bubbles towards the centerline. Of course, this pattern

was more pronounced for the deeper beds.
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In Figure 8, the superficial velocity is the same as that shown in Figure 7, 10.4 cm/s; however,
the initial bed height has been increased to 23.1 cm. The down-flow region near the center
becomes smaller higher up in the bed, and the reverse circulation pattern in the upper-outside
corner has intensified. It is this pattern that would presumably grow to establish the second

circulation cell characteristic of deeper beds: up at the centerline; down at the wall.

In this paper we have reported the results of 2-D axisymmetric simulations. Although the time-
averaged profiles must be axisymmetric, the validity of this approximation in transient
simulations is not established. Also, we are not sure whether this approximation may have
prevented the bubbles from moving to the center in the 23.1 cm tall bed (Figure 8). Therefore,
we have started an investigation using a three dimensional (3-D) geometry. However, 3-D

simulations are very slow and time consuming; results will be reported in a future publication.

Conclusions

A gas-solids flow model was used in this study to model a catalytic reaction—the decomposition
of O3 with an iron oxide catalyst—in a bubbling fluidized bed. By using three grid resolutions
(36 x 56,72 x 112, and 114 x 224), we show that a grid-independent solution can be obtained
that agrees very well with the observed O3 outlet concentration as a function of fluidization
velocity and initial bed height. The agreement in the bed expansion was good at low fluidization
velocities but not as good at high fluidization velocities. However, Fryer and Potter noted an
uncertainty in determining bed height at high fluidization velocities. The axial variation in O3

concentration (cross-section averaged) shows a minimum within the bed as observed in the
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experimental data. However, the location and magnitude of the minimum are considerably

different from experimental data.

The instantaneous solids circulation and solids distribution patterns agree qualitatively with
general observations in fluidized beds. The calculations show that gas may by-pass the bed by
jetting between bubbles. The time-averaged void-fraction plots show bubble formation near the
wall and migration toward the center. However, bubbles do not reach the center, perhaps because
of (a) the short bed heights considered in these simulations, or (b) a limitation of the 2-D
axisymmetric assumption used in these simulations. We plan to conduct 3-D simulations to
verify this. In summary, the gas-solids multiphase flow model used here is able to capture the
effect of gas-solids hydrodynamics on catalytic reactions in a bubbling fluidized bed remarkably

well without using any adjustable constants.
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a. Solids velocity b. Gas velocity

Figure 7. Time-Averaged Velocity Vectors and Contours of Void Fraction (U = 10 ci/s; Hys
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a. Solids velocity b. Gas velocity

Figure 8: Time-Averaged Velocity Vectors and Contours of Void Fraction
(U=10.4 cm/s; Hye=23.1 cm)
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Table I. Simulation Conditions

Reported by Fryer and Potter (1976)

Particle diameter, d, 117 pum
Particle density, ps 2650 kg/m’
Minimum fluidization velocity, Up¢ 1.70 cm/s
Void fraction at Upf, Ems 0.48

Bed height at Uy, Hyr 10.8-64.5 | cm
Fluidization velocity 2-14 m/s
Reaction kinetic constant 1.57,0.33 g

Other Assumed Parameters

Sphericity 0.75

Parameter c in drag formula 0.765

Parameter d in drag formula 2.928

Coefficient of restitution 0.8

Angle of internal friction 30 degree
Fluid viscosity 1.8x10° | Pas
O3 mass fraction in inlet (O3-Air) 0.1

mixture
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Table II. Summary of MFIX Equations
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Plastic Regime:
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Appendix B

Hydrodynamics of Particle Segregation in Fluidized
Beds
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ABSTRACT

A two-fluid model is extended to a multi-fluid model to describe fluid-particle
flow. In this model, each granular phase represents particles of identical diameter and
density. A particle-to-particle drag term was developed to account for the “hindrance
effect” that prevents the relative motion of the two granular phases. With this term, the
simulations predict no segregation at low fluidization velocities, segregation at
intermediate velocities, and vigorous mixing at large fluidizing velocities. This study also
allows the maximum packing voidage to vary with the mixture composition. The
predicted segregation rate for a three-phase fluidized bed matches very well with the
measured values. The model is also applied to describe dilute flow in a circulating
fluidized bed loop. A fair agreement is seen between the measured and calculated average

particle diameter in the core region of the riser.

Keywords: Fluidized Beds, Particle Segregator, Multi-Phase Flow, Circulating
Fluidized Bed

1.0 INTRODUCTION

Research in multiple particulate phase hydrodynamics is important in many
industrial applications that involve segregation or mixing processes, specifically in
mineral classification, elutriation, sedimentation, crystallization and fluid bed leaching,

just to name a few (Reh, 1999). There have been several investigations dealing with
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segregation and mixing of particles of different sizes and densities in fluidized bed
reactors or classifiers (Jean and Fan, 1986; Hu, 2002; Chen et al., 2002). The studies
show that particles will segregate into layers if a bed, consisting of two different size
particles with the same density, is fluidized with a velocity that is in between the
individual minimum fluidization (uns) velocities for each particle type. The binary system
will not segregate if the fluidizing velocity is higher than the uy,s of the larger particles;
rather the particles mix vigorously. The models reported in the literature are able to
predict the segregation of the particles at an intermediate fluidization velocity
(Goldschmidt et al. 2001). However, they predict particle segregation even at a low
fluidization velocity, when segregation is not observed. In this study we modified the
particle-particle drag term so that the model predicts no segregation at low velocities,
segregation at intermediate velocities, and mixing at high velocities. Furthermore we
show that the predicted rate of segregation at intermediate velocities agrees quantitatively
with experimental data. Additionally, segregation of particles is also demonstrated in a

dilute circulating fluidized bed case.

In the last decade, considerable efforts have been made in developing detailed
hydrodynamic tools for the simulation of fluidized bed dynamics, including
Eulerian/Lagrangian, and the hybrid Eulerian/Lagrangian mapping methods.
Eulerian/Eulerian methods consider the primary and secondary (dispersed) phases to be
interpenetrating continua, and the equations employed are generalizations of the Navier-
Stokes equations (e.g., Gidaspow 1994). Eulerian/Lagrangian models describe the
primary phase flow using the continuum equations, and the particulate phase flow is
described by tracking the motion of individual particles (e.g., Tsuji 1993; Gera et al.,
1998). Lagrangian models include the effects of particle collisions and the forces acting

on the particles by the gas.

The hybrid Eulerian/Lagrangian approach is based on the multi-phase particle-in-
cell (MP-PIC) technique. This technique solves the governing equations of the fluid
phase using a continuum model and maps the particle properties from the Lagrangian

tracking of the particulate phase to an Eulerian grid (Snider et al., 1998; Andrews and
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O’Rourke, 1996). In the hybrid Eulerian/Lagrangian scheme, collisions between the
particles are modeled by computing an isotropic inter-particle stress from the Eulerian
grid and mapping it back to particle positions in the Lagrangian scheme. The difference
between this technique and the traditional Lagrangian/discrete schemes is that the
particle-particle interactions are not computed at an individual particle level, instead these

interactions are computed on the grid level.

With the advent of fast and economical computers, researchers have extended the
Eulerian/Eulerian two fluid models to multi-fluid models to account for multiple particle
sizes and densities (Syamlal 1985, Gidaspow et al. 1986, Hoffman and Kevelam,1999;
Mathiesen et al., (2000); Goldschmidt et al., 2001; Clelland and Hrenya, 2002). As a
starting point, the current theory of fluidization developed for mono-disperse particles is
extended to poly-disperse particle systems by including particle-particle drag terms.
Recently, we have extended the multi-fluid model to describe a six-particle system in a

liquid bed classifier (Gera et al, 2003).

The focus of this paper is on Eulerian/Eulerian methods for the computation of
gas-solids  flows. Eulerian/Eulerian methods are potentially faster than
Eulerian/Lagrangian methods, but require the formulation of constitutive equations. We
extended a two-fluid model (gas and one granular phase) to a multi-fluid model (gas and
several granular phases) by adding constitutive equations for the particle-particle drag
and the maximum particle packing. The new constitutive equations are added in the
MFIX code, an open-source multiphase flow model (Syamlal, et al. 1993;
www.mfix.org). The model is used to describe solids segregation in a dense fluidized

bed and circulating fluidized bed.

20 HYDRODYNAMIC MODEL

The mathematical model is based on an assumption that all the phases can be
mathematically described as interpenetrating continua; the point variables are averaged
over a region that is large compared with the particle spacing but much smaller than the

flow domain (e.g., Anderson and Jackson 1967). The equations solved by the
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MFIX code used in this study are given in Syamlal et al. (1993). The continuity equation

for each phase is written as:

0

a(em P )tV (0 Py T )=0 (1)

where, py, and y,, are the density and velocity of the m™ phase (m=0 represents the gas

phase), respectively, &y is the volume fraction of the m™ phase with the condition

ngzl'

The momentum equation for the gas phase is expressed as:

0 = M
a(go Po \70)+V-(50p0 Vo {’O):V'So+gop0 g_Z_II()m (2)

where the stress tensor for the gas phase is defined as:

- 2 -
So= — B +¢, Ho [V Vot (V %o ) ]+€o (lo—gﬂo)v"’o I 3)

Here oy and 2 are the shear and bulk viscosity of the gas phase, ? 1s a unit tensor, 7, 1S

an interaction (or drag) force representing the momentum transfer between the gas phase

and the m" solid phase. The interaction force j,, is written as:

iOm:‘glvpg _Fom ({"nf{}O) (4)

where the interaction-exchange coefficient (Fon, between the gas phase and the m'" solid

phase is written as (Gidaspow 1994):

1506W;‘j())ﬂ0+1,758m&|vs-vg| for £<0.8
FO — 80 dpm dp (5)
"1 075 2
g(rin £ P n-vo & for £>0.8
pm
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(6)

; 24(1+0.15 R )/Re, Re <1000
an =
P 0.43, Re> 1000

The Reynolds number for the m™ solids phase is given by

Rem = dom|Vem = Ve £/ 1,

The momentum equation for each of the ‘m’ solid phases is expressed as:

a = — 7 M —
a(&‘m ,0,,, Vm )+v'(5mpm vm vm ):vsm+8mpm g+10m_21ml (7)
=1

I#m

where the stress tensor for the m™ solid phase is defined by combining the theories of

viscous and plastic flow regimes as (Syamlal et al. 1993):

-ani"f;pm if 20 < &
Sm ™~ ; (8)
-Pvmi+;lvn if &0 > &

h

Here P, is the pressure and ;m is the viscous stress in the m™ solids phase. The

superscript p stands for plastic regime and v for viscous regime. In fluidized-bed
simulations, 80* is set to the void fraction at the minimum fluidization. The plastic

stresses are calculated using Schaeffer’s (1987) formulation :

S
3
=
I
&)
X
S
S|

m )

where

, P'sing

uh=——=.
2 V1o

Here I,p is the second invariant of the deviator of the strain rate tensor (see Syamlal et

(10)

al.,1993 ). Similar to the functions typically used in plastic flow theories (Jenike 1987),
an arbitrary function that allows a certain amount of compressibility in the solids phase

represents the solids pressure term for plastic flow regime (Pritchett et al., 1978):
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£

Ph=ém P, (11)
where P is represented by an empirical power law
P =10% (g-5)". (12)
The particle-particle interaction force 7, is written as:

Tom=Fim (Vm-¥/) (13)

For the drag coefficient Fy, is an extended form of an expression derived by Syamlal

(1987):

_3(1+elmx7r/2+cﬂmﬂ'2/8 )51:01 Slnpm(dpl+dpm )zg01m|v1_vln|

Fm = +CP (14)
1 2”(pldl?’1+pmdl33m) 1

where e, and Cpg, are the coefficient of restitution and coefficient of friction,
respectively, between the 1™ and m™ granular-phase particles. The radial distribution

function at contact, gOl , 1s that derived by Lebowitz (1964) for a mixture of hard spheres:
m

1 3dpldpm - Ea
g 1y ddudm  $he (15)
’im €0 5(2) (dpl + dpm ); dpﬂ

Additional details about the formulation are given by Syamlal et al, (1993), and the
solution algorithm is described by Syamlal (1998).

The first term on the right side of Eq. (14) accounts for the momentum transferred
between the phases because of collisions and sliding. The newly-added, second term on
the right side of Eq. 14 accounts for a “phase change” in particulate flow. Without this

term in the present formulation, a granular medium consisting of two types of particles
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would be treated as two distinct phases. When the particles are closely packed and the
diameter ratio is such that the fines cannot percolate through the interstices of the packed
bed, the description as two separate particulate phases is inadequate. For example, the
model would predict that the two types of particles of different densities would segregate
even in a packed bed whereas, in reality, they do not. The particles do not experience any
buoyant force from solids pressure gradient and behave as a single phase. In a multiphase
description of the granular media, one way to model the packed bed is to treat it as a
single phase as though a “phase change” (multiphase to single phase) has occurred.
Another way, the one adopted in this work, is to make the particle-particle drag so large
that the two-phases will move together and, in effect, behave as a single phase. We
expect the rate of increase in the particle-particle drag to be analogous to the stresses in
the frictional regime (Eqns. 9 and 10), and, hence, proportional to the granular pressure
P* (Eq. 12) — the greater the granular pressure the greater the tendency for the two phases
to move together as a single phase. The proportionality coefficient C;=0.3 is determined

to provide the correct initial slope in Figure (2).

2.1 Effect of Maximum Packing Voidage

Mixing particles with different sizes leads to an increase in the maximum packing
voidage of the bed. For example, if large spherical beads are mixed with smaller spherical
beads, the maximum particle volume fraction of the mixture will be greater than the
maximum particle volume fraction of either particle type. Fedors and Landel (1979)
proposed the following correlations for the maximum packing voidage for a binary
mixture of two particle diameters (d;>d;) as a function of mixture composition X; =

ei/(e1tey):
glmax

if
Xl S ( max max max
g +l-g Mg

. d X
g, =1.0- {51“‘3" -+ {1 —~ / d—2 }(l —gM™)e J(glma" +(1=el™)e™ ) gmix +er™
1 1

otherwise

* d max maxy max max
50:1.0—{1—\/;}(51 +(1-g e kl—Xl)+g1 (16)
1
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These correlations are used for the maximum packing voidage as a function of mixture
composition in the granular pressure and particle-particle drag terms in Egs.(8, 12 and

14).

3.0 BINARY PARTICLE SIMULATIONS IN DENSE REGIME

The hydrodynamic model equations are solved for a dense bed of binary-
dispersed spherical glass beads of 1.5 mm and 2.5 mm diameter with density of 2524
kg/m’, as shown in Figure 1. A solids volume fraction of 30% for each of the two
granular phases is the initial condition in the bed. The properties of the glass beads (see
Table 1) are taken from Goldschmidt et al. (2001). The minimum fluidization velocity
(umf) of the small particles is 0.78 + 0.02 m/s; that of the large particles is 1.25 + 0.01
m/s. Two fluidization velocities are used in the simulations: 1.1 m/s, a condition for
which segregation should occur; and 1.25 m/s, a condition for which vigorous mixing
should occur. These velocities are chosen to demonstrate (a) the segregation of particles
when the fluidizing velocity is in between the up,r of two particle types, and (b) vigorous
mixing when the fluidizing velocity is equal to or greater than the uns of the larger
particles. The computational grid in the present simulations consists of 15 x 50

rectangular cells. The discretized equations on the above grid are solved using second

order superbee flux limiter (Leonard and Mokhtari, 1990, Syamlal and Guenther 2001).

Table 1: Properties of glass beads used in the simulations

Small Large
Particles Particles
Diameter (dp1, dp2) 1.5 mm 2.5 mm
Density (p1, p2) 2524 kg/m® | 2524 kg/m’
Minimum Fluidization Velocity (umyg) | 0.78 m/s 1.25 m/s
Coefficient of normal restitution (e) 0.97 0.97
Coefficient of friction (Cypy) 0.15 0.15
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The segregation rate has been quantified by Goldschmidt et al. (2001) using a
digital image analysis technique. We used the same procedure as proposed by
Goldschmidt et al. (2001) for calculating the average height of the solids phases in the
bed:

2 EmceltMeelt
<h, >=<l (17)

Z Em Jcell
cell

where & cenr 18 the volume fraction of solids phase m in the cell and heey is the height of
the cell center above the distributor plate; the sum is over all cells in the computational
domain. The average height of the two phases predicted by the current model is
compared with the experimental data of Goldschmidt et al. (2001) at 1.10 m/s in Figure
2(a). We adjusted the one constant C; to match the initial rate of segregation of the large
particles. The model captures the slow segregation during the first eight seconds
followed by a rapid segregation during the next 10 seconds. At the end of 18 seconds,
the segregation is nearly complete. We continued the simulation up to 60 seconds to
determine the steady state heights of the particulate phases. The height of the small
particle layer is well captured by the model. The predicted height of the large particle
layer is larger than the experimental value. Equation (17), used for calculating the
heights, does not impose any constraint on the sum of the heights. Thus, a good match in
the height of the small particle layer does not imply a good match in the height of the

large particle as well.

To aid the visualization of the binary particle system, the number of particles in a
grid cell is calculated from the solid volume fraction and a corresponding number of dots
are placed randomly in each cell in Figure 2b. Initially the particles are well mixed. By
20 seconds a distinct large particle layer forms at the bottom of the bed. That layer
appears to be free of small particles. However, the upper layer, which predominantly
consists of small particles, contains a fair number of large particles. This causes the over
prediction of the height of the large particle layer (Figure 2a). We suspect that the
inability of the numerics to sharply resolve the interface between the small and large

particles is the cause of this discrepancy.
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The average height of solids phases predicted by the current model at 1.25 m/s is
compared with the experimentally measured values in Figures 3(a) and (b). The
corresponding particle number concentration is plotted in Figure 3(c). The current model
predicts the mixing phenomenon very well, unlike previously reported models (e.g.,
Goldschmidt et al., 2001). The value of the constant C; was kept unchanged in this
simulation. It can be seen that for 1.25 m/s, the bed starts to bubble and hence leads to

the mixing of the particles.
4.0 BINARY PARTICLE SIMULATIONS IN A DILUTE REGIME

The current model is further validated with the experimental data of Mathiesen et
al., (2000) obtained from a circulating fluidized bed loop as shown in Figure 4. The
computational domain is divided into a 34 x 68, non-uniform, rectangular mesh. The
properties of the particles are listed in Table 2. The bed is initially filled to 0.04 m with
the total solid volume fraction of 0.63. The two granular phases are assumed to be
perfectly mixed and to have an identical initial volume fraction. The bed is fluidized at
1.0 m/s and 0.8 m/s. A detailed comparison of the particle volume fraction distribution at
several axial locations has been made for the case of 1.0 m/s velocity. At the exit, a
porous boundary condition that allowed the gas (but not the particles) to escape is used
(Gas outlet in Figure 4). The simulations are conducted for 25 seconds. The simulation
results reported are time-averaged values for the last 5 seconds, when a pseudo-steady

state is reached.

An average particle diameter of the binary mixture is calculated by accounting for
the solid volume fraction of each phase:

_&dyd, +&,d]d,

d 3 3
gd; +¢&,d,

av

(18)

where € and &, are the solids volume fractions of phase 1 and phase 2, and d; and d; are
their diameters. The average predicted diameter profile is compared with the measured
diameter profile along the axis of the riser for two superficial velocities (0.8 and 1.1 m/s)

in Figure 5. Due to the dense zone near the bottom of the riser, Mathiesen et al. (2000)
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were unable to collect the data below 0.2 m in the riser. At 0.8 m/s the large particles
(185 um) tend to collect at the bottom of the riser. Therefore, the average diameter is
high at the bottom (< 0.2 m height). At the top, it drops to about 120 pum, the diameter of
the small particles. When the fluidization velocity is increased to 1 m/s the circulation
rate of the large particles increases. The average diameter decreases at the bottom of the
riser and increases at the top of the bed. The model captures this feature of the

experimental data very well.

Table 2: Properties of glass particles in a dilute circulating fluidized bed

Small Large
Particles Particles
Diameter (dy1, dp2) 120 um 185 um
Density (p1, p2) 2400 kg/m’ | 2400 kg/m’
Coefficient of normal restitution (e) | 0.99 0.99

The predicted radial-averaged diameter profile is compared with the experimental
data at three axial locations above the distributor plate of the riser in Figure 6. A fair
agreement is observed in the core region. The experimental data suggests that the large
particles migrate toward the wall. The model does not predict this trend. We are not sure
whether this is due to a limitation of the physical model or it is because of inadequate

grid resolution.

The model does predict the core annular flow in the riser as evidenced by the
velocity distribution of the two phases shown in Figure 7. The downward flow of
particles near the wall (near x/D=0 and x/D=1.0) can be seen very well. The velocity of
the particles is maximum in the center of the core and minimum in the center of the
annulur region. The simulations are in fair agreement with the experiments. Perhaps, the
predictions could be improved by simulating the bed in 3-D instead of 2-D. 3-D
simulations are much more expensive than 2-D simulations and will be attempted in the

future.
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4.0 CONCLUSIONS

A two fluid model is extended to a 3-phase, multi-fluid model. In this model, a
primary air phase and two additional particulate phases (each representing a separate
class of particle diameters) were tracked in dense and dilute regimes. A particle-particle
drag term was developed to account for a “hindrance” effect that prevents the relative
motion of the two granular phases. With this term, the simulations predict no segregation
at low fluidization velocities, segregation at intermediate velocities, and vigorous mixing
at large fluidizing velocities. The maximum packing voidage considered a function of
mixture composition. The predicted segregation rate for a three-phase fluidized bed
matches very well with the measured values. The model is also applied to describe dilute
flow in a circulating fluidized bed loop. A fair agreement is seen between the measured

and calculated average particle diameter in the core region of the riser.
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ABSTRACT

Considerable progress has been made in the use of multiphase computational fluid dynamics
(CFD) in the simulation of isothermal, nonreactive fluidized beds. The utility of this
computational approach is now being demonstrated for chemically reactive flows with heat
transfer. Results for several case studies (ozone decomposition, silane pyrolysis, silicon
hydrochlorination, methane combustion, and coal gasification) are presented which
demonstrate the current capabilities.

INTRODUCTION

During the development of the fluidization industry in the 20" century, most of the design
effort was based on the use of algebraic correlations derived from the analysis of
experimental information. A very sophisticated mathematical description of the fluidization
process was developed, however, which is known by various names: two-phase (or two-
fluids) theory or the theory of interpenetrating continua (1). This formulation involves a
system of coupled Navier-Stokes-like partial differential equations (PDEs), which must be
closed using empirical information, and then solved ... a formidable challenge. In recent
years, due in large part to significant advances in the computational resources, it has become
possible to accurately solve the full set of PDEs (2-9). However, this is still a formidable
challenge since grid-independent results require high resolution, which is not always possible
for large-scale units. Nonetheless, considerable progress has been made in the use of
multiphase computational fluid dynamics (CFD) in the simulation of isothermal, nonreactive
fluidized beds.

However, for the most part, CFD has been used to describe only the hydrodynamic behavior
of beds. Of course, in order to be useful in the chemical, petroleum or power production
industry, this computation approach must also be validated for chemically reactive flows with
heat transfer. This will require an extensive study of the many different types of chemical
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processes. Catalytic reactions require contacting between the gas and solid phases. In such a
process the reactive gas is well mixed with the fluidization media, and the major issue is the
extent that the bed is by-passed due to bubble formation (or cluster formation in a circulating
fluidized bed). Ozone decomposition has been used as a surrogate reaction for such a
process. For chemical processes in which reactive species are injected into the bed, the
mixing process must also be understood; this is obviously strongly dependent on the
hydrodynamics of the bed. Tracer gas studies (using helium, for example) have been
performed to explore this mixing phenomenon (see, e.g., 10). A further complication can
occur when there is significant gas formation (or removal) due to the chemical reactions. In
such a case, the local hydrodynamics of the bed will be affected by the upstream reactions.
Finally, the reaction rates and properties of the gas are strongly affected by the temperature,
so that simulations must also be able to describe exo- or endothermic reactions.

At NETL our main aim is to develop a detailed model of coal gasification, a difficult reactive
gas-solids flow problem. To validate this simulation capability we have taken the approach
of applying the general model to different chemically reactive systems, of increasing
complexity, in which different physical phenomena are isolated and for which experimental
data are available. These studies, as well as current simulations of a coal gasifier, are
summarized here. The purpose of this paper is to present the breadth of the validation work.

FORMALISM
The two-fluid formalism for modeling dense gas-solid flows leads to the coupled set of

transient PDEs, which describe the conservation of mass, momentum, energy, and species
transport for either the gas (m = g) or solid (m = s) (see (11)):

N’H
) V()= R
ot —
%(gmpm {I,,1)+V'(gm ,0,,, Vm Vm )=V§m +£,‘m,0mg F jmn

N

gmpmcpm(a;m + vm'vzvm):_v'qm T ygs (T _Tg)_AHrm +Hwall (Twall _T;n)
0 -
5 (gmmernl)+V' (8mmelem) = le

These equations must be closed by equations for the momentum and energy exchange, and
the phasic stresses, heat capacities, and heat fluxes, as well as the chemical rates and heats of
reaction. Of particular interest in this study are the terms related to chemical reaction rates,
which must be specified in order to describe the particular chemical scheme thought to occur.

CHEMICALLY REACTIVE SYSTEMS

Ozone Decomposition. This process has been used extensively to study the contacting
behavior of both bubbling and circulating fluidized beds. Ozone is well-mixed in the plenum,
so these studies isolate the importance of contacting between the fluid and the granular
material in the bed. Alternatively, the ozone could be introduced at a specific location in the
fluidized bed to study bed mixing, although this is usually done using He as a tracer (10). An
extensive study (12) was based on the simulations of experiments conducted by Fryer and
Potter (13). Ozone decomposition was represented using first order global kinetics of the

form Ry =—3Ro,/2=— ke, P, Xo, /M WO3 . The catalytic rate constant £ was determined
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by experimental measurements in a fixed
bed. As seen in Figure 1, these simulations 0.8

very accurately reproduced the over-all - <
decomposition of ozone over a range of & 067 @

b e O =
fluidization velocities and reasonably = S

: : = 0.4 x
represent the bed expansion, which was 3 °
more difficult to measure at higher 202 g
velocities. As the fluidization velocity was | = 10%
increased, bubble formation increased; this 0.0
resulted in decreased decomposition since 0 5 10 15
more of the ozone by-passed the bed. The Gas velocity, cm/s
study showed that it was important to
numerically resolve the bubble formation Figure 1. Ozone conversion, [O3]ouet/
in order to correctly simulate this feature. [O3]inte (left) and % bed expansion
mie

At low numerical resolution, the bubbles

still contained considerable amounts of the : .
: velocity; comparison between

granular phase so that contacting occurred ) . i

even in these by-pass regions. Higher simulations with MEIX (connected open

resolution was required to calculate “clear” symbols) and experimental values

bubbles that allowed the ozone to avoid (filled symbols).

contact with the catalyst. In this study,

since the ozone was only present in trace amounts, there were no thermal effects and no effect

of the chemical reactions on the bed dynamics. Quite recently, this same experimental data

has been quite successfully simulated using an agent-based model, which is based on simple

rules for bubble interactions. This approach was computationally very efficient (14).

(right) as a function of superficial

Silane Pyrolysis. One process for the formation of ultrapure silicon from metallurgical grade
(m.g.) silicon involves extensive gas phase separations to form ultrapure SiH, or SiCl,. This
is then thermally decomposed in a Seimens reactor to recover purified Si. An alternative
process has been studied in which the thermal decomposition occurs in a fluidized bed
(15,16). The heterogeneous decomposition, SiH4(g) : Si(s) + 2H,(g) was represented by a
global reaction (17)

(d[SiHJ)( mol )_ 6(1-¢,)2.1510" e [SiH, ]
dt ), d,(1+0.034P,,+0.0076 D P, )

3
cm - S

A slightly more complicated pseudo-mechanistic scheme (18) yielded similar results. In
these simulations the inlet gas was well-mixed. Also, since the bed was maintained at a fixed
temperature, thermal effects were not included in the simulation. A slight effect of the
chemical reaction on the bed dynamics could be seen, due to the change in composition. The
simulations were able to reproduce the exit gas composition reported (16). However, in order
to resolve the chemistry an order of magnitude smaller time step was required than was
required to simulate the bed hydrodynamics only.

Silicon Chlorination: Trichlorosilane is the most common precursor for the commercial
production of high purity, polycrystalline metallic silicon for the electronics industry (20). A
two step global reaction scheme for the chlorination of m.g. silicon is used in the simulation.
The initial step is a slow homogeneous gas-phase reaction, SiCly + H, 6 SiHCI; + HCI,
represented as

Rucs (ot lem?” -sec))=0.267/1, & ™ [P By = P P (K3 Py
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In this expression, the partial pressures are expressed in g/(cm-s”) and the temperature is in
Kelvin. The dimensionless thermodynamic equilibrium constant is expressed as
Ky = exp(4.2873 —8790.7/T, ) This reaction is complemented by a fast heterogeneous

reaction, Si(s) + 3 HCI 6 SiHCI; + H,, represented by
Rics e (mol /(cm3 : sec)) =1.698x107 (6(1 -&, )/ d, ) PR W

Figure 2 shows the transient response of the principal components of the outlet stream when
the reactor feed is changed from pure hydrogen to a mixture of hydrogen and SiCly. The first
ten seconds represent a fast start up transient
caused by the change in the feed composition. 1

The change in the outlet composition because sl & sicl,
of chemical reactions is a slower process and
the simulation needs to be conducted for a
longer period of time to determine the steady
state exit gas composition. 021

Mass fraction

SiHCl
HCl

0 5 10 15
Time, s

Methane combustion: For methane
combustion, although the chemical reactions

are all in the gas phase, the solids phase exerts Figure 2. Gas phase species, as a
significant influence by quenching the free function of time, in the exit stream
radicals and moderating temperature changes. simulating the chlorination of a

It is difficult to quantify the extent of these bed of metallurgical grade silicon

effects. A global kinetics scheme was used in
the simulation, based on a simple two step
reaction combustion scheme (CH; +3/2 O, 6
CO + 2 H,0; CO + 20, 6 CO,), including six
gas phase species: CHy, CO,, CO, H,0, O,, and N,. The reaction rates used were those of
Dryer and Glassman (21)

Ral‘e(l’nOle/Cl’l’l3 . S) — d[CH4 ]/dt - _ 8g1013.2 [CH4]0A7 [02]0.88—48,400/RT
Rate(mole/(cm3 ) = d[COZ ]/dt _ gg1014.75 3000/ RT [C 0]1.0[H20]0.5[02]0.25

by reaction with H, and SiCl,.

Note that an &, has been included in the Dryer and Glassman (21) rate expression, which

converts the basis of the rate expression from gas-volume to reactor volume. The above rate
expression had to be changed in another significant manner, however. The experimental data
(22) show that methane is consumed rather gradually over a height of about 13 cm above the
distributor (Figure 3). In stark contrast, the simulation results (not shown in Figure 3)
showed that methane is consumed almost immediately (in less than 1 cm) above the
distributor. This is because the above rate expression, developed for gas-phase combustion,
does not account for a combustion inhibition (caused by free-radical quenching on particle
surfaces) observed in packed beds (23-25). Since we are not aware of any rate expression
that accounts for the inhibition we chose the ad hoc method of turning off the reactions where
the solids volume fraction exceeds a certain threshold. Figure 3 shows the time-averaged
simulation results when the combustion reactions are suppressed when the solids volume
fraction exceeds 0.1. We note that the methane concentration profile is in better agreement
with the adjusted rate expression. Although the calculation demonstrated that such a
simulation is feasible, the agreement with the experimental results is incomplete since there is
great uncertainty in these reaction rates. The curves are not smooth near the grid due to
inadequate mesh resolution.
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Coal Gasification: For coal gasification, in addition to the effect of heat release, there are
also many heterogeneous reactions which requires accounting for the effect on fluidization of
gas released by the chemical conversion. The chemical kinetics scheme used to describe coal
gasification, although global, is still quite complicated, tracking 8 gas phase species and 4
solid phase species (26):

Drying: Moisture (coal) 6 H,O(g)

Rate (g/ cm’+s) = 1.1x 10° exp(- 21200/ RT,) &, p, X sr20
Devolatilization:
Volatile Matter 6 B,” Tar + ﬂgO Cco+ pS§92 co,+ G4 CcHy+ pH2 H,
+ 129 1,0,
1.1 x 10’ exp(- 21200/ RT )&, p(Xou-X") Xom= X'
0 Xom <X
X' =(X0,, /100)(867.2/(T,-273))""" for T,<1223; =0, otherwise.

Rate(g/ cm’ - s)= {

Tar-cracking:
Tar 6 . Fixed Carbon + ,BCCO CO+ BS92 co, + g4 cH, + B2 H,

+pH2° 1,0
Rate(g/ cni’+5)=2.5x 10" exp(-29000/ RT,) &, p, X st
Steam gasification: C + H,O 6 CO + Hy;
Rate(mol/ em’ - s) =930 exp(- 45000/ RT )&, 2. X o/ 12)( Prrao - Prrzo )
Dio = (Pys peo)lexp(17.29416326/T, )

CO; gasification: C+ CO,:2CO
Rate(mol/ ¢p’ - s)= 930 exp(- 45000/ RT )&, £, X/ 12) Peos- Pios )

Methanation: C +2H, : CHy
Rate(mol/ ¢p’ - 5) = exp(-7.087 - 8078/ T Ney P, Xoc /12X Prya- Dy )

Dy =l Pena/lexp(-1343+10999/ 7, ))

Carbon combustion: 2C + O, 6 2CO
Rate(mol/ cm’ - s)=—6 ¢, p02/[dp (kjj1 +k k! )]

CO combustion: CO + 150, 6 CO,
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Rate=3.98x 10" exp(- 0000RT )z, (P, X cor! MW 02) > (9, X co! MW co)
( ¢ XgHzo/MWﬁzo)M

CH, combustion: CH, + 20, 6 CO, + 2H,0
Rate(mol/ cm’-s5)=6.7 x 10" exp(— 48400/RTg)gg (,Og Xgoz/MWoz)l'3

(pg XgCH4/MWCH4)0A2

H, combustion: H, + 20, 6 H,O
Rate(mol/ cm*~5)=1.08 x 10° exp(~30000/RT ) &, (0, X cos/ MW o)

(pg XgHz/MWHz)

Tar combustion: Tar + f02 02 6 fco2 C02 + fH20 HzO
Rate(mol/ cm’ - s)=3.8x 10" exp(— ?aOOOO/RTg)gg (,Og Xgoz/MWoz)"j

(0, X arur /MW 1)

Water gas - shift reaction: CO + H,O : CO, + H,
Rate(mol/ cm®-5)=2.877 x 10° wgs f 3 P 7?” exp(~ 27760/ RT,,)

(X eco X 20~ X gcor X a2/ K 5)
fi=eul-£,)X ., p, exp(-8.91+5553/T,), K, = exp(-3.63061+3.95571/T, )

A

Using this kinetic scheme, simulations have been performed at the large transport gasifier at
Power System Development Facility, operated by Southern Company in Wilsonville,
Alabama, USA (27). Since this is an industrial scale facility, only limited detailed data are
available for validation. Figure 4 shows good

agreement between the simulation and the 0.20 7 —cra-wx

. . . . . CO2 -- MFIX

experiments of the distribution of the major — H20 - MFIX
015 1 &

species in the product gas. However, there is
great uncertainty in the carbon content of the
recycle solid stream in this facility, and the
simulations are quite sensitive to this number.

s H20

Mole fraction
o
=
S
l

0.05
Such a calculation demonstrates that it is .
possible to provide detailed information about 0.00 \ — ‘
the flow and chemical processes within a large 0 5 10 15 20

. . . Distance above distributor, cm
industrial unit.

Figure 3. Experimental (filled
CONCLUSIONS symbols) and simulated (lines) gas
composition in a fluidized bed

Through a series of case studies it has been methane combustor.

demonstrated that fluidized bed processes can
be simulated using the techniques of
computational fluid dynamics, accounting for the coupled effects of bed hydrodynamics,
chemical reactions and heat transfer. These calculations require extensive computational
resources
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NOTATION
4H,, heat of reaction of in the m” phase
I - momentum exchange between phases
. th

om heat capacity at constant pressure of the m™ phase
Mw, molecular weight of the 1™ species
q, heat flux of the m™ phase
R chemical reaction rate of the 1™ species of the m" phase
S stress of the m™ phase
T,.T, . temperature of the m" phase, wall
Vi local velocity of the m™ phase
X ot mole fraction of the 1™ species in the m™ phase
Vs coefficient of energy exchange between phases
H, ., heat transfer coefficient
g, volume fraction of the m” phase
o, density of the m™ phase
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Abstract

In this investigation a two-fluid model is used to conduct transient three-
dimensional simulations with chemistry and heat transfer of an industrial
scale Kellogg, Brown & Root(KBR) Transport Gasifier in operation at the
Power Systems Development Facility (PSDF) in Wilsonville, Alabama. The
Department of Energy-National Energy Technology Laboratory (NETL) has
jointly developed PSDF with Southern Co., KBR and others and the pri-
mary purpose is to facilitate development of cost-competitive, environmen-
tally acceptable coal-based power generation. The two-fluid model used in
this investigation is MFIX (Multiphase Flow with Interphase eXchanges,
www.mfix.org) developed at NETL. MFIX provides time dependent infor-
mation of pressure, temperature, composition, void fraction, and velocity
distribution inside the gasifier. The chemistry model in MFIX uses global
reaction rates to account for devolitization, tar cracking, water-gas shift re-
action, gasification and combustion. The gas phase consists of eight species
0,, CO, CO,, CH,, H,, H,0, N,, and tar and the solids phase consists of

*Fluent Incorporated, 3647 Collins Ferry Rd., Morgantown, WV, 26505, (304)285-4483,
cpg@fluent.com.

TNational Energy Technology Laboratory, 3610 Collins Ferry Rd., Morgantown, WV, 26507.

iKe]logg Brown and Root, Inc. (KBR), P.O. Box 1069, Wilsonville, AL 35186.
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four species carbon, volatile matter, ash, and moisture. Simulation results
of a western sub-bituminous and a western bituminous coal are presented
which show excellent agreement with experimental data. Furthermore, re-
sults are presented comparing oxygen and air blown gasification conditions.

1 Introduction

This investigation focuses on the CFD modeling of the KBR Transport Reactor
at the Power Systems Development Facility located near Wilsonville, Alabama.
This facility is on a scale sufficiently large enough to provide data for commercial
scale-up and is part of a Department of Energy joint venture with industry to
demonstrate advanced coal-fueled power systems. What makes this investigation
unique is the fact that simulations were transient and done on an industrial scale,
in 3D, with chemistry and heat transfer.

One of the accomplishments of this investigation, shown in an earlier paper
([1]), was the ability of the MFIX model to quantitatively predict correct hydro-
dynamic features of the lower and upper regions of the Transport Reactor. That
is, MFIX showed the correct trend in the solids distribution and pressure drop
through the lower and upper portions of the reactor. Furthermore, that work sug-
gested that good agreement with experimental gas exit concentrations could be
achieved with proper modifications to gasification rates taken from [2].

This paper continues to explore adjustments to the steam and CO, gasifica-
tion rates as well as the reaction rate for the water-gas-shift reaction taken from
[2]. The reaction rates for the initial stage kinetics (drying, devolitization, and tar
cracking) were taken from [3] and kept fixed. Similarly, the combustion reaction
rates taken from [4] and [5] were kept fixed. This paper summarizes the work pre-
sented in [1] and how reaction rates were adjusted for a western sub-bituminous
coal over a variety of air blown operating conditions. This paper also presents
simulation results under oxygen blown conditions, as well as, results of a bitumi-
nous coal under air and oxygen blown conditions. Oxygen blown gasification is of
much interest to the energy industry because it can result in nitrogen free syngas
which facilitates CO, capture and sequesteration.
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2 Mathematical Model

Two-fluid hydrodynamic models, also referred to as Eulerian-Eulerian models,
treat the fluid and solids as two continuous and fully interpenetrating phases. This
approach results in mass, momentum, and energy balance equations for both the
gas and solids phases. For isothermal conditions, the continuity, momentum bal-
ance, and species balance equations for two phases (gas and solids) with chemical
reactions are given below.

Gas-phase continuity

a —
E(ggpg) + V- (&pgVe) = Z Rgn )
n=1
Solids-phase continuity
d Ns
E(Esps) +V. (gsps‘_;s) = Z Rsn (2)
n=1
Gas-phase momentum
(9 — - = = — —
5, (EePeVe) +V - (EPeVgVg) = —&VE+ V- Tyt Fys(Vy —7)
+ €peg — Ry [E¥s + Eo‘_"g} 3)
Solids-phase momentum
8 — — — R — —
E(espsvs) + V.- (&psVVs) = —&VP+ V-85 — Fos(Vs — V)
+ &psg— Ro [govg + 50‘73} 4
Species balance
a -
E (8mmemn) +V. (8mmeman) = Run (5)

where m = g or s for the gas or solids phase and EO =1-§,and {;=1if R, < 0;
else &, = 0. The eight dependent hydrodynamic variables in 3D: void fraction
&, (the solids fraction & = 1 — &,), pressure P, and six velocity components are

3
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found by using MFIX to numerically solve the coupled non-linear partial differ-
ential equations (1)-(4). The number of species mass fractions (X,,,) tracked are
given in Section 4. Constitutive relations needed to close the system (1)-(4), and
the gas and solids energy balance equations can be found in [6] and [7]. A discus-
sion of the solution procedure and further references can be found in [1], [7], and

[8].

3 Description of Experiments

The sections to be modeled at the Power Systems Development Facility (PSDF)
KBR Transport Reactor in Wilsonville, AL consisted of a riser section 62-ft in
height attached to an expanded mixing zone 20-ft in height. Powder River Basin
(PRB), a subbituminous coal or Hiawatha, a western bituminous coal was fed
into the upper region of the mixing zone and hot standpipe solids were fed into
the lower region of the mixing zone. The primary burner air was located below
the recirculating standpipe solids feed and additional air was fed into the mixing
zone from various locations between the coal and standpipe solids inlet ports.
Further details of the reactor can be found in [9]. For oxygen blown conditions and
all subsequent air blown conditions PSDF added a section (lower mixing zone)
below the original mixing zone. This geometry change was incorporated into the
CFD simulations for the comparison between air and oxygen blown operating
conditions.

4 Chemical Moddl

In this investigation the gas phase consists of eight species (O,, CO, CO,, CHy,
H,, H,0, N,, and Tar). The solids phase (coal) contains the four pseudo-species
(fixed carbon, volatile matter, moisture, and ash). The MFIX model considered a
single particle size for the hydrodynamics based on the mean size (175 u) of the
standpipe solids. However, the chemistry model consider a significantly smaller
particle size (20u) in the reaction mechanisms. Ash does not take part in any reac-
tions, moisture is released in an initial stage reaction, and volatile matter produces
several gas-phase species through devolitization ([3]). Light hydrocarbons were
lumped into CH,, and the species H,S and NH; were ignored. The gas phase reac-
tions are tar decomposition, water gas shift reaction and combustion. Combustion
reactions for H,, CH,, CO, and C were considered using the following overall
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reactions
2H,+0, — 2H,0
CH,+20, — CO,+2H,0
2CO+0, — 2CO,
2C+0, — 2CO

Reaction mechanisms for the kinetics can be found in [4] and [5].
The overall reactions used to describe the gasification process are

C+H,0+« CO+H,
C+CO, < 2CO
C+2H, <+ CH,

Reaction mechanisms for these kinetics were taken from [2] and [3]. The kinetics
for the water-gas shift reaction

CO+H,0+« CO,+H,

were also taken from [2] where it was assumed that char catalyzes the reaction and
that the heat of reaction is added to the char. The remaining initial stage kinetics
are given by the following overall reactions

Coal Moisture— H,O
Volatile Matter — Tar and Gases

and rates for these reactions can be found in [3].
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5 Numerical and Experimental Results

The simulations conducted in this investigation were transient and the compu-
tational mesh was generated in 3-dimensional cylindrical coordinates. The to-
tal number of computational cells was approximately 260K and the results were
time-averaged after steady state operating conditions were reached. Steady state
operating conditions were determined from the riser inventory and a full discus-
sion of this can be found in [10]. The results reported in this investigation were
time-averaged over several seconds of data, as well as, spatially averaged in both
the radial and azimuthal directions. To address concerns of simulation CPU time,
MFIX was ported to the terascale machine at the Pittsburgh Supercomputer Cen-
ter (PSC) and run on 16 processors. As a result, the speed-up over the results
presented in [1] were quite good. For example, a typical simulation generating
10 seconds of data typically requires about a week of CPU time as opposed to a
month of computing time to produce the same basic results before.

Two very important contributions from [1] were the change in gas species
molar fractions by adjusting gasification rates and the change in these values as
a result of varying the carbon amount in the solids recycle material. The exact
amount of carbon in the solids recycle material is very hard to measure experi-
mentally and the error could be as much as + 50%. Because of this, the boundary
condition for the solids recycle material was varied to account for the maximum
error in the measured value of the carbon content. For a given operating condition
three different simulations were performed, a base case using the measured value
of the carbon, increasing that value by fifty percent and decreasing the value by
fifty percent. These values were then kept fixed at the boundary for the length of
the simulation.

The steam and CO, gasification rates were increased by a factor of 100 in
the pre-exponential factor and used in each simulation. The basic results of this
approach done over a variety of operating conditions produced molar fractions of
CO and CO, which varied dramatically from experimental results depending on
the carbon content while molar fractions of CH,4, H,, and H,O remained relatively
insensitive to these changes and all the gas species showed poor agreement with
experimental results. However, there was a clear trend in the CO and CO, molar
fractions which showed that low CO levels resulted in high CO, levels and vice
versa.

Based on these results the water gas shift reaction was parametrically varied
in the pre-exponential factor to hopefully drive species molar fractions towards
experimental results. An increase by a factor of 3, in the pre-exponential factor,
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dramatically improved the CO and CO, molar fractions when compared with ex-
perimental results, but had very little effect on the remaining species with H, and
H,O consistently being under and over predicted.

A further increase to the steam gasification rate to a factor of 1000 keeping
the CO, rate increase at 100 and the water gas shift increase at 3. This had the
desired effect by driving the remaining species H, and H, O towards experimental
values. Experimental and predicted gas molar percentage at the exit, CO/CO,
molar ratio, exit gas temperature, and carbon conversion are summarized in Table
1 for the PRB coal. Carbon conversion is defined by the ratio of carbon leaving the
reactor in the gas stream with the amount of carbon entering the reactor with the
fresh coal. The large error in the molar fraction of H,O in Table 1 is most likely
due to a steam leak during this operating period causing a high experimental value.

Carbon Content
-50% ‘ Base ‘ +50% | Experiment
CO 8.1 197 | 26.0 11.0
Co, 10.8 2.6 .8 7.4
CH, 1.6 1.8 1.6 1.0
H, 8.1 6.6 6.5 6.2
H,O 3.8 3.2 2.6 8.3
5—32 a5 75| 330 1.5
T, 1755 | 1730 | 1717 1758
Carbon Conversion 80 | 100 100 95-97

Table 1. (PRB) Air Blown Experimental and Predicted Results

Table 2 reports the same information for a different set of operating conditions.
The main difference in the operating conditions for the results given in Table 2 are
lower operating temperatures, and lower solids recirculation rate. Pressures and
mass flow rates were similar between the two operating conditions.
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Carbon Content
-50% | Base | +50% | Experiment
CcO 7.6 | 13.0 22 11.9
Co, 12.2 8.0 3.0 7.4
CH, 1.4 1.9 1.1 1.5
H, 8.7 7.0 5.5 6.5
H,O 6.2 4.1 2.7 6.1
5—002 62 16| 173 1.6
T, 1731 | 1707 | 1691 1725
Carbon Conversion 83 87 100 95-97

Table 2. (PRB) Air Blown Experimental and Predicted Results

As the carbon content is varied, both Table 1 and Table 2 show a clear trend
in all the predicted measurements except CH,. Since the primary source of CH,
is from devolitization and tar cracking and these reaction rates are kept fixed it is
not surprising a clear trend in this quantity as a function of carbon content in the
solids recycle material is not visible.

The same simulation approach described above was used to compare air and
oxygen blown operating conditions. Recall that a lower mixing zone was added
and the results presented here include this modification. Table 3 and Table 4 sum-
marizes air and oxygen blown cases. Despite the generally good agreement for the
air blown cases molar fraction trends in both the air and oxygen blown cases did
not move through the experimental values as before. Furthermore, the gas species
in these cases are not as sensitive to changes in the carbon content as the results
presented in Tables 1 and 2. This indicates that the geometry change might be
having a significant impact on the chemistry most likely due to different mixing
patterns, residence times, and/or species concentrations in the mixing zone.

To try and improve the predicted results presented in Tables 3 and 4 further
simulations were conducted parametrically varying the gasification and water-gas
shift reaction rates. This resulted in better quantitative agreement for both cases
when lower gasification rates were used and these results were independent of the
water gas shift reaction rate. Table 4 also shows lower carbon conversion rates
both predicted and experimentally. Lower conversion for oxygen blown condi-
tions is obviously a concern for process design and hopefully more work in this
modeling effort will help explain why conversion drops under oxygen blown con-
ditions.
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Carbon Content
-50% | Base | +50% | Experiment
CO 6.0 8.0 8.2 9.1
Cco, 11.0 | 11.0 10.9 8.8
CH, .8 1.1 1.4 1.2
H, 7.4 7.6 9.0 7.3
H,O 8.0 6.4 5.4 8.9
5—002 54| 75 5 1.03
T, 1740 | 1732 | 1736 1713
Carbon Conversion 100 | 100 100 96

Table 3. (PRB) Air Blown Experimental and Predicted Results

Carbon Content
-50% | Base | +50% | Experiment

CcO 182 | 197 | 24.0 11.7
Co, 9.0 8.9 8.7 14.1
CH, 1.8 1.3 1.1 2.8
H, 22.0 | 23.7| 260 14.7
H,O 18.0 | 16.1 13.1 229
CC—002 20| 22| 27 8

T, 1644 | 1647 | 1655 1674
Carbon Conversion 62 62 67 92

Table 4. (PRB) Oxygen Blown Experimental and Predicted Results

The results for the Hiawatha bituminous coal under air and oxygen blown condi-
tions are summarized in Tables 5 and 6. Again, these results are with the addition
of the lower mixing zone. In general these results showed similar trends as be-
fore. That is, molar fraction trends with the steam gasification rate increased by a
factor of 1000, the CO, rate increased by 100, and the water gas shift reaction rate
increased by 3 did not move through the experimental values. Also, conversion
dropped as temperatures increased and in general results were not as sensitive to
changes in the carbon content as the results presented in Tables 1 and 2.
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Carbon Content
-50% | Base | +50% | Experiment

CcO 5.0 8.1 11.0 3.5
Cco, 11.0 | 104 9.5 9.3
CH, 2.3 2.3 2.0 1.3
H, 6.3 8.8 11.0 4.8
H,O 14.0 | 109 8.0 22.9
5—002 46 8 1.2 4

T, 1750 | 1744 | 1731 1779
Carbon Conversion 67 80 83 89

Table 5. (Hiawatha) Air Blown Experimental and Predicted Results

Carbon Content
-50% | Base | +50% | Experiment

CO 13.0 | 17.5 22.0 6.4
Co, 14.1 | 13.1 12.0 12.6
CH, 34 3.0 3.0 2.3
H, 16.3 | 204 | 24.0 94
H,O 30.5 | 24.0 19.1 33.8
5—002 9| 13 1.8 5

T, 1776 | 1770 | 1757 1714
Carbon Conversion 80 97 100 85

Table 6. (Hiawatha) Oxygen Blown Experimental and Predicted Results

Because of the improvement to the results in Tables 3 and 4 by further ad-
justing gasification rates further simulations were conducted with the Hiawatha
coal. It was found that decreasing the steam gasification rate to an increase in
the pre-exponential factor of 200, using the CO, rate given in [2] and keeping the
increase in the water gas shift reaction rate of 3 resulted in very good agreement
with experimental molar fractions. These simulations are summarized in Tables 7
and 8. For the air blown and oxygen blown cases the computer simulations only
considered the base case for the carbon content.

10
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Carbon Content
Base | Experiment
CO 4.1 3.5
Cco, 11.0 9.3
CH, 2.9 1.3
H, 5.0 4.8
H,O 17.4 22.9
g_g2 4 4
T, 1756 1779
Carbon Conversion 65 89

Table 7. (Hiawatha) Air Blown Experimental and Predicted Results

Carbon Content

Base | Experiment
CO 9.8 6.4
CoO, 14.0 12.6
CH, 3.6 2.3
H, 12.8 94
H,O 36.3 33.8
g—gz 7 5
T, 1804 1714
Carbon Conversion 73 85

Table 8. (Hiawatha) Oxygen Blown Experimental and Predicted Results

Despite the excellent agreement between the predicted and experimental molar
fractions in Table 7 and 8 these results again show a drop in the carbon conversion
as temperatures increase. The fact that carbon conversion drops as temperatures
increase suggest oxygen might be breaking into the upper regions of the mixing
zone and combusting with volatiles. Further post processing of results indicated
that indeed some of the cases did show high levels of oxygen in the upper regions
of the mixing zone, but in other cases levels were quite low.

6 Conclusions

This investigation has shown that the operating conditions used in the Transport
Gasifier at PSDF required changes to the gasification and water-gas shift reac-
tions rates taken from the literature to achieve good agreement in gas species

11
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molar fractions. This is not surprising since the reaction rates taken from the lit-
erature were derived under much different hydrodynamic conditions. However,
with the addition of the lower mixing zone to the Transport Reactor, especially
under oxygen blown conditions, the gasification rates needed further adjustments
to the pre-exponential factor to produce good agreement with experimental re-
sults. Obviously, having reaction rates dependent on a geometry modification is
undesirable and current work is continuing to try and determine an appropriate set
of reaction rates independent of geometry modifications and valid for both air and
oxygen blown conditions. Furthermore, devolitization, tar cracking, and combus-
tion reaction rates are being investigated to try and understand the role these rates
have and if some adjustment to these rates is necessary.

Nomenclature

Fs coefficient for the interphase force (kg/ m3s)

g force due to gravity (cm/s?)

P, pressure in the gas phase (Pa)

R rate of production of the nth gas/solids species (kg/m?>s)

Spe source term contribution from deferred correction

Sp discretized scalar source term

T, gas temperature (Fahrenheit)

S solids phase stress tensor (Pa)

Vi gas/solids velocity (cm/s)

Xonn n'" gas/solids species mass fraction

Greek Symbols

Em gas/solids void fraction

Pm gas/solids density

T, gas phase stress tensor Pa

0p general hydrodynamic property

¢Lo low order cell face approximation

@10 high order cell face approximation
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Abstract

The main purpose of this study is to investigate the ability of three gas-solids flow models
— standard granular kinetic theory (see Gidaspow, 1994), and two gas-solids turbulence
models (Balzer et al. 1996, and Cao and Ahmadi 1995) — to predict core-annular flow
behavior commonly observed in dense gas/solids flows (>3% solids volume fraction). For
dense gas/solids flows, these models use similar closures for the solids stresses derived
from kinetic theory of granular materials and differ mainly in their treatment of the
gas/solids turbulence interchange. The effect of three types of boundary conditions,
Jenkins (1997), Johnson and Jackson (1987), and the free slip condition, was also
investigated. Care was taken to ensure that the comparisons are based on grid-independent
solutions. This study has demonstrated that the granular kinetic theory, Balzer et al. 1996,
and Cao and Ahmadi 1995 models give similar predictions for a dense fully developed
flow in a vertical channel, and that the gas turbulence may not have a dominant effect in
relatively dense gas/solids flows. Finally, the core-annular flow behavior with maximum
solids concentration at the walls was not observed if the boundary condition causes
production of granular energy at the wall. Boundary conditions that dissipate granular
energy near the wall are needed to predict a core-annular flow structure.

Introduction

Experimental investigations of dilute gas/solids flow with high gas/solids velocities,
showing a migration of solids toward the core of the flow system, have been widely
reported in the literature (Tsuji et al., 1991; Jones and Sinclair, 2003). This phenomenon
has been predicted by the use of different gas/solids turbulence models (Balzer et al., 1996;
Cao and Ahmadi, 1995; Jones and Sinclair, 2003), which are dominated by the turbulence
properties of the carrier gas.
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For denser flows, solids migrate towards the walls, establishing a core-annular flow regime.
Tsuo and Gidaspow (1990) were probably the first to compute clusters and streamers in the
riser section of a circulating fluidized bed. More recently, Agrawal et al. (2001) have
conducted a detailed analysis of the formation of clusters and their impact on the gas/solids
flow behavior. They computed a large slip velocity between gas and solids that can be
several times that of terminal velocity for a single particle. The granular temperature was
also computed to be much higher than that of a uniform state due to the large gradients in
solids velocity associated with the formation of clusters.

The formulation of the solids pressure, which causes solids migration, is generally agreed
upon (Lun et al.,1984; Sinclair and Jackson, 1989; Cao and Ahmadi, 1995; Balzer et al.,
1996). However, the models differ in their representation of gas/solids turbulence
interaction terms, closure equations for solids viscosity and conductivity, and the drag term.
Boundary conditions for the solids granular temperature and slip velocity (Johnson and
Jackson, 1987; Jenkins and Louge, 1997; free slip) are another source of variation. We
investigate the effects of these differences, using the same numerical code (MFIX) under
the same simplified flow conditions. The differences in the predicted granular temperature
profiles had a direct impact on the establishment of the core-annular flow.

Description of the models used for gas/solids flow predictions

The model equations for gas/solids flows used in the present study are summarized in
Table 1. All the models used in this study, including Simonin model, use solids stresses
that are derived from the kinetic theory of granular flows (KTGF) (e.g., Gidaspow 1994). It
is reasonable to use KTGF since the simulated gas/solids flows in this study were all
conducted at relatively high solids concentrations (3% average solids volume fraction).
More details of Ahmadi and Simonin models can be found elsewhere (Cao and Ahmadi,
1995; Balzer et al., 1996; Benyahia et al., 2004). The major differences in these models
reside in their treatment of the turbulence exchange terms as shown in Table 1. In this
study, we used an algebraic formulation of the gas-particle instantaneous velocity cross-
correlation kj;, which was found to yield similar results compared with the PDE
formulation (Balzer et al. 1996) and yet accelerate significantly the numerical simulations.
This algebraic expression was obtained by assuming the dissipation term to be equal to the
exchange term in the ki, equation (see equation 17 in Benyahia et al., 2004), which is a
reasonable assumption since heavy particles (glass beads) are used in this study. Also,
unlike Ahmadi and Simonin, who have often used low Reynolds k-epsilon model to
describe the gas phase turbulence, we use wall functions and avoid the mesh refinement
near a wall boundary necessary to resolve the laminar boundary layer.

We use the boundary conditions for the solids phase developed by Jenkins (1997) and

Johnson and Jackson (1987) and a free slip boundary condition to asses the sensitivity of
the numerical results to the wall boundary condition.
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Continuity equation index m=1 (gas) or 2 (solids).
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Table 1 Model equations for multiphase flows
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Gas-phase wall boundary conditions for turbulent flows
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Table 2 Model boundary conditions for multiphase flows

Description of physical and numerical parameters

We report the simulation results for the isothermal flow of air and glass beads in a vertical
channel of 10 cm width. A superficial gas velocity of 5 m/s and an average solids volume
fraction of 3% are used in all these simulations unless otherwise specified. A constant gas
mass flux was prescribed in these simulations. The gas pressure drop was allowed to
fluctuate in order to guaranty a constant gas flow rate. The glass beads used in these
simulations had a diameter of 120 microns and density of 2.4 g/cm’. Particle-particle
restitution coefficient of 0.95 and particle-wall coefficient of 0.7 were used. In most of the
simulations, the Jenkins low frictional limit was used as the solids phase boundary
condition with a particle-wall friction coefficient value of 0.2. Uniformly distributed
computational grids have been used in this study with a standard grid of 40 cells along the
channel width. Second order discretization scheme of Van Leer was used for the
convective terms. The numerical time step was allowed to vary but rarely exceeded a
millisecond.
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Verification study of model predictions and grid convergence

A recent paper by John Grace (2004) has focused on the shortcomings of current models
used for the predictions of gas/solids flows. More specifically, the paper points out the lack
of verification studies. Although verification is invariably a part of numerical model
development, it seldom gets reported. For example, the research code MFIX used in this
study is verified with a suite of 35 test cases every time a stable version of the code is
created. Commercial CFD codes are rigorously tested using a large number of test cases.
We start this paper by reporting on a test case we used specifically for this study to test the
implementation of the granular theory model.

In a recent study Gidaspow (2003) derived a closed form solution for the granular
temperature radial profile, in the case where solids velocity has a parabolic profile
(Poiseuille flow):

v, =3/2 Ve [1—((X—H)/H)2J

In this case, the granular temperature has a fourth power dependency on the dimensionless
channel width as shown by the following equation:

@, =2V % [1—((X—H)/H)4].
;)

In order to verify the numerical code in MFIX, a simulation was conducted after
prescribing the granular temperature to be the fourth power profile (Figure 1-b). The results
of the simulation are shown in Figure 1. Figure 1-c shows an exact match between the
analytical and numerical solutions for solids velocity. Figure 1-a shows the predicted
solids volume fraction profile and a function proportional to the inverse of granular
temperature.  An exact inverse relationship between the granular temperature and the
solids volume fraction can be deduced from the radial momentum balance. These exact
matches partially verifies the kinetic theory expressions coded in MFIX. (Although not
relevant to this verification test, for reference Figure 1-b also shows the granular
temperature profile predicted using kinetic theory, which does not compare well with the
prescribed granular temperature profile.) Figure 1-a also shows that in the case where the
full solids pressure is used (kinetic and dense parts) the solids volume fraction was lower
near the walls of the channel. The core-annular flow behavior with higher solids
concentration near the walls of the channel is always observed when the highest granular
temperature occurs at the center of the channel.

The difference between the predicted gas and solids axial velocity (Figure 1-c) matches
exactly the terminal velocity of a single glass bead particle estimated at about 80 cm/s. We
will demonstrate later that the slip velocity between gas and solids can be several times that
of a single particle terminal velocity due to cluster formation. In this case, clusters did not
form because the imposed granular temperature profile forced the code to produce steady
(time invariant) results.
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A grid sensitivity analysis was conducted in the periodic 1-D channel to determine the
minimum computational grid size needed to achieve a grid independent solution. Several
grid densities were considered in this study varying from a relatively coarse mesh of 10
grids distributed along the channel width to a finer mesh of 160 grids. Figure 2 shows that a
grid density of 40 along the channel width was necessary to achieve grid independent time-
averaged results. Although the coarse grid of 10 cells was able to predict the core-annular
flow, the numerical predictions of other variables are not accurate as demonstrated by
Figure 2.

One-dimensional versus two-dimensional clusters and their effect on flow predictions
Two-dimensional simulations have been carried out in a channel of 10 cm width and 40 cm
height with a uniform computational grid of 40x160. The choice of a length to width ratio
of four has been found to produce optimal results (Agrawal et al., 2001). Figure 3-a shows
the solids volume fraction distribution along the width of the channel at an elevation half
that of the total height. The 2-D simulation predicted a core-annular flow similar to the 1-D
simulation. However, the solids concentration at the walls of the channel was less in the
case of a 2-D simulation. The clusters and streamers (sheets of high solids concentration)
formed in the 2-D channel and followed a complex path in their fall due to gravity.
Although most clusters and streamers remained near the walls of the channel, some clusters
moved to the center of the channel. This was demonstrated by the relatively smaller
concentration of solids near the walls and higher concentration of solids in the center of the
riser in the 2-D simulations compared to the 1-D results.

The computed granular temperature in a 2-D system was lower than that in the 1-D case as
seen in Figure 3-b. The relatively smaller clusters computed near the channel walls in the
2-D case lead to a smaller downward velocity, which in turn yielded smaller solids velocity
gradients that are the main mechanism for granular temperature production.

Figure 3-c shows a comparison of the computed gas axial velocity profiles between 1-D
and 2-D results. The average gas velocity was fixed in both cases to 5 m/s, thus the profiles
for 1-D and 2-D systems were similar except near the walls where the 1-D simulation
predicted a larger downward velocity due to entrainment by the larger computed clusters.
The 2-D results showed higher solids velocity magnitude relative to 1-D simulation as seen
in Figure 3-d. The 2-D shape of clusters makes them more susceptible to entrainment by
the upward flowing gas. A better exchange of momentum is achieved in a 2-D cluster
relatively to a 1-D cluster that extends infinitely in the axial direction. For these reasons,
the 2-D solids velocity profiles were higher in magnitude relative to the 1-D results.
However, the trends and magnitude of all the computed results were similar in both 1-D
and 2-D simulations. These results suggest that using a 1-D system to study the effect of
model parameters and boundary conditions is acceptable. One should point out that the 1-D
results may not compare well with experiments; however, the purpose of this study is to
compare the different turbulence models and boundary conditions.

Effect of gas/solids turbulence models on the flow predictions

Three different models were used to predict the gas/solids flow in a one-dimensional
channel: a standard kinetic theory model (KTGF) with no dissipation or production of
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granular temperature due to drag terms (see Gidaspow, 1994); Simonin model (Balzer et
al., 1996); and Ahmadi (Cao and Ahmadi, 1995) model. For the heavy particles at high
solids loading used in these simulations, the three models had differences only in the
gas/solids turbulence interaction terms. Simonin and Ahmadi models predicted similar
granular stresses as the standard KTGF model.

Figure 4-a shows that all three models predicted similar solids volume fraction
distributions. The core-annular behavior was predicted due to the transient fluctuations in
the solids volume fraction. Animations of the solids volume fraction showed that all
models predicted an oscillatory behavior with a period of 6-7 sec. This oscillatory behavior
created clusters that moved from one wall of the channel to the other. When averaged over
time, the solids volume fraction distribution showed a core-annular behavior with solids
concentration higher at the walls of the channel. The dissipation in the granular temperature
equation due to inelastic collisions or interactions with the gas turbulence in the cases of
Simonin or Ahmadi models did not affect the core-annular behavior predicted by all these
models. A previous study by Sinclair and Jackson (1989) using a steady-state model has
shown an undue sensitivity of their model to the particle-particle restitution coefficient.
Another study by Hrenya and Sinclair (1997) demonstrated the limitations of a steady state
model and re-derived a Reynolds-averaged model with proposed closures to the generated
correlations. Their model explained the nature of core-annular behavior that is due to the
formation of clusters, which is a transient phenomenon that can be captured by the standard
model based on the kinetic theory of granular flow with a sufficiently fine computational
grid.

Figure 4-b shows the gas and solids time-averaged turbulent kinetic energy distribution
along the channel width (&, =3/20,). The predicted granular temperature was the highest

in the case of a granular model due to the absence of gas/solids turbulence exchange term
in the granular temperature equation. Simonin model predicted a higher granular
temperature due to the low predictions of the gas turbulent energy. Ahmadi model
predicted similar magnitude and profiles of gas and solids turbulent energy. The high
magnitude of the gas turbulent energy predicted by Ahmadi model was due to the high
production turbulence exchange term in the k; equation. There was a slight increase in the
gas turbulent energy near the walls in both Ahmadi and Simonin models due to the use of
standard wall functions.

Figure 4-c shows the time-averaged gas axial velocity profile along the channel width.
Simonin and Ahmadi models along with the laminar model predicted the same gas velocity
profile even when the gas turbulent kinetic energy was significantly different in both
profile and magnitude. This is a clear indication that the gas turbulence model does not
play a significant role in dense (3% averaged solids volume fraction) flows. It also
indicates that a model based only on the kinetic theory for granular flows is sufficient to
model gas/solids flows in relatively dense systems. The transient dense flow of gas and
solids indicates that the gas flow through regions of minimum solids concentration. The
presence of highly concentrated regions (or clusters) prohibits the high velocity flow of
gas. Thus, the gas velocity profile is affected mainly by the solids volume fraction profile
and not by the gas turbulent energy distribution, as in single-phase flows.
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Figure 4-d shows the time-averaged solids axial velocity profiles along thel0-cm channel
width. Solids flow downward near the walls of the channel because of the high solids
concentration in these regions. At the center of the channel, where solids concentrations are
low, the highest solids velocity is observed. This is typical of a core-annular flow behavior
commonly observed in experiments. The difference between gas and solids axial velocity
was computed to be several times that of a single particle terminal velocity, which is
approximately equal to 80 cm/s. This was due to the formation of clusters that can
accelerate downward at a speed higher than that of a single particle, which is in agreement
with the observations of Agrawal et al. (2001).

Effect of different boundary conditions for the solids stresses on flow predictions

Three different boundary conditions were used in this study: Jenkins and Louge (1997)
small frictional limit, Johnson and Jackson (1987) boundary condition commonly used for
gas/solids flows, and the free slip boundary condition. Apart from the parameters described
in the physical and numerical section in this study, the Jenkins boundary condition used a
friction coefficient () equal to 0.2, and a specularity coefficient (¢) of 0.01 was used

with the Johnson and Jackson boundary condition.

Figure 5 shows the predictions of the granular model using different wall boundary
conditions for the solids stresses as summarized in Table 2. Both the free slip and Jenkins
boundary conditions (BC) predict maximum solids concentration at the walls of the
channel. However, Johnson and Jackson BC predicts a thicker annulus and the maximum
solids concentration occurred at a small distance from the walls. This was caused by the
fact that the minimum granular temperature occurred at a location close to the walls. In
fact, Figure 5-b shows that the Johnson and Jackson BC predicted a small production of
granular temperature at the walls. By further increasing the specularity coefficient to 0.1,
we did not observe the presence of the core-annular flow behavior and the code predicted a
steady flow with maximum solids volume fraction away from the wall region. The same
behavior was observed by using a higher friction coefficient () in the Jenkins BC. In fact,

by using a friction coefficient of 0.25, we did not observe a core-annular behavior, which
was similar to the results observed using Johnson and Jackson BC with a high specularity
coefficient. To explain the reason for this change in behavior, let’s examine the Jenkins BC

sf
for granular temperature: W = %B(l +e,, )’ —(1 —ew)] This boundary condition will yield

a production of the granular temperature at the walls only if7/2(1+e, )u* > (l—ew). When the

particle-wall restitution coefficient is 0.7, this analysis shows that for a value of the friction
coefficient higher than about 0.22, a production of granular temperature occurs at the walls.
This indicates that a core-annular flow behavior will form if the walls dissipate granular
temperature, thus demonstrating the significance of boundary conditions and their effect on
the model predictions.

Figure 5-d shows the solids axial velocity predictions using different wall boundary
conditions. The larger the wall-particle friction, the lower the solids slip velocity computed
at the walls. In this case, the Johnson and Jackson BC had the largest friction as seen in
Figure 5-d. The gas is usually entrained with the solids even near a wall boundary as seen
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in Figure 5-c. Therefore, different wall boundary conditions for the gas phase may not be
important in dictating the overall gas/solids flow patterns due to the lower inertia of the gas
in dense systems. Figure 5-d shows also that most solids downward flow occurs with the
free slip condition due to the lack of wall friction that tends to slow the downward flow of
large clusters.

Conclusions

The verification of the granular model in MFIX was conducted by using a closed form
solution of the granular temperature derived by Gidaspow (2003); it was verified that by
fixing the granular temperature profile, the numerical and analytical solutions for the solids
velocity matched exactly. A series of simulations were conducted with increasing grid
refinement to select a grid size that gives grid-independent, time-averaged solutions.

The comparison of different turbulence models and boundary conditions was done by
conducting several transient 1-D simulations, which are useful for comparing models
because they are considerably faster than 2-D or 3-D simulations. A few 2-D simulations
were also conducted to test the validity of comparisons based on 1-D simulations. A major
difficulty with 1-D simulation is that the size of the clusters in the flow directions is
infinite, and, therefore, their downward velocity near the wall is larger than that predicted
by a 2-D simulation. Nevertheless, the solids velocity profiles predicted by 1-D and 2-D
simulations agreed qualitatively. There was good quantitative agreement in predicted
solids volume fraction and gas velocity profiles.

Three gas/solids models have been examined to study a relatively dense (3% solids by
volume) gas/solids fully-developed and transient flow. For dense gas/solids flows, these
models use similar closures for the solids stresses derived from kinetic theory of granular
materials and differ mainly in their treatment of the gas/solids turbulence interchange. This
study has demonstrated that the granular kinetic theory, Balzer et al. 1996, and Cao and
Ahmadi 1995 models give similar predictions for a dense fully developed flow in a vertical
channel, and that the gas turbulence may not have a dominant effect in relatively dense
gas/solids flows.

Finally, the core-annular flow behavior with the maximum solids concentration at the walls
was not observed if the boundary condition causes production of granular energy at the
wall. Boundary conditions that dissipate granular energy near the wall are needed to predict
a core-annular flow structure.
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FIGURE 1. Verification of the numerical implementation of the granular model
in MFIX by imposing a theoretically derived granular temperature profile.
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a- solids volume fraction profiles
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FIGURE 2. Grid sensitivity analysis of the time-averaged flow variables
conducted in a one-dimensional fully developed channel.
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a- solids volume fraction profiles
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FIGURE 3. Comparison of the one-dimensional versus two-dimensional flow

predictions in a fully developed channel.
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a- solids volume fraction profiles

b- turbulent kinetic energy profiles
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FIGURE 4. Effect of using different gas/solids turbulence models on the
flow predictions in a one-dimensional fully developed channel.
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a- solids volume fraction profiles

b- granular temperature profiles
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Appendix F

Presentation of the Comparison of MFIX and Fluent
Results in a 2-D Riser
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Schematic Drawing of the Developing Region of a Small 2-D Riser
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Comparison of Fluent 6.2 and MFIX results using the KTGF with

Johnson and Jackson BC for the case of a dilute flow
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Comparison of Fluent 6.2 and MFIX results using the KTGF with

Johnson and Jackson BC for the case of a dense flow
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Appendix G

Evaluation of Boundary Conditions Used to Model
Dilute, Turbulent Gas/Solids Flows in a Pipe
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ABSTRACT

A turbulent gas/solids model, based on the work of Simonin [1], has been recently implemented
in the MFIX computational fluid dynamic (CFD) code. This theory includes the effects of
turbulence in the gas phase as well as inter-particle collisions. The extension of this theory [2] to
dense gas/solids systems was made possible by including the kinetic theory of granular material
to describe the solids stresses.

The turbulence model and boundary conditions were evaluated by simulating the gas/solids flow
experiments of Jones and Sinclair [3]. Their experimental results included velocity and
turbulence measurements for fully developed flows for a range of particle loading from very
dilute to relatively dense. Our numerical calculations were conducted by imposing periodic
boundary conditions as well as in a long pipe with different length-to-diameter ratios to achieve a
fully developed condition.

We propose modifications to the single-phase wall functions, to include the effect of the
particulate phase. However, these modifications had only a minor effect on the predictions of gas
turbulent kinetic energy due to the dilute nature of the flow considered in this study.

The turbulent gas/solids flow model based on the work of Simonin [1] is able to predict
reasonably well dilute gas/solids flows with appropriate boundary conditions (BC). Four
different types of boundary conditions were investigated to assess their sensitivity. The
experimental data fall between the large-friction/no-sliding and small-friction/all-sliding limits of
Jenkins and Louge [4] BC. However, the physical behavior of the particle-wall interactions is
close to the small-friction/all-sliding limit of Jenkins and Louge BC or the Johnson and Jackson
[5] BC with a small specularity coefficient or simply the free-slip BC.

Keywords: Multiphase turbulence, CFD, Simonin model, Gas/Solids dilute flow, kinetic theory,
boundary condition, fluidization.
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1. Introduction

Multiphase flows are important to most chemical, petroleum and pharmaceutical industries. Rare
are the chemical processes that do not involve solids handling. Turbulent gas/particle flows are
encountered commonly in processes such as pneumatic conveying, coal combustion, and fluid
catalytic cracking. There is a worldwide effort in using computational fluid dynamics (CFD) to
model such gas/solids flows; e.g., see Gidaspow [6]. It has been demonstrated that CFD models
capture qualitative features of gas/ solids multiphase flows such as bubbles, streamers, clusters,
pressure fluctuations, etc. very well. However, to improve the quantitative accuracy of CFD
models, further validation of constitutive relations, turbulence models, and boundary conditions
used in CFD is essential. This study addresses turbulence modeling and boundary conditions in
gas/solids flows.

Dasgupta, Jackson and Sundaresan [7] demonstrated that particles are driven to regions having a
low intensity of particle-phase velocity fluctuations and employed a speculative k¥ —& model to
illustrate the occurrence of segregation. Bolio and Sinclair [8], Hrenya and Sinclair [9], Kashiwa
et al. [10], Balzer et al. [2], Simonin [1], and He and Simonin [11] have reported the use of
turbulence models for gas/solids flows. As a starting point we use the turbulence model
developed by Simonin's group in France, which is well documented [1,2,11,12] and has been
used to describe gas/solids flows ranging from very dilute systems to bubbling fluidized beds
[13,14,15]. We investigated the use of different gas and solids boundary conditions in
conjunction with the above turbulence model. The model was implemented in MFIX, the
platform used by National Energy Technology Laboratory (NETL) to develop and evaluate gas-
solids flow models [16]. The model predictions are compared with the recently published data of
Jones and Sinclair [3].

The turbulence model consists of a modified x — ¢ model for the gas phase turbulence and a two-
equation model (k>-k;,) for the granular phase. The k¥ —& model used in this study is similar to
single-phase turbulence models with the exception of exchange terms due to the interfacial drag
force. The k, equation for granular phase velocity fluctuations combines the turbulent eddy
viscosity concept with the kinetic theory for granular material. In addition, a k;, equation for the
gas-particle velocity correlation is also solved.

The equations used in this study make no distinction between kinetic theory and turbulence.
Kinetic theory is used for deriving expressions for momentum transfer that occurs at a length
scale of particle size because of particle collisions and translations [17]. The stresses resulting
from kinetic theory can be viewed as laminar stresses and analogous to single phase flow the
Reynolds stresses in the granular fluid may be viewed as resulting from turbulence [for example
9]. Recently Tartan et al. [18] measured the two types of stresses in risers and bubbling fluidized
beds and concluded that the kinetic theory stresses are larger than Reynolds stresses at the core
of a riser and vice versa near the wall. Neither Balzer et al. [2] nor Kashiwa [10] distinguish
between the kinetic theory and turbulence stresses. They take the pragmatic approach that the
turbulence theory must go to the correct limits; i.e. to kinetic theory limit in a dense bed and to
single phase turbulence limit as the void fraction approaches one.
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The extension of this turbulence model to dense flows has been developed by Simonin [2] and
was successfully applied to a bubbling fluidized bed [13]. This extension included modifications
to the collisional part of the solids stresses [e.g., see 17]. The main feature of this new approach

is the formulation of the dissipative time scale (7, ) as a harmonic mean of the particle relaxation
time (#f5) and the particle collisional time (z5): 1/7, zl/ 7)) +1/ 7, . For a, <0.001, particle-
particle collisions are rare and the main dissipative time scale is due to the gas-particle
interaction through drag, and the dilute turbulence theory of Simonin [1] is recovered. For
a, >0.01, the collisional time scale becomes very small, and the standard kinetic theory of

granular flows [17] is recovered. In intermediate regimes (0.001<¢, <0.01), both particle-
particle collisions and gas-particle interactions due to drag contribute to granular stresses.

The boundary conditions for the particulate turbulent energy (or granular temperature) and axial
velocity are complex; a particle colliding with the wall may slide or bounce back tangentially
depending on the value of the collisional angle, as described by Jenkins [20]. When tracking
individual particles, this angle may be computed directly, but in the two-fluid model the
collisional angle is not accounted for explicitly by the boundary conditions. Nevertheless, there
are two limits in a collisional exchange of momentum and kinetic energy between particles and a
wall: a small-friction/all-sliding limit and a large-friction/no-sliding (or sticking) limit. Lately,
Jenkins and Louge [4] have improved those boundary conditions and suggested that the
appropriate boundary conditions could be found by interpolating between the two limits. In this
study we found no obvious way to interpolate between the two limits in our model. Furthermore,
this boundary condition requires material properties that may not be readily available for all the
types of particles and walls. Another type of boundary condition commonly used in fluidization
was derived by Johnson and Jackson [5]. This boundary condition uses a specularity coefficient,
which may vary under different flow conditions, to characterize the extent of sliding and
bouncing back. This approach allows more flexibility in adjusting this parameter to fit a certain
flow behavior. We report simulation results obtained by applying these boundary conditions.

2. Description of the gas/solids turbulent flow model

The governing equations are written in terms of the mean velocities averaged with respect to
phase m, U, =(u,,), , where index m=1 (gas) or 2 (solids).

Continuity equation

0 0
— — U,)=0 1
at (ampm)+ ax (ampm ml) ( )

i

Momentum equation

ou,, U, P 0X,.
ampm - +Uml = == a ﬁ + - + [ml + ampmgi (2)
ot ox

The effective stress tensor has two contributions,
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Sy = Oy + 00, () 0)) (3)

Here the averaging operator < >m represents a density weighted (or Favre) averaging with

respect to phase m. Also, <u;m u;n]> is the second order velocity moment where
m

'
mi

continuous phase, o, is the viscous stress tensor; for the dispersed phase, o, is the collisional

Uy = Uy; —U,,; 1s the fluctuation about the mean, for the velocity of the m™ phase. For the

stress tensor.

Inter-phase momentum transfer:
For gas-particle flow, the interphase momentum exchange is modeled as:

12i:_11i:_ﬂ21 U, 4)

where f,, is the drag coefficient modeled following Syamlal and O’Brien [16]. Note that the

mean relative velocity is modified with a drift velocity to take into account the velocity
fluctuations [1],

vu,=U,-U,-U, (5)

By definition, the drift velocity, U, = <ul',> , » 18 the fluctuation in the fluid velocity as seen by the

granular phase. It is modeled as:

_Dj, oa,

a,a,U, = (6)
oy, OX,
The binary dispersion coefficient is modeled as:
1
D}, = Eklzrltz (7

The crossing trajectory effect is accounted for by 7/, , the fluid Lagrangian integral time-scale,

computed along the particle trajectory (the eddy-particle interaction time) [1]. It is related to the
fluid phase turbulent time-scale using

t
‘ 7y

A — (®)
N J1+C,E
2 3|Uiir ’
Where: & = %
1
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Here: |U l.l.,,| = \/ (U U XU U Sl.)+ 2(k, + k, — k,, ), which is the definition of the relative

velocity magnitude, proposed Simonin [1] and Enwald and Almstedt [21], was used in the
formulation of the drag term. The details of a non-linear formulation for the dependence of the
drag term on the instantaneous relative velocity can be found in Sakiz and Simonin [22].

The quantity C; depends on the type of flow and also its direction (span-wise or stream-wise):
C, =1.8-135co0s*(0).
Here @ is the angle between the mean particle velocity and the mean relative velocity.

Turbulence modeling in the continuous phase
Turbulence predictions for the carrier phase are obtained from a modified £ —& model:

ok, ok, | o u ok ou,
ap|—+U, —*|=—|a *+—"|+ar,—+ [, —a,pe 9
1P o 1 axj axi( 1 o, ax[j 1 Ly ij Kl 1P1€] ©)
_681 g, | o U O¢ & U,
ap| iU, = g, B g S O = p, Gy g |+ T 10
1P o 1j axj ax[( 165 ax[j 1k1[ le “1jj axj P Lo IJ el (10)

The above equations are identical to single phase k-& model, except for the exchange terms

[1,, and I1,,.

Closure relations for gas turbulence modeling:
The Reynolds-Stress tensor, 7, is defined as:

2 ,oU,
Ty, =24 Sy, _35;7 (p1 ky + ﬁj (11)
Here, S, is the mean strain-rate tensor, which is written as:
oU, oU,,
= l — (12)
2\ 0x;, Ox
The eddy viscosity g, is defined as:
k2
u = py Cl/zg_l (13)

1
The terms [],, and [],, represent the influence of the solids phase on the gas turbulence and are
defined by the following equations:

Hkl = ﬂlz [klz -2 kl + (UZi _Uli)' Udi] (14)
Hgl =C;, %Hkl (15)

1
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The constants in the k-¢ modeling approach are the same as the ones used in single-phase
modeling (i.e. Wilcox [23]). The multiphase turbulence model contains a new constant: Cs,, for

which Simonin [1] determined a value of 1.2 by fitting the model predictions to experimental
data in turbulent particle-laden jets.

Turbulence modeling of the dispersed phase
Turbulence predictions in the dispersed phase are obtained following the work of Simonin [1],

where &, =%<u'2iu'2i>2 , and kj, =<u{l~u'2i>2; the granular temperature ®, =§k2. The k, -k, model

is described by the following equations:

| ok ok,| o , ok oU,,
a, P, a_t2+U2j i} = 6_%(0{2'02[{2 a_xzj + Q, 0,7, ?jz + I, — 0,6, (16)

i

ok ok G v ok oU,, U,
a,p, 8;2 +U,,; 8x1j2:| :a_xi(azpzo__li axu]"'azpzflzij( GX% +Wi1 + [, —a, 0,8, (17)

i J

Closure relations for solids turbulence modeling:
The interaction terms in the k, —k,, equations are written as:

1
sz =—a,p0, —X(2k2 _klz) (18)

12

1
[, =-a,p, T_x[(l‘i'le)klz -2k, _Zlekz] (19)

12

With X, = 22£z
alpl

The dissipation rate due to inelastic collisions is written as:

_ 2
, o L=e)2, 20
2 7; 3

The dissipation term in the k;, equation accounts for the destruction rate due to viscous action in
the continuous phase and the loss of correlation by crossing-trajectory effects,

3P :kIZ/z-ltZ (21)

The solids phase stresses are defined as:
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; 20U ou
Ty = V2 (Szy‘ - 554‘/ P xikJ_(P r» — A 8xjk ]54‘/ (22)

The solids pressure is defined as:
P, =a,p,2/3k,[1+2a,g,(1+¢)| (23)

With the radial distribution function at contact gy which becomes large as the solids volume

max __

fraction approaches maximum packing (a,™ = 0.62), defined as:
-1

2 [1—[ O,ffax] } (24)
o,

In fully developed flows the radial momentum equation for the solids phase reduces to

% =0, which implies thata, and k, are inversely proportional. Therefore, it is expected
X .
J

that higher concentration of particles exist in regions where the solids phase turbulence is low.
This has been demonstrated and recognized in several papers in the literature [7, 11, 24]. The
Princeton group [7, 24] has argued that a high solids turbulent energy (or granular temperature)
in the center of a riser (operating at relatively high solids fluxes) causes the migration of particles
toward the walls of the riser. A similar argument can be used to explain the experimental
findings of Tanaka and Tsuji [25] who found that particles tend to concentrate along the pipe
axis in very dilute flows (a2, ~107™""). In these types of flows, however, the higher solids

turbulent energy occurs near the walls of the riser, which causes the particles to migrate toward
the center [11].

The shear and bulk viscosities are defined as: v4 =vi" +vi” , and 4, =5/3 vi” .

Vécm -2/3 (k12 N, + kz(l +{.a,8, )) 7, (25)
vl =415 a,8,(1+ e)[Vé"'" +d, 23&) .
T

Where, ¢, =2/5(1+e)3e—1) and

12,2 27)

X
L, T T

Balzer et al. [2] defined 7, in this manner to combine the dilute turbulence model [1] with kinetic
theory applicable to dense flows [17].
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The ratio between the Lagrangian integral time scale and the particle relaxation time is defined

t

as: _ T
N 7721 - x

12

The particle relaxation time, 7,,, is the characteristic time scale of fluid-particle interaction. It is
defined by:

w=a,p fsl [”—] (28)

1

Similarly, the effective diffusivity is expressed in terms of its kinetic and collisional
contributions: K} = K3 + K5

-1
K =2/3(9/10 ky, 1, +k,(1+ @, g, )){915 +§— ] (29)
Tiz TZ
K& =6/5a,g,(1+ e)(Kf" +5/9d, iﬁ] (30)
T

With the constant @, = (1+e¢)’(2e—1)/100.

The resulting solids viscosity and turbulent conductivity are consistent with the two limits: for
very dilute flows, these parameters are controlled by fluid turbulence as expressed in the
previous sections, and in the dense cases they reduce to the kinetic theory expressions for
granular flow [17]. In the intermediate regimes, these two mechanisms contribute according to
the characteristic dissipation time scale 7, .

Combining the two approaches in the above manner also eliminates a difficulty with the kinetic
theory, as pointed out by He and Simonin [11]. In the classical kinetic theory for granular flow,
the kinetic solids viscosity at very dilute flows is a constant independent of the particles volume
fraction, implying that the particle mean free path can be several times higher than the bed
diameter, which needs to be corrected in some manner [24, 26]. In this generalized theory,
however, dilute flow conditions are not controlled by the collisional time scale, but rather by the
particle relaxation time, which controls the dissipation mechanism of turbulence. Thus the
difficulty caused by the large mean free path is eliminated without the need for any ad hoc
corrections.

Gas-phase wall boundary conditions

We evaluated two types of boundary conditions for gas phase: a standard and modified wall
function based boundary condition.

The use of wall functions allows the computation of turbulent flows without the need to resolve

the turbulent boundary layer, which would require a prohibitively large number of mesh points
near the wall. In most single-phase turbulent flows, the logarithmic law for the mean fluid
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velocity near the wall can be used to get a realistic prediction for the flow with a relatively coarse
computational grid. The boundary condition for the gas velocity is defined as:

8U1| _ leU1C11,14k11/2
Ox |W (,ul +u )ln(Ex*)

€1Y

. Cl/4k1/2Ax/2
Where: x _ Pt b )
Hy

Wall functions that include the effect of particles do not exist in the literature as pointed out by
De Wilde et al. [27]. We modified the standard wall functions for %, to include the effect of
particles as shown below:

, U, U

production = «, Tlingr By ki =a,p4|C K, Ax/21nl e + B, ky, (32)
j

dissipation = a,p,&, +2 B, k, (33)

The above modifications make the wall functions consistent with the multiphase turbulence
models (the effect of drag being included), and the modified equations reduce to single-phase
wall function for the case of zero drag. The exchange term is the only term that appears in the
multiphase k& model that does not exist in single-phase k—¢ model. It was, thus, natural to
include the interaction terms in the multiphase wall functions to reflect the additional effect due
to turbulence interaction between phases.

In the computational cells next to the wall the above expressions are used as the production and
dissipation terms in the &, equation and the normal derivative dk, /dn is set to zero at the wall

boundary. Just as in the case of single-phase flow the wall function for the & equation is a
specified constant value in the cells next to the wall defined as:

C&j4k13/2
& =—t—— (34)
KAy /2

Solids-phase wall boundary conditions

Three sets of boundary conditions (BC) were implemented in MFIX to check the sensitivity of
the turbulence model to different BCs: Johnson and Jackson [5], and two limits of a boundary
condition proposed by Jenkins and Louge [4].

Johnson and Jackson [5] have developed a set of boundary conditions for the tangential solids
velocity and fluctuating energy at a solid wall for a granular flow. These BCs are expressed
below in a form that has been incorporated into MFIX:

V| ernV.g2i3k,
‘ 4 ~0 (35)
x|, 23aM™

14
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X! 6k2| _¢7z- Vig,AJ2/3k, N NEY go(l—efvx2/3 k2)3/2 _0 (36)
Ox |W 2\/5 a;nax 4“;1“

Here the parameter ¢, the specularity coefficient, varies from zero (smooth walls) to one (rough

walls), as explained by Jones and Sinclair [3]. For a specularity coefficient tending towards zero,
a free slip boundary condition for the solids tangential velocity is imposed at a smooth wall
boundary.

The dissipation of solids turbulent kinetic energy by collisions with the wall is specified by the
particle-wall restitution coefficient, e,. High value of specularity coefficient implies high
production at the wall and a value of e, close to unity implies low dissipation of granular energy
at the wall. It is expected that these two parameters (specularity coefficient and particle-wall
restitution coefficient) need to be calibrated for a given gas/particle flow system because the
specularity coefficient cannot be measured and e,, can only be measured with some difficulty.

Another formulation of the boundary condition was first developed by Jenkins [20]. He derived
expressions for the solids shear stress and granular energy flux at the wall for two limiting cases:
small-friction/all-sliding and large-friction/no-sliding. A revised form of these expressions was
given by Jenkins and Louge [4]. Following [4], the ratio of the shear stress (S“f ) to the normal
stress (NY) is expressed by the coefficient of friction (The superscript sf here indicates the small-
friction/all-sliding limit):

Séf/NSf =i (37)

The ratio of the flux of the fluctuation energy (Q?f) to NV is:

0" _ 2 (2VF1 . 1oy I+e,
N‘Yf(2®s)_(l+ew)(37rj 740 2(1 ew) Holeul 006 (38)

Where: py=(7/2)1+e,, )i .

In the large-friction/no-sliding limit (superscript /f), the ratio of the shear stress (5% to the normal
stress (V) is:

s" _3(+4)
N 7 (1ve) &9

Where r:|US—UW / (20,)"* and U, is the wall velocity. The ratio of the flux of the
fluctuation energy (QZ" ) to N is:

Q I 3

W 0,) " 3w v e R A (150 (40)
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The above equation (40), a simplified version of the equation for the energy flux at the wall [Eq.
6 in 4], is given here to give the reader an idea about the parameters involved. In this study,
however, we used the complete (lengthy) form of Jenkins and Louge equation [Eq. 24 in 4].

Values for the coefficient of friction (), the particle-wall restitution coefficient (e,), and the
tangential particle-wall restitution coefficient ( g, ), although measurable, are rarely available in
the literature. Some example of these coefficients may be found in Foerster et al. [28].

3. Simulation of a dilute gas/solids flow in a pipe

The simulation results were compared with experimental measurements reported by Jones and
Sinclair [3]. All measurements were made at the exit of a small pipe of about 14.2 mm diameter.
The authors report that the flow was fully developed since the experimental L/D was 100. The
solids were glass beads (p,= 2500 kg/m’, d,=70 um), and the solids loading

(m=apV, |a,pV,) ranged from m = 1 to a maximum loading of 30. The average gas

superficial velocity of 14.85 m/s was maintained constant for all solids loadings (Re = 13,800).
The calculation of a fully developed flow can be achieved by using periodic boundary conditions
in the streamwise direction of the flow'. We performed several computations in the fully
developed regime using periodic boundaries in the streamwise direction. However, it was
difficult to specify desired values of both the gas superficial velocity and the solids loading;
MFIX allows only the setting of the pressure drop and the solids concentration (and not mass
flow rates) for a fully developed flow. Thus, we decided to solve the flow in a long tube with
inlet and outlet conditions. We fixed the inlet superficial gas velocity and solids flux at the
desired values.

An axisymmetric cylindrical coordinate system was used with a grid size of 15x300. The
transient simulations were run for about a second because a stationary state was reached after
only 0.2 sec of physical time. This stationary state can be explained by the absence of clustering
in the solids phase due to the dilute nature of the flow (for solids loadings m = 1 and 4 reported
in this study). Jones and Sinclair [3] observed cluster formation only in denser flow regimes (m >
9). Such clusters can be computed by a model based on kinetic theory formulation of the solids
stresses as pointed out by Agrawal et al. [19]. Even with an achieved steady-state mode, we still
used the transient algorithm in MFIX with a maximum time step of about 50 us. The results

presented here are values obtained after about 1 sec of physical time.

First we present results for a mass loading of m=1. In this simulation the Johnson and Jackson
boundary condition was used with physical parameters used by Jones and Sinclair [3]: e= 0.94,

! The fully developed flow simulations may be used to ascertain the significance of the inlet and
outlet effects. A fully developed flow can be computed and checked against computational (or
experimental) data of the whole riser geometry including the actual inlet and outlet design and
conditions. The difference between these two results may be used to quantify the inlet and outlet
effects.
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e,, = 0.15. They [3] used a specularity coefficient 4=0.008. However, we needed to use a higher
specularity coefficient (¢ = 0.02) in order to correctly compute &, for the case of m = 1. Figure 1

shows the mean gas and solids velocity profiles along the radial direction. The experimental
measurements were made throughout the pipe diameter. However, since our simulations were
conducted assuming an axisymmetric geometry, only the profile over half the diameter is plotted.
The gas velocity profile is similar to a single-phase turbulent profile because of the very dilute
flow conditions. The profile of the gas turbulent kinetic energy in Figure 2 is also similar to that
in the case of single-phase turbulent flow. However, the low value of k; at the center of the pipe
is a clear indication of the high concentration of particles in that region. The predicted and
measured values of 4, are in good agreement (Figure 3). In fact we have used a relatively high
specularity coefficient, which is one of the main parameters in Johnson and Jackson [5]
boundary condition, so that there is a good match at m=1. However, we find that this leads to a
poor match in the case of the average solids velocity (Figure 1), which strongly depends upon the
value of k. It appears that one cannot get good agreement in both solids velocity and &, in very
dilute flows because of the strong anisotropy that exists in the axial and radial solids fluctuating
velocity. The mechanism of particle turbulence production is shear in the axial direction and
interaction with the gas turbulence in the radial direction. Moreover, in very dilute flows, where
particle-particle collisions are almost non-existent, the solids radial fluctuating velocity may be
several times smaller than the axial velocity fluctuations. So perhaps the use of a scalar k; is
inadequate for very dilute flows [29]. Fortunately in the case of a relatively dense flow, which is
our main interest, this limitation of the model becomes less pronounced.

Figure 4 shows the radial variation of the solids volume fraction profile. As explained earlier
o, ko is a constant for fully developed flows. Therefore, the solids volume fraction profile is an

inverse function (high near the center) of the solids turbulent kinetic energy &, profile (low near
the center). This is in agreement with the experimental observations [3].

To verify the assumption of a fully developed flow, the solids radial velocity (Us) was plotted for
the different solids mass loadings in Figure 5 for L/D=40. In general, a small solids radial
velocity magnitude must be verified for any simulation to claim that a fully developed flow has
been achieved. It is seen that the magnitude of the solids radial velocity is small except for the
highest solids loading of m = 30. For this loading, the high values of U; indicate that the particles
were still redistributing and a greater length of the pipe would be needed to achieve a fully
developed flow. Figure 6 shows that with an increase in the length of the pipe from L/D = 40 to
L/D = 100, the solids radial velocity was further reduced to almost zero. Figures 7 to 10 show
that no significant changes in the flow behavior occurred when the pipe length was increased
from L/D = 40 to 100. Therefore, for a solids loading of m = 4, a pipe length of L/D = 40 was
sufficient to achieve a fully developed flow. Furthermore, the difference between computational
and experimental data for the solids fluctuating velocity was larger in the case of m = 4 (as seen
in Figure 9) than in the case of m = 1 (see Figure 3). This was due to setting the specularity
coefficient (¢=0.02) in order to correctly compute k, for the case of m = 1. The experimental

data of solids fluctuating velocity varied significantly between the solids loading of m = 1 and m
= 4, which was not captured with the current model. As explained before, strong anisotropy in
solids turbulent energy is the main cause of these differences. Therefore, boundary parameters
such as the specularity coefficient in the Johnson and Jackson boundary conditions may be set in
relatively denser flow conditions where particle collisions are dominant. Furthermore, the current
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model may not be appropriate for extremely dilute conditions such as for solids loading of m = 1
because of the strong anisotropy of turbulent fluctuations [29].

In the rest of the paper we report our investigations of the wall boundary conditions. Figure 11
compares the calculated radial profile of the gas turbulent kinetic energy (k;) with experimental
data. The calculations were done with the standard wall function as well as the modified wall
function proposed here. The agreement with experimental data is good in both cases. The
modified wall function gives a decrease in k; near the wall because the interaction with solids
tends to decrease the turbulence. However, the effect is relatively small and confined near the
wall because of the low solids volume fraction in that region.

Figurel2 shows the effect of the boundary condition on the solids axial velocity profiles for m =
4. Four different BCs have been used in these simulations: Johnson and Jackson [5], no friction
at the wall (free-slip BC for the solids axial velocity and zero flux for the granular temperature),
and two limiting cases of Jenkins and Louge [4] boundary condition. For the Jenkins and Louge
boundary condition we used the same particle-wall properties as the ones determined
experimentally by Foerster et al. [28]; i.e., particle-wall restitution coefficient e, = 0.83, particle-
wall friction coefficient p = 0.125, and a tangential coefficient of restitution B,= 0.31. As

mentioned, the BC developed by Jenkins and Louge [4] has two limits: small-friction/all-sliding
and large-friction/no-sliding. These authors suggested that these two limits represent the two
extremes, and flows that involve some sliding may be captured by interpolating between these
two limits. Figure 12 does show that the experimental data fall between the two limits.
However, there is no obvious way to interpolate between the two limits. In the small friction as
well as no friction limits, the solids velocity was slightly over-predicted. On the other hand, the
solids velocity was greatly under-predicted in the large-friction limit. This indicates that the
physical behavior of the particle-wall interactions is close to the small-friction/all-sliding limit.
Furthermore, Figures 12 and 14 show that the higher the friction at the wall, the higher the
turbulence level and the lower the predicted solids axial velocity will be. Thus, it is clear that
with a smaller specularity coefficient (less friction), it would be possible to obtain a higher solids
velocity magnitude and a better comparison with experimental data will be achieved. In fact,
using a free slip boundary condition, which is the same as using a specularity coefficient equal to
zero, compared better with experimental data. Using frictionless boundary conditions (free slip),
He and Simonin [11] have also reported that in dilute gas/solids flow a good agreement with the
experimental data of Tanaka and Tsuji [25] was achieved.

Figure 13 shows that the gas turbulent kinetic energy was under-predicted for most cases, except
for that of large-friction. Although the large-friction BC is applied to solids phase, the BC affects
the gas turbulence through the turbulence exchange terms. For example, k, was over-estimated

at the center of the pipe because of the large values for k, computed at the center.

Figure 14 shows the radial distribution of the solids fluctuating velocity. The highest turbulence
intensity was produced using the large-friction/no-sliding limit of Jenkins and Louge [4] BC.
Similar to Figure 12, the experimental data in this case lie between the limits of small and large
friction.
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Figure 15 shows the radial profile of the solids volume fraction. Again we see considerable
difference in the profiles between the small and large friction limits. Also as expected the shape
of the radial profile of the solids volume fraction is inversely proportional to that of the solids
turbulent energy [7, 24].

Our simulations have shown that the boundary condition can significantly affect the model
predictions. One advantage of the Jenkins and Louge [4] BC is that the parameters appearing in
it are all measurable, admittedly with some difficulty. For example, Foerster et al. [28] have
measured and reported such properties for two types of particles and walls. Our simulation
results confirm that experimental data for solids velocity, gas turbulent kinetic energy, and solids
turbulent kinetic energy fall between the small-friction/all-sliding and large-friction/no-sliding
limits. Unfortunately, there is no obvious way to interpolate between the two limits and to get a
good match with experimental data.

The BC developed by Johnson and Jackson [5], with its adjustable specularity coefficient, can be
viewed as an alternative way of expressing the BC of Jenkins and Louge [4]. In fact, a high
specularity coefficient is comparable to the large-friction/no-sliding limit, and a low specularity
coefficient is similar to the small-friction/all-sliding limit. It is therefore easier to use the Johnson
and Jackson [5] BC and adjust the specularity coefficient to fit the experimental data.

In this study we found that experimental data are close to the small or no friction limit. At the
high gas and solids velocities used in this study (about 15 m/s), the solids near the wall boundary
must follow the gas streamlines parallel to the wall. This means that the collisional angle
between solid particles and the wall is small. Jenkins [20] has determined that a small-
friction/all-sliding limit is obtained at particle-wall collisional angles less that a threshold defined
by particle-wall friction coefficient and particle tangential restitution coefficient.

4. Conclusions

A turbulent gas/solids flow model based on the work of Simonin [2] is able to predict reasonably
well dilute gas/solids flows with appropriate boundary conditions.

The fully developed flow assumption was checked in this study by examining the solids radial
velocity. Small magnitude of the solids radial velocity indicated that using an L/D of about 40
was sufficient for studying the dilute case of m = 4.

We propose modifications to the single-phase wall functions, to include the effect of the
particulate phase. However, these modifications had only a minor impact on the predictions of
gas turbulent kinetic energy due to the dilute nature of the flow considered in this study.

The experimental data fall between the large-friction/no-sliding and small-friction/all-sliding
limits of Jenkins and Louge [4] BC. However, the physical behavior of the particle-wall
interactions is close to the small-friction/all-sliding limit of Jenkins and Louge BC or the
Johnson and Jackson [5] BC with a small specularity coefficient or simply the free-slip BC.
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5. Nomenclature

Ciyu» Cig» Cog, C3,: constants in the gas turbulence model of values: 0.09, 1.44, 1.92, and 1.2,

respectively.
d ,: particle mean diameter.

Dlt , - binary dispersion coefficient.
e : particle-particle restitution coefficient.
e,, : particle-wall restitution coefficient.

E : constant in wall function formulation equal to 9.81.

g : radial distribution function at contact.

I, : momentum exchange

k,, : turbulent kinetic energy of phase m.

ki : cross-correlation of gas and solids fluctuating velocities.

K> : conductivity of solids turbulent energy.

N : normal force (solids pressure) of the solids phase at a wall boundary.
P, : pressure of phase m.

Q' flux of granular temperature at a wall boundary
Sjj - Mean strain-rate tensor.

S : shear force of the solids phase at a wall boundary.
U, .V, :averaged velocity of phase m.

Greek letters:
a,, : volume fraction of phase m.

o1 : drag coefficient.
B : tangential coefficient of restitution.

Ax : width of computational cell next to the wall.
&1 : turbulent energy dissipation in the gas phase.

&]5 : dissipation term in the kj, equation.

&, : dissipation of solids fluctuating energy due to inter-particle collisions.
¢ and @ : constants depending on particle restitution coefficient.

1n,, : ratio between Lagrangian and particle relaxation time scales.

0 : angle between mean particle velocity and mean relative velocity.
6, : granular temperature equal to 2k, /3

& : Von Karmen constant of value: 0.42.

A : bulk viscosity in the solids phase.

M : coefficient of friction.

M, : constant in Jenkins and Louge boundary condition.

,u,tn : turbulent eddy viscosity for phase m.
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v,tn : turbulent kinematic viscosity for phase m.

IT: turbulence exchange terms.
Py, - density of phase m.

o ,; : Viscous stress tensor of phase m.
o}, O constants in the gas turbulence model of values: 1.0, 1.3, respectively.

Zmij : effective stress tensor.
rlxz : particle relaxation time scale.
rlt ,: eddy-particle interaction time scale.

Z'lt : energetic turbulent eddies time scale.

7,; - Reynolds stresses for phase m.

¢ : specularity coefficient.
o, : constant depending on particle restitution coefficient.

Indices:

col: collisional

d: drift

1, J, k: indices used to represent spatial direction and in Einstein summation convention
m: phase m, takes values 1 and 2 for gas and solids phases.
max: maximum packing

kin: kinetic

If: large frictional limit

r: relative

s, p: solids or particulate phase.

sf: small frictional limit

w: wall

6. Acknowledgement

The authors gratefully acknowledge the comments and guidance of Prof. Olivier Simonin during
the implementation of his model in MFIX.

7. References

[1] Simonin, O., 1996. “Continuum modeling of dispersed two-phase flows, in Combustion and
Turbulence in Two-Phase Flows, Von Karman Institute of Fluid Dynamics Lecture Series
1996-2.

[2] Balzer, G., Simonin, O., Boelle, A. and Lavieville, J., 1996. A unifying modelling approach

for the numerical prediction of dilute and dense gas-solid two phase flow, CFB5, 5" Int.
Conf- on Circulating Fluidized Beds, Beijing, China.

127



[3] Jones, N.E. and Sinclair, J.L., 2003. Effect of Solids Loading in Dilute and Dense Gas-Solid
Flow, to be published in AIChE J.

[4] Jenkins, J.T. and Louge, M.Y., 1997. On the Flux of Fluctuating Energy in a Collisional
Grain Flow at a Flat Frictional Wall, Phys. Fluids 9 (10), pp. 2835-2840.

[5] Johnson, P.C. and Jackson, R., 1987. Frictional-Collisional Constitutive Relations for
Granular materials, with Application to Plane Shearing. J. Fluid Mech., 176, 67-93.

[6] Gidaspow, D. (2003), Hydrodynamics of fluidization using kinetic theory: An emerging
paradigm?, in Recent Res. Devel. Chemical Eng., Transworld Research Network,
Trivandrum, India, Vol 5, 53-81.

[7] Dasgupta, S., Jackson, R. and Sundaresan, S., 1994. Turbulent Gas-Particle Flow in Vertical
Risers, AICHE J., 40(2), 215-228.

[8] Bolio, E.J. and Sinclair, J.L., 1995. Gas Turbulence Modulation in the Pneumatic Conveying
of Massive Particles in Vertical Tubes, Int. J. Multiphase Flow, 21, 985-1001.

[9] Hrenya, C.M., and Sinclair, J.L, 1997, Effects of particulate-phase turbulence in gas-solids
flows, AIChE J., 42, 853-869.

[10] Kashiwa, B.A. and VanderHeyden W.B., 2000. Toward a general theory for multiphase
flow part I: Development and gauging of model equations, LA-13773-MS, Los Alamos
National Laboratory.

[11] He, J. and Simonin, O., 1993. Non-Equilibrium Prediction of Particle-Phase Stress Tensor
in Vertical Pneumatic Conveying, in Gas-Solid Flows, ASME FED Vol. 166, 253-263.

[12] Simonin, O., Personal communications, 2003.

[13] Peirano, E., V. Delloume, and B. Leckner, “Two- or three-dimensional simulations of
turbulent gas-solid flows applied to fluidization,” Chemical Engineering Science, 56, (2001)
4787.

[14] Ferschneider, G. and Mege, P., 2002. Dilute Gas-Solid Flow in a Riser, Chemical
Engineering Journal, 87, 41-48.

[15] Zhang, Y. and Reese, J.M., 2001. Particle-Gas Turbulence Interactions in a Kinetic Theory
Approach to Granular Flows, International J. of Multiphase Flow, 27, 1945-1964.

[16] Syamlal, M., Rogers, W.A., and O’Brien, T.J., (1993), MFIX Documentation and Theory
Guide, DOE/METC-94/1004, NTIS DE94000087. Electronically available from:
http://www.mfix.org/documentation/Theory.pdf

128



[17] Gidaspow, D., 1994. Multiphase Flow and Fluidization: Continuum and Kinetic Theory
Description. Academic Press.

[18] Tartan, M., Gidaspow, D., and Jung, J., Measurement and computation of turbulence in
risers using kinetic theory, Proceedings of FEDSM’03: 4™ ASME/JSME Joint Fluids
Engineering Conference, Honolulu, Hawaii, July 6-11, 2003.

[19] Agrawal, K., Loezos, P.N., Syamlal, M and Sundaresan, S., 2001. The Role of Meso-Scale
Structures in Rapid Gas-Solid Flows, J. Fluid. Mech., 445, 151-185.

[20] Jenkins, J.T., 1992. Boundary Conditions for Rapid Granular Flow: Flat, Frictional Walls,
Transactions of the ASME 59, 120-127.

[21] Enwald, H. and Almstedt, A.E., 1999. Fluid Dynamics of a Pressurized Fluidized Bed:
Comparison Between Solutions from Two-Fluid Models and Experimental Results, Chem.
Eng. Science, 54, 329-342

[22] Sakiz, M. and Simonin, O., 1998. Continuum Modeling and Lagrangian Simulation of the
Turbulent Transport of Kinetic Particle Stresses in a Vertical Gas-Solid Channel Flow,
Third International Conf. on Multiphase Flow, ICMF’98, 1-9.

[23] Wilcox, D.C., “Turbulence Modeling for CFD”, DCW Industries, California, 1994.

[24] Sinclair, J.L. and Jackson, R., 1989. Gas-Particle Flow in a Vertical Pipe with Particle-
Particle Interactions, AICHE J., 35(9), 1473-1486.

[25] Tanaka, T. and Tsuji, Y., 1991. Numerical Simulation of Gas-Solid Two-Phase in a Vertical
Pipe: on the Effect of Inter-Particle Collision, in 4™ Symposium on Gas-Solid Flows,
ASME FED, Vol. 121, 123-128.

[26] Louge, M., Mastorakos, E., and Jenkins, J.T., 1991. The role of particle collisions in
pneumatic transport, J. fluid Mech., 231, 345-359.

[27] De Wilde, J., Marin, G.B., Heynderickx, G., 2003. The Effects of Abrupt T-Outlet in a
Riser: 3D Simulation Using the Kinetic Theory of Granular Flow, Chemical Engineering
Science, 58, 877-885.

[28] Foerster, S.F., Louge, M.Y., Chang, H. and Allia, K. 1994. Measurements of the Collision
Properties of Small Spheres. Phys. Fluids, 6 (3), 1108-115.

[29] Simonin, O., 2000. Statistical and continuum modeling of turbulent reactive particulate
flow, Part I : Theoretical Derivation of Dispersed Phase Eulerian Modelling from
Probability Density Function Kinetic Equation. Von Karman Institute of Fluid Dynamics
Lecture Series.

129



Fig. 1 Gas and Solids Axial Velocity Profiles: Fig. 2 Profile of Gas Turbulent Kinetic Energy:
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Fig. 7 Gas and Solids Axial Velocity Profiles: Fig. 8 Radial Profile of Gas Turbulent Kinetic
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Fig. 12 Effect of BC on Solids Axial Velocity

Fig. 13 Radial Profile of Gas Turbulent Kinetic
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Appendix H

Transport Gasifier Simulation: Testing Fluent’s
Eulerian-Eulerian Model
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Transport Gasifier Simulation

FLUENT T



2D Test Case

Inlet B.C.

Air Inlet: 1 m/s

Cork Inlet: 1 nvs, particle size: 0.0006902 m,

volume fraction: 0.05, density: 190 kg/m? I m
ratin ndition:
Ope 8 Conditio 100*20
P: 106200 Pa 4 Cell
T: 298 K ﬁ%m
Cork, Air
e N=TL

FLUENT




Simulation Setups

«  First order implicit unsteady solver

«  First order upwind discretization

e  Algebraic granular temperature model

«  Syamlal-Obrien drag model

 No virtual mass, no lift, no mass transfer
e  Laminar flow

e Time step: 1e-04

*  Under-relaxation for volume fraction: (a) 0.2 with

residual criteria of 1e-3, (b) 0.7 with residual criteria
of le-5.

3 FL UENT ST



b S
( Solid Phase Volume Fraction at Different Time

vy, " I
/‘ls 2s 4s - Is 2s 4s
p—y ;

{
‘( 4

\

1

(b)
17 N=TL

o€ FLUENT




Comparisons Between Fluent and MFIX

;"/\1‘

1.00e+00

Ig_sﬁe_rm S 2s 3s 4 s 5s Is 2s 3s 4s 5s
9 70e-01
— i\~
940e-01 »
a25a-M
9.10e-01
8 05e-01
880e-01
8 65e-01
850e-01
835e-01
8 20a-01
8 05e-01 +
7 90e-01 '
7.75e-M
7 60&-01 R
7452-M
7 30e-01 5 I

] 7.15e-01 d B . |
7 00e-01

N— __J N\ ___J

' '

Fluent MFIX
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=
Comparisons Between Fluent and MFIX
;A (Average Y-Velocity (10 seconds))
| /

. 1.742+00
1.632+00
151e+00

/TN 130e+00
' I\Q"/ 1.272+00
lf;x_/’ 1.16e+00

1.042+00

| 9 248-01
' 8.06e-01
5 80e-01
- 572e-01
4 55a-01
3.38e-01
2 21a-01
1.04a2-01
-1.28e-02
-130e-01
-2 A47e-0
3.64a-01
l - 81e-01

598e-01 k

- _ —
Y
MFIX
Fluent
139 =TL
s FLUENT




P

0.41e-01
0.32e-01
o 9.22e-01
\/ 9.13e-01

9.04e-01
8.04e-01
. 885e-01
| 8.75e-01
8.662-01
8.56e-01
8.47e-01
8.38e-01
8.28e-01
8.19e-01
8.002-01
8.00e-01
7 00e-01
7Ble-01

ff 7.72e-01
i l 7.62e-01

7.53e-01

Comparisons Between Fluent and MFIX
(Average Voidage (10 seconds))

T

o FLUENT

Fluent

Inventory 4.65 Fluent
Mass (kg)
5.32 MFIX
-.l =
MFIX
N=TL



s FLUENT

Geometry of A Riser (3D)

D=0.305m
L=1692m

Inlet B.C.

Air Inlet: 5.1 m/s

Cork Inlet: Cork: 0.061 nmvs, particle size: 0.0006902 m,

Mixture <=m-

volume fraction: 0.6, density: 190 kg/m? D
Air: 0.147 m/s.
Operating Condition:
p g Cork =—
P: 106200 Pa T
T: 298 K Air
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o FLUENT

Simulation Setups

First order implicit unsteady solver

First order upwind discretization
Algebraic granular temperature model
Syamlal-Obrien drag model

No virtual mass, no lift, no mass transfer
Laminar flow

Time step: 1e-04
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Taskl1 results (Comparisons of the elapsed time

and CPU time between Fluent and MFIX)

For 5 s flow time with dt = 1e-4 and residuals criteria of 1e-3:

T=35s Elapsed Time CPU time (days) note

(days)
Fluent 4.986 3.095 1-2 iter./time-step
MFIX 7.46 8-12 iter./time-step

For 10 s flow time with dt = 0.1 and residuals criteria of 1e-3:

T=10s Elapsed Time CPU time (hours) | note
(hours)
Fluent 6 5.7 30-50 iter./time-
step
MFIX

o FLUENT




NIV

1.00e+00
0.98e-01
8.95e-01
8.93e-01
890e-M
8.88e-01
8.85e-01
0.83e-01
880e-M
8.78e-M
l 8.75e-M
872e-M
8.70e-M
8.67e-01
8.65e-M
862e-M
860e-M
857e-M

9.55e-01
l 9.52e- ':'1}(
9.50e-01

Inventory
Mass (kg)

Fluent
MFIX

1.81
1.41

3.04
1.82

EZFLUENT
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Taskl1 results (instantaneous voidage)
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Task 2 results (instantaneous voidage)

5s 10s 25s 3s 5s 10s

1.00e+00
0.98e-01
8.95e-01
8.93e-01
890e-M
8.88e-01
8.85e-01
0.83e-01
880e-M
8.78e-M
8.75e-M
872e-M
8.70e-M
8.67e-01
8.65e-M
862e-M
860e-M

9.57e-01
9.55e-01
0.52e8-0Ty—y |

850e-01

Fluent dt = le-4s Fluent dt =0.1s
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Inventory 1.18 1.81 3.04 4.74 1.18 1.75 2.61 4.73

Mass (kg)




Task 3 results (Average voidage of 15 s)
Comparisons between Fluent and MFIX

]

1.00e+00
0.98e-01
8.95e-01
8.93e-01
890e-M
8.88e-01
8.85e-01
0.83e-01

8.80e-01
8.78e-01
I 8.75e-01
89.72e-01
8.70e-01
887e-01
8.65e-01
8.62e-M

8.80e-M

9.57e-01
9.55e-01
9.52e-01y

850e-01

MFIX
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Task 3 results (Average solid phase z-velocity of
15 s) Comparisons between Fluent and MFIX

1.082+01
1.01e+01
8 29g+00
852e+00
7. 78e+00
5.992+00
8.22e+00
5452+00
4 882+00
382e+00
. 3.15e+00
238e+00
1.61a+00
845a-01
7.78e-02
-6.890e-01
-1.462+00
-2.23e+00

-2.992+00
l 3.76e+0Q-
453e+00 \_

MFIX
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Task 3 results (Instantaneous voidage at 25 s)

1.00e+00
998=-M
8 85a-M
883e-M
880e-01
888e-M
985e-M
983=-M
880e-01
8. 78e-01
- 8.75e-01
8.72e-01
8. 70e-01
8 67e-01
8.652-01
g62e-01
8.60e-01
g57e-01

8.55e-01
l 9.529-01}(
850e-M

Fluent

Comparisons between Fluent and MFIX

Inventory
Mass (kg)

Fluent
MFIX

4.74
3.10




Task 3 results (Average voidage and vertical

velocityat a center line) Comparisons between
Fluent and MFIX

982e01

3.80e01 » %y

J . L LI
98601
. ] i "
Fa 956201 »
1 » »
9.54e01 »
1 »
9.52e01
Mean 1
»
»

Volume 9E0e01
fraction  gmen -

(phase-1)
a.78e01
9.74e01
] »
972801
\ 9.70e401 T T T T T . . :
a2 415 01 00s a 0os o 015 02
Position {m)
8008400
1 » »
7.00e+00
1 ;]
£.00=+00 »
500400
Mean ]
7 400e+00
8 Velocity 1
(phase_g 300e+00 -
imis ]
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v 02 015 01 405 o 005 0.1 015 02
I Position {m)

Fluent ™ MFIX



Task 3 results (Average voidage at a vertival line)
Comparisons between Fluent and MFIX

100e+00 —§
»

980e01
£l

960e01 W
'

Mean  9.40e01
Volume
fraction

(phase-‘l) 9.20e01 —

T T T T T T 1
i) 2 4 -1 g 10 12 14 18 18

Pasition {m)

Mean 4.00e+00

z ]
Velocity 300e+00 7

{phase-2) 5 oo.,00 4
im/s

1.008+00

0.002+00

-100e+00

i) 2 4 -1 g 10 12 14 18 18
Pasition {m)
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Task 4 results (Parallel performace) Comparisons
between Fluent and MFIX

Speed-up

1.9

1.8

1.7

1.6

15

14

13

1.2

11
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Appendix I

Transport Gasifier Simulation: Testing Fluent’s
Eulerian-Eulerian Model
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FLUENT

Transport Gasifier Simulation

Shaoping Shi
Jan. 04, 2005
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Geometry of A Riser (B22)

A

D=0.305m
L=1692m

Mixture

Inlet B.C.

Air Inlet: Air

Cork Inlet: Air+cork. Particle size: 0.0006902 m,
volume fraction: 0.4, density: 190 kg/m?

Mesh #: 550 K

° o o 450 k
Operating Condition: Cor

P: 106200 Pa T

Ailr
T: 298 K
154 N=TL
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Simulation Cases

Vg at Air inlet] Vel. of Cork [|Vg at the Cork

(m/s) (m/s) vf = 0.4 |inlet (m/s)
RP11 4.6482| 0.196687683 0.487078326
RP16 5.1054| 0.103982222 0.458563895
RP13 4.559808| 0.064284091 0.442232903

s FLUENT
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Mixture

454 Cork

Air
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o FLUENT

Simulation Setups

First order implicit unsteady solver

First order upwind discretization — QUICK
PDE granular temperature model
Syamlal-O’Brien drag model —  Gidaspow

Johnson & Jackson wall boundary condition for
granular temperature.

No virtual mass, no lift, no mass transfer
Laminar flow

Time step: depends on how dense the solid phase is

156 N=TL



Simulation Setups

« Johnson & Jackson wall boundary condition for
granular temperature.

OV | gV g N2/30

v + 0
S ax / 2’\/gcxzmax

Specularity coefficient

00| _ 9 gN2/30  V3mg,(1-el)(2/30)7 _
s Ox y 2\/§a2max 4a;nax

*Specularity coef. 0.01 to 0, free slip wall and no production for particle kinetic energy (granular temperature)

*Restitution coef. 0.7 to 0.15, high dissipation of the particle kinetic energy at the wall.

o7 N=TL




Simulation Setups

Energy exchange
e  Granular Temperature between

different phase
AT 4 ) —— —
5 E(psas®s) +V.(pav® ) | =(=pl+7s):VV +V.(kg,VO) =y, + @
1\ J \ )
H_j Y Collision

Convection Production diffusion dissipation

1. Ifrestitution coefficient is unity, there will be no collision

dissipation. 12(1—- efs )g 0.55

2\3/2
7/ Os 10 s as ®s
d Az

2. Using text fluent command, we can force the energy

exchange be zero. Thus granular temperature will be

higher away the wall and the particles will be pushed to the

wall

¢ls = _3ksl ®s
158 -—
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o FLUENT

RP11 Validation

vol (m3)

0.035
0.03

0.025

0.015
0.01

0.005

Particle inventory (m**3)

Ignore the
drag
dissipation in
the PDE

/Mvﬂ
/ Pressure drop is lower,
: Did not see downflow
2/
| N Start from RP16 /
50 60 70 80 0 100

t(s)

/

Free-slip wall B.C. and
high wall dissipation
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R
IA

5.00e-02
4.75e-02
450e-02
4.25e-02
4.00e-02
3.75e-02
350e-02
3.25e-02
3.00e-02

2 75e-02
2 50e-02

2 25e-02

2.00e-02

1.75e-02

1.60e-02

1.25e-02

1.00e-02

7.50e-03

FO0a-03 &
250e-03 L

0.00e+00

Solid Volume Fraction

scaled

RPI11 w
onmurs of Wolume fraction {phase-2) (Time=1.0064e+0Z2) Mowv 15, 2004 PDE
FLUEMT 6.2 (3d, segregated, eulerian, lam, unsteady)

;FLUENT =n




Pressure Drop

—e— Exp.

—=— PDE

Algebraic

H (ft)

0.006
0.005
0.004
0.012 R
= 0003
2
0.01 x
o
S 0.002
©
0.008
- 0.001
= 0.006
)
> 0
k=]
S 0.004
o
-0.001
0.002
0
0002 0.035
H (ft)
0.03
0.025
RP11 o o
%
2
= 0015
o
s
0.01
0.005
FLUENT 0
; -0.005

—e— Exp.
—=— PDE
Algebraic model

RP13

RPO7
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o
E RP13
12
10
8
6
) :
o2 5 o
£ o 2
2 4
6
4
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Solid Mass Flux with Algebraic model

1.14e+1

1.05e+01

9.67e+00
8812+00
7.952+00
7.09e+00
§.23e+00
5.36e+00
450e+00
3.64e+00
2.78e+00
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Abstract

Koch and Hill proposed a set of drag correlations, based on data from Lattice-Boltzmann
simulations. These correlations, while very accurate within the range of void fractions
and Reynolds numbers used in the Lattice-Boltzmann simulations, do not cover the full
range of void fractions and Reynolds numbers encountered in fluidized bed simulations.
In this paper a drag correlation applicable to the full range of void fractions and Reynolds
numbers is developed by blending the Koch and Hill drag correlation with known
limiting forms of the gas-solids drag function such that the blended function is
continuous with respect to Reynolds number and void fraction. This study also corrects a
misinterpretation of the Koch and Hill drag correlation that was published in the
literature, which makes the drag function discontinuous with respect to the Reynolds
number.

Two examples of gas/solids flows in a bubbling fluidized bed and a one-dimensional
channel flow are used to illustrate differences between the proposed extension of Koch
and Hill drag correlation and another form published in the literature.

Introduction

Due to the recent advances in computational resources and software development, it has
become possible to perform detailed calculations of heavily loaded, gas-particle flows
based on two-fluids or DEM-fluid methods [1, 2]. Both of these approaches are based on
fundamental physical laws, which imply that they can be used as predictive methods.
However, they require the knowledge of several constitutive closure laws the most
important of which describes the momentum exchange between the fluid and the
particles. Such a correlation is dependent on many parameters of the system, the
foremost of which are the Reynolds number of the flow, the fluid/particle density ratio,
and the solids loading. Other features, such as particle shape, roughness, and the packing
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“fabric” may also be important but are seldom considered. Until recently, this closure
law could only be determined by the analysis of experimental data, which leads to
empirical correlations with limited theoretical underpinnings [3 and references therein].
Because of the empirical nature of this principal closure law, the two-fluids or DEM-fluid
methods can not truly be called ab initio methods. Ironically, closure formulations for
secondary constitutive law, the granular stress, are much more firmly based in theory,
thanks to the kinetic theory of granular materials [4 and references therein].

However, recent articles [5-9] have used the lattice-Boltzmann method (LBM) to
calculate the drag exerted by a fluid flow on a collection of randomly dispersed, fixed
particles. Such calculations, repeated for different values of the Reynolds number and
the volume fraction of the particles, can be used to derive a drag law. Thus, this essential
constitutive law of two-fluids and discrete element models of multiphase flow can now
be determined from first principles. The most extensive numerical-experimental (a
terminology justified by the fact that LBM uses first principles calculations) data reported
to date are those of Koch and Hill [5, 6]. They performed calculations over a range of
Reynolds numbers and solids volume fraction, ¢, and reported a functional representation
which was precisely fit to this data. By doing so Koch and Hill gives different formulas
applicable to different ranges of Re numbers and solids volume fractions; it was not their
objective to develop a composite formula applicable to the entire range of Re and ¢ or
one which goes to known limiting forms of drag that lay outside the range of conditions
used in their study . In contrast, this study offers a drag law that spans a full range of the
(Re, ¢)-space. It is constructed from Koch and Hill formulas, with reasonable
continuations in regions of (Re, ¢)-space for which data are not available. Also care is
taken to make formula go to known limiting value of single sphere drag.

The Koch and Hill formulas were used as constitutive relations for gas-solids drag in
detailed multiphase flow models of fluidization [10, 11]. Since multiphase flow models
need constitutive relations that smoothly, and without gaps, cover a wide range of Re and
phi the formulas were blended. While blending two Koch and Hill formulas, problems
were noticed in the functional behavior of the drag outside the range of its applicability
[10]. There are other issues as well, which will be discussed later in this paper. The
purpose of this study is to analyze the results reported by Koch and Hill [5, 6] and extend
them to the full range of Reynolds numbers and solids volume fraction.

Drag Coefficient

The friction coefficient, S, is defined [7, eq. 7+1] as:

=18, (1_¢)2¢d12 (1)

Here 4, is the gas viscosity, ¢ is the solids volume fraction, d is the particle diameter

and F is the dimensionless drag force. This equation contains an explicit factor
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of (1 - ¢)2 , consistent with Koch and Hill [5, 6], instead of the factor (1—¢) adopted by
van der Hoef, Beestra, and Kuipers [7]. Another way of expressing the friction coefficient

3 CD(1_¢)pg¢‘ug —Ug

p is in terms of the drag coefficient, Cp as: f :Z p , thus Cp
can be expressed as:
(1-¢)°
Cp=12—""*F (2)
Re
pg(1_¢)‘“g —ug|d

where: Re =

5 . Note that following Koch and Hill [5, 6] Re is based
Hg

on particle radius, rather than particle diameter and, hence, the coefficient in equation (2)
is 12 rather than the typical 24.

Low Reynolds number limit

At low Re numbers, the general form for the dimensionless drag force, F', is the
following:

F =Fy+ FR? 3)

The Stokes contribution to the drag force is best fitted with the following expression:

(1w 13 $/2+(135/64)pIn(g)+17.14¢ | | = ¢ 0.01< <04
1+0.681¢ —8.4842 +8.16¢4° (1-¢)

4
10 $>0.4
(1-¢)

where: w = e(_10(0'4_¢)/¢)

(4)

This formula has been synthesized from two sources. The Koch and Hill data [5, Table 1]
are best represented by the correlation of Koch and Sangani [12, equation 26] at low
solids volume fractions, ¢, and the Carmen relation at high values of ¢. The Koch and
Sangani [12] formulation is used here because an expression proposed by Koch and Hill
[5, equation 10] does not represent their data well at intermediate volume fractions
(0.1<¢<0.4). At high solids volume fraction, in equation (4), the Carmen relation,

which is also used by Koch and Sangani [12], is used forF,. Koch and Sangani [12]

proposed to add a 0.7 to the Carmen expression to make the high and low solids volume
fraction expressions fit at ¢ = 0.4. However, we prefer to use a weighting factor w to
blend the formulas [e.g., 13, equation 12] so that the well established Carmen relation

need not be modified. Note that only minor differences occur between our approach and
that of Koch and Sangani [12].
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Stokes contribution (F_0) to the drag force at Stokes contribution (F_0) to the drag force at
low Re numbers low Re numbers
20 150
F O
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Figure 1 Stokes contribution to the drag force at low and high solids volume fractions (@ ). Note the

smooth transition at ¢ = 0.4.

Figure 1 shows that equation 4 reasonably fits the data of Koch and Hill [5, Table 1]
(shown in the figure as numerical-experiments symbols). The smooth transition at ¢ =

0.4 is barely noticeable. All the data of Koch and Hill [5] extend until a maximum solids
volume fraction ¢ = 0.641. The Carmen relation can extend beyond this packing value if

the maximum packing of some powders exceeds the value ¢ =0.641.

Surprisingly the inertial contribution to the drag coefficient has a Re” dependence, which
is justified theoretically [5, 14] for regular and random arrays of particles. However, as
Koch and Hill [5] noticed, an experimental validation of expression (3) has not been
observed mainly due to the small contribution of the inertial term at low Re numbers.

The low Re number inertial coefficient in the drag formula can be expressed as:

\/2/40 0.01<¢<0.1
F=1\¢ ©)
0.11+0.00051exp(11.6¢) ¢>0.1

For low solids volume fraction, the inertial contribution to the drag is represented by
Kaneda’s theory [5, Figure 14]. Although Koch and Hill [5, equation 47] suggested a
better fit to their computation data, we found that it is better to use Kaneda’s theory
because it intersects naturally with the curve at higher solids volume fraction (second part
of equation 5) and fits Koch and Hill data quite well.

At very low solids volume fraction, equation (3) cannot be used to represent drag because
it does not reduce to the single-particle drag law as ¢ tends to zero. Therefore, at very

low solids volume fraction we propose another form of Kaneda’s theory, which has the
desired single particle Stokes drag law limit:
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F=1+3/8Re ¢ <0.01 (6)

Note that this formula contains only the first two terms in the Kaneda’s expression [14,
equation 4.2]. The last term in Kaneda’s theory was removed because it has a strong
hyperbolic dependence on the Re number, and also it didn’t fit the drag coefficient at
high Re numbers as we will discuss in the following sections. This expression was cited
by Koch and Hill [5, equation 2] but was not used by the authors.

Inertial contributions to the drag force at low Re
number

l I
0.8 S /
o comp-exp /
0.6
—
|.|_I / |
0.4 =
[m]
l\ /D
0.2

Figure 2 Inertial contribution to the drag force at low Re number as represented by eq. 4.

Figure 2 shows the inertial contribution to the dimensionless drag coefficient as function
of the solids volume fraction. The comparison with Koch and Hill [5] data shows a very
good agreement at low ¢. At high solids volume fraction, the data of Koch and Hill are

more scattered and F fits these data only approximately. However, the accuracy of the
dimensional drag force in equation (3) is very good because the inertial contributions

(F Re? ) to F are not significant. Note that equation (6) was not represented in Figure 2

because it falls at very low solids volume fraction were no computational data are
available. It will, however, be discussed in the next sections.

High Reynolds number limit

At relatively high Re number, a linear variation of the dimensionless drag force with the
Re number is used:

F:FZ +F3Re (7)

This form is familiar to chemical engineers because it resembles the Ergun drag law. In
fact, the Ergun equation can be expressed in the form of equation (7) by using the
following formula derived by van Der Hoef et al. [7, equation 15]:
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150 ¢ 1.75 Re
= v 18 a0
(1-9) (1-¢)

The function F, in equation (7) was fitted to computational data obtained by Koch and
Hill [6] and is expressed as:

(8)

(l_w){1+3 ¢/2+(135/64)¢21n(¢)+17.389¢}H{IO p 3 ] 504
Fy = 1+0.681¢—11.039> +15.41¢ (1-¢) o

This equation is similar to equation (4) and most authors [10, 11 and 15] that represented
Koch and Hill [5, 6] correlations assumed F{, and F, to be equal. However, Reghan Hill

[private communications, 2004] has mentioned that a better fit for /> may be necessary
since at low solids volume fraction, their data [6] shows some differences between £,

and F,. Thus, we have optimized some coefficients in the function F/, to better represent
Koch and Hill [6] data.

Zero Re contribution to the drag force at high Re
number
150
100 —F2 //
NI O num-exp
L
50
0 T T T
0 0.2 phi 0.4 0.6

Figure 3 Zero Re contribution to the drag force at high Re number as represented by eq. 8.

Figure 3 shows that the numerical-experimental data of Koch and Hill [6, table 1] are
well represented by the formula (9). Note the lack of computational data below a solids
volume fraction of about 10% (9.53% to be precise), due to the high computational time
required by the LBM simulations at low concentration and high Re number.

The function F3 was fitted to the computational data of Koch and Hill [6, equation 7] for
solids volume fraction higher than 0.0953 and was extended to yield the right single

172



particle drag (Newton’s regime) at low ¢. The value of ¢ = 0.0953 was chosen because

LBM data from Koch and Hill [6] were not available below this value. The following
expression was obtained:

0.9351¢ + 0.03667 $ < 0.0953 (10)
P 10.0673+0.2129+0.0232/(1-¢) ¢ >0.0953
Inertial contribution to the drag force at high Re
number
4
8 —F3

O num-exp

T T T
0 0.2 ) 04 0.6
phi

Figure 4 Inertial contribution to the drag force at high Re number as represented by eq. 9.

Figure 4 shows that at high solids volume fraction, the data are well represented by
equation (10). At ¢ < 0.0953, there is a noticeable decrease in the function F3 to fit the

standard drag coefficient for a single particle (Newton’s regime). In fact, when ¢ — 0,
F, =1 and F3 — 0.03667, thus F — 1+0.03667 Re. In this case, the single particle

drag coefficient (see equation 2) Cp —>11{—2(1+0.03667 Re), and when Re — oo,
e

Cp —0.44.

It is very important to note that although the region of the linear fit appears to be small in
Figure 4, the range of solids volume fraction covered by that formula is of much practical
importance in many chemical engineering applications (gas/solids flow in riser section of
a CFB). A smooth transition from the formula validated by Koch and Hill [5, 6] data and
the ability to satisfy the limiting value of Cp makes the linear fit a good first
approximation. One way to check this linear fit assumption is to compare it with
available experimental drag laws, such as the Gibilaro correlation [16, Equation 5]:

(1153 s (=), Blu, —u,
B = (R—e+0.366)(1—¢) y

that Gibilaro expression of the dimensionless drag force (F) is:

. Following equation (1), we can deduce
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Re(11.53 5.8
F=— +0.366 |(1— 11
12( - j( 9) (11)

It is clear from Figure 5 that significant differences can occur between our linear fit
approximation and the Gibilaro drag law even if both expressions agree at very dilute
conditions. Furthermore, Gibilaro correlation predictions are far from the computational
results of Koch and Hill at ¢ = 0.0953, which makes connecting this correlation to the
available data of Koch and Hill uneasy. Furthermore, Kandhai et al. [9] have tried to
match their LBM data with Wen and Yu correlation [9, equation 3], but their data did not
extend below ¢ = 0.1. Therefore, we suggest using our linear fit and recommend that
more computational data using LBM are necessary for validating this approach.

Behavior of F at constant Re = 200 and phi < 0.1

40

Koch and Hill
30 Gibilaro

— — Wen-Yu /
w 20
. 7/ =

0 T T T T

0 0.02 0.04 ~0.06 0.08 0.1
phi

Figure 5 Comparison of our expression of F and that of Gibilaro and Wen and Yu at low phi and high Re

Connecting bits and pieces

Now that we laid out the Koch and Hill drag model, we need to make decisions on how
to switch between these different equations. More specifically, at what Re number should
we switch between the low and high Re number limits? Koch and Hill [15] did not
mention a specific Re number where the transition should take place, but rather a range of
Re. Previous representation of Koch and Hill drag law have mistakenly assumed an
abrupt transition at Re = 20 [10, 11]. The simplest way to answer this question is to find
the point where these equations 3 and 7 intersect. To do this, equate equations 3 and 7:

F=Fy+F Re’ = F, + F3 Re;; this is a quadratic equation with a positive root:

2
Fry +4+lFy —4F\Fy — F
Retrans: 3 \/ 3 1( 0 2) (12)
2Fl
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At the special case of low Re number and low solids volume fraction where equation (6)
applies, there is still a need to connect the low and high Re number regimes. In that case,
the transitional Re can be found in a similar way and is expressed as:

Re trans

(13)

Again here we need to show a smooth transition over all Re numbers as demonstrated in
the following figures.

Behavior of Fat phi =0.01 (low range of Re)
2 vy a
1.6
1.2
w FO+F1 Re”2
0.8 F2+F3 Re
1+3/8 Re
0.4 J——
0 : : :
0 1 2 Re 3 4

Behavior of Fat phi =0.01 (large range of Re)

60

50 FO+F1 Re"2
F2+F3 Re

40
1+3/8 Re

w30 —F
10 |
0 : : : :
0 100 200 Re 300 400 500

Figure 5 Behavior of dimensionless drag coefficient at phi = 0.01

Behavior of Fat phi =0.1 (low range of Re)
5 w3
4
3
w
2 =] FO+F1 Re"2
F2+F3 Re
1 1+3/8 Re
—F
0 T T T T
0 1 2 Re 3 4

Behavior of Fat phi =0.1 (large range of Re)

80
.
) //
w 40 FO+F1 Re™2
F2+F3 Re
1+3/8 Re
20 +
—_—F
0 -+ : : : :
0 100 200 Re 300 400 500

Figure 6 Behavior of dimensionless drag coefficient at phi = 0.1
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Behavior of Fat phi =0.4 (low range of Re) Behavior of Fat phi =0.4 (large range of Re)

22 3 250 —+ ,
FO+F1 Re2 I FO+F1 Re"2 /
n F2+F3 Re 200 F2+F3 Re
1+3/8 Re ” l 1+3/8 Re /
—_—F 150 —_—F e
w 20 TR
100 A
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é/ 50 1
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0 1 2 Re 3 4 5 0 100 200 Re 300 400 500

Figure 8 Global behavior of F at low and overall Reynolds number

At low Re number, the drag force F follows the curvel+3/8 Re at low solids volume
fraction and the FO+F1 Re” at high values of ¢. The transitional Re number depends on

the solids concentration and is not set a priori. At high Re number, the dimensionless
drag coefficient follows a linear dependence on Re number: F,+F; Re. It is clear from
these figures that the linear dependence on Re number is dominant for most ranges of
Reynolds number.

In a recent publication, Koch and Hill [15] summarized their drag correlation obtained
from LBM simulations. All publications that we found in the literature that use this drag
law referred to that summary [15]. In fact, Kuipers group [10] made the assumption that a
switch exists in the drag law formulation of Koch and Hill [15] at a Re = 20, and they
showed [10, Figure 7] a discontinuity in the drag coefficient (Cp) at that Reynolds
number. Figure 9 shows a comparison between the Koch and Hill drag law as expressed
by Bokkers et al [10] (mentioned as Kuipers in the graph) and the drag law proposed
here. Figure 9 clearly shows that discontinuities at Re = 20 are avoided when using our
modified drag coefficient. Also the correct limits of a single sphere drag are predicted for
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very dilute flows at both limits of high Re number (Cp = 0.44, Newton’s regime) and
for low Re number (Cp =12/Re, Stokes regime).

10000 :
e
\\\\; ——Cd 0.1% solids
——Cd 202%3 solids
1000 g TcKjﬂiggr? g.cill%ssolids
= Kuipers 20% solids
Kuipers 40% solids
100 -
o
®)
10
1 S e——
0.1 T T T T
0.01 0.1 1 Re 10 100 1000

Figure 9 Drag coefficient variations with Re number

Summary of our modifications to Koch and Hill drag correlation

Let’s summarize all the correlations used in this study in a form that can readily be
introduced in a computational fluid dynamic (CFD) code:

F=1+3/8Re 4<001and Re< 271

(3/8-F3)

Fy +\F{ —4F(Fy—F
F = Fy + F{R? ¢ >0.01 and Re < s+ FF - 4R(F - )

2F,

¢ <0.01 and Re >(F—_1)

(3/8-F3)
F:F2 +F3 Re

2
Fr ++|F2 —4F (Fy - F
$>0.01 and Re > > ‘/3 1(Fo - F2)
2F

And the coefficients are defined as follows:
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(l_w){us 812 +(135/64)¢21n(¢)+lz.14¢}+W{IO p : ] 001 <4 <04
Fy = 1+0.681¢ —8.484~ +8.16¢ (1-9)
¢
10 ¢>0.4
(1-¢)
\F
Z /40 0.01<¢<0.1
Fi=.\¢
0.1140.00051exp(11.6¢) ¢>0.1
(l_w){1+3 ¢/2+(135/64)¢21n(¢)+17.389¢}H{lo p : ] be04
Fy = 1+0.681¢—11.03¢p~ +15.41¢ (1-9)
¢
10 ¢>0.4
(1-¢)
. 0.9351¢ +0.03667 ¢ < 0.0953
P 0.0673+0.2120+0.0232/(1-¢) ¢ >0.0953
Re:pg(l_¢)‘”g_”s‘d

2ug
w = o(710(0:4-9)/¢)

Figure 10 gives an idea of the range of validity of the different functions that constitute
our modified version of the Koch and Hill drag correlation. The major subdivision in this

F3 +\/F32 —4F1(F0 —Fz)
2F

shown in blue line. The red line

(7 1)
(3/8-F)
The vertical black lines are for constant solids volume fractions of (from left to right in
the graph): ¢ = 0.01, 0.953, 0.1 and 0.4, which indicate transitions in the functions

defining the drag correlation. The only small discontinuities that occur in the global drag
correlation F are located at about Re < 0.9 and ¢ <0.01. In this range a variation of F

with respect to ¢ may lead to small discontinuities as shown in Figure 11. Note that one
has to vary ¢ and keep Re constant in order to notice this discontinuity. Changing Re and
keeping ¢ constant doesn’t show any discontinuity in F even at small values of ¢ (see

graph is due to the function

occurring at low Re number and low solids volume fraction is the function:
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Figure 5 for an example). The reason being that the different pieces of F were fitted at
intersection points with respect to Re number and not in terms of solids volume fractions.

4.5
4 F=%4#Re
3.5
3
B+{H 45 (% -7)
029 2R
x|
F=Fy+FRR:
o LF=t+3izRe | | | |
0 0.1 0.2 0.3 phi 0.4 0.5 0.6

Figure 10 Range of validity of the different functions used in this drag model
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Figure 11 Small discontinuities in F occurring at low Re number and solids volume fraction

Application of the modified drag law to gas/solids flows

Two examples were chosen to show major differences in numerical predictions due to
different views of the formulation of Koch and Hill drag correlation. We present an
example of bubbling fluidized bed and a fully-developed (using periodic boundaries)
gas/solids flow in a channel, which cover a wide range of gas/solids flow applications in
the chemical industry.

The first example considers a bubbling fluidized bed with a central jet simulated by
Gidaspow [4, Figure 7.11] using sand particles of 500 microns and was reproduced using
our modified Koch and Hill drag correlation as well as Bokkers et al. [10] representation
of this drag law. Detail physical and numerical parameters used in this study can be found
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in Guenther and Syamlal [17, section 4.1]. Figure 12 shows contours of gas volume
fraction distribution in the fluidized bed after 0.44 sec of fluidization. The computed
values of Reynolds number were usually below 40 with high values inside the bubble and
low values in the emulsion phase. Since the transitional value of Re = 20 chosen by
Bokkers et al. [10] occurred in this simulation, differences in the observed bubble shape
seen in Figure 12 can, therefore, be explained by differences in the drag law used in both
simulations. We should mention that simulations conducted by Bokkers et al. [10] used
large particle diameter values of 2.5 mm along with high gas inlet velocities, and may
have only used the high Re branch in the drag law avoiding the observed discontinuity
(see Figure 9). However, as demonstrated in this bubbling bed example, Re number of 20
is not uncommon in fluidization, and therefore continuous drag laws, as expressed in this
study, are necessary in practical engineering processes.

E F'_C_] EF"_g
0O.a00 e 0.400 1.00

Koch and Hill drag law from Bokkers et al. [10] Our modified Koch and Hill drag law

Figure 12 Void fraction distribution in a fluidized bed with a central jet after 0.44 sec

A second example considers a one-dimensional (1-D) gas/solids upward flow in a
channel. Glass beads of 120 microns in diameter and an upward mean gas velocity of 5
m/s was considered. Detailed physical and numerical parameters were described
elsewhere [18].
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b- Axial slip velocity profile

a- Solids volume fraction profiles
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Figure 13 Time-averaged flow variable profiles across the width of the 1-D channel

Figure 13 shows quantitative differences of flow variables between our modified Koch
and Hill drag correlation and that presented in the literature [10, 11] (noted at Kuipers
drag in the graphs). Since the Reynolds number in this case was mostly below 20, large
differences were computed for the slip velocity. Our current modified drag law predicted
higher slip velocity because the computed drag force was lower. In this flow regime, our
modified drag law uses mainly the linear form of the drag force (equation 7), which
predicts a lower drag force than the Re” formulation (equation 3) used by Kuipers drag
(see Figures 5 and 6). The core-annular behavior with high solids concentration near the
walls of the channel and more dilute flow in the center was also affected by the drag law
due to differences in the computed granular temperature profiles.

Some simplifications to our modified Koch and Hill drag law

Some simplifications to our modified Koch and Hill drag law might be possible because,
as Figure 10 suggests, the linear form of this drag law ( F, + F; Re) 1s valid over a large

domain of the Re-¢ plane. Following suggestions from Reghan Hill [private

communications, 2005], we have tested the two examples shown in the previous section
(see Figure 12 and 13) by only using the linear form of this current drag law. The results
using the linear form of this drag law showed identical results with those shown in Figure
12 and 13. Therefore, the linear drag formula may be used as a good approximation for
many gas/solids flow application.

Another simplification to our drag model can be added by considering F, = F|), so that

equation (4) is used instead of equation (9). Clay Sutton [private communications, 2005]
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indicated that the transitional region in Figure 10 (shown in blue line) is expected to
increase with increasing solids volume fraction due to wake interaction with downstream
particles. Naturally, this was due to the non-linearity of equation (12), and by assuming

trans

F. .
:F3. Figure 14 shows that
1

that F, = [, the transitional Re number reduces to Re

the assumption of F, = F| results in a monotonic increase of the transition region.
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Figure 14 Re-phi domain showing the monotonic increase in transitional Re by assuming F>=F,

Conclusions

A drag law based on the work of Koch and Hill [5, 6] was extended over the full range of
Reynolds number and solids volume fractions. Unlike previous publications [10, 11] that
considered an abrupt transition of this drag law at Re = 20, our modified drag law used
natural connectivity between the different functions at intersection points, and when the
functions didn’t intersect, we used a weighting factor to obtain a smooth transition. The
previously published discontinuity in the drag coefficient [10] was avoided as presented
in this study.

Gas/solids flows in a bubbling bed and in a 1-D channel were used to demonstrate that
significant differences in the computed results can occur between our modified Koch and
Hill drag law and that previously published in the literature [10, 11].

Nomenclature
d particle diameter
F dimensionless drag force
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F, coefficient in Re expansion of the dimensionless drag force at low Re

K coefficient in Re expansion of the dimensionless drag force at low Re

) coefficient in Re expansion of the dimensionless drag force at high Re

F coefficient in Re expansion of the dimensionless drag force at high Re

Re Reynolds numbers (Note that Re is based on particle radius rather than
diameter)

Ug interstitial gas velocity

Ug interstitial solids velocity

y/j friction coefficient

Cp drag coefficient

@ solids volume fraction

Hg gas viscosity

Pg gas density
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Appendix K

Comparison of Experimental and CFD Values for
Granular Temperature, Turbulent Kinetic Energy and
Solids Fraction of Core Particles at the Wall in the
Riser of a CFB
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Abstract

The development of granular theory and the Eulerian- Eulerian representation of flowing
two-phase reactive systems provides the methodology to better simulate and design these
complex systems. Granular theory is the analogous theory for discrete particles as the
kinetic theory of gases is for gas molecules. As each of the thermodynamic and transport
properties (pressure, temperature, viscosity, etc.) is defined in the kinetic theory of gases,
they are also defined in granular theory. One can also speculate that the transport
properties associated with mass transfer in these two-phase systems and the distribution
of different solids phases would also be dependent on the granular temperature. In gases
the differences in time scales between molecular collisions in which fluctuations in
molecular velocities represent temperature and those that represent turbulence spans 5 to
10 orders of magnitude. However, in the granular analogy, the time scales for particle
collisions is only 1 or two orders of magnitude smaller than that of turbulent velocity
fluctuations. Sometimes, because of the differences in voidage, distributions of velocities
and particle sizes, the time scale for velocity fluctuations between collisions is on the
same order of magnitude as that of the turbulent fluctuations. In this paper a method is
presented to distinguish between particles velocity fluctuations contributing to granular
temperature and those contributing to turbulent kinetic energy. Criteria are established to
insure adequate resolution necessary to measure granular temperature. Comparisons are
made for both granular temperature and turbulent kinetic energy between computational
fluid dynamic simulations using NETL’s MFIX and experiments using 812 um cork
particles measured near the wall in the core annular flow regime of a circulating fluidized
bed riser. These results are discussed with respect to granular temperature measurements
and theory in the literature.

In this regard, tests were conducted in a cold flow model of a circulating fluidized bed
gasifier to gather model verification data. Similitude analysis was applied to obtain a
system operating with air nominally at atmospheric pressure with cork particles
approximately Imm. Particle velocity measurements were obtained with an LDV system
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under various operating conditions and at locations near the wall and at penetrations up to
13mm depending on the optical visibility. The overall granular temperatures were found
to be 2 to 5 times smaller than the turbulent kinetic energy. Average values for the
overall mixture granular temperature in this cork system ranged between 0.02 to 0.1
m?/s?, while the Turbulent Kinetic Energy ranged from 0.6 to 0.9 m%/s”>. Both were
dependent upon solids void fractions: decreasing with increasing solids fraction. At the
wall, the good visibility led to data with enough character to define clusters and the
associated granular temperature and local volumetric solids void fractions within the
clusters. The intracluster granular temperature was found to be significantly smaller than
that for the overall mixture. The solids fraction within each cluster approached that
observed in minimally fluidized bed. The paper also presents the overall granular
temperature near the wall as a function of the CFB operating conditions, namely the load
ratio.

Introduction

Necessity has once again forged the way for the advancement of scientific theory in the
area of developing better predictive and design tools for multiphase chemically reacting
systems. The development of granular theory and the Eulerian- Eulerian representation of
flowing two-phase reactive systems provides the methodology to better simulate and
design these complex systems. Granular theory is the analogous theory for discrete
particles as the kinetic theory of gases is for gas molecules. As each of the
thermodynamic and transport properties (pressure, temperature, viscosity, etc.) is defined
in the kinetic theory of gases, they are also defined in granular theory. One can also
speculate that the transport properties associated with mass transfer in these two-phase
systems and the distribution of different solids phases would also be dependant on the
granular temperature.

Granular Temperature is the analogy property to temperature for the solids in a two phase
flowing system. As the thermodynamic temperature is a measure of and proportional to
the variance of the molecular velocity distribution, Granular temperature is proportional
to the variance of the particles velocity distribution. The similarity is seen in the
following two equations:

2

T= m<c > Equation 1
3k

0= @ Equation 2

In the first equation, the thermodynamic temperature is shown to be proportional to the
variance of the molecular velocity with the proportionality represented by the ratio of the
molecular mass (m) to 3 times the Boltzmann constant (k). The ratio m/k converts the
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units from velocity squared to absolute degrees. The factor of 3 is a consequence the gas
molecule moving randomly in the three dimensional space. In the second equation, this
same factor of three appears for the same reason. The units for granular temperature are
velocity squared such that m and &k do not appear.

Consideration needs to be given to evaluate and contrast the concepts of temperature and
granular temperature to determine the limitation of the analogy. Examining the concept
of temperature first, kinetic theory describes a system of individual molecules moving
about in a confined space. At ambient conditions, the velocity of the molecules is quite
large. Now, looking at the particulate system it is seen that the particles are extremely
large when compared to the gas molecule and that the velocity of the particles is
relatively small. The questions are, do small particles at high velocity and big particles at
low velocity behave in a similar manner and if so under what conditions?

Similar questions need to be asked regarding flowing systems. In a flowing gas system
there are several molecular translational displacements that occur. Gas molecules move
randomly about at high velocities in all three dimensions similar to the non-flowing
system discussed above. Another mode of transport is that for the bulk flow, where the
gas moves from one location to another. A third mode of transport is that of turbulent
eddies where portions of the gas (eddies) move about similar to the way in which the
molecules move, but at lower velocities. These same types of movement occur for the
solids. However, there is one issue that needs to be addressed to continue the analogy. In
the gas system, the velocity of the molecules and the velocity of the turbulent portions are
considerably different. In the solids system, the velocities are not so different, therefore,
it is important to be able to separate the two types of motion and develop criteria for this
separation.

In the kinetic theory of gases, the time scale for temperature is on the same order as the
time scale for molecular collisions. In the analogous granular temperature, the time scale
is on the same scale as the particle collision times. This time can be approximated based
upon the volume swept out by the particles per unit time. Assuming that all particles are
spherical with diameter d,, if the center of one particle gets within a distance of d,, of the
center of another particle, a collision occurs. A particle traveling at velocity v sweeps out
a volume equal to ndpzv-dt over a time interval, dt. If, another particle center falls within
this volume a collision will occur. N particles will sweep out N times this volume. For a
given particle center, the probability that it falls within the total volume swept out by the
other particles is approximately:

Nrd ivdt
P =— Equation 3
V

where V' is the total volume, N >> 1 and v is the average particle speed. The probability of
no collisions in time interval, dt, is given by

Nd ;vdt

F,= ) Equation 4

The probability of no collisions after m time intervals is
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N *vdt N vt
——L )" =exp(- P
|4 vV

where t=mdt. The probability of a collision is 1.0 minus the probability of no collision
and the expected value for the collision time is

4
Nﬁdiv

P .= ) Equation 5

. =E(1)

c

Equation 6

Multiplying through by 6dp/6dp and recognizing that N times the volume of a particle is
the volume of all particles in the total volume, V, the following equation can be obtained.

— V — dp
Nﬂdiv 6(1-¢)v

. =E(@)

c

Equation 7

Granular temperature will be determined for adjacent particles with time interval being
less than t.. Particles with time interval between adjacent particles, greater than T,
contribute to the turbulent or the bulk translational kinetic energy.

The time scale for the transition between bulk transport and turbulent kinetic energy can
be obtained from an analysis to determine the time constant for particle transport. A time
interval between adjacent particle greater than this time constant are bulk transported
particles and time interval less than this value but greater than 1. are undergoing turbulent
transport. Assuming no particle collision in the bulk transport and that the particles do not
modify the surrounding turbulence the time constant for particle transport, t,, can be
expressed as:

4

T =2 Equation 8

’ av,
dt

based upon the work of Ainley and neglecting the effect of gravity (Ainley).

Summarizing, granular temperature applies for particles with time interval, dt, less than t.
and turbulent kinetic energy applies for time 1. < dt <1,

Experimental Methods

The test unit configuration is shown in Figure 1 and described by Shadle et al (2002). The
solids enter the riser from a side port 0.23-m in diameter and 0.27-m above the gas
distributor. Solids exit the riser through a 0.20-m port at 90°about 1.2-m below the top of
the riser at a point 15.45-m above the solids entry location (centerline to centerline). Riser
velocities were corrected for temperature and pressure as measured at the base of the
riser. The air’s relative humidity was maintained at 20% to minimize effects of static
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charge building up on the solids. The riser pressure drop resulting solely from gas flow
was found to be negligible over those flow rates studied.

Twenty incremental differential pressures were measured across the length of the riser
using transmitters calibrated within 0.1 % of full-scale or about 2 Pa/m. The primary
response measurement was the overall riser pressure differential and it was calibrated
within 0.45 Pa/m. Mass circulation rate was continuously recorded by measuring the
rotational speed of a twisted spiral vane located in the packed region of the standpipe bed
(Ludlow et al., 2002). This volumetric flow measurement was converted to a mass flux
using the measured packed bed density presented in Table 1. The packed bed void
fraction at the point of measurement was found to be essentially constant.

The operator varied operating conditions by adjusting the riser flow or solids circulating
rate while maintaining constant system pressure at the base of the riser using feedback
control of the back pressure control valve at the exit of the second cyclone. The solids
circulation was varied by controlling the aeration at the base of the standpipe and when
necessary by adjusting the total system inventory to increase the standpipe bed height.
Steady state conditions were defined as holding a constant set of flow conditions and
maintaining a constant time averaged response in the pressure differentials and solids
circulation rate over a five-minute period.

15.3 nr=—

H:
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Figure 1. Schematic of CFB cold flow unit indicating gas-solids separation and aeration
location

Fluidization bed material properties are presented in Table 1. A relatively light bed
material was selected to generate data relevant for advanced high-pressure coal
conversion processes. According to a Buckingham-Pi analysis of the riser in a CFB the
ratio of gas: solids density is critical factor important in scaling from a model, such as
these cold flow tests, to a prototype application, such as a high pressure and high
temperature transport reactor (Ghordzoe et al., 2001). Cork offers an excellent bed
material which when tested at ambient conditions in air yields a similar density ratio to
that of coal processed at 10-20 atmospheres and 1000 C.

ps  kgm’ 189
Pb kg/m’ 95
dgy pm 812
U m/s 0.86
Unmns m/s 0.07

3 0.49

¢ 0.84

Table 1 Cork Properties.
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Figure 2 Cork size distribution as measured by sieve analysis.

The particle density was measured using water displacement taking care to wet the
surface completely. The cork surface is sufficiently hydrophobic to avoid filling any
porosity with water. The particle size was measured using standard sieve analysis. The
size distribution is displayed in Figure 2. The minimum fluidization velocity was
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measured in the loopseal by closing the slide gate valve in the standpipe and increasing
the gas velocity while measuring an incremental pressure drop across the loopseal. In
addition, the shape factor for this natural wood material is expected to be comparable to
that of coal that was derived from woody tissues and retains much of its morphology. The
sphericity was estimated fitting the Ergun equation to the pressure drop - velocity profile
taken prior to fluidization. The terminal velocity was calculated from drag laws using the
measured solids density and particle size, and sphericity.
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Figure 3 LDV measurement location and relative size
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Figure 4 LDV system set-up
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Figure S LDV system data for typical run, RP68.

The LDV system used to gather the velocity data is shown in Figure 3. During the tests
discussed, it was placed at the 8.5 meter height level of the riser. This instrument is a TSI
prototype which incorporates a particle imaging system and a backscatter laser Doppler
velocimeter (LDV). The operating principle of the LDV component is well known. A
historical review of the LDV principle has been given by Stevenson (1979) and
application of various techniques to measure particle velocity in the CFB was reviewed
by Pandey et al. (2004). In this TSI unit, a class IV air cooled Argon Ion laser is used for
illumination. In the current configuration, it can only measure the two velocity
components in the plane normal to the laser beam, i.e. the vertical (z-direction) and
horizontal (x-direction) velocity components

The unit was set up as shown in Figure 4 to look at particle velocities at the wall (1mm).
Critical to the analysis two instrumental requirements are necessary. Solids fraction or
voidage must be measured. To make this measurement with a single instrument, so that
the local voidage can be assigned to a given particle, the sample volume must be similar
to the particle size and the data collection system fast enough to count every particle
passing through it. In other words, the values of voidage necessary to calculate the
collision time must not be biased by coincident particles being measured. In addition, the
obscuration of particles must be avoided. Thus sample volume must generally be near
(within 1 or 2 particle diameters) of the wall especially for dense flowing conditions.

The output from the LDV system can be presented graphically as is done in Figure 5. In
this figure, positive velocities are downward and negative velocities are upward. The
flow is predominately downward at the wall for these conditions. The close proximity of
the data points is suggestive of clustering with the generation of the output signal at that
time (e.g. the velocity data between 5 and 6 seconds). Cluster were defined by Pandey et
al. (2004) and extended by Breault et al. (2005). According to Breault (2005), the
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particles were defined to be in a cluster if the solids in the region of study were adjacent
to each other and had similar granular temperatures.

Results and Discussion

Operating conditions were varied by adjusting the riser flow or solids circulating rate
Test data in blue: bubble size set equal to solids holdup or APyis; while maintaining
constant system pressure at the base of the riser. A set of 9 conditions, gas flow rate and
solids flow rate pairs, define the conditions that were tested extensively. This represents a
two level composite statistical design with duplicated center point (RP59 & RP70; Table
2). These conditions spanned a range of operating conditions from very dilute upflow,
core annular flow, and approaching dense upflow. The global response of the riser is
represented by the apparent solids holdup or pressure drop in the riser, considering that
the gas friction was insignificant and that the solids shear is negligible in the riser, Tables
1 and 3. The riser pressure drop is superimposed on a map of the operating regime in
Figure 6. This apparent solids fraction, (1-¢), can be calculated using equation 9:

30
Fast Core

75 | Fluid Annular

Dense Upflow

range
range

10 -
5 095 10
Dilute Upflow
0 T
0 2 4 6 8

Uy (m/s)

Figure 6. Test matrix with Cork in the CFB flow regimes.
(1-&)=AP/(p,gH) Equation 9

The data contained in this paper are from the tests numbers reported in Table 2. Table 2
identifies the flow rates for each test condition and whether or not clusters were observed
from the analysis. The axial distribution of the solids for all conditions was essentially
uniform except relatively short (2-3 m) entrance and exit effects. In other words, the
apparent solids fraction was not a function of height for each test and ranged between
0.016 and 0.113 for the test matrix.
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Table 2 Test Matrix

Test#  Gas Velocity  Solids flow Loading (1-g)
(m/s) rate (kg/hr) ratio (GJ/Gy)
RP59 4.65 2722 1.56 0.051
RP64 4.65 4536 2.60 0.090
RP65 5.49 2722 1.32 0.037
RP66 5.24 4004 2.04 0.062
RP67 4.65 907 0.52 0.010
RP68 4.06 4004 2.63 0.113
RP69 5.24 1439 0.73 0.016
RP70 4.65 2722 1.56 0.049
RP71 4.06 1439 0.95 0.030
RP72 3.81 2722 1.90 0.095

Instantaneous void fractions in the LDV sample volume can be calculated for each
adjacent pair of particles by meeting the following criteria: sufficiently fast data
acquisition rate, small sample volume relative to the particle size, and avoiding
obscuration of the sample volume by interfering particles (Breault et al. 2004b). The
LDV system is set up to take data upon being triggered by an acceptable signal. The
fastest data rate recorded between adjacent particles was 100kHz. The sample volume
was taken assuming only 10% of the particle (effective diameter) needs to be within the
Doppler interference pattern to trigger a signal. The width of the volume was taken as
twice the effective particle diameter; the height was distance traversed by the particle
moving at the measured velocity, v,; and the depth of the sample volume was the length
of the Doppler pattern plus twice the effective particle diameter. Samples taken
immediately at the wall avoid obscuration by interfering particles. The instantaneous
voidage is portrayed over the sampling time for the relatively dense case (RP68) in
Figure 7. The average voidage near the wall for this case is 0.739 which was somewhat
lower than the average as presented in Table 2 as expected.
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Figure 7 Collision time for adjacent 800 um particles near the wall for RP68.

The distribution of voidages for this run is presented in Figure 8. In this case almost 25%
of the solids have a void fraction similar to a minimally fluidized bed. Nearly 25% of the
solids were in very dilute condition with a void fraction greater than 0.975. The voidage
distribution drops off smoothly from this value until it reaches the step 0.375. This is
indicative of the voidage in the dispersed phase has a continuous functionality where the
material in the minimally fluidized state is the cluster phase.

0.3
0.25 4
Z
=
z 0.2
£
a
>
= 0.15
=
=
S
e 0.1+
~
0.05 +
0 -
® e ® e © & W . W ¢ © ¢ ©
o T X o w8 o ;K ® ® & &
e & & & & & & & & o s = o

Voidage

Figure 8 Frequency distribution for void fractions near wall for RP68.
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Once the instantaneous solids fraction was determined for each set of adjacent particles a
collision time was calculated using equation 7. The richest data set characterized was
RP68. The collision times are shown in Figure 9 over the shortest range of time intervals.
The data set continues up to time intervals of 0.035 s. In this data set 530 data points t <
t., these were then used to calculate granular temperature. Of these data points 318 points
were in clusters as defined by Breault et al. (2004a or b). The mean granular temperature
for clusters was 0.03 (m/s), much lower than the mean overall granular temperature
0.088 (m/s)”. The mean granular temperature in the dispersed phase, i.e. excluding
clusters, was even higher having a value of 0.10 (m/s)>.
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Figure 9. Voidage at the wall for RP68 as measured from LDV data over the sampling time.

In order to test the sensitivity to particle size distribution, the values for the granular
temperature were also calculated using d,=500 pm to determine the collision times. The
result was the mean value of ® for clusters was unchanged, and that for the dispersed
phase was only 0.0015 lower than ® determined using d,=800 um. This can be
considered a measure of the uncertainty due to using an average particle size to determine
the collision time.

The mean turbulent kinetic energy, the velocity fluctuations for data in which the time
interval was greater than t, (equation 9), was 0.206 (m/s)’. This was significantly higher
than the mean granular temperature for even the dispersed phase.

The dependence of both granular temperature and turbulent kinetic energy on solid
fraction is presented in Figure 10. The data points represent a running average over 50
particles having similar solids fractions for the TKE measurements where the data set
was richer and over 10 particles having similar solids fractions for granular temperature
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where the data was sparser. Both temperature and turbulent kinetic energy follow the
same trend, decreasing with increasing solids fraction. This data follows the same
general trend derived theoretically and measured experimentally by Gidaspow and Huilin
(1998) and Neri and Gidaspow (2004) for FCC in their cases with higher solids fractions.
The mean granular temperature reached a maximum of 0.5 (m/s)* near a solid fraction of
0.015, but this drops to a level of 0.01 (m/s)* for more densely loaded flows. The mean
granular temperature measured even at low solids fractions was typically at a level of
0.04 (m/s)>. The granular temperature was about an order of magnitude lower than the
turbulent kinetic energy.

MFIX simulations of the same riser, sampling location, and operating conditions (RP68)
were performed using cork particles. Granular temperature was readily calculated using
an algebraic model (Syamlal, ). Granular temperature data were taken every 0.1 seconds
during steady state. These data are also presented on Figure 10. This algebraic model
was found to be somewhat higher than the measured granular temperature, particularly
for the lower solids loadings. The algebraic model calculated an asymptotic level at
higher solids fractions approaching the granular temperature of the limit at minimum
fluidization. The algebraic model in MFIX was 5 times higher than these measurements
at solid fractions of about 5%. The two deviated further at lower solids fractions. On the
other hand these calculated values were similar to the measured turbulent kinetic energy
values.
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Figure 10 Measured granular temperature for RP68 compared to TKE , MFIX , and Fluent
simulations.

Granular temperature was also simulated using Fluent using the transport equations, for a
more dilute test case (RP69). In this case the solids fraction was very dilute; the range of
solids fractions attained near the wall was only between 0.15% and 0.5%. The value of ®
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was less than 0.2 (m/s) approaching an asymptotic level of about 0.12 (m/ s)%, and as
expected, ® was inversely related to (1-€)>. The granular data taken in RP68 appeared to
approach these simulated values although few data existed for such dilute local solids
fractions. Clearly the measured granular temperatures were of comparable magnitude to
these simulations performed with Fluent using the transport equations to determine the
granular temperature.

Theory indicates that granular temperature is inversely related to the square root of the
solids concentration (Gidaspow and Huilin, 1998). This was supported by the
measurements here. An extension of this theory in the very dilute case would have
predicted a direct dependence between @ and £*°; however, there was no evidence that
the granular temperature dropped as the solids fraction approached zero. This was not
observed in the measurements nor the Fluent simulations which approached very small

solids fractions.
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Figure 11 Mean local void fraction and granular temperature near the wall as a function of the riser
load ratio.

The overall granular temperature was measured for the data in all 10 RP test cases. The
mean granular temperature and the mean solids fraction near the wall for these cases are
presented in Figure 11 as a function of the load ratio, i.e. solids flux/gas flux. The error
bars on the granular temperature data reflects the range of data, in particular the 25 and
75 percentile readings for each. As the load ratio increased the solids fraction near the
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wall decreased reflecting the greater concentration of clusters moving down in this core
annular regime. The granular temperature remained relatively flat over this range of
conditions displaying a slight tendency to increase in the mid range data sets. The lowest
load ratio was the only case producing an average positive velocity near the wall, and the
particles were nearly all in the dispersed phase. Beyond that the number of clusters
increased with load ratio. It is hypothesized that the granular temperature increased with
solids fraction initially particularly in the region where clusters were be destroyed or torn
apart at a rate comparable to their formation. This is the range of conditions in which the
voidage changed least with load ratio. As the load ratio the void fraction changed at a
greater rate with increased load ratio. This may be caused by the cluster formation rate
overwhelming the cluster destruction rate, thus a much larger proportion of the solids
resided in clusters of significantly increasingly lower granular temperature.

Summary

In Summary, theory indicates that granular temperature is inversely related to the
square root of the solids concentration (Gidaspow and Huilin, 1998). This was supported
by the measurements here. An extension of this theory in the very dilute case would
have predicted a direct dependence between © and &*”*; however, there was no evidence
that the granular temperature dropped as the solids fraction approached zero. This was
not observed in the measurements nor the Fluent simulations which approached very

small solids fractions.
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