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Abstract

Nuclear Magnetic Resonance Studies of Quadrupolar Nuclei

and Dipolar Field Effects

by

Jeffry Todd Urban

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Alexander Pines, Chair

Experimental and theoretical research conducted in two areas in the field of nuclear
magnetic resonance (NMR) spectroscopy is presented: (1) studies of the coherent quantum-
mechanical control of the angular momentum dynamics of quadrupolar (spin I > 1/2) nuclei
and its application to the determination of molecular structure; and (2) applications of the
long-range nuclear dipolar field to novel NMR detection methodologies.

The dissertation is organized into six chapters. The first two chapters and associ-
ated appendices are intended to be pedagogical and include an introduction to the quantum
mechanical theory of pulsed NMR spectroscopy and the time dependent theory of quantum
mechanics.

The third chapter describes investigations of the solid-state multiple-quantum

magic angle spinning (MQMAS) NMR experiment applied to I = 5/2 quadrupolar nu-



clei. This work reports the use of rotary resonance-matched radiofrequency irradiation for
sensitivity enhancement of the I = 5/2 MQMAS experiment. These experiments exhibited
certain selective line narrowing effects which were investigated theoretically.

The fourth chapter extends the discussion of multiple quantum spectroscopy of
quadrupolar nuclei to a mostly theoretical study of the feasibility of enhancing the resolution
of nitrogen-14 NMR of large biomolecules in solution via double-quantum spectroscopy.

The fifth chapter continues to extend the principles of multiple quantum NMR
spectroscopy of quadrupolar nuclei to make analogies between experiments in NMR /nuclear
quadrupolar resonance (NQR) and experiments in atomic/molecular optics (AMO). These
analogies are made through the Hamiltonian and density operator formalism of angular
momentum dynamics in the presence of electric and magnetic fields.

The sixth chapter investigates the use of the macroscopic nuclear dipolar field to
encode the NMR spectrum of an analyte nucleus indirectly in the magnetization of a sensor
nucleus. This technique could potentially serve as an encoding module for the recently devel-
oped NMR remote detection experiment. The feasibility of using hyperpolarized xenon-129
gas as a sensor is discussed. This work also reports the use of an optical atomic magnetome-
ter to detect the nuclear magnetization of Xe-129 gas, which has potential applicability as

a detection module for NMR remote detection experiments.

Professor Alexander Pines
Dissertation Committee Chair
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Chapter 1

Introduction to the quantum

theory of pulsed NMR

1.1 Overview

Pulsed nuclear magnetic resonance (NMR) spectroscopy is one of the best coher-
ent quantum-mechanical control techniques in existence. NMR spectroscopists have the
ability to use radiofrequency pulses to manipulate nuclear spins into very specific quantum-
mechanical states in such a way that the measured spin dynamics return a wealth of infor-
mation about chemical structure, molecular motion, the distribution of spin density, etc.
This places NMR, spectroscopy among the foremost of techniques for chemical structure de-
termination, medical imaging, and for many other applications. This utility is not so much
wrought by the spectroscopist as it is given freely by nature itself: not only are atomic nuclei

quite literally “right in the middle of things” when it comes to probing molecular structure



1.1. OVERVIEW 2

and dynamics, but they are weakly coupled to their environment and are subject to only a
few well-understood molecular interactions. This allows much room for the spectroscopist
to choreograph the spin evolution and to be well-situated to observe what the spins have to
say about nature. The common motivation of the work presented in this dissertation was
to gain a better understanding of nuclear spin dynamics: how to control them and how to
learn from them.

In order to aid others with this understanding, I have tried to include more peda-
gogical information than is usual in a dissertation. After all, usually no one except for new
lab members ever read dissertations. The approach I have taken is from the perspective of
a theoretical, quantum-mechanical description of NMR. The Dirac notation is used exclu-
sively; the novice reader is referred to the introductory text by Chester [1] for perhaps the
best description of this formalism. For an introduction to NMR, three books will probably
be the most useful. Goldman’s little book [2] is perhaps the best introduction for the stu-
dent who wants to learn to do quantum mechanical calculations in NMR. Levitt’s book [3]
is probably the most complete introductory text, and the most physical. The book by Ca-
vanagh et al. [4] take a strong middle ground; it is not very deep, but very practical for both
experimentalists and theorists. These three books will provide the student with insight, un-
derstanding, and pragmatism, respectively. Slichter’s book [5] has continually pleasantly
surprised me with the buried tidbits I have found from time to time. As far as understand-
ing the fundamental interactions of NMR and their Hamiltonians goes, Abragam’s treatise
[6] is still the bible even after so many years. Likewise, the text by Ernst et al. [7] contains

anything anyone ever wanted to know about solution-state NMR, and multidimensional or
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Fourier spectroscopy. These two books are advanced; to me, Slichter has a similar style to
Abragam and Cavanagh et al. have a similar style to Ernst, but their books are easier for the
beginning student to learn from. The mysteries of solid-state NMR may be unlocked with
Mehring’s book [8], which is still a classic. The solid-state NMR book by Schmidt-Rohr
and Spiess [9] is more modern and contains much useful information and clever techniques.
Duer’s book [10] has the most comprehensive review of modern solid-state techniques and
is very accessible.

Armed with these references and hopefully with this dissertation, the student of

NMR should be well-prepared for his or her initiation into the world of spin.

1.2 Magnetic structure of the nucleus

An atomic nucleus consists of A nucleons: Z protons of electric charge +|e| and
A — Z uncharged neutrons bound together by the strong nuclear force. The simplest nucleus
consists of just a single proton, whereas the most complex nuclei contain more than two
hundred nucleons. The atoms themselves are characterized by an atomic number equal to
Z, where Z = 1 corresponds to hydrogen, Z = 7 to nitrogen, Z = 54 to xenon, etc. Different
atomic isotopes are characterized by differing mass (nucleon) numbers A for a given Z. The
nuclear mass actually plays little role in determining the atomic electronic structure, due
to the large disparity between nuclear and electron masses (m, = 938.272 MeV/ 2~ my,
me = 0.511 MeV/c?). Since chemical properties are dominated by the molecular electronic
structure, substitutions among isotopes of the same atomic element usually result in only

minor modifications to chemical structure and reactivity. However, the difference between
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two isotopes of the same element can be enormous from the perspective of the internal
structure of the nucleus, and in NMR studies the differences between isotopes can be as
great as the differences between elements themselves. For example, the 99% naturally
abundant carbon-12 isotope is not observable by the NMR technique, so carbon NMR
spectroscopy is performed on the stable carbon-13 isotope (1% natural abundance), often
using samples that have been isotopically enriched.

The nuclear structure is in general quite complicated, and the problem involves
multiple nucleons strongly interacting with each other in a potential that has no well-defined
center [11, 12]. The strength of the nuclear forces may be appreciated from a simple quantum
“particle-in-a-box” model of the static nucleus, which gives an estimate for the spacing

B2 72(he)® (10)(200)2

1 _
of nuclear energy levels® on the order of SMNIE ~ My ~ @020 1000)(50) —

0.2 MeV. (The mass of a light nucleus has been taken to be My =~ 20m,, with nuclear
dimensions of several fm translating into a cross section on the order of L? ~ 50 fm?,
and hic ~ 200 MeV - fm, mp02 ~ 1000 MeV, and 72 ~ 10.) Nuclear level spacings are
indeed found to be in the keV to MeV range, which is much larger than the thermal energy
kT ~ 1/40 eV available at room temperature, virtually guaranteeing that only the nuclear
ground state is populated under normal laboratory conditions. This fact, and the fact that
conventional nuclear magnetic resonance experiments involve excitation energies far lower
than those of nuclear transitions ensure that only the nuclear ground state properties are

of concern in an NMR experiment (see also §3.5 of Ref. [2]).2 There turn out to be only

!The crudeness of this estimate is apparent upon consideration of the fact that the three-dimensional
particle-in-a-box energy levels diverge quadratically in the quantum numbers, instead of converging to a
finite value as must be the case for the discrete spectrum of a bound system that can dissociate.

2Pure radiofrequency NMR excitation energies are in the ueV range at best and optical techniques involve
excitations in the eV range. That is not to say, however, that nuclear energies are never involved in NMR
experiments. There exist techniques such as -NMR [13, §2.8] that involve the magnetic resonance of ground
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three quantities characterizing the nuclear ground state that are of relevance to the NMR
spectroscopist: the total angular momentum, the magnetic dipole moment, and the electric
quadrupole moment.

The Hamiltonian operator of the nucleus is considered to be symmetric under
rotations and external fields are typically not large enough to break this symmetry; conse-
quently, the nucleus has eigenstates of well-defined total angular momentum that may be
labeled as |a; I, mr) [14, §3.4]. Here [ is the quantum number for the total angular momen-
tum and my is the magnetic quantum number for the component of this angular momentum
along some space-fixed quantization axis; I and m; are good quantum numbers for the sys-
tem. The quantized angular momentum I is a non-negative integer or half-integer, and m;
takes on integrally spaced values from —I to +I. The symbol « represents the quantum
numbers for the rest of the degrees of freedom that characterize the state aside from angular
momentum. From here on it will be assumed that |a; I, my) represents a sublevel of the
nuclear ground state. The quantity I is often (rather casually) referred to as the nuclear

“spin”. The nuclear angular momentum operator may be written as

IN>

|CIJ>

A A
P=L+8=30+Y 4 (L)
k=1 k=1
where L and S are the operators for the total orbital and total intrinsic spin angular
momentum of the nucleus, respectively, and Zk and 3, are the orbital and intrinsic spin

angular momentum operators of the kth nucleon. Protons and neutrons are both s = %

particles. Note that L and S are not necessarily good quantum numbers for the nucleus.?

states of nuclei undergoing radioactive decay.
3For instance, if the nuclear potential is non-central (due to the so-called tensor force [15, §14.5]), it does
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The measured NMR signal is proportional to the bulk ensemble nuclear magne-
tization of the sample, which in the simplest case is in turn proportional to the magnetic
dipole moment of the ground state.* The magnitude of this moment is defined quantum-
mechanically as the maximum projection of the magnetic dipole moment on the quantization

axis z: p = (o;I,m; = +I|fiz|a; I, mr = +I). The magnetic dipole moment operator is

A

A A A
fr= Zﬁ;""ZEi = ZQZMle/h‘*‘ZQsMNﬁk/ha (1.2)
k=1 k=1 k=1

k=1

where Efk and EZ are respectively the orbital and intrinsic spin angular momentum operators
for the kth nucleon, uy = 2’6—#2 is the nuclear magneton, the orbital nucleon g-factors are
g1 = +1 for the proton and ¢g; = 0 for the neutron, and the spin nucleon g-factors are
gs = +5.5857 for the proton and g; = —3.8261 for the neutron. A semiclassical model of a
structureless particle orbiting with quantized angular momentum of A predicts a g-factor of
+1 for particles with charge +|e|, and a g-factor of 0 for neutral particles (since only charged
particles produce a magnetic moment upon circulation). This is consistent with the orbital
g-factors above, but the nature of the spin g-factors is more complicated. The Dirac point
electron has a spin g-factor of —2 (with small corrections from quantum electrodynamics),
and the unusual numeric values for the nucleon spin g-factors (particularly the nonzero

result for the neutron) are indicative of the internal (quark) structure of the nucleon.

The expressions in Egs. 1.1 and 1.2 are similar, but not so similar that the relation

not commute with LQ and L is no longer a good quantum number. Also note that the tensor potential, though
non-central, still must be rotationally invariant [16, §11.5.B]. Another example of when L is not conserved
is the case of a non-spherical nuclear potential [14, §5.3], which is mentioned below in the discussion of the
nuclear electric quadrupole moment.

41t is also proportional to the nuclear polarization, since an ensemble of unpolarized nuclear moments
will lead to no net magnetization of the sample.
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between the total nuclear angular momentum and the nuclear magnetic moment is clear.
However, a simple relationship can be established between the matrix elements of I and it
within the manifold of angular momentum substates {|c; I, m)} using a powerful theorem

called the Wigner-Eckart theorem. This theorem states:

(55w | Ty gl j,m) = (5 m's k,y qlg,m) (s 7 || Ty || e ), (1.3)

where the operator Tkyq is the rank-k, order-¢g component of the spherical tensor operator T,
the amplitude (5, m’; k, q|j, m) is known as a Clebsch-Gordan coefficient, and the quantity
(o/; 5" || Ti || a;5) is known as the reduced matrix element of Tj,. The reader is referred to
Appendix A for a detailed discussion of spherical tensor operators and the interpretation
of the Wigner-Eckart theorem. The principal result of the theorem is that the geometrical
dependence and dynamical dependence of the matrix element are separated into the Clebsch-
Gordan coefficient and the reduced matrix element, respectively. The term “geometrical”
refers to the angular distribution and “dynamical” refers to the other degrees of freedom,
the dependence on which must in general be found by a detailed solution of the structure.
A corollary of this theorem states that any two vector operators are proportional to each
other within a particular manifold of angular momentum states, where the proportionality
constant is determined from the reduced matrix elements. Therefore it can be concluded

that within the {|a; 1, m)} manifold the two vector operators® /i and I are proportional to

5 Actually, from the perspective of certain symmetries i and i are known as pseudovector operators, but
the Wigner-Eckart theorem does not distinguish between vectors and pseudovectors.
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each other:

=1, (1.4)

where v is a proportionality constant called the gyromagnetic ratio, which aptly enough is
the ratio of the magnetic moment (which describes a magnetic property) to the angular
momentum (which describes the gyroscopic motion). Since the value of the gyromagnetic
ratio depends on the reduced matrix elements, it can be determined from first principles
only by directly solving the nuclear structure. It also can be measured experimentally. The
gyromagnetic ratio can be either positive or negative, corresponding to a nuclear magnetic
moment that is either parallel or antiparallel to the angular momentum, respectively. Eq.
1.4 also implies that nuclei with ground state angular momenta I = 0 possess no magnetic
dipole moment,® and thus are NMR-inactive.

The magnetic dipole moment is just one of many possible static “multipole mo-
ments” that can characterize an electric or magnetic distribution [17]. There are in general
an infinite number of possible electric and magnetic moments Ek and Mk that can be char-
acterized by their spherical tensor rank & [18, 19, 20]: the values k = 0, 1,2, 3,4 correspond
to monopole, dipole, quadrupole, octupole, and hexadecapole moments, respectively. Using
this notation the magnetic dipole moment is the M1 moment. It is straightforward to imag-
ine how a collection of magnetic dipoles can lead to a detectable magnetic field. However,
it is also necessary to consider how the strength or dynamics of the nuclear magnetization

may depend on other nuclear multipole moments. The (spherical) components of these mo-

5This also follows from the fact that the matrix elements (o; I = 0,mr|fi1,4|c; T = 0,mz) are proportional
to the Clebsch-Gordan coefficient (0,mr;1,q|0,mr), which is zero.



1.2. MAGNETIC STRUCTURE OF THE NUCLEUS 9

ments are expectation values of the form (a; I, m; = I|’f’k7q|a; I,m; = 1I), where Tk,q is an
operator that characterizes the particular multipole component. The nuclear Hamiltonian
to a very good approximation obeys certain symmetries such as parity (spatial inversion)
and time-reversal invariance, which restrict the type of nuclear multipole moments that may
be observed. Parity invariance alone results in nuclear eigenstates that are characterized
by well-defined parity (i.e., the eigenstates either are invariant or acquire a sign inversion
upon the spatial coordinate inversion r — —r). A consequence of this symmetry is that all
odd-rank (k=1,3,5...) electric multipoles [14, §3.5],[21, §3-3] and all even rank magnetic
multipoles (k = 0,2,4,...) are zero in the nuclear system.” Small exceptions to this rule
may be possible due to symmetry violations, e.g., parity violation due to the weak nuclear
forces. It also should be noted that these selection rules hold for the diagonal multipole ma-
trix elements (i.e., the static multipole moments), not for the off-diagonal matrix elements
(which correspond to nuclear multipole transitions).

Upon making a survey of the magnetic multipole moments, one finds that the mag-
netic monopole moment M0 is forbidden (indeed, a magnetic monopole has never been found
in nature); the dipole moment M1 has already been considered; the magnetic quadrupole
moment M2 is forbidden; and the octupole moment M3 [22, 23, 24] and higher moments are
small and difficult to observe. Upon considering the electric multipole moments, one finds

that the electric monopole moment FEQ is allowed (it is proportional to the total nuclear

"The parity operator P is unitary such that PP = 1, and the multipole operators transform in a
definite way under the parity operation such that PTIE?PT = (_1)kT1§i) for electric multipoles and

PT,ﬁfq\l)pT = (—1)k+1T,if> for magnetic multipoles. The eigenstates |o;I,mr) (assumed to be non-
degenerate except for the m; degeneracy) have well-defined parity such that P|oa; I, m;) = (£1)|a; I, mp).
Therefore <a;1,m1|T,§,Eq)|a;I7m1> = <a;Lm;\fjﬁﬁ’féi)ﬁfﬂa;l,mﬁ = (—1)’“(04;I7m1|Téi)|a;I7m1) and
(a;[,m1|T,£f;I>|a;I, my) = (=) I, m1|T,§ZI>|a;I, my), from which the aforementioned selection rules
may be deduced.
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charge) but causes a uniform shift in energy of the {|a; I, ms)} manifold and thus may be
neglected;® the electric dipole moment E1 is forbidden; the electric quadrupole moment
E2 is allowed and will be discussed below; the octupole moment F3 is forbidden; and the
hexadecapole moment F4 [24, 25, 26, 27] and higher moments are small and difficult to
observe.

The electric quadrupole moment of the nucleus can play a large role in the NMR
studies of nuclei that have non-zero quadrupolar couplings to their local chemical environ-
ments. Non-spherical nuclei generally possess an electric quadrupole moment, corresponding
to a component of the electric charge distribution that can be described by the second-rank
spherical harmonics. In the field of nuclear physics it is customary to speak of the “intrinsic”
quadrupole moment of the nucleus referred to a nucleus-fixed coordinate system and the
“spectroscopic” quadrupole moment referred to a space-fixed coordinate system. Most nu-
clei are non-spherical and possess an intrinsic electric quadrupole moment.? However, a non-
spherical nucleus can undergo rotational motion (which is not apparent in the nucleus-fixed
frame), and the spectroscopic quadrupole moment measured in NMR studies is actually the
rotationally-averaged intrinsic quadrupole moment viewed from a space-fixed frame. This
averaging can change the magnitude and even the sign of the observed quadrupole moment

relative to the intrinsic quadrupole moment [14, §5.2], and in the case of I =0 and I = 1/2

8 A uniform shift of the energy levels of a system can be shown to have no effect on their populations or
on the system dynamics.

9Nuclei whose nucleon number A is near one of the nuclear “magic numbers” are typically the most
spherical. In addition to simple considerations of the static proton distribution, there are many internal
motions that can give rise to a non-spherical charge distribution. For instance, the orbit of a single neutron
(which, being uncharged, cannot directly create an electric quadrupole moment) around a spherical nuclear
core can perturb the core into a quadrupolar charge distribution [15, §18.1]. One must also consider the col-
lective motion of the nucleons in order to describe the large quadrupole moments of “permanently deformed”
nuclei.[14, §5.2],[15, §18],[21, §9] (Although these nuclear potentials are treated as being non-spherical, ro-
tational invariance is not violated because the deformation is an artifact of generating an effective potential
from the mean field of the collective rotating nucleons [21, §10.6].)
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nuclear states, the quadrupole moment is completely averaged to zero [15, §18.2],[21, §3-3]
and is not observable by NMR. This is consistent with the Wigner-Eckart theorem, which
predicts that the quadrupole moment (a; I, m; = I]T2§20|a; I,my = 1I) is zero unless I > 1
(recall that m; is the component of angular momentum along a space-fixed axis).!?

There is an analogous expression to Eq. 1.4 that relates the electric quadrupole
moment operator components to functions of the angular momentum operator components,
which will be developed in §1.3.7. The important point to remember is that the Wigner-
Eckart theorem can be used to relate the nuclear multipole moments to the nuclear angular
momentum operator, and through this formalism the nuclear dynamics due to the interac-
tion of the multipole moments with external fields can be related to the angular momentum
dynamics.!! It is for this reason that the quantum theory of angular momentum plays such
a large role in the modern theory of nuclear magnetic resonance, which in a sense is the

study of the interactions of atomic nuclei with external magnetic and electric fields created

by the local chemical environment.

1.3 The Hamiltonians of NMR

The Hamiltonian operator is the quantum-mechanical operator for the energy of
the system; i.e., <ﬁ> is the expectation value of the energy. As will be seen in §2, the

Hamiltonian plays a very important role in quantum mechanics: it is the generator of time

10Gimilar symmetry arguments can be extended to higher multipole moments, e.g., I > 2 is required to
support a spectroscopic nuclear hexadecapole moment.

"For instance, it might not be immediately clear how the interaction of a nucleus with an electric field
can affect the magnetic resonance. However, the coupling of the nuclear electric quadrupole moment with an
external electric field gradient affects the angular momentum dynamics, which in turn guides the dynamics
of the magnetic moment vector (cf. Eq. 1.4). Thus the effect of the electric quadrupole coupling ultimately
may be observed in the dynamics of the nuclear magnetization vector.
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evolution [28, §8],[29, §4]. If the Hamiltonian operator for a particular system is known
the quantum-mechanical time evolution of that system is completely specified. The pulsed
Fourier-transform NMR. technique makes direct or indirect measurements of the nuclear
angular momentum dynamics using transient detection of the bulk nuclear magnetization.
These dynamics are due to quantum beat effects when the angular momentum is prepared
in quantum-mechanical superposition of energy eigenstates; i.e., the frequencies contained
in the spectrum of the evolution are the transition frequencies between pairs of energy
eigenstates. The Hamiltonians of NMR are few and well-understood and generally involve
the interaction of the nuclear angular momentum with external or local magnetic or electric
fields. The local fields are produced by atomic charges and currents and are characteristic of
the microscopic chemical environment of the nucleus. If these fields are static they contain
information about the local molecular structure; if they are rendered time dependent by
molecular motion, they contain information about the molecular dynamics.'? The Hamilto-
nian formalism is the means by which information about molecular structure and dynamics
can be extracted and interpreted from the NMR measurement of nuclear spin evolution.
The treatise of Abragam [6] provides probably the most complete description of
the physical and mathematical origin of the Hamiltonians that arise in NMR studies. A
more accessible but still detailed treatment is included in the text by Slichter [5]. Levitt’s
book [3] also contains a thorough and extremely physical description of these Hamiltonians
that is accessible to novices yet useful to advanced spectroscopists. Smith et al. [30] have

published a good pedagogical review of the Hamiltonians of NMR. These Hamiltonians will

12The terms “static” and “time dependent” are relative terms that mean “slow” and “fast” compared to
the characteristic timescale of the nuclear spin evolution. This timescale is on the order of the reciprocal
energy of the NMR interaction as measured in frequency units.
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be described below; the treatment will be non-relativistic and all magnetic and electric fields

will be treated classically (i.e., without second quantization).

1.3.1 Zeeman Hamiltonian

The most fundamental NMR, interaction is the Zeeman effect, which is the coupling
of the nuclear magnetic moment to a magnetic field. Not only are most of the local NMR
Hamiltonians interpretable as the interaction of the nuclear spin with a local magnetic field,
the NMR experiment itself is conducted in a large, experimentally applied magnetic field
which can be on the order of tens of Tesla in modern superconducting magnets. The fact
that these experiments are conducted at high magnetic field is what puts the ‘magnetic’
in ‘Nuclear Magnetic Resonance.” The use of high field techniques provide many advan-
tages, as will be discussed in various parts of this dissertation: sensitivity is increased due
to larger nuclear thermal polarizations and increased Larmor frequencies for inductive de-
tection; magnetic field-induced chemical shifts are increased, leading to increased spectral
resolution; the Zeeman splitting of nuclear magnetic sublevels provides a means of coher-
ently manipulating the nuclear magnetization using resonant radiofrequency pulses; the
truncation of internal spin interactions by the externally-imposed Zeeman interaction leads
to simplified selection rules for NMR transitions and simplified spectra; this truncation cre-
ates an effective cylindrical symmetry of the system about the magnetic field axis which
allows the experimentalist to apply coherence pathway selection techniques that result in
further spectral simplification.

The quantum mechanics text by Landau and Lifshitz contains a good non-relativistic

derivation of the Zeeman Hamiltonian (in atoms) from a “first principles” description uti-
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lizing the magnetic vector potential [31, §112]. A slightly different approach will be taken

here. The classical energy of a magnetic dipole p in a magnetic field B is [17, §5.7]:

Ey (1.5)

I
.
o

Eq. 1.5 indicates that the energy of the dipole is low when it is oriented parallel to the
magnetic field and is high when it is oriented antiparallel to the magnetic field; the Zeeman
energy is linear in the strength of the field. The promotion of the classical dipole moment
vector p to a quantum-mechanical vector operator for the magnetic moment of the nucleus

i1 yields the correct form of the Zeeman Hamiltonian operator:

Hy=—ji-B. (1.6)

Eq. 1.6 can be rewritten in terms of the nuclear angular momentum operator i using Eq.

1.4:

Hy/h=—I-B, (1.7)

where v is the nuclear gyromagnetic ratio. For the sake of correctness Eq. 1.4 expressed the
angular momentum operator in its correct units, but Eq. 1.7 and every subsequent equation
in this dissertation makes all factors of A explicit by using dimensionless angular momentum
operators. Eq. 1.7 has treated the nucleus (or rather, the nuclear ground state) as if it had
no internal structure, which is a good approximation since the coupling of the nucleons to

the magnetic field is very much weaker than the couplings (spin—spin or otherwise) between
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nucleons.13

NMR studies are usually carried out in the presence of a large magnetic field which
can be on the order of ~ 10 Tesla in a superconducting magnet. By convention this magnetic

field is taken to be in the +z-direction,

Eo = Boz. (1'8)

The Zeeman Hamiltonian in the presence of this field becomes

Hy/h = —~yBol, = —wol., (1.9)

where the Larmor frequency is defined to be

wo = vBo. (1.10)

Various authors define the Larmor frequency in different ways, i.e., wg = vBg, wo = —vBo,
or wg = |yBy|. In certain situations the sign of the Larmor frequency becomes very impor-
tant and care should be taken to treat the signs in a consistent manner [3, 33, 34].
Nuclear Larmor frequencies are typically on the order of |wp|/27 ~ 101-10% MHz;
commercial magnets are available which produce H-1 Larmor frequencies of 900 MHz.!4
The Zeeman interaction at these field strengths completely dominates any other interaction

experiences by the nuclear spins. For this reason Eq. 1.9 is often referred to as the Zeeman

13See Refs. [31, §112] and [32, §3.3] for discussions of further effects of very strong magnetic fields on
atomic electrons, which experience much weaker forces than the intranuclear forces.
MNMR spectroscopists often refer to their magnets in terms of the H-1 Larmor frequencies they produce.
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Hamiltonian even if local molecular magnetic fields or other small applied fields are present;
this Hamiltonian is often designated Hy. NMR calculations are almost exclusively performed
in the Zeeman eigenbasis, i.e., the states {|I,ms)}, where m; is the magnetic quantum
number for the projection of angular momentum along the magnetic field axis, z. Often
NMR spectroscopists use terms like “z-field,” “z-rotation,” “z-filter,” etc.; here “z” always
refers to the direction of B,,. Likewise, the designations “longitudinal” and “transverse” are

”

always taken to mean “parallel to By” or “perpendicular to B,” respectively.
The eigenvalues of the Zeeman Hamiltonian are calculated according to H z|I,m) =

Eo|I, mp):

Eo/h: —mirwo. (1.11)

The energies of the magnetic sublevels {|I,m;)} (which are degenerate in zero magnetic
field) split linearly in By. The sublevel energies are also proportional to the magnetic
quantum number. When (i is parallel to I (i.e, v > 0) the states in which m; (the angular
momentum projection along B)) is positive have magnetic moments that are aligned with
components in the direction of B, and have negative energies. The m; < 0 states for
«v > 0 correspond to magnetic moments aligned against B, and have positive energies. The
ordering of the magnetic suvblevels is reversed when «v < 0. These results reproduce those
of the classical equation (Eq. 1.5) when p is replaced by one of its quantized values. Note
that two levels that differ by |[Am;| = 1 differ in energy by h|wg|. The selection rule for
NMR excitation and detection is |[Am;| =1 (see §1.6 and §1.7); the Larmor frequency |wo|

corresponds both to the excitation resonance frequency and to the absolute frequency of
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spin precession in the magnetic field.

1.3.2 Basic form of the solid state Hamiltonian

Solid state NMR is the most general case of NMR from the perspective of Hamil-
tonian dynamics because some of the local Hamiltonians average to zero due to molecular
motion in isotropic fluids that is fast on the NMR timescale. The local Hamiltonians con-
sidered in this work are the chemical shielding, dipole—dipole coupling, electric quadrupolar
coupling, and J-coupling (also known as the indirect or scalar coupling) Hamiltonians.
These Hamiltonians are parameterized by values that depend on molecular structure; this
is what makes NMR useful for structure determination. There exist some other interactions
such as the spin-rotation coupling; i.e., the coupling of the nuclear spin to the magnetic field
created by electric currents generated by molecular rotation. The spin-rotation interaction
is generally not active in the solid state and is typically averaged away in fluids but can enter
as a relaxation term, e.g., it plays a role in the nuclear spin relaxation of condensed-phase
Xe-129, as is mentioned briefly in §6.4.1.

All the common NMR Hamiltonians can be written as a contraction of a second-
rank Cartesian tensor A containing lattice degrees of freedom with a second-rank Cartesian

tensor Z containing nuclear spin operators (see Appendix A):

€ — 7 A% (1.12)

where e.g. A;; labels the (ith, jth) Cartesian component of the tensor (i, j € {x,y, z}). The

transpose notation used in Appendix A is suppressed here for convenience. The symbol &



1.3. THE HAMILTONIANS OF NMR 18

labels the interaction, i.e., chemical shielding, quadrupolar coupling, etc. According to Eq.

A.19 this equation can be written in terms of spherical tensor components:

2 k
He = Z Z (71)in,qTI§,—q’ (1.13)

k=0q=—k

where e.g. Ai} , Tepresents order-g component of the rank-k spherical tensor Ai. Eq. A.11
indicates that the Ag spherical tensor is proportional to the trace (isotropic component)
of ég; the anisotropic part of ég is described by the spherical tensors Ag and Ag, which
correspond to the antisymmetric (Agl = —Afj) and symmetric (Ai = Afj) components
of 45 , respectively. The antisymmetric component (if nonzero) usually does not make a
significant contribution to the NMR spectra—i.e., in the case of the chemical shielding |8,
§2.2],[35]—although there are some experiments in which the effects of these terms may be

observed (see Refs. [35, 36, 37] and references therein).

1.3.3 High field truncation of Hamiltonians

The laboratory-frame solid-state Hamiltonian in a high-field NMR, experiment is
H = ﬁzﬂ-ZHg. (1.14)

The Zeeman Hamiltonian could be due to one spin or to a sum of spins. Typically in NMR
experiments the magnitude of the Zeeman Hamiltonian is much larger than the Hamilto-
nians of any of the internal interactions, ||Hy||>>||Hel||. It is then appropriate to treat the

internal Hamiltonians as perturbations on the Zeeman Hamiltonian. It would be simple to
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use static perturbation theory to calculate the shifts of the Zeeman energy levels due to the
local interaction. However, in pulsed FT (time domain) NMR—as opposed to continuous
wave NMR—it is important to be able to calculate the dynamics and it is more useful to
calculate the perturbation in terms of effective Hamiltonian operators. In this formalism
the Zeeman interaction is said to “truncate” the local Hamiltonians, such that only part
of them are effective at inducing spin dynamics in the presence of the dominant Zeeman
interaction. The effective is called the secular Hamiltonian of the interaction. The Zeeman
interaction is usually so large that first-order perturbation theory is sufficient; however,
some local interactions such as the electric quadrupolar coupling are large enough that
higher-order perturbation theory is necessary. In general, the truncated Hamiltonians will

be of the form
A~ 0" + 1Y (1.15)

The perturbation treatment can be implemented in several ways. It will be assumed for now
that the Zeeman Hamiltonian applies to a single spin or to a set of equivalent spins (i.e., with
the same Larmor frequency). The case in which the spins have different Larmor frequencies
can cause some complications, such as the truncation of the dipole-dipole coupling and J-
coupling Hamiltonians in heteronuclear systems. The results of this type of truncation will
be discussed further in the discussion of the dipole-dipole coupling in §1.3.5; an instructive
example of truncation via a static perturbation theory treatment is included in Ref. [2,
§5.2.3].

Consider the case of a single spin I where Hz/h = —wol, and |m) = |I,m;) are



1.3. THE HAMILTONIANS OF NMR 20

the eigenstates of Hy, i.c., the unperturbed states. Since these states are non-degenerate
in the presence of the magnetic field, the first-order truncated Hamiltonian of the local
interaction will simply be diagonal: with its matrix elements being the first-order static

perturbation theory corrections to the unperturbed energies:

(1
A =37 ) Hi (), (1.16)
m
where HSm = <m|f[§]m) = EW is the first-order static perturbation theory energy cor-

rection for the unperturbed state |m). Note that [ﬁél),ﬁz] = 0. This is a fine matrix
representation of flg, but there is a cleaner way to get an operator representation, involving
a transformation into the interaction frame of the Zeeman interaction and application of
average Hamiltonian theory (AHT, see §2.4).

The expanded form of the laboratory frame Hamiltonian (Eq. 1.14) for a single

spin I and a single interaction may be found using Eqs. 1.9 and 1.13:

2 k
H=—hwol. +Y > (—1)745 15 . (1.17)
k=0q=—k

The transformed Hamiltonian in the interaction frame of Hy is given by Egs. 2.40 and 2.41

using the unitary transformation operator Vyz(t) = e~iflzt/h = giwotl:.,

2 k
ﬁ[(t) _ e—iwotlz [Z Z (—1)qA27qT27,q] e—l—iwotlz
k=0 qg=—k
2 k
= (1745 T5 et (1.18)

k=0 q=—k
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where Eq. B.15 has been used. This is one reason why the spherical tensor formalism is
so useful: the interaction frame transformation operator Vyz(t) is just operator R.(—wot)
for a rotation about the z-axis through a time dependent angle —wqt, and spherical tensors
have simple transformation properties under rotations, particularly under z-rotations. The
Zeeman Hamiltonian has been removed in Eq. 1.18 by the interaction frame transformation.
Once the large Hamiltononian has been removed it is appropriate to apply time dependent
perturbation theory in the interaction frame. The interaction frame of the Zeeman Hamil-
tonian is defined by a cycle time |wg|; according to §2.4 a lowest-order average Hamiltonian

can be computed as the time integral of Eq. 1.18 from 0 to 7 = |wg|™!,

= (1) T o 2 .
H, _/O dt' H(t') =" A5  Tr . (1.19)
k=0

The effect of the interaction frame transformation is to go into a frame that co-rotates with
the Larmor precession; in this frame the terms of the local Hamiltonian are either static
or oscillate at wy or 2wg. These oscillations are very fast compared to the characteristic
rate at which the spins evolve under the local Hamiltonian, i.e., |wo| || He/R ||, so these
terms average to zero on the long term. The AHT treatment actually just assumes they
average to zero over one Larmor period, although there are some perils to this assumption
because AHT is a stroboscopic theory and the spins are not actually observed once per
Larmor period. At any rate, the terms in ffg that survive are the ones that remained time
independent in the interaction frame, i.e., the Tk,o terms that commute with H.

The fact that the secular part of flg is the part that commutes with Hy « I has

a physical interpretation. As has been demonstrated, if [ﬁél), fIZ] = 0 then [ Aél),fz] =0
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and ﬁél) is invariant under z-rotations. That means that ﬂél) is symmetric in the spin
space about the z-axis. The effect of the large Zeeman interaction is to impose a cylin-
drical symmetry about B, onto the spin system. Note that in this case flg(l) is the same
in both the laboratory and interaction frames. It is therefore suitable for use in rotating
frame calculations. An important result of the Zeeman truncation is the introduction of a
(spatial) orientational dependence of the energy eigenvalues. Eq. 1.13 is valid in any coor-
dinate system; the zero-field local Hamiltonians are scalar operators and their eigenvalues
are independent of any choice of coordinates (although in general the eigenvectors are not).
Once the magnetic field truncates the interaction, however, the isotropy of space is broken
and the energies of the system now depend on the molecular orientation with respect to B.
In a solid powder which contains a random distribution of molecular orientations there is
also a distribution of resonance frequencies due to the local interactions. These anisotropic
interactions lead to the so-called “powder broadening” of solid-state NMR, spectra. The
powder-broadened lineshapes contain useful chemical information but their widths are on
the order of ~||flgH /R is also on the order of the dispersion of resonances due to that inter-
action; therefore it will be difficult to resolve the solid-state NMR spectrum of a compound
whose nuclei occupy multiple chemically- or magnetically-distinguishable sites because the
resonances will overlap. Techniques such as magic angle sample spinning have been devel-
oped in order to reduce the solid-state linewidths. The powder broadening is not observed
in fluids because of motional averaging of the the anisotropic Hamiltonians.

The next step is to calculate the higher order perturbation terms of the local Hamil-

tonian, which are sometimes necessary to consider. The higher-order perturbation treatment
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has more subtleties to it. Some of the techniques are reviewed in Refs. [38, 39, 40]; a few of
the difficulties are summarized here. It is not immediately clear to what order the pertur-
bation expansion in Eq. 1.15 can be carried out such that the terms are still secular (i.e.,
such that they commute with H 7) because the full ﬁg itself does not in general commute
with Hz.1® The average Hamiltonian calculation of the second-order truncated quadrupo-
lar Hamiltonian results in certain non-secular terms as well as secular terms [38, 42]. In
general one must also consider the fact that the Zeeman eigenstates must receive corrections
in higher-order perturbation treatments. It is appropriate to apply a tilting matrix trans-
formation to include these effects [38, 39, 40, 43]. A standard procedure [10, §4],[44] used
to develop the second-order secular Hamiltonian ]:15(2) is to generate the diagonal matrix
according to the usual second-order energy corrections in the static perturbation theory [45,
§5.1] in the manner of Eq. 1.16. The result is

A= ¥ [m) <m\§i@ﬁfz§!m> (m| (1.20)

m,n#Em

Note that if more than one local interaction is involved, there can exist interference terms
between ﬁg and H, ¢ in the second-order secular Hamiltonian. These cross-correlation effects
will not be considered here, although they are discussed further in §1.5 and §4.

Eq. 1.20 can be rewritten with the aid of Eq. 1.13:

kK / 7 7
’ ()7 Ay g Ap g lm) (| Ty, _ ) (n|T5, _ Im)(m)

-y Yy e

k,k'=0 g=—k,q'=—k' m,n#m

. (1.21)

'5Some authors use a somewhat different definition of “secular”, see Ref. [41, §4.3.3].
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This expression can be simplified considerably upon considering the form of the Zeeman-
basis matrix elements of the Tk,q operators. In the case of a Hamiltonian flg that contains

purely rank k& = 2 components, the second-order secular Hamiltonian can be written as [44]:

. AS _AS Im)(m|TS TS jm)(m|
2 2,—p*'2, 2,p” 2, —
ngz)2 _ § :2 : p2p = P-2,—p

m p#0
€ £ E
_ ZAQ,—pAZp[T?,—p’TZp]_ (1.22)
p>0 h(,U()p

Note that the second-order secular Hamiltonians go like ~ wg Jwo, where ||ﬁ5\| ~ hwe .10
These terms therefore become less important as the magnetic field increases, as is expected.
It is important to note than in general the only NMR interaction that is large enough such
that it has a non-negligible effect on the observed spectrum (i.e., it causes shifts that are
larger than the linewidths) is the electric quadrupolar coupling. Second-order perturbation

theory is however important in the theory of spin relaxation (see §1.5).

1.3.4 Chemical shielding Hamiltonian

An excellent description of the theory of the chemical shielding in diamagnetic
molecules is given in §4 of the book by Slichter [5]. See also the discussion given by Abragam
[6, SVLIL.B] and Refs. [35, 46]. A magnetic field (call it B, = Byz) applied to an atom is
capable of inducing currents of the atomic electrons. These currents are partly due to the
quantum-mechanical analog of the classical diamagnetic current [47, §6.1.3] and partly due

to mixing the atomic ground state with excited states that have orbital angular momentum.

16 Another potential problem with the average Hamiltonian treatment is that the factor of wo_l comes in
as the reciprocal of the cycle time t., where t. > 0. The static perturbation theory correctly treats wo as a
signed quantity.
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The induced currents will usually circulate in a sense such that the magnetic field they create
at the center of the atom opposes the direction of B. Therefore the effective magnetic field
at the position of the nucleus is less than B, and the nuclei are said to be “shielded” from
the effects of B, by the electrons. This effect is called the chemical shielding; it is the only
one of the NMR interactions discussed here that disappears in the absence of an external
magnetic field. Note that sometimes a “deshielding” convention is often assumed; in that
case the effect is known instead as the chemical shift.

If the induced electron currents create a field B ,(0) at the position of the nucleus

=ind

the total Zeeman interaction can be written as

HY' = —ji - [By + BS,4(0)]

Zind

(1.23)

The induced field By, ; is found experimentally to be linear in By, although its direction

can vary depending on the relative orientations of the molecule and B,. Therefore one can

write a very general expression,

7.4(0) = —aB,, (1.24)

Zind

where the second-rank tensor g is known as the chemical shielding tensor and provides the
mapping between B, and vectB{, ,(0). The negative sign is introduced so that g has mostly
positive components when it acts to shield the nucleus. The chemical shielding tensor is

the quantity of interest in NMR because it contains information about the local chemical
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structure, i.e., how the electrons in different chemical environments respond to magnetic
fields. For example, a particular type of atom located in a particular functional group
usually is associated with a characteristic chemical shielding, which is used ubiquitously
for molecular structural determination by NMR. NMR shielding tensors are usually on the
order of || g ||~ 107%-1077, i.e., the induced magnetic field at the nucleus is on the order of
~ 10-100 parts per million (ppm) of By. The magnitude of the shielding depends on how
easily the electron currents are induced; an atom such as hydrogen does not have a very
polarizable electron cloud and its shielding ranges over about 10 ppm in different chemical
environments, whereas xenon has a chemical shielding range of up to thousands of ppm.
In superconducting high field magnets the absolute value of the resonance shifts due to
chemical shielding from the Larmor frequency of a bare nucleus are usually on the order of
kHz to tens of kHz.

The total Zeeman Hamiltonian may be written in terms of the chemical shielding

as

HY' = —hyl-(1—g) - B, (1.25)

It is customary to write this as

HY' = Hy + H,, (1.26)

where H 7 is the usual Zeeman Hamiltonian due to B, in the absence of chemical shielding;
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~

H, is known as the chemical shielding Hamiltonian:

H,/h=~l g-B,, (1.27)

which in terms of laboratory-frame coordinates {z,y, z} is

ﬁg/h = 'yBo(szfI + O'yzfy + Uzzfz), (1.28)

the secular part of which is

HWY /h = o,.wol., (1.29)

where wg = vBg. The tensor component o,z in the laboratory frame can be related to
the principal axis system (PAS) components of g via a rotation of the coordinate system.
It is also customary to make a second-rank Cartesian tensor I = §Toz and work in terms
of a spherical tensor representation using Eq. 1.13 (see Appendix A). Then the secular
approximation can be applied as described in §1.3.3. Since T is created from only one
vector that contains spin operators, the spherical components of the rank-2 tensor T’ are
more conveniently written in terms of rank-1 spin operators (see Appendix A of [8]). The
spatial tensors remain of rank k¥ = 0,1,2. The k£ = 1 antisymmetric components of g
typically do not give a secular contribution to the spectrum (see §1.3.2), but the k& = 0

isotropic and k£ = 2 symmetric anisotropic components do contribute. The secular chemical
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shielding Hamiltonian may be written as [10, §1.4.1]
180 = (w5 + W)L, (1.30)
where the isotropic component of the characteristic chemical shielding frequency is

W% = Gi50wo (1.31)

and the anisotropic shielding frequency written in terms of the polar angles (6, ¢) that relate

the Z-axis in the PAS of g to the laboratory frame z-axis is
150 1 2 : 2
wy? = §Aaw0[3 cos” 6 — 1 + n, sin” 6 cos 2¢). (1.32)
The isotropic chemical shielding written in terms of its PAS components {X,Y, Z} is
1 1
Oiso = gTT[Q = g(UX)(—i-Jyy—i-Uzz), (1.33)
and the chemical shielding anisotropy is referenced to o;so:
Ao =077 — Ciso- (1.34)

The chemical shielding asymmetry parameter is

Ne = (oxx —oyy)/ozz. (1.35)
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It vanishes when ¢ is symmetric about some axis.

1.3.5 Dipolar coupling Hamiltonian

The magnetic field at a point r due to a classical magnetic dipole 8 located at

the origin is [17, §5.6]:

224 —B253(£)], (1.36)

where r = |r| is the magnitude of r, 7 = r/r is a unit vector in the direction of r, § is the
three-dimensional Dirac delta function, and pg is the magnetic permeability of free space.

A diagram of two interacting magnetic dipoles is shown in Fig. ??. The classical energy of

z

Figure 1.1: Schematic of two magnetic dipoles interacting via their magnetic fields.
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a magnetic dipole Ky in the field of B, i

Ep = —p, - By(r)
3 (7 - — . T
_ _Z_;:- (El :)(— r%Q) ﬁl HQ + %(Hl X H2>63(£):| ) (1.37>

This expression is symmetric upon exchange of Iy and Koy and could just as well have been
written as Ep = —p, By (r), the energy of p1, in the dipole field of y¢ . The d-function term!”
becomes important if there is spatial overlap between the two dipoles, such as between a
nucleus and an atomic s-state electron, known as the Fermi contact contribution to the
hyperfine interaction.'® However, in the context of the internuclear dipole-dipole coupling,
this term may be neglected because atomic nuclei do not overlap with each other to any

appreciable extent under normal laboratory conditions.

Eq. 1.37 can be written in a compact Cartesian tensor notation as (see Appendix

Ep=—p A -p,=-T , (1.38)

D — - D D

e

where A = M03[3m/r2 — 1] and T = po 1. The o-function contact term has been
=p = = =p

4rr

neglected. The tensor T' contains the information about the orientation of the dipole
=D
vectors and the traceless tensor A contains the information about the spatial arrangement
=D

of the dipoles relative to each other. The spherical tensor formalism is useful for determining

17 This expression uses the Ampere model of a classical magnetic dipole rather than the Gilbert model to
calculate the delta-function term [47, §6.1.2], which is consistent with hyperfine splitting measurements [48].

8The nucleus-conduction electron contact term in metals leads to a large nuclear resonance shift called
the Knight shift [5, §4.7].



1.3. THE HAMILTONIANS OF NMR 31

the secular contribution to the homonuclear dipolar Hamiltonian.
A rigorous quantum-mechanical derivation of the magnetic dipole-dipole coupling

Hamiltonian without the contact term yields:

A /,LO 1 N ~ A A~ I
Hp = 5B, DT ) — - by
= hwlDQ[S(zl (T iQ) - L 'i2]7 (1.39)
where wlf = —ﬁ%’yl’mhr*:”. Eq. 1.39 has the same form as Eq. 1.37 except the clas-

sical dipole moments By and K, have been promoted to quantum-mechanical operators
py = ylhi p and fi, = '72hi 5. The angular momentum operators have been taken to be
dimensionless. In the case of two nuclear magnetic moments, r is the internuclear vector
and r is the average internuclear distance. The dipolar coupling wg is bilinear in the gy-
romagnetic ratios and goes as the inverse cube of the average internuclear (interatomic)
distance. Upon choosing the quantization axis z to be along the internuclear vector r, Eq.
1.39 takes the simple form Hp /h = wg [Bf ol —1 1 ¥ o]. This is easily diagonalized to give
the eigenvalues hwl? /2, hwl? /2, 0, and —hwl?, which are independent of the direction of the
internuclear vector (although interestingly, the eigenvectors are not). The single-quantum
transitions are observed at the frequencies j:%]wg , corresponding to two lines split by
3lwk|. This is the zero-field NMR spectrum of a pair of dipole-coupled spins.

Most NMR studies are conducted at high magnetic fields where || Hz ||| Hp |-
The quantization axis z is normally taken to be along the direction of the external magnetic
field By. The chemically-shielded Zeeman Hamiltonian is ﬁo /h = —w?f 1 — wgf »9, Where

W) = 11 Bo(1 — 0%%) and w§ = Y2 Bo(1 — 05°), and the shielding tensor components are
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on the order of ppm to hundreds of ppm (see §1.3.4). The secular approximation (a first-
order perturbation theory treatment) keeps only the part of Hp that commutes with Hy.
There are two relevant limits: the weak coupling limit |A| > |w}?| where dipolar coupling
is much less than the Larmor/chemical shift frequency difference A = w? — w9, and the
strong coupling limit |A| < |w}}| where the dipolar coupling is much greater than the
Larmor /chemical shift frequency difference. At high magnetic fields, on the order of Tesla,
virtually all heteronuclear spin pairs are in the weak coupling limit because A =~ v By—~2 By
corresponds to a Larmor frequency difference on the order of MHz, whereas |wk|/27 is
typically on the order of 10 kHz or less. Homonuclear spin pairs have v = 72 = «, so
A = yByo{* — vByo5” is just the chemical shift difference, which can be smaller or larger
than the dipolar coupling depending on the system. From this perspective, a heteronuclear
system looks like a homonuclear system with an extremely large chemical shift difference.

The secular dipolar Hamiltonian in the strong-coupling limit (also called the high-

field homonuclear dipolar Hamiltonian) is:

. 3cos2B—1, ~ = P
fese = w}f(%)[ﬂzlfﬂ—lylﬂ
3cos?3—1 A a 1 ~ - JOA
= w3(+)[21Z1122—§(I+1L2+L11+2)], (1.40)

where [ is the angle between the internuclear vector and the z-axis and fij = ij iifyj. The
orientation dependent term has a second-rank Legendre polynomial dependence: (3 cos? 3—

1)/2 = Py(cos 3). In the weak-coupling limit the secular dipolar Hamiltonian (also called
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the high-field heteronuclear dipolar Hamiltonian) becomes:

3cos?fp—1
2

ayeven = wi( V211 L), (1.41)

which is the same as the weak-coupling Hamiltonian except the “flip-flop” terms fiquzg have
been lost. These terms do not commute with Hy when |A] > |w}?|. If the system consists
of two z-quantized spin-1/2 nuclei in a Zeeman eigenstate, a term like f+1f _o the state of
spin 1 from down to up and the state of spin 2 from up to down. These two processes cost
opposite amounts of energy if the spins are nearly chemically equivalent (strong coupling
limit), so the net Zeeman energy of the system is conserved. However, if these two spins
are strongly inequivalent due to the addition of the Zeeman field (weak coupling limit),
flipping spin 1 in one direction costs a very different amount of energy than flipping spin
2 in the opposite direction, and the Zeeman energy is not conserved. Making the secular
approximation in the presence of a dominant Zeeman interaction amounts to keeping only
the terms in the dipolar Hamiltonian that conserve the Zeeman energy (i.e., commute with
I:IO), which in the weak coupling limit are only the I.11. terms. Note that in the strong
coupling limit w{ ~ w§, the Zeeman Hamiltonian is nearly proportional to the z-component
of total angular momentum I, = I,; + .9, so that [f[lsjec’s‘c', ﬁo] ~ [ﬁi—’fc’s‘c‘, —hwgfz} =0
implies that the secular dipolar coupling nearly conserves this component of total angular
momentum. However, the individual angular momentum components I »1 and I »9 are not
conserved. The weak coupling limit of the secular approximation keeps only the part of the

dipolar Hamiltonian that conserves the individual z-components of angular momentum Ia

and I »9; therefore, the z-component I of total angular momentum is also conserved.
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There is another way of looking at the difference between the weak coupling and
strong coupling secular dipolar Hamiltonians. If one goes into the interaction frame of Hy,
this is equivalent to going into a doubly-rotating frame that goes around at frequency w?
for spin 1 and frequency w9 for spin 2. Any rapidly-oscillating terms in this frame are
considered to time-average to zero and are therefore negligible; the remaining terms are the
secular terms. From a classical perspective, the “secular” part of the dipolar magnetic field
in Eq. 1.36 in the strong coupling limit is (neglecting the contact term):

3cos? B —1

1
Egec,s.c.(£> Mo _( 5

=13 ) BuazZ — p,], (1.42)

where 9, = Ky -Zand 3 = cos~!(7-Z) is the angle between r and Z. The secular Hamiltonian
in Eq. 1.40 is recovered when the magnetic moments in the expression for the classical secular
dipolar energy —u, - By"*™“(r) are quantized. It is important to note that By"*“(r) in no
way represents the real magnetic field distribution due to I, ; rather, it is the part of the
dipolar field of w, that affects the dynamics of p, in the presence of a large external field
By. The effective field Q;ec’s‘c‘ contains transverse terms because when the nuclei are nearly
chemically equivalent, a magnetic moment p, precessing about By at the Larmor frequency
wY creates a B5**“ field with transverse components rotating at the same frequency, which
are nearly static in the frame of the magnetic moment [4, precessing about B, at the
frequency w?. These transverse magnetic field components can cause a change in ji1, through
nutation, which is consistent with the quantum-mechanical result that the individual z-

components of angular momentum are not conserved when the spins are equivalent. If the

nuclei are strongly chemically inequivalent, w9 and w§ are no longer nearly the same. The
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transverse components of B5° then no longer oscillate at nearly the precession frequency of
By and thus are ineffective at changing By The effective dipolar field in the weak coupling
limit is reached upon dropping the transverse components of e from the strong-coupling
expression:

3cos? 3 —1

1
psecw-c. o @ 2
(r) ( 5

By =3 ) [2u2:)Z, (1.43)

which is entirely longitudinal and conserves 1.

The strong-coupling (homonuclear) secular dipolar Hamiltonian leads to single-
quantum peaks at w{ + %|w})2|P2(cos B) and w) + %|wb2|P2(cos (), which correspond to a
pair of doublets of splitting 3|w}|Ps(cos B) centered on the chemical shift frequencies w
and wg . The dipolar splitting depends on only one physical parameter (wg) and one angle
(B) because the dipolar spatial tensor éD is axially symmetric and traceless. The weak
coupling (heteronuclear or other large chemical shift difference) secular dipolar Hamilto-
nian leads to doublets of splitting 2|wi?|P2(cos 8) centered on w( and w). Typically only
one spin or the other is observed at one time in heteronuclear systems at high field. The
solid-state spectra have sharp doublets only in the case of a single crystal where a single
angle 3 is represented. In a polycrystalline powder the crystallite orientations are randomly
distributed, causing a distribution of splitting frequencies in the bulk signal and a broad-
ening of the dipolar doublets. The powder-broadened doublet distribution is called a Pake

pattern, and its shape can be calculated analytically [6, §VII.I.A(a)],[9, §E]. The total sec-

ular dipolar Hamiltonian for a collection of homonuclear spins is the sum of the individual
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pairwise dipolar Hamiltonians:

N A . . A A 1 ~ - A A
Hise = "Hy " = 1" wiy Pa(cos Bji) (215 Ly, — o Lail + 1 1)], (1.44)
>k >k
where ijk = —%fyzhrﬁj’, rji is the internuclear vector between spins j and k, and i

is the angle between rj, and the z-axis. The dipolar spectrum has never been calculated
analytically because [ﬁg, ﬁ%)k] =% 0 due to the flip-flop terms in the homonuclear secular
dipolar Hamiltonian, and the first truly successful approximation of the dipolar linewidth
in the many-body system was by Van Vleck moment expansion method [6, §IV.II],[5, §3.3].
The flip-flop terms also lead to apparently irreversible “spin-diffusion” effects in which e.g.
magnetization created on one nucleus propagates throughout the dipole-coupled network.
The effects of the dipolar Hamiltonian in fluids (gases and liquids) are much differ-
ent than in the solid state. The intramolecular dipole-dipole Hamiltonian averages to zero
in isotropic solution under rapid molecular reorientation due to the fact that the trace (i.e.,
the isotropic portion) of the spatial tensor éD is zero. (Note that éD is not traceless if the
contact term is included.) The intermolecular dipole-dipole Hamiltonian is also averaged to
zero on a microscopic length scale due to molecular diffusion. Therefore no dipolar splittings
are observed in isotropic solution, although the dipolar couplings can enter in higher-order
perturbation theory as a relaxation mechanism that causes line broadening, see §1.5. The
dipolar couplings also cause relaxation in solids. If the solution is not isotropic, e.g. an ori-
ented liquid-crystalline medium, the dipolar couplings are not averaged to zero. However,
fast molecular reorientation is still present, so the spectra present sharp doublets with some

orientationally-averaged splitting wi P>(cos 3). The orientational average Py(cos/3) is not
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zero if the averaging is anisotropic. Effective non-axially symmetric dipolar couplings in
the molecule-fixed frame have been reported in some biaxial liquid crystalline phases due
to motionally-averaged restricted rotations (librations) [49, 50, 51].

As is discussed in more detail in §6, the intramolecular dipolar couplings are not
completely averaged away by molecular diffusion over a macroscopic length scale, since the
internuclear vector r changes very little on the timescale of 1/wi7. Most of these dipolar
couplings are quite small due to the r~3 dependence of w]lJZ, but they are not negligible due

to the enormous number of them, on the order of N?/2 for N ~ 10%°

spins in a macroscopic
sample. These effects of these distant dipoles can be described by a classical mean field
approach, in which a given dipole precesses in the average magnetic field created by the

rest of the dipoles. Semiclassical and other partially quantum-mechanical methods have

also been developed to treat the coherent effects of long-range dipolar couplings.'®

1.3.6 J-coupling Hamiltonian

There exists another coupling between nuclear spins called the J-coupling. This
coupling arises from the mutual dipole—dipole coupling of two nuclear spins I and Is to
an electron. A simple model of the J-coupling is included in §7.7 of Ref. [32]. Since the
nucleus—nucleus coupling is mediated by electrons, it is also sometimes called the indirect

nuclear spin coupling. When the coupling Hamiltonian is averaged over electronic degrees

19The speed at which the oscillation of one dipole can be communicated to the other is limited by the finite
speed of light, so distant dipole moments cannot feel changes in each other’s orientation instantaneously.
One may therefore wonder whether such time retardation effects can appreciably alter the dynamics of a pair
of dipole-coupled nuclei separated by macroscopic distances. The authors of Ref. [52] have argued that such
effects between a pair of oscillating dipoles actually decrease as the separation increases and are completely
negligible in internuclear or any other physical systems. They did not consider collective effects in a system
of many dipoles.
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of freedom, an interaction Hamiltonian can be written purely in terms of nuclear spin

operators:

IA{J/h:il'i‘iQ- (1.45)

Like the dipolar coupling tensor A , the J-coupling tensor J is axially symmetric. Unlike
= £

A , however, J is not traceless. The J-coupling Hamiltonian can be written as
£ 4

Hy/h= H7 + Hj™ =, (1.46)
where
HE /h = wy(I; - I) (1.47)

is isotropic both in real space and in the combined spin space of I and Is. The H §”i30 term
is anisotropic, i.e., its value depends on the orientation of the molecule. The J-coupling

constant is usually written in terms of frequency:

J=wy/2m. (1.48)

The J-coupling constants tend to be on the order of Hz to hundreds of Hz. An important
property of the J-coupling is that it is a through-bond interaction rather than a through-
space interaction like the dipole-dipole coupling; i.e., the nuclei need to belong to two

atoms that are connected through a covalently-bonded network. Therefore the J-couplings
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contain useful information about the connectivities between atoms. The J-coupling constant
is often written as "Jxy, where n is the number of covalent bonds that separate nuclei X
and Y. The anisotropic J-coupling is averaged away in fluids due to molecular motion; in
solids, the J-coupling is not usually very important because the residual powder linewidths
in solids are often comparable to or larger than the J-couplings, even under magic angle
spinning conditions. Therefore the J-coupling Hamiltonian in NMR is usually taken to
be the secular part of I:Iff". All of f[f,so is secular in the strong-coupling (homonuclear)
limit when |wy| > |wi — w3| (see §1.3.5). The interaction becomes truncated in the weak
coupling limit |wy| < |w% — w8|, which is always in effect at high field if the two spins are
heteronuclear species. The secular approximation in a J-coupled system is described in
terms of static perturbation theory in §5.2.3 of Ref. [2]. The secular strong- and weak-.J-

coupling Hamiltonians are respectively (neglecting the anisotropic terms):

A% Ih = wy(Iy - I,) (1.49)

ﬂ—jec,w.c./h = wjl,1l,9. (150)

1.3.7 Quadrupolar Hamiltonian

The standard references for the theory of quadrupolar interactions are the mono-
graphs by Abragam [6, §VLI|, Das and Hahn [53], and Cohen and Reif [54]. Quadrupolar
NMR has also been reviewed, e.g., Refs. [55], [56], and [44]. As was discussed in §1.2,
spin I > 1/2 nuclei in general have a non-spherical electric charge distribution and possess

electric quadrupole moments that can couple to local electric field gradients. The nuclear
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charge distributions probed in NMR are averaged over the rotational motion of the nucleus
and it is the rotationally-averaged “spectroscopic” quadrupole moment that is considered
here. Fig. 1.2 illustrates how certain non-spherical charge distributions can lead to an elec-
tric quadrupole moment. The electric field gradients that the nucleus interacts with are
typically due to external sources, e.g., the charges of nearby atoms. Note that in ionic
crystals external electric field gradients can distort the electron cloud of the atom bear-
ing the quadrupolar nucleus which in turn generates an electric field gradient of its own
at the position of the nucleus; this is called the Sternheimer antishielding [6, §VI.I.B],[54,
§12],[57, 58]. Fig. 1.3 illustrates an external charge distribution that can create an electric
field gradient at the position of the nucleus. These figures are only two-dimensional and

the actual problem must be considered in three dimensions.

monopole quadrupole

Figure 1.2: Schematic of a non-spherical nuclear charge distribution leading to an electric
quadrupole moment.

s
® + ©
s

Figure 1.3: Schematic of an external charge distribution leading to an electric field gradient
at the position of the nucleus.
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The classical quadrupolar energy is [17, §4.2]:

Q: YE(0), (1.51)

where g is the electric quadrupole moment tensor and VE(0) is the electric field gradient
(EFG) tensor evaluated at the position of the nucleus. The EFG tensor can be written
in terms of a new tensor V involving the electric potential instead of the electric field; its
Cartesian components are

o 0%V
dq;0q; " "

(1.52)

The electric potential V(r) is defined via E(r) = —VV(r) and ¢;,q; € {z,y,z}. If the
classical electric quadrupole moment tensor is promoted to a quantum operator, ) — Q,

the quadrupolar Hamiltonian may be written in the form

2
Ho=A%:1%= 3" (~1)149 72, (1.53)
q=—2

where A9 o V and zQ x Q The neglect of the £ =1 and k = 0 spherical tensor terms in

Eq. 1.53 as compared to Eq. 1.13 is justified as follows. The spatial tensor éQ is symmetric

. . . . . 8%V 5%V .
(Ag = Ag) because of the equality of mixed partial derivatives, i.e., 9400, — 9404, in Eq.

1.52. Therefore according to Eq. A.11 the rank-1 spherical tensor AIQ is zero. Also note that

2 2 2
the isotropic component of the spatial tensor is AOQ x TrlV] = %m‘é (0)+ %y‘Q/ (0)+ %2‘2/ (0) =

V2V (0). The Poisson equation of electrostatics states that V2V (r) = p(r)/eo, where p(r)
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is the electric charge density at r and ¢g is the permittivity of free space. Since the charge
distribution that generates the EFG typically comes from sources such as atoms that are
external to the nucleus, p(r) = 0, and therefore A9 = 0. Note that even if p(0) # 0,
e.g., due to distortion of the s-electron distribution of the atom containing the quadrupolar
nucleus, the A(?,O term multiples the tensor component TOC?O, which by the Wigner-Eckart
theorem (see §A.3) is proportional to 1. This results in a uniform shift of the energies of
the magnetic sublevels and does not affect the angular momentum dynamics.

It will be convenient to absorb the factor of % into the tensors and to move any
units involving the electric quadrupole moment into the spatial tensor éQ so that Z ©
is dimensionless. The tensor zQ can be written in terms of nuclear angular momentum
operators via the Wigner-Eckart theorem (see §A.3). Eq. 1.53 can be written in the principal
axis system (PAS) of the EFG tensor (labeled {X,Y, Z}) in a particularly simple form:

©TUBE =TI+ 1)]

{[3@ —I(I+ 1)) - %Q(f)% - 1}%)}. (1.54)
According to a relatively standard definition the nuclear quadrupolar coupling constant is

Co = 24Q/h, (1.55)

where e equals the electron charge and the principal component of the EFG tensor is

o*V OE,

@(0) = _8—2(0)’ (1.56)

eq="Vzz =
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and the nuclear electric quadrupole moment is

eQ = (I,my = I|Qzz|I,m; = I). (1.57)

The quadrupolar coupling constant Cg can be positive or negative depending on the relative
signs of the nuclear quadrupole moment and the local electric field gradients, although only
experimentally-determined |Cg| values are tabulated in the NMR literature because the
sign of the quadrupolar coupling is not trivial to determine, at least by NMR methods (see
pp. 261-262 of Ref. [6].2° Typical values of |Cg| in solids are on the order of ~ 100 kHz to

~ 1 MHz. The EFG asymmetry parameter is defined as

ng = Vxx —Vvy)/Vzz (1.58)

for |Vzz| > |Vxx| > |Vyyl; the case ng corresponds to axial symmetry of the EFG about

Z. The spherical tensors have been normalized such that

Too = [31% —I(I+1)1]
. . 3. 3. . .
Toyo+ 1o = \/;Ii + 513 = V6(I% — I}). (1.59)

Note that AOQ70 and qu are zero, and in the EFG PAS, AQQ’LAS =0.
In NMR experiments it is more useful to express the quadrupolar Hamiltonian in
laboratory frame coordinates {z,y, z} so that the spin tensors are quantized along z, the

magnetic field axis. The expression for fIQ in the laboratory frame is quite complicated

20The sign of Cq can be determined by other techniques, e.g., Mdssbauer spectroscopy.
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(see Eq. 4.7 of Ref. [10]). Eq. 1.19 can be used to write the first-order secular contribution

of fIQ as

gg) _ A%:SBT;(I)%B
= w9 (Co,ngia, B,7)BI2 — I(I+1)1], (1.60)

where wig(Cq,ng; a, B,7) is the characteristic first-order quadrupolar frequency is written
in terms of the Euler rotation angles that relate the EFG PAS to the laboratory frame. If
instead the polar angles (6, ¢) that relate Z to z, this frequency equals (see Eqs. 4.7, 4.11

of Ref. [10])
wiQ = %wQ ng cos 2¢(cos® § — 1) — %(3 cos? 0 — 1)]7 (1.61)

where

2wCq

“Q= eI =T (1.62)

Note that I:Ié is an odd function of I,. Therefore <+|m|\ﬁé| + |m|) = (—]m||ﬁé| — |m|)
and the evolution of “symmetric” Zeeman coherences |  |m|)(Z|m|| is invariant to ﬁclg
Since quadrupolar couplings are so large, the effects of the second-order pertur-
bation terms on the NMR spectrum cannot in general be neglected. The second order
secular quadrupolar Hamiltonian can be written with the aid of Eq. 1.22. The products

gLﬁ BAgpLAB, may be combined using Eq. A.17 to form higher ten-

of spatial tensors, A
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Sors AgHLAB. According to the rules of angular momentum addition, ¢ = —p + p = 0 and
k=12-2],...,]24+ 2| =0,...,4 in integer steps. The higher tensors with odd k are zero.
This can be appreciated via a simple parity argument: since PAl,mP_l = (—1)lAl,m, where
P is the parity inversion operator, each of the AgpLAB terms is even under parity and there-
fore so is their product, which implies the product tensors have even k. Interestingly, the
second-order secular quadrupolar Hamiltonian contains a spatially-isotropic (k = 0) com-
ponent; this presents itself in NMR, spectra in much the same way as a chemical shift. Note
however that the spin operator dependence is different from that of a chemical shift, except
in the case of I +1 where I 3= I,. In that case the isotropic part of the second-order secular
quadrupolar Hamiltonian is just proportional to the chemical shielding Hamiltonian. The
two effects could however be distinguished by conducting experiments at different magnetic

fields because they depend on By differently.

The second-order secular quadrupolar Hamiltonian is (see Eqs. 4.8, 4.12 of Ref.

[10])

A = QLI+ 1)1 — 312 + W3PL[8I(I + 1)1 — 121? - 3]]

+w2@18I(I + 1)1 — 3412 — 51], (1.63)
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2Q

where the rank-k second-order characteristic quadrupolar frequencies w;. are

2
20 1 wg 2
= —(3
“o 5072y 3 Q)
2
G290 - 1 “Q [(77@ -3)(3 cos® 6 — 1) + 619 sin? 0 cos ng]
2 44872 wy
2
20 1 worl 2 4 2
wyt = _128772w_0[m(18+7769>(35008 0 —30cos” 0+ 3) +

1
+%77Q sin® 0(7 cos® ) — 1) cos 2¢ + Zné sin? 6 cos 4¢} . (1.64)

Note that H. g ) is an odd function of I .21 This allows the evolution of symmetric Zeeman
coherences | T |m/|)(£|m|| under H, ((92 ) to be “reversed” in a coherence transfer experiment by
appropriately choosing the signs of the coherences. This leads to the possibility of removing
parts of the ﬁg ) evolution using a coherence transfer echo, which is a principle that the
MQMAS experiment in half integer quadrupolar spins relies on (see §3).

Second-order cross-correlation effects can also be important when at least one
of the interactions is large, such as a quadrupolar coupling. Quadrupolar—chemical shift
anisotropy and quadrupolar—dipolar cross-correlation relaxation effects in solution are con-
sidered in §1.5 and §4. Cross-correlated interactions are the source of the small apparent
magnetic field dependence of the quadrupolar splitting that has been observed in gaseous
Xe-129 [59, 60].

It is rarely necessary to consider perturbation terms beyond second order. How-

ever, there are compounds that possess nuclear quadrupolar couplings that are large enough

210ne might object that this is unphysical since I:IQ and hence its unitary-truncated form H g ) must be

invariant (even) under time reversal, but I and hence I is an odd function under time reversal (TIAZTf1 —
—fz). However, one must also consider the time reversal properties of the wiQ terms. Electric fields and
charge densities are even under time reversal and therefore so is wp; note, however that wo contains a
“hidden” factor of the magnetic field Bo. Magnetic fields are odd under time reversal; therefore, H, g) as a
whole is even under time reversal, as is expected.
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that higher-order perturbation corrections are necessary even at fairly high values of By.
Third-order quadrupolar effects have been observed experimentally [61] and also consid-
ered theoretically [39, 40, 61, 44]. Bain has made an exact calculation in Liouville space of
the simultaneous effects of the Zeeman and quadrupolar interactions [62]. Grandinetti has

considered the effects of large quadrupolar couplings on phase cycling [63].

1.3.8 Radiofrequency Hamiltonian

NMR is, as its name suggests, a resonant technique. The adjacent magnetic sub-
levels of a spin I are split in the presence of a magnetic field B, by Awg, where wy is the
Larmor frequency. An oscillating magnetic field tuned near the resonance frequency wg
can drive transitions between adjacent sublevels. This section considers this process from
a Hamiltonian perspective. The magnetic field will be treated classically; the reader is re-
ferred elsewhere for quantized field descriptions of magnetic resonance [64],[65, §4],[66],[67,
§2], which are generally not necessary to describe most NMR, phenomena.

An NMR probe is operated by passing an oscillating current through a coil which
in turn generates an oscillating magnetic field. Typical nuclear Larmor frequencies in su-
perconducting magnets are on the order of 102 MHz, which is in the radio frequency region
of the electromagnetic spectrum. NMR excitation has therefore been considered to be a
radiofrequency (rf) irradiation of the nuclei. Note, however, that this technique does not
subject the spins to what are commonly understood to be radio waves. Radio waves are
a type of electromagnetic radiation, which is a “far field” effect, i.e., they are experienced
at distances from the oscillating source that are large compared to the oscillation wave-

length [17, §9]. A current oscillating at w, = 300 MHz corresponds to radio waves with a
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wavelength of 1 m; however, the rf coil and the sample and the distance between the two
are all typically on the order of 1 cm. The magnetic field is experienced by the spins on
a sub-wavelength scale and therefore NMR irradiation can actually be considered to be a
“near field” effect [68].

Assume that the rf coil creates a homogeneous magnetic field oscillating at fre-

quency w, with phase ¢ that is linearly polarized along the z-axis in the laboratory frame:

B, ¢(t) = 2By cos(w,t + ¢)Z. (1.65)

The factor of 2 is introduced for later convenience. This linearly polarized field can be

decomposed into two counter-rotating circularly-polarized fields:

B’rf(t) = Bff(t) +§;f(t)

= Bi[cos(wrt + @)z + sin(w,t + ¢)y] 4+ Bi[cos(w,t + ¢)Z — sin(w,t + ¢)y].(1.66)

The laboratory-frame radiofrequency Hamiltonian for a spin [ is just the Zeeman Hamilto-

nian for the spin in the presence of B, (():

Hyp(t)/h = —vL-B,;(t) = —2wi cos(w,t + @)1,
= —wi[cos(wpt + ¢) I, + sin(w,t + QS)fy] — wy[cos(wyt + ¢) I, — sin(wyt + d))fy],

(1.67)

where w; = vBp. The effects of the rf Hamiltonian on nuclei is considered further in §1.6.
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1.3.9 Motional averaging of Hamiltonians in fluids

The basic solid-state NMR, Hamiltonian is given by Eqgs. 1.13 and 1.14:

H = ﬁz—l—Zﬁ{

13
2 k
LYY Y (169
¢ k=0qg=—k

where H 7 1s the dominant Zeeman Hamiltonian and the ﬁf are the Hamiltonians of local
interactions. There are two relevant timescales for quantum-mechanical evolution under
this Hamiltonian: the Zeeman timescale hi/ || Hy ||~ wy! and the set of timescales of the
local interactions %/ ||Hz||~ we ! The timescale of Zeeman evolution (Larmor precession)
in a high-field NMR experiment is very much faster than the timescale of any of the local
interactions; in §1.3.3 it was seen that this resulting in a secular averaging (truncation)
in spin space in the Zeeman interaction frame. Now consider what happens when time
dependence is added to the spatial part of the Hamiltonian. The once the spatial spatial
tensors are referenced to some coordinate system, they can be written as (courtesy of the

Wigner-Eckart theorem, see §A.3):

A o< Yig(0, ), (1.69)

where Y}, 4(0, ¢) is a spherical Harmonic function. The polar angles (6, ¢) could for example
describe the orientation of an internuclear vector relative to space-fixed (laboratory frame)

coordinates in the case of a dipole—dipole coupling Hamiltonian, or the orientation of the
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principal axis of a local molecular electric field gradient relative to space-fixed coordinates
in the case of a quadrupolar coupling. As opposed to the situation in solids, in which the
molecules are rigidly locked into one orientation, fluids are characterized by random molec-
ular motion including tumbling and diffusion. The Ai g are fixed to the molecular frame
(neglecting internal molecular motion); i.e., the principal axis of one tensor might be along
the axis of a particular chemical bond, and as the molecule rotates so does the bond. This
causes a stochastic reorientation of the spatial tensor components that can be characterized
by introducing a time dependence into the polar angles that parameterize them, 6 — 6(t)
and ¢ — ¢(t). If the fluid is isotropic 6(t) and ¢(t) will sample all possible orientations
isotropically. If the timescale of molecular reorientation is much faster than any of the NMR
timescales including the Zeeman timescale—e.g., molecular tumbling can be on the order of
picoseconds for small molecules—it is appropriate to replace the spatial tensors with their
time-averaged values. This is equivalent to replacing Ay , with its isotropic orientational

average. The spherical harmonic functions are orientationally-averaged according to

Vgl = 1 | [ 00a(0.0)]. (1.70)

where df) = sin 8dfd¢ is the differential area element. Note that this can be written as

(Vieglo = —= [42%4(0.0) ¥50(0.0), 1)
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where Y'(0,0) = Yo,0(0,¢) = \/41?. The orthogonality relation for spherical harmonic

functions is

/ 02 (6, 8) Y7 (0. 8) = 610 (1.72)

Therefore it can be seen that (Y ,)0 = 0 unless k = 0, ¢ = 0; i.e., unless it is an average
of the isotropic component, (Ago)o = Ao = \/;7r . Therefore fast isotropic reorientation
in fluids is said to average away all tensor interactions; i.e., all non-isotropic components of
the local Hamiltonians are averaged to zero. This is not necessarily the case in an oriented
(anisotropic) fluid medium because some orientations of the molecule are preferred over
others and the isotropic orientational average must be replaced with a probability-weighted
orientational average.

The only local interactions that have a spatially isotropic component are the chem-
ical shielding and J-coupling interactions. Solution-state NMR spectroscopy largely consists
of the measurement of chemical shifts and J-splittings. The quadrupolar coupling interac-
tion is averaged away, as is the dipole—dipole coupling (at least over microscopic distances,
see §6). On the other hand the anisotropic broadening found in powdered solids is averaged
away in solution so the spectral lines are very sharp.

Note that when the molecular motion is on a timescale comparable to or slower
than the Zeeman timescale, it is more appropriate to apply the Zeeman secular averaging
to the local interactions before the motional averaging. This can lead to small second-order
frequency shifts. For example, as was seen in §1.3.7 the second-order secular quadrupolar

Hamiltonian contains an isotropic component which will not be averaged away by isotropic
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molecular reorientation. These so-called dynamic frequency shifts in solution-state NMR

are considered from the perspective of the semiclassical relaxation theory in §1.5.4.

1.4 Density operator theory and propagation

1.4.1 Introduction to the density operator

The following discussion of the density operator and its application to quantum
mechanics and statistical mechanics draws heavily from the works of Blum [69], Farrar and
Harriman [70], Fano [71], Giulini et al. [72], and Tolman [73, §IX].

It is well-known that if an isolated quantum system is known to be prepared in
some state [¢), then that state vector contains all the information necessary to specify
the probabilistic results of all measurements of the internal configuration of the system.
However, usually only a finite number of degrees of freedom of a system are known to the
experimenter, and even the best-isolated systems exhibit some coupling to their surround-
ings. Therefore, sometimes only incomplete knowledge of the quantum system is available;
i.e., it may not be certain that the system exists in some state |¢)), but there may be some
statistical knowledge that the system is likely to exist in state |¢;) with probability P;, with
multiple {|¢;)} possible. Alternatively, in an ensemble picture one might think of a fraction
P; of the ensemble existing purely in state |1);).

It is necessary to develop a quantum-mechanical formalism that can accommodate
the statistical ensemble picture. This is usually accomplished by introducing a statistical
density operator. It should be clear that if the state 1) contains all the internal information

of the system, then the projection operator |¢) (1| contains no more and no less information
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than does [¢) itself. If the system is known (by experimental control or due to natural law)
to exist in some set of states {|1;)} with probabilities {P;}, then a density operator may be

defined

p= ZPi|¢i><¢i|’ (1.73)

where p is a probability-weighted linear combination of projection operators. There is no
requirement that the {|¢;)} be orthogonal or normalized; however, if they are, then the

following relation is satisfied:

T =S P =1, (1.74)
i
where the sum of all probabilities must equal unity. Additionally, p is Hermitian, such that

(1.75)

Il
>

The general form of Eq. 1.73 specifies a mized state, since the system is not known to be
specified by any one state |¢;). However, if one P; equals unity and the rest equal zero,
then p = [¢;)(1);| specifies a system in a pure state (i.e., the state |¢;)). The {P;} may
be interpreted in an ensemble picture as being the populations of the states {|1;)} of the
system. It can be shown that p? = p for a pure state and p? # p for a mixed state. It also
can be shown that Tr[p?] > 0 for any p.

The density operator can always be expanded in some complete set of orthonormal

basis states {|n)}, e.g. by expanding |1;) =) cg)|n>, where ¢l = (n|t;). In this case Eq.
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1.73 becomes

p=2_D Picillim)(nl, (1.76)

m,n

allowing the density operator can be written in terms of its matrix elements pp,, = (m|p|n) =
> P c%)*cq(f ). Tt is evident that the only way to get a nonzero off-diagonal matrix element
Pmn (M # n) is if more than one of the coefficients {c,(f)} describing at least one of the
|1;) are non-zero; i.e., if |¢);) is in a coherent superposition of the states basis {|n)}. For
this reason the off-diagonal matrix elements of p are called quantum coherences: they in-
dicate coherent superpositions in a given basis within the system. The diagonal elements
of the density operator are p,, = >, P; \cg)|2 =>.b P,(Li), where PV = |(n|y;)|? is the
probability of finding the system in state |n) if it is prepared in the pure state |¢;). The
P, are “statistical probabilities” and the Péi) are “quantum probabilities.” It follows that
Pnn corresponds to the probability of finding the system in state |n) if it is prepared in the
mixed state described by Eq. 1.73. It should be stressed that coherences are in the eye of
the beholder in the sense that a system may have coherences in one set of basis states but
not in another; likewise, the populations must reflect the choice of basis as well.?? A mixed
state is said to be at least partially coherent if the density operator has coherences in some

basis. A density operator is said to be completely incoherent if it has no coherences in any

22This may be exemplified by considering a two-state system spanned by the basis vectors |1) and |2). If
the system is prepared in the pure state |1), then p = |1)(1| = (}) in the basis of 1) and |2). However, in the
basis of |+) = %(|1>i|2>), the density operator becomes p = £ (|-+)(+|+[+){(—|+|=){(+[+|-}(-) = 15 })-
In the former case the system has populations P, = 1 and P, = 0 and no coherences; in the latter case,
the system has populations P+ = 5 and non-zero coherences between |+) and |—). Note that this density
operator is different from p = 1 (|+)(+|+|—)(-|) = %(é 9), which corresponds to an incoherent superposition

of |+) and |—); in fact, it represents the completely incoherent/mixed state because p = %(10

01) in any basis.
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basis, in which case it is always diagonal with every P; being equal (i.e., it is proportional
to the identity operator).

The density operator can be used to predict the results of experimental measure-
ments. A measurement result corresponds to the expectation value of an observable opera-
tor, which in the case of a system in the pure state [t;) is (A) = (i Aly);) = Tr[|vi) (] A].

If the system exists in a mixed state, then

(A) = Z P {Tr( i) (vhi| AJ}

= Tr[p A, (1.77)

which must be generalized to (A) = Tr[p A]/Tr[p] if p is not normalized. If the den-
sity operator and observable operator are expanded directly into some basis, then <A> =
> mn PmnAnm, where ppy, = (m|pln) and App, = (n|A|m).

The density operator also may evolve in time under a system Hamiltonian. If the
system obeys purely quantum-mechanical (unitary) time evolution, then [ (t)) = U (t;to)|1(to))
in the case of a pure state, where U (t;tp) is the unitary time-development operator that
propagates the state vector from time ty to time ¢. This may be generalized to find the

time evolution of the density operator (§2.1.2):

p(t) = Ult;to) plto) U™ (t:t0). (1.78)

The time development operator may be found by solving the Schrodinger Equation (§2).
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The density operator satisfies von Neumann’s quantum Liouville equation of motion:

ih—p— = [H(?), p(t)], (1.79)

where H(t) is the (possibly time-dependent) Hamiltonian of the system. The density oper-
ator does not evolve in time if it commutes with the Hamiltonian operator. The equation

of motion for the expectation value of an observable is:

ih% = — <[H(t), A]>, (1.80)

where < A> (t) = Tr[p(t) A].

1.4.2 Open quantum systems and reduced density operators

This preceding discussion has not considered the origin of mixed states or the in-
teraction of a quantum system with its environment, and these topics will be considered
here. A quantum system that is completely isolated from any other system is considered to
be closed. Consider a closed quantum system C' whose degrees of freedom can be divided
into two parts: a subsystem of interest S, and the environment E, such that C' = S® E. The
division between system and environment is somewhat arbitrary, but often a system of in-
terest can be singled out as a particular set of degrees of freedom upon which measurements
are made, e.g. NMR measurements are made within the set of angular momentum eigen-
states of the nuclear ground state. Presumably, even a very large closed quantum system

can be described by a pure state vector, although this hypothesis cannot really be tested
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experimentally since every system interacts with an environment (including the observer)
to some degree. Suppose C' is prepared in some state |¥). This state can be expanded in

sets of basis states within the S and E subspaces:

) =" el 0l), (1.81)

meS nekE

where [/565) = [15) 65, cmn = (U5,6E19C), and the {[1:5)} and {|¢£)} are complete
sets of orthonormal basis vectors within the .S and E subspaces of C, respectively. It should
be noted that if all the expansion coefficients were uncorrelated between S and E such
that cmn = ¢mcn, then one could write |¥) = [¢%) ® |¢F), where [¢°) = 3" cp|bs) and
[pF) = 3 cn|¢F). However, in general this is not the case, and the state of the system
|¥) cannot be factored into a direct product of states in the S and E subspaces. States
that cannot be factored in this manner are considered to be entangled in the product basis
because quantum correlations exist between the S and E subspaces.

The density operator of the full system C' is:

ey =TT = D" " crnCn [n o8 ) (b5, b5, (1.82)

m,m’ n,n’

and in general p(c) is correlated—i.e., p(c) cannot be factored into a direct product of
operators in the S and E subspaces alone—unless all of the ¢, are uncorrelated.?? An
expectation value in the combined system C can be calculated in the usual way as <A(C)> =

<\I/C|A(C)I\I'C) = Tr[,é(c)/l(c)], where A(C) is the observable that is measured. However, it

. 23Herqafter the parentheses will be used to denote an operator in the combined space C, e.g. to distinguish
A(S) = As® 1 from Ag.



1.4. DENSITY OPERATOR THEORY AND PROPAGATION 58

may be desirable to consider the results of a measurement just on the system S, with an

observable of the form:

Agy=As@1p =D > A5 0nwltnoh) (Wndml, (1.83)

m,m’ n,n’

where Ag = - AS Sy (S,| is in the subspace S and 1g = 3, [6Z)(#Z]. A mea-
surement of 121( s) returns information about the system S while leaving the environment £

undisturbed.?* The expectation value of the measurement is:

~

(Ais)) = TripcyAes)]

= D> ConChmAn, (1.84)

m,m’ n

where the relation (gb;%gi)ﬂ/l(s) 13, 05) = (5| As|S W OE|pE) = AS 8, v has been used.

It is convenient to introduce the reduced density operator of the system S:

ps = Trelpi] = Y D cmnCmltm) (W, (1.85)
m,m’ n
where Trg[- - -] indicates a partial trace over the environmental states:
Trulpe) = ) _(on bl on), (1.86)

n

218ee Ref. [72, §A3.2] for a discussion of observations of open systems that are correlated with unobserved
environments.
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where from Eq. 1.82 it can be seen that

(&)l dm) Do D ot o Um0 05N (W [ 670

m,m’ n’,n'

= Z Z Cmn’crn’n”dn,n’én”,n|¢7§1><¢T€L'|

m,m’ n’ n’

= Z CrmnCon me) (1/}51’ .

m,m/

Using these definitions the expectation value <A(S)> given in Eq. 1.84 can be calculated

completely within the S subspace as:

(As) = (Ag)) = Tr[psAs]

= Y A (187

where Pim/ = <w1§1‘ﬁ5"¢§1/> =D CmnCys A;fm/ = <¢§1‘ASW§LI>7 and

Trl--1=3, (5| [13) is the trace within the S subspace. A reduced density operator
for the environment can also be defined as pp = Trg[[)(c)], with matrix elements pfn, =
(0Z|pE|ol) = 3, cmnc,,,.2> Note that in general the density operator in the combined
space does not factor into a direct product of operators in the subspaces: i.e., p(c) # Ps®@ 0,
where ps = ps/\/Tr(pc)] and py = pE/\/Tr[p(c)); the matrix elements are ng,n;m’,n’ =
ooyt Whereas (7 & g )mtan = {5 s St Conntt oo HAY s T e}
The equality pcy = p's ® ply can be proven in the special case of uncorrelated coefficients
Cmn = CmCp by using the normalization condition (PO W) = Tr[pcy] = 3, >, lcmn|? =

S lemn |23, [enr|? to remove the sums over m” and n”.

ZIncidentally, the trace in the complete space C is Trc[---] = Tre{Trs|---|} = Trs{Trg[---]}; i.e., the
partial traces can be taken in any order.



1.4. DENSITY OPERATOR THEORY AND PROPAGATION 60

The system S represents an open quantum system in the sense that it is not iso-
lated from its environment (of course, E is also an open system because it is not isolated
from S, but here it is assumed that measurements are performed on S but not on E). The
important point to note is that even if the combined system C' is described by a pure state
(i.e., [)%C) = p(c) for picy = |TCY(TC), the reduced density operator of S does not in gen-
eral represent a pure state: p% # pg, since (15 |p3|vS ) =3, > nnt CmnCoptn Con?'? Coytr
but (Y5 [ps|vS ) = 3, emncty,. An exception would be the case in which C is in some
unentangled pure state |U¢) = [¢%) ® |¢F), in which case pg = [¢°) ()| represents a pure
state in the S subspace. Mixed state distributions of a subsystem can arise even from a pure
state of the complete system, under the conditions that only the subsystem is observed and
that there are quantum correlations between this subsystem and its surroundings. It should
be noted that some information about the combined system has been lost upon tracing out
the dependence of one subsystem or the other; i.e., knowing both pg and g is not sufficient
to specify p(c) completely unless one of pg or pr represents a pure state [72, §A3], as the
relation p(cy # pg ® py indicates.

One final topic of consideration is of the time evolution of open quantum systems.
A truly closed quantum system should have a time-independent Hamiltonian operator,
since the Hamiltonian is the operator for the energy of the system, which is conserved.
However, energy may be exchanged between an open subsystem and its environment, leading
to coupling Hamiltonians that are effectively time dependent from the perspective of the
system. A classic example is the semiclassical radiation-matter theory, in which the effects

of the quantized radiation field are approximated by potentially time-dependent classical
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electromagnetic fields.

Consider a time-independent Hamiltonian of the complete system C' of the form:

A~

Hiey= Hs) + Hp) + Vis.p), (1.88)
where ﬁ(s) = H s ® 1p contains only operators within the system subspace S, I:I( E) =
1g ® Hp contains only operators within F, and V( s,p) contains operators in the combined
space that couple S and E and is not necessarily factorable as XA/(S, E) = Vs ® V. Using
Egs. 1.79 and 1.85, the equation of motion for the reduced density operator of the system
becomes:

ihaﬁgt(t) = Tre{[Hcy: pioy (0]}

= [Hs, pst)] + Tre{[Hm) + Vis.p). o) ()]}

= HSv pS + Z Z{ ’pmn m/ n(t) - pgzn;mn/ (t)Hgn}|wi><wWSﬂ|

mm TLTL

S,E
+ Z Z{ mnm n’pgn”n/;m’n(t) - pg’zn;m”n ( )Vm n m n}‘wgl> <¢T€Ll‘

mmm nn

(1.89)

where ps = Trelpc)), HE, = (SE1HE|OE), 05 () = (@5 bcy (05, ¢5), and
VT;anm o = (U dE Vs p) |05, ¢5). Note that ihap%t(t) #[HZY, ps(t)] in general due to the
effects of correlations with and couplings to the E subspace, where ﬁgf 7 is some effective

Hamiltonian in the S subspace. However, if pc(to) = fg(to) ® p5(to) and V(E,S) = Vé@Vé,

then ih228U) — [Ag 4 aVs, ps(t)] holds, where @ = Trlpu(t) Vil /(Trpio)|Tr(Vis, )2

% As usual, ps = ps/\/Trlpe)], P = pe//Trlpo), Vi = Vs/\/Tr[Vis.p)], and Vi = Vi /1/ Tr[Vis,p)),
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The TTE{[ﬁ(E) + V(S,E),ﬁ(c) (t)]} term contains environmental variables, and it is diffi-
cult to isolate a pg(t) term to form a proper differential equation. This term can lead to
irreversible, non-unitary dynamics within the subsystem S; this apparent “non-quantum
mechanical” relaxation behavior arises due to the over-simplifying neglect of the full details
of the interaction of the system with its environment. Eq. 1.89 can be used as the starting
point of a quantum-mechanical theory of relaxation. The usual procedure includes: trans-
forming into the interaction frame of H (S) +H () if these Hamiltonians are much larger than
the coupling term V( s,E), making a perturbative approximation to the integrated reduced
Liouville equation of motion in order to write Eq. 1.89 in terms of p(¢(to) instead of p(c)(t),
and applying some thermodynamic arguments if F represents a constant-temperature reser-
voir [6, §VIILIL.D],[69, §8.1]. A projection operator approach is described in Ref. [72, §7.3].
It is also very common to begin with a semiclassical approximation to the equation of motion

of the reduced density operator, as will be discussed in §1.5.

1.4.3 Ensemble-averaged density operators and thermal equilibrium

Often a system can be divided into a set of identical constituent subsystems. NMR
measurements are always on a macroscopic sample, and involve observations of not just one
spin, but a collection of ~ 10?" spins. A fundamental procedure encountered in statistical
mechanics is the reduction of detailed information about the many-particle ensemble to
only a few averaged, statistically-distributed variables that describe the macroscopic sys-

tem.2” Consider an open system S that is weakly coupled to an environment E that has

where ps = TTE[ﬁ(C)], PE = Trs[ﬁ(c)], Vs = TTE[V(S’E)], and Vg = T’I"s[V(S’E)]. Note that TT[pA(C)(t)}
must be independent of time in a closed system obeying unitary time evolution.

2"The term “ensemble” in statistical mechanics can refer not only to many real identical subsystems, but
also to a set of fictitious identical systems whose internal configurations vary according to thermodynamic
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many degrees of freedom, i.e, enough to form a quasi-continuum. The system S could for
example be a system of nuclear spins for which all the environmental degrees of freedom
such as molecular vibrational and rotational degrees of freedom, electron spins, etc., have
been traced out. General statistical-mechanical principles [73, 74] indicate that the system
will eventually establish a thermal equilibrium at some temperature 7', in which case the

ensemble-averaged reduced density operator has the form

28 —1 —BHS
peq = QS € h ) (190)
where the overline indicates the ensemble averaging, H? is the effective Hamiltonian oper-

ating only on system degrees of freedom, 8 = (kgT)~!, and
Qs = Trle P17 (1.91)

Note that ﬁfq is diagonal in the eigenbasis of HS , 1.e., [ﬁfq, H S] = 0. This makes sense; the
fact that the equilibrium density operator commutes with the Hamiltonian means that it
does not evolve in time (see §2), which is expected because the ensemble-averaged state of
the system at equilibrium should be static. The fact that ﬁfq is diagonal in the eigenbasis
of HS means that there are no ensemble-averaged coherences in this basis. Note that on a
microscopic level when all of the degrees of freedom are considered there may be internal
dynamics, i.e., evolving coherences, etc., but from the standpoint of ensemble averaging

these coherences must average away. In the rest of this work, the overline ensemble average

law.
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notation will be dropped. NMR is inherently an ensemble technique due to the macroscopic
number of spins involves; the ensemble averaging is implicit in all calculations. The “system”
label S will also be dropped; unless states otherwise the system is the collection of nuclear
spins under study.

Egs. 1.90 and Eq. 1.91 give the usual result for the thermal equilibrium population

of some energy eigenstate |m) with energy FEy,:
P(Ep) = (mlpeglm) = Q~Le 5, (1.92)
where the canonical partition function is
Q=> e Fbn (1.93)
m

Thermal polarization of an I = 1/2 nucleus in a high magnetic field

Consider the laboratory-frame thermal equilibrium density operator of a molecule

containing a single spin labeled j:
Pl = Qe M, (1.94)

where the canonical partition function is Q; = Tr[e_ﬁﬁj ] and 3 = (kgT)~!. In a high-

field NMR experiment the Hamiltonian is dominated by the Zeeman interaction, H j H’ ,
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where ﬁJZ = —hwg.fzj, wg = vjBo, and By = Bpz. In this case:

Pyt = exp(+Bhwy L)/ Trexp(+Bhwi L;)). (1.95)

The partition function can be evaluated exactly by taking the trace in the eigenbasis |m;) =

|Ij,m3}> of I;:

Q; = Trlexp(+Bhwil.;)]
+1; ' +1; '
= > (mylexp(+Bhdly)lmy) = Y exp(+Bhaf(my|L.5lm;))
mj:—]j mj:—Ij

+1;
= Z exp(—l—ﬁhwgmj), (1.96)

mj:—]]-
where the expectation values can be taken inside the exponential function only because
they are eigenstates of the argument of the exponential. The partition function reduces in
the case of an I; = 1/2 nucleus to:

Qs = exp[+Mh(— 3] + expl A (+5)] = 2cosh(Fhah,/2) (1.97)
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Likewise, the operator term can be simplified using the relation fzj = ij /4 for a spin-1/2

nucleus:

exp(4+Bhil) = Z%(gmg)nfgj
n=0
=[L+%wmﬂ<ﬁ® FORA) (15/16) + -]
I+ 5y (Bhg)(/0) + g (Bhd)*(F5/16) + -]

= m+5wMWW+awme+~ﬁj
2+ i (Bh/2° + 2(Bha /2P + -1y

= cosh(Bhw} /2)1 + 2 sinh(Bhw] /21 2 (1.98)

Eq. 1.98 holds only for a spin-1/2 nucleus; higher spin nuclei do not satisfy the relation
I fj = ij /4, and in general the thermal equilibrium density operator includes polarization
terms that are not proportional to longitudinal magnetization I 2j- Egs. 1.97 and 1.98 can be

combined to give the high-field thermal equilibrium density operator for a spin-1/2 nucleus:
ﬁjq = —1 + tanh(Bhwy /2) 2j- (1.99)

This equation can be used to calculate the expectation value of the magnetic moment of
spin I; at thermal equilibrium:

(fi)eq = Trlpj'a] = TT{[ 1 + tanh(Bhwg /2) L) (L)}

= —’y]htanh(ﬁhw 12)Z, (1.100)
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where the relation Tr[I2] = % for an I; = 1/2 nucleus has been used. As expected, the
nucleus is polarized parallel to the B, field. Note that Eq. 1.100 can be written:

(i e = PLGED) + PLGRT), (1.101)

where P! = Qj_l exp[—ﬂEi] are the fractional Boltzmann populations of the eigenstates
|m = £3) with eigenenergies E’. = +|m|hwl; the <g;t> = +|m|y;hZz are the average magnetic
moments in the | = |m|) spin-up or spin-down states. The statistical interpretation of
the density operator method is clear: the average magnetic moment (i )c, is just the

population/probability-weighted sum of the magnetic moments in the two states.

The equilibrium bulk magnetization density of N identical I = 1/2 spins is:

1 N~h
Meq = % ;(Hﬁw = o tanh(fBhw/2)Z, (1.102)

where the net thermal spin polarization of I = 1/2 nuclei is:

¢ = tanh(Bhwo/2). (1.103)

The thermal polarization goes as ( — 1 at very low temperatures when 7' — 0 and 3 — +00;
the polarization goes as ( — 0 at very high temperatures when T" — 400 and § — 0. The
net polarization goes like the ~-weighted population difference (P4 — P-) because the mag-
netic moments of the up and down states oppose each other. At infinite temperature the
populations equalize, the magnetic moments randomize, and the net polarization vanishes;

at zero temperature only the low-energy state is populated, all the magnetic moments are
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aligned, and the net polarization is 100%. Protons at room temperature in a 700 MHz mag-
net (yg1/2m = 42.577 MHz/T, By = 16.45 T) have a thermal polarization of ( = 5.6 x 1075.
Even spins with high gyromagnetic ratios at high magnetic fields have very small thermal
polarizations at room temperature; it is advantageous to work at cryogenic temperatures if
the sample supports it (e.g., liquids will freeze) or, if possible, to use alternative polarization
methods. The vast majority of NMR experiments are performed using thermal polarization,
which is part of the reason why high-field magnets are employed. Note that in the case that
some possibly non-equilibrium polarization ( is created, the bulk magnetization density of
a sample of N identical spin-1/2 nuclei is just the generalization of Eq. 1.102:

M N(Cvyh

= — 1.104

where ( is on the interval [—1,1].

The high-temperature approximation

It is possible to make power series expansions of the exponential functions in the

single-molecule density operator Eq. 1.94:

P = ey (-BE Y (B (1.105)

n=0 " n=0
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When the argument of the exponential is small such that 3 || H; ||< 1 (i.e., | Hj | < kBT),

it is safe to make a low-order truncation of Eq. 1.105:

p5 ~ {Tr(i]} i, — BH]]

= (2L + 1), — BH]). (1.106)

This approximation is called the high temperature approrimation; it is valid when the ther-
mal energy is large compared to the energy level spacings in the quantum system. When
the Zeeman interaction dominates (as it does in almost all high-field NMR experiments),

I:Ij ~ HZj = _hfngzj and:
P9~ (21 + 1) 7V + Bhwf L), (1.107)

The spin-1/2 equilibrium density operator in Eq. 1.99 equals Eq. 1.107 in the high temper-
ature limit where tanh(ﬂhwg /2) ~ ﬂhwg /2. The magnitude of the temperature expansion

parameter may be estimated as:

BIH;| = p\TrlH},Hzj) = Bhlw)|Tr(I%)]

Al
SkpT

Ij([j+1)(21j+1), (1.108)

J
which equals 2h l’;;[)]t when [; = 1/2. The high-temperature approximation is therefore valid
for a spin-1/2 nucleus when ]wé|/27r < 2kpT/h. The thermal energy is kgT/h = 6.2 x 10°

MHz at room temperature (7' = 298 K). Typical Larmor frequencies in a high field magnet
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are on the order of |wé| /27 ~ 102 MHz, so the high temperature approximation is certainly
adequate.

The question arises as to how the high temperature approximation should be
applied in a system of many spins (perhaps even a macroscopic number of them). This
problem has been considered in detail by Jeener et al. [75] and Warren et al. [76, 77]. The

N-spin equilibrium density operator is assumed to be of the form:
PN = @ Le0H, (1.109)

where Q = Trlexp(—3H)]. At this stage, the N spins could be considered to be on the
same molecule or on different molecules. Consider a case in which the spins do not interact,

i.e., the Hamiltonian is a simple sum of single-spin Hamiltonians:

N
H=) H, (1.110)
j=1

This equation could also hold approximately if the couplings between spins are small com-
pared to the single-spin terms. If Eq. 1.110 is satisfied, then the exponential function in
Eq. 1.109 factors into a product of single-spin terms, and the equilibrium density operator

exhibits no correlations between spins:

0 = [ewtsiy] {re] [Tesat-oit]}
j=1 =1

N
_ Hﬁjq’ (1.111)
j=1
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where p5? is defined by Eq. 1.94, and the trace of a product of single-spin terms equals

the product of the single-spin traces. It is understood that vazl ﬁ;q =pi? @ pyt-- @ py.

Applying the single-spin high-temperature approximation of Eq. 1.107 to Eq. 1.111 yields:

N
pl ~ T[4l — BH,)/Tr]1,]},
=1
! . N . N o N o
= (2I+ 1)_N{1 +(=0) Y _Hj+ (=B)*Y_ HjHp+ (—p)* Y HjHyH; + },
i <k j<k<l

where it has been assumed for the sake of simplicity that all the spins have the same angular
momentum I, and that the high-temperature condition f | H j|[< 1 is satisfied for each spin
j. The nth-order sum in Eq. 1.112 contains only terms that are products of n single-spin
operators. If all the spins have Hamiltonians of about the same magnitude || Hy ||, the nth
sum in Eq. 1.112 has a prefactor that goes like [3|| H, ||]". These prefactors are very small
since [ || H, |« 1, and it is tempting to apply a further truncation and keep terms only
linear in 3, as was done in the single-spin high temperature approximation. However, there
are (g) = N!/[n!/(N — n)!] terms in the nth sum. This number can be astronomical if
N =~ 10%° represents the number of molecules in a macroscopic sample, and it is not clear
that the nth sum is actually small. Suppose, however, that N ~ 10? represents the number
of spins in a molecule and 3 || H, ||~ 10~ for the Zeeman energy of room-temperature
protons in a strong magnetic field. The quadratic and higher terms in [ are negligible in
this case, since there are simply not enough terms in the sums to overcome the smallness

of B|| Hy||.2® Tt is generally safe to assume that the series can be truncated after the term

28For example, if N = 100, the n = 10th sum has ~ 10'® terms, but the prefactor is on the order of
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linear in # when considering an intramolecular spin system, but the higher-order terms
may play a role when considering a system containing a macroscopic number of spins. Note
that if a high spin polarization (|¢| — 1) is created either at cryogenic temperatures or by
non-thermal means (e.g., by spin-exchange optical pumping of a noble gas or by dynamic
nuclear polarization), the high temperature approximation is not valid and the full density
operator including multi-spin terms must be retained.

There is another compelling reason to keep only the terms linear in G in Eq. 1.112:
they contain multi-spin terms that do not correspond to observable magnetization, since
the magnetization observable is a sum of single-spin operators. This is easily appreciated

by calculating the magnetization of a generic n-spin density operator term By

M, o TrliB,) = Tr{ S yni [ B;;,}
j=1 k=1
n n
x Y {Trj[ngj] I 7rw [Bk/]}, (1.113)
J k'#j

where the factorization of partial traces has been used.?? The primed notation indicates
that the index k&’ need not be taken sequentially from 1 to n, just as long as n terms
are taken in the product. The k’th partial trace is T'ry [Bk/] = 0 if B, is truly an n-spin
operator, since the trace is non-zero only if By, contains the identity operator, in which case
B,, would contain product terms with less than n spins. The only operators that contribute

to observable signal are single-spin terms, which have one non-zero component of I; on

~ (10791 =10,

2Note that to be strictly correct, B,, written in the N -spin space also contains N —n identity operators in
the product; these operators contribute to the total trace only as an overall non-zero multiplicative factor.
The operator fi contains N — n identity operators in the sum, but these would only contribute to a trace

with the operator 1 = []r_, 1x.
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spin j and identity operator contributions from the rest of the spins. An n-spin term of
ﬁé\é remains an n-spin term under any quantum-mechanical evolution if the spins are truly
non-interacting, so these terms would never be observable in an NMR experiment if spin
couplings were absent.?’ In that case it would be safe to truncate Eq. 1.112 to terms that

are at most linear in (:

ply) =~ Q{1 BZH }- (1.114)

Eq. 1.114 can be obtained by expanding Eq. 1.109 as peq ~ Q71— ﬂ]fl] if H is given
by Eq. 1.110. Eq. 1.114 is sometimes called the “strong” high-temperature approximation
for a many-spin system, whereas Eq. 1.112 is the “weak” high-temperature approximation.
The strong high temperature approximation clearly yields a more simple equation, and is
adequate when the system contains less than a macroscopic number of spins. The weak
high-temperature approximation may be necessary if the system is macroscopic (i.e., bulk
matter) and if there exist intermolecular spin couplings (i.e., dipolar couplings) that can
convert the multi-spin terms into observable single-spin terms. Eq. 1.112 was predicated on
the assumption that the spins were uncoupled, but it is still valid if the couplings contribute
little to the total polarization (e.g., when the dipolar couplings are very small compared to
the Zeeman interaction). The intermolecular dipolar couplings are the source of the distant
dipolar field in bulk matter (see §6). The dipolar spin dynamics in the solid state are
dominated by couplings between nearby spins (recall the dipolar coupling strength falls off as

r~3) which overwhelm the macroscopic contribution of distant spins in the multi-spin terms

3%Note that different spins are not coupled to each other by rf fields.
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of Eq. 1.112. The strong high-temperature approximation therefore adequately describes
solid-state systems (unless the polarization is very high |(| — 1). The intramolecular dipolar
couplings between nearby spins are averaged away in an isotropic fluid due to molecular
tumbling; the nearby intermolecular couplings can be neglected because they are so few
(much less than a macroscopic amount) and act coherently for only short time before they
are altered by diffusion. The number of distant couplings, however, is astronomical; even
though each coupling acts coherently for only a short time, their sheer numbers make a non-
negligible contribution to the spin dynamics. A complete description of the system requires
keeping the multi-spin terms in the weak high-temperature approximation or simply using
the full N-spin equilibrium density operator Eq. 1.109. As will be seen in §6, distant dipolar
field effects can be significant in some solution-state NMR experiments.

When the spin system consists of N spins that are dominated by the Zeeman

Hamiltonian H; = — Z;VZI hwéfzj, Eq. 1.109 becomes:

N
PO = Qlexp [+ B8R Wil (1.115)
j=1

where @ = Tr{exp[+[h Zjvzl wéf ~j]}. The strong high-temperature approximation to the

equilibrium density operator is:
N .
ply) ={Tr[iy {1+ n) wil;}, (1.116)
j=1

where 1 = vazl ij. The net thermal equilibrium magnetization density is the average of

the total dipole moment Q(N ) = Z;V: 1 Ej per unit volume. In the high-temperature limit
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this becomes:

M, = V@N)) VTT{MN)pS,V)}
N
o L[S [y (1 0] )
j=1 k=1
1 -
= & 2 {ulPel Trl2)/21 + D), (1117)
j=1

where the full trace of fgj has been factored according to T'r [ffj] =1Tr; [fzzj] {H,]C\;j Tri[lp]} =
Ty 12 R Tr[1]/(21; +1). The strong high temperature approximation is sufficient because
the additional multi-spin terms in the weak approximation do not contribute to net magne-
tization, as has been discussed previously. The trace of sz can be evaluated in the eigenbasis
{|m;)} of I; as:

+1;

Tr(2 = ) (my|I2|my) = Zm = L(I; +1)(2I; + 1). (1.118)

mj:—lj
If all the spins belong to the same species such that I; = I, v; = 7, and wg = vBy the
magnetization density is:

N~2R2I(T + 1
v~ NI+

w2y U g 111
Led = TRV 20 (1.119)

Eq. 1.119 is the Curie law for the net equilibrium spin magnetization density in the high
temperature limit, and is equal to IV times the single-spin magnetization density. Eq. 1.119
can also be derived slightly more simply using the single-spin reduced density operator [5,

§5.4]. Note that M ¢q 15 parallel to the Zeeman field, quadratic in ~y, proportional to By, and
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inversely proportional to temperature. This is obviously only an approximation, because
My — o0 as Bpoo or T' — 0. The thermal equilibrium magnetization density can be solved

exactly for a collection of N spin-1/2 nuclei using Eqgs. 1.99 and 1.111:

N
peq = H +2CJ ZJ (1120)
7j=1

where (; = tanh(8hw} ' /2) and Wo = 7;Bo. If all the spins are of the same species,

N~h

5V tanh(Bhwo/2)Z, (1.121)

1
M@q = _TT{M péév)} -

which reproduces Eq. 1.102. Eq. 1.121 reduces to Eq. 1.119 for I = 1/2 in the high tem-

perature limit where tanh(Shwy/2) ~ Bhwg/2.

1.5 Relaxation of nuclear magnetization

1.5.1 Introduction to relaxation

It was established in the last section (§5.2.1) that an ensemble of nuclear spins I
in an external magnetic field thermally equilibrates with a nuclear magnetization aligned
parallel to the external field axis (i.e., the z-axis). If the external Zeeman Hamiltonian
dominates all of the internal spin Hamiltonians, then within the high-temperature approx-
imation the only non-zero terms in the thermal equilibrium single-spin difference density
operator will be proportional to I,. In other words, an ensemble of spin-1/2 nuclei in an
arbitrary state of polarization left to thermally equilibrate will reach a state in which the

transverse magnetization components (proportional to I, and fy in the density operator)
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are zero and the longitudinal magnetization component has some value corresponding to
the equilibrium Curie polarization (Eq. 1.119) In I > 1/2 systems, all the tensor compo-
nents of the difference density operator will equilibrate to zero in the high-temperature
approximation except for the TLO o I, component. The process of thermal equilibration—
specifically, the disappearance of transverse magnetization components and reestablishment
of equilibrium longitudinal magnetization—is called relazation of the spin system.

In order to understand how relaxation phenomena manifest themselves in NMR
experiments, one must understand the nature of the relaxation processes. A completely iso-
lated quantum system (in which energy is conserved) is characterized by a time-independent
Hamiltonian H in an operator space that includes all the quantum degrees of freedom of
the system. The time evolution of the system from times g to ¢ is described simply by the
time development operator U(t;to) = exp[—iH (t — to)/h]. The time evolution is unitary
and the dynamics are coherent. However, consider the re-equilibration that takes places
when an initially unpolarized (p = 0) spin system is suddenly placed in a magnetic field
directed along the z-axis. The system equilibrates from p(to) = 0 to p(t) o I, as the spins
polarize. The evolution of the spin system in this case is obviously not unitary, since uni-
tary operations preserve the norm of the density operator, and the creation of longitudinal
magnetization from zero magnetization does not preserve {(p(t)|p(to)). In fact, the energy
of the spin system is not even conserved as the spins polarize, since an ensemble of spins
aligned parallel to a magnetic field has a lower energy than a depolarized (randomly polar-
ized) ensemble. The energy non-conservation and non-unitary time evolution suggest that

something is missing from the quantum description. What have been left out are the other
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degrees of freedom that affect the time evolution besides the spin degrees of freedom. The
spin system is not isolated, and it interacts with its environment, referred to as the lattice
(a term that originated from solid-state studies). For example, the nuclear spins may couple
to electron spins, to the vibrational, rotational, or translational degrees of freedom of the
molecules in which they are contained, or even to other nuclear spins (recall that many
of the degrees of freedom of the spin ensemble are lost upon going from a many-spin to a
single-spin density operator). These other degrees of freedom have been averaged over in
the single-spin density operator treatment, but their effects on the spin system appear in
the form of random perturbations that cause incoherent, non-unitary dynamics that drive
the system to equilibrium. In fact, the idea of a small system with a manageable number
of degrees of freedom in thermal contact with a bath or reservoir containing an enormous
number of degrees of freedom is central to the theories of equilibrium statistical mechanics
and thermodynamics.3!

It is possible to develop rate equations that describe the transfer of populations
between the Zeeman eigenstates during relaxation processes. These equations can be used
to describe longitudinal relaxation, since it is the longitudinal components of the density
operator (i.e., those that commute with the Zeeman Hamiltonian) that are needed to de-
scribe the populations of the Zeeman eigenstates. These rate equations, when applied to a
two-spin system are called the Solomon equations, although they can be generalized to in-
clude N spins. However, in order to predict the functional forms or numerical values of the

rate constants that arise in these equations, a microscopic theory of relaxation is required.

3Mn fact, the ideas of thermal equilibrium, temperature, and the Boltzmann law can be derived almost
from this concept alone; see the notes by Feynman [74, §1.1].
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Furthermore, a set of equations that describe only movements of populations (longitudinal
relaxation) incompletely determine the relaxation properties of the system, since the decay
of the coherences (transverse relaxation) has been neglected. The full set of relaxation
equations that include all components of the density operator is called the master equation,
which is often written in matrix form and also requires a microscopic relaxation theory in
order to determine the matrix elements.

There are several theoretical approaches that are commonly employed to describe
relaxation behavior. The following discussion will be restricted to a consideration of relax-
ation processes in molecules in liquid phases. The text by Abragam has an authoritative
treatment of some semiclassical and quantum relaxation theories [6, §VIII], and there is
another seminal work by Redfield [78]. Slichter’s book also contains a similar approach [5,
§5.11, 5.12]. The text by Cavanagh et al. has an accessible pedagogical survey of standard
liquid-state relaxation theory [4, §5], and the text by Goldman contains a concise, physical
treatment of the same [2, §9]. Goldman has also presented a modern view of spin-lattice
relaxation [79]. Murali and Krishnan have published a tutorial on liquid-state relaxation
[80]. Luginbiihl and Wiithrich wrote a review of semiclassical relaxation theory as applied
to biological macromolecules [81], and Dayie et al. have published a review of the same

topic [82].

1.5.2 Semiclassical relaxation theory

Consider the semiclassical model of nuclear spin relaxation, in which the spin sys-
tem is treated quantum-mechanically and the lattice is treated classically by tracing out the

environmental degrees of freedom. The classical lattice variables may become time depen-
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dent due to molecular reorientation and diffusion, yielding a laboratory-frame Hamiltonian

of the form:

H(t) = Ho + Hi(t), (1.122)

where Hy is the deterministic Hamiltonian that leads to coherent dynamics and H- 1(t) is the
stochastic Hamiltonian that leads to incoherent relaxation. The Hamiltonian Hy is time-
independent and contains the Zeeman Hamiltonian, which at high magnetic fields dominates
all other spin interactions; Hy can also include smaller time-independent Hamiltonians such
as the isotropic chemical shielding and J-coupling interactions. The interactions included in
Hj are assumed to be anisotropic terms rendered time dependent by random molecular mo-
tions and are typically much smaller than the Zeeman interaction; their random fluctuating
nature causes H 1(t) to have a time average of zero.3?

The most common approach to the semiclassical relaxation theory begins by treat-
ing H, (t) as a time-dependent perturbation to the primary Hamiltonian ﬁo, and then de-
velops equations of motion for the density operator (the master equation) valid to second
order in the perturbation theory. This is the Bloch, Wangsness, and Redfield relaxation
theory [78, 83]. The following discussion most closely parallels that of Cavanagh et al. [4]
or Ernst et al. [7, §2.3.1]. Upon transforming into the interaction frame of the dominant

Hamiltonian Hy (see §1.3.3) and applying time-dependent perturbation theory, the follow-

ing equation of motion for the spin density operator is reached, which is good to second

32If the molecules of interest are aligned in an oriented medium, then the residual anisotropic interactions
that remain after motional averaging may also be included in Hy, such that Hi(t) still time-averages to zero.
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order in the perturbation theory:

%(tt) ~ —% OOOdT [Iijl(t)a [ﬁl(t - T)aﬁ(t) - ﬁeq]? (1123)

where the tilde represents an operator transformed into the interaction frame, and the
overbar designates an ensemble average (it is understood that the reduced density operator
is already an ensemble-averaged quantity, so the presence of the overbar is implicit). Some

assumptions have been made in the derivation of this equation [6, 2], including: ¢ > 7,

7o < [|[HL/RI2)Y2, Hi(D)F(0) = Hi(t) 5(0), and Hi(f) = 0.333 Here, 7. is a correlation
time characteristic of the stochastic Hamiltonian H; (t). The equilibrium density operator
Peq = e—BHo /T r[e‘ﬁﬁo] equals ;@Veq, since [ﬁeq,flo] = 0. The equilibrium density operator
does not enter naturally into the semiclassical theory (which predicts p(t — o0) = 0 =
Peq(# = 0), which is the infinite temperature result), so peq has been added to Eq. 1.123
after the fact to ensure proper results at finite temperatures.

The stochastic Hamiltonian H 1(t) is usually written in terms of spherical tensors

38235

) =3 Hi=> > > 4,07, (1.124)
& =

where the Ay, are spatial tensors, the Tkﬁq are spin tensor operators, and £ labels the

331t is also required that 7. is much shorter than any of the reciprocal relaxation rates of the system.

34The condition H(t) = 0 follows from the fact that H,(t) has a zero time average, if the system is
stationary and ergodic and thus obeys the ergodic hypothesis.

350One finds no k = 0 components here because the Ag spatial tensors are isotropic and are time-
independent under modulation by random molecular tumbling, and hence have been included in Hy. Also,
for convenience the Ay 4 have been redefined such that the sign of ¢ has been switched (using the fact that
A} o = Ak, —q), and the factor of (—1)? has been absorbed.
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different types of anisotropic interactions (e.g., chemical shielding anisotropy, dipolar or
quadrupolar coupling, etc.).36 The spherical tensor formalism is employed for the conve-
nience of expressing the Hamiltonian and for the ease of performing calculations using the
transformation properties of the spatial tensors. However, since the perturbation calculation
is performed in the interaction frame of I:IO, in this case it is more convenient to expand the
spin tensor operators in a set of orthogonal basis operators IA(k,q;p (with IA();q;p = IA(k,,q;p)

that satisfy certain commutation relations with Hy:

Tiq = Z Kygp = Z Caplip, (1.125)
P P

where [Ho/h, fzp] = wpizp, such that |h,)) and w, are eigenfunctions and the correspond-
ing eigenfrequencies of the commutation superoperator of FIO, and ¢, = c_q;p.?)7 This

commutation relation also implies:

o +iHot/h hy o—iHot/h _ tiwpt hy. (1.126)

Upon substituting Eq. 1.124 with Eq. 1.125 into Eq. 1.123 and using Eq. 1.126 to

36The label ¢ can also denote the same interaction on two different atoms, e.g. the chemical shielding
anisotropies of two neighboring carbon atoms would be labeled with different &.

37 An example of this type of decomposmon is found in the treatment of a heteronuclear two- sp1n system
with Ho/h = wOI + wp Sz, where Th 0 = \/—(31 S, — I S) is split into Ks 0,0 = K2 00 = 72[ S
Kaon = =22l S-, and Ko, —on = K o, = — 2154, with wy—o = 0 and wp=1 = wg — w. (Note that
wi and w§ are signed quantities.) In the case of 1dent1cal homonuclear spins, Hy has degenerate eigenvalues,
and care must be taken in defining the operator basis set within the degenerate subspace.
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aid in the interaction frame transformation, the following equation can be reached:

dfv ~ ~ ~
% - h2 ZZZZ et KIE’ ,q'5p"? [Kqu;p’p(t) o peq”

& kK q,q pp

X /0 dr e AL, (1) A (t— 7). (1.127)

It is usually assumed that the fluctuations of the spatial tensors Ay o (t) and Ay 4(t) are
uncorrelated unless k = &’ and ¢ = —¢/,2® and therefore the argument of the integral in Eq.
1.127 vanishes unless this condition is fulfilled. This allows the sums over (k, k') and (q,q’)
to be reduced to sums over one variable each. Next, the secular approximation is applied,

—wpr+wp)t

in which any terms el that oscillate rapidly compared to the relaxation timescale

are considered to be ineffective in driving the time evolution of ﬁ(t) This is physically
1

justified because the reciprocal frequencies w;;

, are typically of the order of reciprocal Lar-

mor frequencies (nanoseconds to microseconds at high field), whereas relaxation times are
usually of the order of milliseconds to seconds or longer. Therefore, only the secular terms
survive, i.e., the terms in Eq. 1.127 that acquire no time dependence from the interaction
frame transformation. These terms have —w, + w, = 0 (or at least —wy + w) is much less

than the reciprocal relaxation times), implying p = p’ and removing another sum:

PO LSS RS g [y 50— peal) 55 (), (1.128)

§¢ k,q,p

where jé 4 (w)y=h"t [T dr e_i“’TAi_q(t)A,iq(t — 7) is the power spectral density function.

38Note that Aiiq(t) and Aiﬁq(t) are related through Aiyq(t) = Aiffq(t) if ¢ = ¢’, and that the product

Ail (t )Ai _4(t) contains an isotropic component.
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Upon transforming back into the laboratory frame, the following relaxation master equation

is obtained:

dp(t / / ot o
P 0] 337 5 ) RS (RS g 5(0) — ). (1129
£ kyq.p

This equation is conveniently written in Liouville space as:

DD~ L lp(e)) — +E(1p(E)) ~ o)), (1.130)

where Hy «— [ﬁo, ] is the commutation superoperator of I:IO, the relaxation superoperator

is f‘ — Zg,{’ Zk,q,p ]275( ) [Klg —q;p’ [Klngﬂ H? and [)(t) - |,0(t)>>, ﬁeq - ‘peq»' It is

customary to separate jg’gl (w) into its real and imaginary parts:

Ji ) = Jpw) —iLgE ),
Jf’é (w) = / dr cos(wT) q(t)Ai,q(t —7),
Lgvfl (w) = ﬁ/o dr sin(wT) Ai q( )Ai}q(t — 7). (1.131)

The contribution from the imaginary part of the spectral density causes small second-order
frequency shifts (called dynamic shifts) and is usually neglected in the relaxation equation

by including it with the deterministic Hy term:

DO~ L Blow)) — R(Ip®) ~ ler)). (1.132)

where Hy/h = Ho/h— L, T/h = R—iL, R — Yo Yy J5% (wp) [K§ o [Kf g 11
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and L — doee Dkap Lg’gl (wp) [f(,ﬁj,q;p, [K’,iq;p, ]]. That the imaginary part of T leads to
frequency shifts can be appreciated by examination of the form of the differential equation
in Eq. 1.132, which indicates that imaginary terms on the right-hand-side of the equation
lead to oscillatory motion of |p(t))), while real terms lead to damped motion.

If the density operator is written in terms of some set of orthonormal basis oper-
ators {B,} such that p(t) = 3, by(t)Bs with bs(t) = (Bs|p(t)) = Tr{Bl p(t)}, then Eq.

1.132 written in terms of matrix elements is:

db,(t) - .
b g{—mrsbs@) — Rus(bs(t) — b5}, (1.133)

where Q). = <<Br|ﬁ6/h|BS>> = Tr{B}[H}/h, B]} and R,.; = <<Br|}%|Bs>>. Eq. 1.133 specifies
a set of coupled differential equations for the time evolution of the operator components
of p, where the existence of the component |Bg)) in the density operator is considered to
affect the relaxation of the |B,)) component if R,s # 0. When r = s, the relaxation process
is called auto-relaxzation of the density operator components, whereas when r # s, the
relaxation process is called cross-relazation between the density operator components.3’
An often convenient choice of basis operators is the normalized version of the set of { K, kgip }
operators employed in Eq. 1.125. Another possible choice is the set of operators B, =
By = |n')(n| that represent transitions |n) — |n’) between the eigenstates {|n)} of Hy; the

resulting matrix elements R/, n/m (specifying the so-called “Redfield relaxation matrix”)

give the rates of cross-relaxation between different transitions. Since [Ho/h, |n/)(n|] = (w, —

39Since the fm/y/z and S‘z/y/z operators can serve as a subset of the basis operators necessary for the
two-spin system, relaxation induced in one spin by another is considered to be a cross-relaxation process.
However, the term “cross-relaxation” properly refers to all the possible relaxation processes that occur
between density operator elements, not just between two spins.
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wp)|n'}(n|, the single-transition operators |n’)(n| can also be grouped by their coherence
order p indexed by the Zeeman transition frequency wy, = wy —wy, = wyry, if Hy is dominated
by the Zeeman interaction. A consequence of the secular approximation is that the density
operator components |m’)(m| and |n')(n| do not cross-relax with each other if p # p/,
leading to a block-diagonalization of the relaxation matrix }% into subspaces of a given p.4°
Furthermore, if none of the transitions of the system within the subspace of a given p are
degenerate to within about a linewidth (i.e., |, | > Rys, r = m'm, s =n'n, m #m/, n #
n'), then the R, matrix elements can be neglected and none of the r # s operators within

1 However, the matrix elements

the p-subspace appreciably cross-relax with each other.?
that represent populations (i.e., the n = n’ elements in the H, eigenbasis) do cross-relax
with each other because Qg5 = wy,,, = 0 if n = n/, and thus both the diagonal and off-
diagonal matrix elements of (—iﬁ(’) Jh— 1%) are of the same order of magnitude within the
population subspace. Under these conditions the effective relaxation matrix é has the
so-called “Redfield-kite” structure in the single-transition basis.

Under these assumptions, the differential equations in Eq. 1.133 become completely
decoupled for single-transition operators that do not commute with ffo; i.e., there is no cross-
relaxation in the transverse relaxation of individual spectral transitions, and transverse

relaxation is also independent of longitudinal relaxation. The solution to Eq. 1.133 for

transverse relaxation then becomes:

by (t) = b(0)e ¥t Frrt, (1.134)

“0This is true when the relaxation matrix is written in any operator basis { B} for which [Ho/h, B.] =
wpBs.
“INote that in the single-transition basis, Qs = Quimomim = 0 if 7 # s (ie., if m’ #n' or m # n).
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The differential equations for longitudinal relaxation (involving the redistribution of pop-
ulations in the Hy eigenbasis) remain coupled, so their solution is more complicated and

cross-relaxation is possible in principle.

1.5.3 Relaxation selection rules and spectral densities

It is clear from Eq. 1.133 that a component |B,)) of the density operator does
not contribute to the relaxation of |B,)) if R,s = <<BT|]2%\BS>> vanishes. This constitutes a
“selection rule” for relaxation. The amplitude ((Br|é\Bs)) = obviously vanishes identically
if ]?{]BS» =0or ((Brlf% = 0. It can be seen from these relations and from the definition
of f% following Eq. 1.132 that an individual term IA(,i gp the stochastic Hamiltonian H;
will contribute to the cross-relaxation of the B, element of the density operator due to

~

the B, element when [K¢ B, =0 or [K ¢

kqpr Ps - BI] = 0.2 We consider the components

of H; that commute with ﬁo, which in general will be the Hermitian IA(/,@O;O terms with
wp—o = 0 if ﬁo is dominated by the Zeeman interaction. If B, is Hermitian and also
commutes with Hp, then it can be shown that [IA(kp;o, 3T] = 0 if Hy has a non-degenerate
eigenvalue spectrum (e.g., the system does not contain chemically identical spins).*® The
terms B, for which [Br, ﬁg] generally represent populations in the eigenbasis of Hy. The
commuting K k,0;0 terms are sometimes called the secular terms in H 1, because they remain

invariant (time independent) upon a transformation into the interaction frame of Hy and

2Note that the Hilbert-space representation of ((B,|R|B.) can be manipulated using the identity
TT{A[B, [C’, ﬁ}]} = Tr{ﬁ[é’, [E, AH}

#3This follows from the fact that if [A, B] = 0 and [A,C] = 0, then [B,C] = 0 if all the operators are
Hermitian and A has only non-degenerate eigenvalues. This result can be appreciated from the facts that:
all Hermitian matrices can be diagonalized; if A has a non-degenerate spectrum, then it is diagonal in one
unique eigenbasis; if B and € both commute with A then they can both be diagonalized in the eigenbasis
of A; and two diagonal matrices commute.
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thus are retained in the first-order perturbation theory secular approximation. We arrive
at an important result: that the secular terms in H; do not contribute to the relaxation
of populations, i.e., to longitudinal relaxation. The contribution of the secular terms is
also called adiabatic relaxation, and so longitudinal relaxation is adiabatic-free. Since the
secular terms in H 1 commute with I:IO, they have w,—¢ = 0 and thus adiabatic transverse
relaxation processes contribute a zero-frequency J§’§/ (0) spectral density. The physical
picture commonly associated with adiabatic relaxation is that the secular terms contribute
to a randomly-fluctuating z-component of the local magnetic field at the nucleus, causing a
random modulation of the Zeeman energy levels and hence of the Larmor frequency. This
random modulation contributes to irreversible dephasing (relaxation) of the bulk transverse
magnetization as different spins get out of phase with each other while precessing at different
Larmor frequencies.

The non-secular terms in fIl are those that do not commute with ﬁo and thus
become time-dependent in the interaction frame and can be neglected to first order in the
perturbation theory via the secular approximation. (Note that some of these terms can
be retained in the second-order secular approximation, as witnessed in Eq. 1.128.) These
non-adiabatic terms can contribute to both transverse and longitudinal relaxation.** The
physical picture usually ascribed to this type of relaxation is that the terms in H, that do
not commute with JEIO can perturbatively connect the eigenstates of I:IO, and thus induce
random transitions between the Zeeman levels. These transitions can change populations

(longitudinal relaxation), and can contribute to transverse relaxation by inducing an uncer-

“Note that the non-adiabatic terms can sometimes contribute a zero or near-zero frequency spectral
density, e.g. in the two-spin I-S system the K2 10,1 = —%IiS; have wp—1 = wi — w§, which can be near
zero if the spins have nearly the same Larmor frequencies. Zero-frequency spectral density contributions
alone do not define an adiabatic relaxation mechanism.



1.5. RELAXATION OF NUCLEAR MAGNETIZATION 89

tainty in the energy of the H, eigenstates with a corresponding natural lifetime broadening
(84, C. K11),[85, C. Dxyr1].%

Aside from consideration of the relaxation “selection rules”, it is also apparent
from the definition of ]ﬁ% following Eq. 1.132 that the spectral density Jg’fl (w) evaluated

and K¢ in ﬁl to in-

at the frequency w, must be non-negligible for the terms K¢ kogip

k,—q;p

duce efficient relaxation. Furthermore, the definition of Jg’gl (w) in Eq. 1.135 indicates that

the spectral density vanishes if the fluctuations of Ag7 g and Ai , are uncorrelated (i.e.,

Agﬁq(t)Ai’q(t — 1) = 0). Spectral densities with £ = £’ govern auto-correlated relaxation,
whereas spectral densities with & # & govern cross-correlated relaxation. For example,
fluctuations of the quadrupolar interaction and the chemical shielding anisotropy of a nu-
cleus may be cross-correlated during molecular tumbling if these anisotropic interactions
share a definite spatial relationship to each other in the local coordinate system (e.g., in a
coordinate system fixed to a bond vector).

The analytic evaluation of the spectral densities may be simplified if certain as-
sumptions about the molecular motion apply. The simplest case is that of autocorrelated
relaxation of a rigid spherical molecule undergoing global rotational Brownian motion (i.e.,

with no local intramolecular motions) in isotropic solution, for which:

Te

Tyt @) = (D) = (CUUAL P

q (1.135)

where 7. is the correlation time for global rotational motion.*8 In a single spin system

45Note that the secular perturbations that commute with H, may modulate the value of the energies of
the Ho eigenstates, but they do not add an uncertainty in the determination of these energies.

45Tn the case of cross-correlated spectral densities with axially symmetric interaction Hamiltonians, this
equation must be multiplied by a factor proportional to P>(cos 8¢/¢), where Py(x) is the second-rank Legendre



1.5. RELAXATION OF NUCLEAR MAGNETIZATION 90

with lﬁIO /h = wof - the interaction-frame modulation frequencies are w;, = pwg, where wy is
the Larmor frequency of spin I; therefore the spectral densities J&¢ (wp) have the limiting
behavior of J&¢(w,) — J&¢(0) = mn when wore < 1 and J&(wp) — mn/(pzwg)
when w7, > 1. The former regime is called the extreme narrowing regime, where the
motional timescale is much faster than the reciprocal Larmor frequency; for the purposes of
this work the latter regime is called the slow tumbling regime, where the motional timescale
is much slower than the reciprocal Larmor frequency. However, one must note that the
second-order perturbative approximation implicit in Eq. 1.123 may begin to break down as
woTe > 1.47 Some of the relevant single-spin autocorrelation spectral densities are plotted
in Fig. 1.4 as a function of 7.. Note that J&¢(wp) and J&¢(2wp) have maxima in the vicinity
of 7, ~ wy !, whereas J&¢(0) increases linearly in .

Longitudinal and transverse terms in the density operator are usually found to
decay as simple exponential functions in the extreme narrowing limit, with decay time
constants of T7 and T, respectively. The observed NMR linewidth is of the order of
Tz_l. Outside of the extreme narrowing regime, multiexponential relaxation is possible
in quadrupolar spins or in groups of equivalent spins-1/2. It may be seen readily that since
transverse relaxation is affected by adiabatic relaxation processes with zero-frequency J(0)
spectral densities, the linear dependence of J(0) on 7. indicates that the T2_1 transverse re-
laxation rate is ever-increasing as the rotational tumbling slows. Longitudinal relaxation is

adiabatic-free, and the T ! relaxation rate has a maximum near 7, ~ wy 1. This is where the

polynomial and 8¢/ is the fixed angle between the principal axes of interaction £’ and interaction ¢ in the

rigid molecule. The amplitude factor must also be modified to Ai:_quq.

4TThe Redfield equations may still be valid when the condition woe < 1 is not violated too strongly, if the
motional averaging of the anisotropic interactions is sufficiently rapid compared to ||H1||71; see, e.g. Refs.
[86, 87].
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Figure 1.4: Autocorrelation spectral density functions J&¢(0), J&¢(wp), and J&¢(2wy) for
rigid spherical molecules tumbling in isotropic solution. The spectral densities are plotted

in units of ]Ai o|?/wo as a function of the dimensionless parameter woTe.

non-adiabatic spectral densities have their maxima; the population redistribution between

the Zeeman eigenstates is caused by transitions that are efficiently driven by fluctuations

in the local transverse magnetic field that are resonant at the Larmor frequency.

1.5.4 Dynamic frequency shifts and multiexponential relaxation under

violation of extreme narrowing conditions

Qualitative differences in the relaxation dynamics may begin to emerge in the

“slow-tumbling” regime where |wg|7. > 1. This can be understood by first realizing that
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there are at least three timescales involved in the relaxation problem: the timescale of the
Zeeman interaction ||Hy||~! ~ |wo| ™!, the timescale of the anisotropic interactions || Hy||~*
(i.e., on the order of the reciprocal of the dipolar couplings, quadrupolar coupling, etc.), and
the timescale of the stochastic modulation of the anisotropic interactions 7.. The Redfield
relaxation theory attempts to include the effects of these different timescales all at once in a
second-order perturbative approximation. However, consider the first-order approximation
of a system in the case when the three timescales are distinct. The proper procedure by
which to approximate the dynamics of a system when multiple timescales are involved is to
perform averaging with respect to the fastest timescale first, then the next fastest, etc. In
the extreme narrowing regime (|wo|7. < 1) the fastest timescale is the motional timescale
characterized by 7., and the next fastest is the Zeeman timescale |wg|™!. In this limit
it is proper to perform motional averaging first (see §1.3.9), causing all the anisotropic
interactions to disappear to first order in the perturbation theory (only to reappear as
relaxation terms in the higher-order treatment). A second averaging (also to first order)
via the Zeeman interaction can then be applied to the motionally-averaged Hamiltonian.
In the slow-tumbling regime where extreme-narrowing conditions are violated, the fastest
timescale is the Zeeman timescale |wg|™!, and the next fastest is the motional timescale 7.
Under these conditions the Zeeman truncation of the full Hamiltonian should be applied
first, and the motional averaging applied second.

That changing the order of the Zeeman truncation and motional averaging may
lead to different dynamical results can be appreciated by a simple example due to Redfield

[78]. Consider a single spin subjected to a magnetic field B(t) = By + B;(t), where B,
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is the dominant static magnetic field and B;(t) is a small, randomly reorienting magnetic
field of constant magnitude B1, which could in principle be the local field due to modulated
anisotropic interactions. Here B (%) is presumed to be slowly varying with time constant 7,
and it is assumed that |wp| ™! < 7. < |wi|7!, where wg = yBy and wy = yBy. Since By (t)
is slowly varying, the variation of B(t) over some time At ~ |wo| ™! is small, and during this
interval the spin precesses in an average field of magnitude B’ = \/m A8 Therefore
on average the spin will precess at the Larmor frequency |wj| = vB' = |wo|y/1 + (w1/wo)?
of the average magnetic field. However, if the variation of B;(¢) is rapid such that 7. <
lwo| ™t < |w1|™!, then during the interval At the stochastic field B, (t) has undergone many
fluctuations and averages to zero, so that the spin effectively precesses solely in the field
B, at frequency wg = 7By. The difference in precession frequencies between |wp| in the
extreme narrowing regime and |wf| in the slow tumbling regime is of the order of w?/|wy|
and corresponds to the dynamic frequency shift mentioned in §1.5.2.

The existence of the dynamic frequency shift can also be intuited from second-
order quantum-mechanical static perturbation theory if the roles of these varied dynamical
timescales are taken into account. For example, the Zeeman-truncated solid-state quadrupo-
lar Hamiltonian (discussed in §1.3.7) contains a second-order isotropic component, i.e., a
component that does not depend on molecular orientation. If the molecular reorientation
processes are very slow, say in the limit that the solid has become a glassy fluid, one expects

that that motional averaging will not completely average away the quadrupolar isotropic fre-

“The average value of |B'(t)| = |B, + B,(t)| is determined from the isotropic orientational average
(|B']) = {Jd|B'|}/ [dQ = %fdﬁ\/Bg + B} +2BoBicos0 ~ /B2 + B} if By > Bi, where 0 = 0(t)
is the instantaneous angle at time ¢ between B, and B, (t), and dQ2 = d¢ dfsin 0 is the differential surface
element on the unit sphere.
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quency shift. This is the slow tumbling limit 7. > |wp|~! in which the Zeeman truncation of
the quadrupolar Hamiltonian must be performed before the motional averaging. In the op-
posite (extreme narrowing) limit 7. < |wo| ™!, the motional averaging is the fastest timescale
and must be applied first. In this case, the full quadrupolar Hamiltonian—which contains
only tensor spatial components—is completely averaged away by fast isotropic molecular
reorientation, and there is no quadrupolar coupling interaction remaining to which to apply
the Zeeman truncation, so the quadrupolar isotropic shift disappears. It follows that in the
intermediate regime, the solid-state quadrupolar isotropic shift must be gradually quenched
by increasingly fast molecular motion as 7. decreases [87]. The dynamic frequency shift
arises in the second-order semiclassical relaxation theory from the imaginary component
i of the relaxation superoperator, with the magnitude of the shift given by the imaginary
part of the spectral densities Lgl’é(w). In light of the previous discussion, it is not surprising
that the second-order dynamic shift predicted from the relaxation theory asymptotically
attains the value of the second-order solid-state isotropic shift in the slow-tumbling regime
where 7. > |wo|™! [88, 89]. Dynamic frequency shifts are not limited to autocorrelated
interactions. Cross-correlated interactions (e.g., the quadrupolar-chemical shift anisotropy
cross correlation) can also lead to dynamic shifts in the slow tumbling regime [90, 91],
which asymptotically approach the isotropic shifts of the second-order solid-state interfer-
ence terms. It should be noted that dynamic frequency shifts are usually smaller than
linewidths and are therefore rarely observed, except in the slow tumbling regime for tran-
sitions for which there is no line broadening through adiabatic relaxation [92, 93].

Certain spin systems with sufficient degrees of freedom exhibit multiexponen-
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tial relaxation behavior when extreme narrowing conditions are violated. This behavior
has been predicted and observed in groups of equivalent spins [94, 95, 96, 97, 98] and in
quadrupolar nuclei [99, 100, 101]. Again, this behavior can be intuited from physical ar-
guments. For instance, in the slow tumbling regime where it is appropriate to perform
the Zeeman truncation before the motional averaging, one can imagine that although the
first-order truncated quadrupolar Hamiltonian eventually time-averages to zero (causing
no frequency shift), it still dominates the relaxation dynamics. It has been noted (see
§1.3.7) that “symmetric” transitions |I,+|mj|) «— |I, —|mz|) in a quadrupolar spin I are
invariant to the effects of the quadrupolar interaction to first order in the perturbation
theory. Consequently the three single-quantum transitions that correspond to observable
transverse magnetization in the I = 3/2 system should not relax equivalently, because
the symmetric |m; = +3) «— |m; = —3) transition is unaffected by the first-order
quadrupolar Hamiltonian and therefore should relax more slowly than the “asymmetric”
Imp = +3) «— |mr = +3) and |m; = —3) < |m; = —3) transitions. Equivalently, one
can observe that there is no adiabatic contribution to quadrupolar relaxation of the symmet-
ric transitions in the second-order semiclassical relaxation theory [102, 103] (some violations
of this rule are discussed in Ref. [87]), and recall from the example of Fig. 1.4 that the adi-
abatic (zero-frequency) contribution to the relaxation rate dominates in the slow tumbling
regime. The difference in relaxation rates between the symmetric and asymmetric single-
quantum transitions in the slow-tumbling limit leads to biexponential transverse relaxation
behavior in the I = 3/2 system and a corresponding natural lineshape that is the sum of

two Lorentzians of different widths. Similar arguments indicate that the two asymmetric
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single-quantum transitions in the I = 1 system relax equivalently under the quadrupolar
interaction, but in the slow tumbling regime the symmetric |m; = +1) «— |m; = —1)
double-quantum transition relaxes more slowly than the single-quantum transitions.

A final point to consider is that the existence of dynamic frequency shifts and
multiexponential relaxation processes allows for spin dynamics to occur that would other-
wise be forbidden in isotropic solution. For instance, the dynamic frequency shift embodied
in the superoperator i corresponds to an effective correction to the coherent Hamiltonian
ﬁo that may be non-negligible in the slow-tumbling regime, although the time evolution
under this correction may not be significantly faster than the relaxation of the system [92].
Also, multiexponential relaxation effects have already been successfully exploited to cause
interconversions between density operator elements that would otherwise be forbidden in

isotropic solution in the extreme narrowing regime [97, 98, 100, 101, 104].4

1.6 NMR excitation and spin manipulation

This section considers the actual process of magnetic resonance during rf irradia-

tion. A simple treatment also can be found in §4.4.2 of Ref. [41]. Consider the laboratory-

“*This can be understood from a simple example. Consider an I = 3/2 spin in isotropic solution pre-

. 0v3 0 0

pared in a state of z-magnetization, with a difference density operator p = c;I, = % (@ 9 f]\/%) in
0 03 0

the Zeeman eigenbasis. The relaxation in the inner {|m; = +1/2)} manifold is slow because these co-

herences commute with the first-order quadrupolar Hamiltonian. If the fast quadrupolar relaxation de-
phased the other coherences to a fraction A of their initial value and the central transition coherences
relaxed to a fraction B of their initial value (A < B), then the difference density operator would be p =

0v3 0 0 00 ~ N A N N
A% <\/§ §\/?%\/Z§> +BC—2I ( § § ) = C[[(%A-i-%B)Iz—‘r\/E(A—B)Tg’o;z}, where T370;I = —%(T3,+1 —T3771)
and T 41 = Fi/ =06 (I2I1 + 1+1%) — {2I(I + 1)+ 1}14]. Therefore the biexponential relaxation of trans-

verse magnetization I, in the I = 3/2 system also creates rank-3 single quantum coherences T £l which
can be converted into double- and triple-quantum coherences T3 +2 and T3 +2 or octupolar order T 3,0 via a
radiofrequency pulse. If the relaxation was monoexponential (A = B), only xz-magnetization I, would be
present during relaxation.
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frame Hamiltonian of a spin-I nucleus in the presence of a large magnetic field B, = Boz

and an 1f field B, ((t) = 2Bj cos(w;t) (see Egs. 1.9 and 1.67:

H(t) = Hy+ Hop(t)

= —hwol, — 2hw; cos(wyt + qﬁ)fz (1.136)

Here w; = vB; and the Larmor frequency wy may be modified to include the chemical
shielding (e.g., wo = (1 — 04s0) Bo in isotropic solution), if desired. The rf carrier frequency
w, is assumed to be non-negative. Note that H (t) in Eq. 1.136 does not commute with
itself at different times. As discussed in §2, this implies that the time evolution under
this Hamiltonian cannot be solved exactly; an approximation is necessary. When the rf
irradiation is nearly resonant, w, & |wp|, the time evolution is best approximated in the
rotating frame, i.e., the frame rotating at angular frequency w, about the z-axis. Eq. 1.136

can be rewritten in terms of circularly-polarized rf components (see Eq. 1.67):

H(t) = —hwofz — hwi [cos(wyt + qb)fx + sin(w,t + ¢)fy]
—hw [cos(w,t + <25)f1» — sin(w,t + ¢)jy]

= —hwol, — hun [e—i(wrt+¢)fz I, e—l—i(wrt-‘rd))fz] — [e+z’(m+¢)fz i, e—i(wrt—i-(b)fz]‘

(1.137)

The magnetic field vector of one rf component goes around nearly at the angular frequency
of the Larmor precession wy; the other component rotates in the opposite sense as the spin

precession. The time development operator is best approximated in the frame that rotates
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nearly with the Larmor precession, which is defined by the unitary transformation (see

§2.3.3):

A~

Viot (t) = exp(+iw, t1). (1.138)

Note that when w,, = wyp, the operator th (t) reduces to a transformation into the interaction

frame of the Zeeman Hamiltonian, VZ(t) = ¢~ifzt/h The effective Hamiltonian in the

rotating frame is (see §2.3.1):

If[rot (t) - V_l(t)ﬁ(t)f/rot (t) - Z.hf/;’;tl (t) %

rot
= —h(wo — wr)jz — hwy [e—z’(QwrtJrqb)fzjxe+i(2wrt+¢)iz] — oy [e”‘z’jZIAxe*M’iZ]

= —h(wo — wT)fZ — hwy [fm cos ¢ — .fy sin ¢

—hwy [cos(2wrt + @) I, + sin(2w,t + @)1, ). (1.139)

Note that this equation was derived assuming wy >~ vBgy > 0; if wg < 0 the other circularly
rotating component of the rf magnetic field is nearly resonant with the spin precession.
Also note that the Zeeman interaction term has been almost completely removed in the
rotating frame, leaving only a resonance offset term —h(wo — wT)f ». The laboratory frame
Hamiltonian describes dynamics on two very different timescales, |wo| ™t and |w;| ™1, but the
rotating frame Hamiltonian describes dynamics only on the order of |wy|~!. It is then easy
to apply time-dependent perturbation theory. The first two terms in the last line of Eq.
1.139 are time independent and the last term oscillates at 2w,. First-order time-dependent

perturbation theory (the secular approximation) dictates that this rapidly oscillating term
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can be time-averaged to zero and neglected when the oscillation frequency 2w, is much
greater than the frequency |w;| that characterizes the dynamical evolution in the rotating
frame. Therefore one half of the effectiveness of the linearly-polarized rf magnetic field is
lost because it does not rotate in the same sense as the spin precession. Since w, & |wpl,
one can say that this counter-rotating term can be neglected when the Larmor frequency of
the spins due to B, is much greater than than the Larmor frequency of the spins due to B;
(also known as the rf nutation frequency), i.e., when |wg| > |wi|. Since |wp|/27 is typically
on the order of 10> MHz in high-field NMR, experiments and |w;|/27 is at most on the order
of 10?2 kHz in high-power solid state probes, this is usually a good approximation. The
effects of the non-secular counter-rotating term can appear in a higher-order perturbation
theory treatment, where they are known as Bloch-Siegert shifts of the resonance [105],[41,
§H],[41, §4.4.2]. Note that all of the rf field instead of half of it could be used to drive the
spins if a crossed coil pair was employed such that a nearly-resonant circularly polarized rf
field could be produced that rotated in the same sense as the spin precession. Also note
that the rotating frame Hamiltonian (Eq. 1.139) would be completely time independent in
that case; this is an interesting example of a system in which the time evolution cannot be
solved exactly in the laboratory frame because the Hamiltonian is not homogeneous (see
§2.1.1) but can be solved exactly in the rotating frame.

According to the arguments above, the rotating frame Hamiltonian during rf irra-

diation is approximately

ﬁmt/h ~ —(wg — wr)fz — hwl[fw cos ¢ — fy sin ¢). (1.140)
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This corresponds to the Zeeman Hamiltonian of a spin I in the presence of an effective

static magnetic field

B¢l = B cos ¢Z — By sin ¢y + (Bo — wy/7)z. (1.141)

The phase ¢ of the rf field determines the direction of the transverse component of the
effective field and the carrier frequency w, of the field enters such that the Larmor frequency
of the effective longitudinal field is equal to the detuning from resonance (wo—wy). Note that
the transverse component of the rotating frame rf Hamiltonian is often written fw1 [fx cos ¢+
fy sin ¢ such that ¢ = 0 corresponds to a +z pulse and ¢ = 7/2 corresponds to a +y pulse;
here strict attention is paid to the sign conventions. In the absence of that attention one
often finds expressions for the rotating frame rf Hamiltonian such as the following (for the

¢ =0 case):

Hyep/h= 61, +w L, (1.142)

where 0 is the detuning of the rf carrier from resonance. This sort of expression is usually
acceptable but one must remember that there are certain circumstances in which the signs
of the frequencies and phases matter and should be made explicit [3, 33, 34]. Consider the
action of an x-pulse in the rotating frame according to Eq. 1.142. If the spins are initially

magnetized in the +z direction—e.g., corresponding to thermal equilibrium in the high
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temperature limit (§1.4.3)—the difference density operator is

5(0) 1. (1.143)

The time evolution in the rotating frame under +z-irradiation is

p(t) = e Hrit/hp(0)etilrst/h — g=iwnths ) etiontle — [ cos(wit) — I, sin(wit), (1.144)
which corresponds to pure precession (rotation) about the +z-field in the y—z plane. His-
torically this motion is called “rf nutation” because of its appearance when added to the
fast precession about z the Larmor frequency wg in the laboratory frame. The quantity wy
is called the rf nutation frequency. If the spins are irradiated for some time 7 which is the

length of the rf pulse, one finds that the spins are tipped through the angle

Oput = w1 (1.145)

A pulse whose strength and duration is chosen such that w7 = 7/2 is called a 90° pulse;
in this case the initial z-magnetization is rotated entirely into the transverse plane. A 90°
pulse maximizes the NMR signal, which is proportional to the transverse magnetization.
In practice the experimentalist calibrates the rf pulse by varying 7 at a fixed rf power until
the signal maximum is observed [4, §3.4.1],[106]. The presence of a resonance offset can
adversely affect the ability to apply pulses because less of the magnetization is nutated
into the transverse plane when the effective magnetic field in the rotating frame contains a

z-component. When [d| > |wq| the effective field is almost entirely along the z-axis, which
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obviously does not do much to rotate z-magnetization into the transverse plane. The case
when |w;| is much larger than the resonance offset or the size of any of the internal NMR
Hamiltonians (measured in frequency units) is called a “hard” rf pulse and corresponds to
a pure rotation of the nuclear polarization.

One may conclude from this analysis that nearly-resonant harmonic rf irradiation
can be used to rotate nuclear magnetization about an axis in the transverse plane that is
determined by the phase of the pulse. If the spins are initially magnetized along the z-axis,
this corresponds to the excitation of single-quantum coherences in the Zeeman basis from
populations. This can be appreciated by observing the fact that the operator I, (or fy)
in the rf Hamiltonian connects states |I,m) to states |I,m =+ 1). For this reason the NMR
excitation selection rule is said to be Am = £1 (the reasoning for this would of course be
different in a quantized field picture). The selection rule is the same for NMR detection, but
for a slightly different reason (see §1.7). An rf pulse in the absence of any other interactions
can change the coherence order of the nuclear polarization, but according to arguments
in Appendix B it cannot change the spherical tensor rank of the polarization. This is a
consequence of the fact that the effective rf Hamiltonian (Eq. 1.140) causes a rotation of
the polarization about an effective magnetic field; rotations conserve tensor rank. However,
a combination of rf irradiation in the presence of certain other interactions such as an
electric quadrupolar coupling can change tensor rank. These results are in contrast to the
result of NMR free precession in the absence of a magnetic field; the evolution of the spins
under the Zeeman-truncated secular internal Hamiltonians conserves coherence order g, a

result that is exploited in coherence pathway selection techniques.
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As an interesting aside, it has been shown by Feynman, Vernon, and Hellwarth
[107] that the quantum-mechanical dynamics of any two-level system can be interpreted
geometrically as the evolution of the angular momentum of a fictitious spin-1/2 particle in a
magnetic field. This is a result of the fact that a two-level Hamiltonian can be decomposed
in terms of spherical tensor operators of up to rank k& = 1 (giving it the matrix form
of a Zeeman Hamiltonian o i-B = szm + fyBy + szZ) and likewise for the density
operator (giving it the matrix form of the components of angular momentum /magnetization

= szm + Cyfy + szz)-

[~>
[P

x

A final point to note is that NMR excitation is coherent: the rf magnetic field
is uniform on an atomic scale and each spin in the ensemble experiences approximately
the same rf field at the same time. The spins therefore nutate in phase with each other,
so in the absence of any local interactions and relaxation effects the net polarization of
the ensemble is preserved under the action of the rf field. This is why ensemble-averaged
coherence can exist in the sample after irradiation. If the excitation field was incoherent—
i.e., each spin may be excited into a coherence but the phases of the coherences are randomly
distributed from spin to spin—then no ensemble-averaged coherence would persist. The
fact that NMR spectroscopy is coherent makes the quantum-mechanical description of the
dynamics useful. It is interesting to note that population inversions (i.e., an inversion of the
magnetization) could not be achieved if the NMR excitation was incoherent (the best case
in a two-level system would be to equalize the populations in the absence of spontaneous
emission), whereas it is quite simple to achieve complete population inversions in NMR

using 180° pulses.
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1.7 NMR detection

Those who are versed in optical spectroscopic techniques might assume that the
detection of the NMR signal takes place via the measurement of the radiative emission of
the excited spins. In pulsed Fourier-transform NMR, the signal is actually measured while
the rf field is off, so stimulated emission is ruled out as a source of signal in this type
of NMR experiment. Likewise, spontaneous emission of the nuclear spins is a completely
negligible process [68]. The conventional method of NMR detection considered here involves
the detection of nuclear magnetization via the current it induces in a coil. In pulsed Fourier
transform NMR spectroscopy this signal is measured in the time domain. Although NMR
detection can be considered at least formally in a field-quantized picture, it is best thought of
simply as a near-field inductive coupling of the oscillating bulk magnetic field of the nuclear
spins to the rf detection coil [68]. Typically NMR experiments use the same coil both for
applying pulses and for detection, although some techniques such as NMR remote detection
(see §6) separate the encoding of spins from their detection. The coil axis is transverse to
B,; this allows both for the application of transverse rf pulses for spin excitation but also
detection of the rotating transverse nuclear magnetization. The book by Fukushima and
Roeder [108] is an excellent resource on NMR hardware and its role in the NMR experiment;
see also §3 of the book by Cavanagh et al. [4].

Faraday’s law of magnetic induction states that the electromotive force (emf)

induced in a loop of wire by a time-varying magnetic field B(¢) is

E=——2, (1.146)
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where the magnetic flux through the loop is

O(t) = / B(t) - da, (1.147)

where the integral is taken over the area of the loop and da is the differential area element

directed normal to the plane of the loop. Eq. 1.148 is a consequence of the Maxwell equation

zxﬂz—%—% (1.148)

which states that a time-varying magnetic field can create an electric field; in the case of
the current loop this means that a changing magnetic field along the loop axis induces an
azimuthal electric field that drives an electric current through the loop. The details of NMR
coil design are outside the scope of this discussion; however, all such coils operate on this
principle of Faraday induction.

As is discussed in more detail in §6.2.1, a polarized ensemble of nuclear dipoles
creates a macroscopic magnetization which in turn generates a magnetic field. This mag-
netization is proportional to the average nuclear angular momentum; if a component of
this angular momentum is transverse to the applied field B, then it rotates in the trans-
verse plane due to Larmor precession about B, and evolves in the presence of the secular
contributions of whatever local molecular fields are present. The Larmor precession and
spin evolution under local Hamiltonians is therefore encoded in the time-dependence of the
transverse magnetic field created by the spins. The rotating magnetic field induces a time-

dependent flux through the coil. The NMR signal is simply due to the current induced in
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the detection coil.

NMR spectrometers typically implement what is known as quadrature detection,
in which the NMR signal is measured against two reference channels: one oscillating in-
phase with the rf carrier and one oscillating 7/2 out-of-phase with the carrier. As was seen
in §1.6, a phase shift of the carrier by ¢ corresponds to a rotation by ¢ about z in the
rotating frame. Therefore quadrature detection allows for the simultaneous measurement
of the rotating-frame magnetization components M, and M,. By convention the circularly-
polarized complex transverse magnetization component M, = M, + tM, is measured;
M_ = M, — iM, could be measured equally well. Since the magnetization is proportional

to the average of the angular momentum, M @ ), this implies that the detection operator

Oqa. =1+ (1.149)

is appropriate for quadrature-detected signals. One may object that this operator is not
Hermitian and that all quantum-mechanical observables must be Hermitian and possess
real eigenvalue spectra. In particular, a measurement of f+ =1, + z'fy corresponds to a
simultaneous measurement of the z- and y-components of angular momentum, which is also
forbidden because [I,, fy] # 0. The resolution of this seeming paradox comes from issues
explored in §1.4.2 (see also [2, §4.2]); namely, the operator I is actually a reduced single-
spin operator produced by tracing over the rest of a macroscopic collection of other spins.
It should never be forgotten NMR spectroscopy as it is described here is a bulk ensemble
technique. Although it is not permissible to know different components of quantized angular

momentum simultaneously, in the classical limit it is certainly permissible to specify different
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components of macroscopic magnetization at the same time.
Since the macroscopic magnetic field of the spins is proportional to their magneti-
zation (see §6.2.1), the arguments cited above can be used to show that the complex current

induced in the detection coil is

Z(t) %M+(t) x %Tr[ﬂrﬁ(t)]. (1.150)

The laboratory-frame circular magnetization component is of the form M, (t) = Mye ot
for a single resonance with no relaxation, where the term w(, = (1 — 050)wo has included the
isotropic chemical shielding as an explicit reminder of the chemical information contained

in the signal. In practice, w(, ~ wp, and

I(t) ox —iwoMoe ™0t = —iwo M. (t). (1.151)

For this reason the NMR signal is often written as being proportional to the transverse
magnetization itself (instead of to its time derivative).

Eq. 1.151 can be used to make some statements about the sensitivity of NMR
Faraday detection. The Larmor frequency is wg = vBy; the magnetization contains one
factor of v because it is proportional to the magnetic moment of the nucleus and another
factor of wy if the magnetization is due to thermal equilibrium spin polarization in the field

By (see Eq. 1.119). Therefore under conventional conditions the magnitude of the NMR
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signal is

S x B2 (1.152)

This demonstrates the desirability of working at high magnetic fields, particularly if low-~
nuclei are to be detected. In practice rf coils tend to lose some of their efficiency when

3/2

operated at high frequencies and the actual signal goes something like wy’'~ instead of wg
[108, §VI.A.4]. Some factors affecting the sensitivity of NMR Faraday detection (including
the effects of noise) are discussed in Refs. [109],[7, §4.3],[4, §3.3.3]. Note that one factor of
By (and one of ) can be removed from Eq. 1.152 if the nuclei can be polarized by some
means other than thermal equilibration at high field, e.g., spin-exchange optical pumping
(see §6.4.1), etc. The second factor of By (and another of ) can be removed if an alternative
detection technique is used whose sensitivity is proportional to the magnetization of mag-
netic flux itself rather than to the time derivative of the flux; examples of such techniques
are atomic magnetometry [110], SQUID flux magnetometry [111], and spin-exchange optical
detection [112]. Therefore the use of a large magnetic field can be avoided in certain NMR
experiments, although having a large field is beneficial for other reasons, such as when the
chemical shift (o< Bp) is of interest.

The discussion thus far has glossed over an important issue, which is how the case
of a nuclear magnetization density that depends on position should be treated properly. It
may not be clear at first what the effect on the signal will be of a magnetization vector that

varies in strength and direction over a sample, with some parts of the sample obviously being

closer to the coil than others, etc. The solution is actually quite simple, because there is a
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symmetry between the case of spins generating a magnetic field that induces a current in the
coil and the case of a current in the coil being used to generate a magnetic field experienced
by the spins. This is called the principle of reciprocity in NMR [109],[113],[114]. If B, (r) is
the magnetic field generated by an rf coil as a function of position and M (r) is the nuclear

magnetization density of the spins, the emf in the coil can be written

0
e=—3 | FrMw B, (1.153)
ot [y
where V' is the volume containing the sample. This emf is the same no matter whether it
is due to the action of the spins on the coil or vice versa. NMR rf coils are usually built
such that the rf field is as homogeneous as possible across the sample so that the spins are

excited uniformly. Taking the rf field to be homogeneous and directed along the coil axis x

such that B,(r) = Bz in V, one finds
9 3
E=-Bi— [ d® My(r). (1.154)
ot Jy

Therefore the NMR signal is proportional to the time derivative of the integral of the
magnetization over the sample volume. Quadrature detection allows the simultaneous mea-
surement of M,(r,t) and My(r,t) in the rotating frame.

In practice the NMR signal is not digitized at radio frequencies but is down-mixed
with the rf carrier to form an audiofrequency signal. Consider the following problem. The

ensemble-averaged nuclear angular momentum component (f+>(t) in the laboratory frame
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can be written in terms of rotating frame operators using Eq. 2.38:

A

(L) (8) = Tr[p" (1) 1) (1.155)

The rotating frame transformation is defined according to Eq. 1.138: oot = V1OV,

rot

where V.o = eiwrtl:  The operator f+ is a rank kK = 1, order ¢ = +1 spherical tensor
operator (see Appendix A) and transforms under rotations about the z-axis in a simple way

(Eq. B.15): int =V IOV, = e_i“’Tt.f+. Therefore,

rot

V() = et Tr[prot(t) 1] (1.156)

_‘:_\b

{

The rf down-mixing in the in-phase and quadrature channels is achieved by electronically
multiplying the sinusoidally-oscillating induced signal by the phase-shifted sinusoidal refer-
ence signals oscillating at w,. This results in oscillations at the sum and the difference of
the signal frequency and the carrier frequency w,; the sum oscillations are near 2wy and are
too fast to digitize, whereas the difference oscillations are typically in the audiofrequency
wr

range. The effect of the mixing is to multiply the quadrature-detected signal by e, Since

N

My (t) o< (I14)(t), one can use Egs. 1.151 and 1.156 to write the digitized quadrature-detected

NMR signal as

Sy (t) o< Tr[pmt(t) I,]. (1.157)

This is an important result: the time-domain signal observed by the experimentalist is

effectively a measurement of the rotating frame dynamics because the rf carrier down-
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mixing “cancels” the time dependence acquired by transforming from the rotating frame
back into the laboratory frame. This is one reason why NMR spectroscopists always think in
terms of the rotating frame: they are used to seeing the measured rotating frame dynamics
with their own eyes. The recorded signal, called the free induction decay (FID), oscillates
at the evolution frequencies of the spins under their own local Hamiltonians (i.e., chemical
shielding, quadrupolar, etc.). These measured frequencies can be shifted by an arbitrary
amount by changing the rf carrier frequency (i.e., changing the resonance detuning 4), so
it is usually not the absolute frequency of a resonance that matters but rather the relative
frequency compared to the resonance of a reference compound or to other peaks in the
spectrum. One interesting feature of NMR spectrometers is that the phase of the receiver
can often be shifted—usually ¢, = 0°, 90°, 180°, or 270°—which corresponds to multiplying
S, (t) by €'®r. This results in multiplying the observed signal by 1, i, —1, or —i, which is
useful for NMR coherence pathway selection by phase cycling schemes.

Note that the operator Iy in Eq. 1.157 connects states |1, m) to states |1, m + 1).
In general the detection operator f+ selects out /_ = ﬂr terms from the density operator,
i.e., the —1-quantum coherences. The fact that NMR measures transverse magnetization,
My (or I+ in the quantum picture), is the reason why the NMR selection rule is Am =
+1 for detection (the interpretation of this selection rule will be different in a quantized
field picture). As an interesting example, consider x-magnetization (e.g., prepared from
equilibrium z-magnetization by a 90°-y pulse) that precesses with a rotating-frame difference

density operator equal to

p(t) = I cos(8t) + I, sin(t). (1.158)
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Say that quadrature detection is not employed and z-magnetization is detected. In that

case the signal is

S.(t) o Tr[p(t) I] = Tr[I% cos(dt)

= [Z (L, m| LI, m)|?| cos(6t). (1.159)

m,m’

The intensity of the NMR line will therefore be proportional to the incoherent sum of
probabilities |(I,m/|I,|T,m)[>. This is the same result as the standard Fermi Golden Rule
description of transition probabilities, in this case the single-quantum transitions |I,m) —
|I,m' = m £+ 1). The Fermi Golden Rule result is applicable to continuous-wave NMR
in which the resonant transition between Zeeman eigenstates occurs in the presence of a
perturbing rf term ﬁrf o I,. This is an interesting result, but really only says that the
time domain/pulsed NMR technique has the same selection rules as the continuous wave
technique.

A final topic to consider is how one goes from the time domain signal S, (¢) to the
NMR spectrum. This is performed using a Fourier transform (FT) with respect to the time
variable t. As an example, consider the time-domain NMR signal due to a spin undergoing
free precession in the presence of some resonance offset Hamiltonian H /h=d I, and in the

absence of relaxation:

S (t) = Spe™. (1.160)
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The NMR spectrum is given by the Fourier transform of the signal:
Sw) = FSi)= [ s
= 275pd(w — '), (1.161)

which corresponds to a sharp line at frequency w = w’. This satisfies the expectation

of a Fourier transform pair: since the signal extends indefinitely in the time domain, it

is infinitely sharp in the frequency domain. If S (¢) is modified to include the effects of

transverse relaxation for ¢ > 0,

St(t) = Soeite=t/T2,

the spectrum is [4, §3.3.1]:

— TQ_l
Alw) = Ty% + (W — w)?
D) = &=

Ty + (W —w)?

(1.162)

(1.163)

(1.164)

(1.165)

The time domain signal decays exponentially with a characteristic time constant T5; its

spectrum has a Lorentzian profile with a full width at half maximum 2T2_1. The quantity

Re[S(w)] shows a pure absorption-mode lineshape, which is desirable in terms of resolution
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because its wings decay to zero more rapidly than those of a dispersive line. It is possible for
the instrumentation to introduce phase factors into the experiment such that S’(t) = e**S(t)
(where ¢ is not known ahead of time); this makes the real and imaginary parts of the
spectrum into mixtures of absorptive and dispersive components. The quantity Re[S(w)]
can be made purely absorptive by multiplying the signal by making a “zero-order” phase
correction (i.e., multiplying by e~/®) [4, §3.3.2.3]. Another interesting case is when the FID
is delayed by a time 7, e.g. during a spin echo experiment, such that the signal becomes

S’(t) = S(t — 7). There is a Fourier transform identity [4, §3.3]:

F{S(t—71)} =e T F{S(t)} = e ™" S(w), (1.166)

which indicates that an extra time-dependent phase is acquired which can be removed by
making a “first-order” phase correction.

In practice the time domain signal is sampled discretely and a discrete Fourier
transform is performed. If the sampling time (called the “dwell time”) is dt, the spectral
width is sw = 1/dt. Frequencies in the signal of up to £sw/2 from zero are observable; this
is a result of the Nyquist sampling theorem [4, §3.2]. Higher frequencies get aliased back

into the spectral window if they are not first filtered out.

1.8 Fundamentals of two-dimensional NMR

The basic goal of NMR is to measure the nuclear spin dynamics as a function
of time in order to gain information about their environment. The two dimensional (2D)

NMR technique provides a means of mapping out spin evolution indirectly in a time di-
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mension that is additional to the time dimension that corresponds to direct measurement
of the spins. The two-dimensional technique was first proposed by Jeener and developed
by Ernst’s group [115, 116]. The authoritative reference on this topic is Ernst’s text [7],
but the books by Cavanagh et al. [4] and Goldman [2] also explain these techniques well
and perhaps more simply. The usual goal of 2D NMR is to correlate the time evolution in
the indirect dimension with the time evolution in the direct dimension to form a so-called
NMR interferogram. Sometimes the elucidation of these correlations yields more informa-
tion than does determining the time evolution in either dimension alone. Sometimes these
correlations can be used to disperse the resonances of a crowded spectrum into another
dimension. The use of an indirect measurement technique is also what allows multiple
quantum spectroscopy experiments to be conducted, since multiple quantum coherences do
not lead to bulk magnetization therefore are not directly observable by NMR, techniques.
The principles of multidimensional and multiple quantum NMR has been reviewed by Pines
et al. [117, §2]. Two dimensional spectroscopy can even be used to correlate spin evolution
under the action of two different Hamiltonians.

A diagram of a generic two dimensional NMR experiment is presented in Fig.
1.5. The preparation interval is used to perturb the spins from their equilibrium state and
manipulate them into a state that will have time evolution of interest. For example, in mul-
tiple quantum spectroscopy the preparation step could consist of an rf pulse or sequence
of pulses that is used to excite multiple quantum coherences from initial z-magnetization.
The nuclei are then allowed to evolve for a time ¢, which is the indirect time parameter.

Radiofrequency pulses and other manipulations of the sample can be applied during this



1.8. FUNDAMENTALS OF TWO-DIMENSIONAL NMR 116

time to modify the Hamiltonian, if desired. The optional mixing period is used to convert
undetectable coherences into observable transverse magnetization for detection or to other-
wise aid in selecting which coherences in the indirect dimension will be correlated with the
detected coherences. The detection interval is used to measure the evolution of the spins as
a function of the direct time, to. The state of the nuclei at the beginning of the detection
interval depends on their evolution during ¢;. This is a completely general technique; for
example, coherences of spin I could be prepared and transferred during the mixing period

to coherences of spin S for detection, without ever having to detect spin I directly.

Prepare Evolve Mix Detect

t, t,
>

Figure 1.5: Schematic diagram of a two dimensional NMR experiment.

The key to the two dimensional technique is to perform a series of experiments
while incrementing the value of #; in order to mimic a discretely sampled transient ac-
quisition such as the ones that occur during the detection interval ts at the end of each
experiment. Whereas the signal in the direct dimension to = ndts may be discretely sam-
pled in No points in increments of dts, the time evolution in the indirect dimension is
followed by performing N; transient experiments, each using an indirect evolution time
of t; = mdt;. In this manner a two-dimensional (N; x Nj) interferogram S(t1,t2) can
be built. Note that two-dimensional experiments are inherently much longer than one-
dimensional experiments; whereas a one-dimensional FID with Ny points can be acquired
inls, a N1 x Na-dimensional data set takes Ny times as long to acquire (i.e., ~Nj s). The

experiment will take even longer (~pNy) if a p-step phase cycle is employed per transient
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acquisition. The two-dimensional NMR technique is easily extended to higher dimensions
but the experiment takes even longer, e.g., a three dimensional experiment would require
N7 x N3 transient acquisitions to map out the time evolution in the indirect dimensions ¢
and t3, respectively. For this reason, several approaches have been developed to perform
fast multidimensional NMR spectroscopy, some of which have been reviewed in Ref. [118].

It is a useful exercise to examine mathematically how the 2D NMR signal arises.
This discussion largely follows that of Ernst et al. [7, §6.2], except the effects of relaxation
will be neglected. Define f/}j, Uy (t1), Vi, and Uz(tg) to be the time development operators
for the preparation, indirect evolution, mixing, and (direct) detection intervals, respectively.
All time evolution will be calculated in the rotating frame. The total time development

operator for the experiment is

A~ A A A A

Ulti, ta) = Ua(t2) Vi Ui (t1)Vp. (1.167)

Usually Vp and V,, involve rf pulses or pulse sequences and can have complicated forms.
The time development operators during the evolution periods will be assumed to be of the

form

Oi(t) = e *Mu/h, (1.168)

Os(ty) = e iffata/h (1.169)

i.e., they will be considered to be the evolution operators under the effective time-independent

Hamiltonians H; and .E[Q, respectively. These could, for example, be secular spin Hamil-
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tonians, but also could be average Hamiltonians over the intervals ¢; or to while the spins
were subjected to sample spinning or to rf pulse sequences. It will be convenient to work

in the eigenbases of H 1 and ﬁg:

mi) = holV (1.170)
Hylr) = hw®. (1.171)

The two Hamiltonians need not share the same eigenbases, but in practice they often do, e.g.,
the Zeeman eigenbasis. The coherences |t)(u| and |r)(s| evolve under these Hamiltonians in

the indirect and direct dimensions (respectively) as

(1),

Oy ()| T (t) = e /By (et /h = g=iw, (1.172)
N ~ L . . (2)
Ua(ta) ) (|05 Mta) = e H2ta/ig) (ufetiflata/h = omirdta, (1.173)

1 _ @ 1) (2) 2)_, @2

where the quantum beat frequencies are w;,,’ = w; '—wy, ’ and wys’ = wy’ —ws ~, respectively.

According to Egs. 1.157 and 1.167 the two-dimensional interferogram is

S(ti,ta) o< Tr[O4 Ulty, ta)p(0) U (b1, t2)]

= Tr[04 Us(t2) Vi1 (t01)V, p(0) V, U () Vi Uy (k)] (1.174)

= (OO (t) ViU (11) Vi |0(0)), (1.175)

where @Jr is a generalized detection operator; usually it is the sum (’j+ = Ej fﬂr over the

observed spins I;. The last line of Eq. 1.175 has been written in terms of operators on the
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Liouville space, which is a convenient formalism for these types of calculation. The density
operator after preparation of the system via Vp but before the indirect time evolution has

occurred may be expanded in the eigenbasis of Hy:

ppt1 =0) = %ﬁ(om—l:Zp;“\tw (1.176)
oot =0)) = Vilo metu (1.177)

where pi = (t|%ﬁp(0)vp_l|u> = ((tu|V;u|p(0)). The matrix elements of the indirect-
dimension time evolution operator are (see Eq. 1.172): (¢t|U1(t1)pp(t1 = 0)U; H(t1)|u) =

(tul U1 (t1)]pp(t1 = 0))) = e~™iutplt. Therefore:

S(ti,ta) = Tr[O4 Us(ta) ViU (1) pp(0) Uy (t1) Vi U5 (22)]

= 3 o R (O Oy (t) Vi) (ul Vi 0y (12)] (1.178)
t,u
= (OL[Ta(t2) ViU (t1)]pp(0) ZP (oh. |U2 (t2)Vinltw)).  (1.179)

Now insert factors of the identity operator 1 = 3 |r)(r| between Us(ts) and V,, and
1=3",1s)(s| between V- and U, (t2) (or insert 1 = > s ITs){(rs| between Us(ty) and

~

Vin). The interferogram becomes:

(1) (2)
S(tita) =3 Y OF Y stuphte=iwntigmionsts, (1.180)

s tu

where the matrix elements of the mixing superoperator are V™ = VitV —1yus — yrt(J7su)x

= ({rs|Vi|tu)) and the matrix elements of the detection operator matrix are O = (s|O, |r) =
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TriO4 r)(s|] = <<Ol|rs>> Eq. 1.180 may be written as

1) (2)
t17t2 Z Z TSt g =Wy, b —iwrs tg7 (1181)

s tu

Eq. 1.181 describes the correlation between the evolution of Hj-eigenbasis coherences |t)(u|
(or [tu))) (initially prepared with amplitudes pi*) and the evolution of Hj-eigenbasis co-
herences |r)(s| (or |rs)). The |t)(u| — |r)(s| coherence transfer occurs with the complex
probability amplitude Z"$™ = <<OL|T‘S>> <<rs|f/m\tu>> (tulpp(ts = 0)) = O V" tup;“ The
two-dimensional Fourier transform of the complex interferogram with respect to ¢1 and to

yields the 2D spectrum:

S(wl,wg) = ]:{S(tl,tg)}:/ dtl/ dtQ e—iw1t1e—iw2t25(t1’t2)

= 4n? Z Z Z5S (wy + wg))d(wg +w?), (1.182)
s tu
which contains peaks at the frequency pairs (w; = wg),wz = —wﬁs)) if Zm$t £ (0. The

(1)

tu

(2)

frequencies w;,’ and wrs contain the information about the dynamics during ¢; and to
respectively, and the amplitudes Z"** #£ 0 contain the information about the nature of
their correlation (including the selection rules for coherence transfer). Note that it is not
necessary to mix S(t1,ts) with the carrier frequency w, twice for detection (see §1.7). The
dynamics during the indirect time evolution are automatically tracked in the rotating frame

(i.e., only one rotating frame transformation is needed to go between Eq. 1.167 and the

laboratory-frame time development operator).
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Chapter 2

Time dependent theory for NMR

2.1 Schrodinger time evolution

Consider a quantum-mechanical system that is described by a state vector |1 (t))
and a Hamiltonian operator H (t). The time evolution of the state vector is dictated by the
time-dependent Schrédinger equation:

L O[Y(1))
ih 5t

= H(b)[y(1)). (2.1)

This partial differential equation is first-order in the time ¢, and so its solution |¢(t)) may
be specified in terms of only one boundary condition: the initial condition |¢(%¢)). (Usually
we will take ty9 = 0.) Given an initial state of the system |¢ (o)), the state [1)(t)) of the
system at any arbitrary time ¢ may be found by solving the Schrodinger equation using the
particular Hamiltonian that specifies the dynamics of the system.

The expectation value of an operator A that corresponds to an observable quantity
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may be calculated as < A > (t) = (4(t)|A|p(t)). Here the state vectors |1(t)) have time
dependence, whereas the operators A typically do not (excepting e.g. H (t)). This is called

the Schrodinger representation of time-dependent quantum mechanics.

2.1.1 The time evolution operator

Quantum-mechanical states may be described as vectors on a Hilbert linear vector
space. When an operator acts on a vector within that space, the result is another vector
within the space. One might ask what sort of operator, when acting on |¢(tg)), returns
|t(t)). If such an operator can be found, it will contain a complete prescription for how
the system’s state vector evolves in time from ¢y to t. One might anticipate that this “time
evolution operator” or “time propagator” will be a function of the Hamiltonian H (t), since
it is known from the Schrodinger equation that the Hamiltonian dictates the time evolution.

The propagator is defined by the expression

[%(t)) = U(tsto)|v(to)) (2.2)

Sometimes hereafter the initial time index will be suppressed, such that U (t) = U(t; tg = 0).
The time propagator is unitary ((A]Jr = Uﬁl), such that U'U = U0 = 1, and UUT =
UU-' =1. It must be a unitary operator for physical reasons: unitary operators preserve

the norm of the state vectors on which they act, which is necessary to conserve probability
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within the system. That is, from Eq. 2.2 we have

W)= ([N = (Ut to) (o)) = ()| U (£ t0) = ((t0)[U " (t:t0)

= (WO)P(1) = (®(t0)| Ut t0) Ut o) [9(t)) = (& (to)|1[¢(t0)) = (¥(to)[¢b(t0))-

The total probability of finding the system in the state [1(¢)) at time ¢ is P(t) = [{(¢(t)]1(¢))]?.
Assuming P(to) = |(¥(to)|¥(t0))|?, we find from above that P(t) = P(ty) = 1, and proba-
bility is conserved in time.

Eq. 2.1 may be rewritten as:

ih=[U (t: to) |4 (t0))] = H(t)U (¢;t0) | (t0))-

SIS

Since [ (to)) is time-independent it may be factored out to yield:

U (t; o)

ih 5

= Ht)U(t:to). (2.3)

Solving Eq. 2.3 for U (t; to) is equivalent to solving the Schrédinger equation for |1(t)). Here

the initial condition is U(to;t) = 1, since

[t = to)) = U(t = to; to)[(to)) = [¥(t0)) = 1[3(t0))-
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A

U(t;tp) in the case of a time-independent Hamiltonian

When H(t) = H (i.e., the Hamiltonian has no explicit time dependence), Eq. 2.3

may be integrated directly to yield:

Ult; tg) = e H=t0)/h, (2.4)

This is verified easily by substituting Eq. 2.4 back into Eq. 2.3 and differentiating. The
initial condition U(tg;to) = 1 also is satisfied: U(to;to) = exp[—iH - 0/h] = exp(0) = 1.
Eq. 2.4 is an ezact solution for U(t;tg) if H is time-independent. When the Hamiltonian is

time-dependent, U (t; ) # e~H®(t—to)/h,

U(t;to) in the case of an inhomogeneous time-dependent Hamiltonian

Portis [119] introduced the concept of “homogeneous” and “inhomogeneous” inter-
actions into the field of magnetic resonance while attempting to describe the sources of ho-
mogeneous and inhomogeneous line broadening in electron spin resonance experiments. Fol-
lowing the convention of Maricq and Waugh [42], a time-dependent Hamiltonian H (t) is con-
sidered inhomogeneous if it commutes with itself at different times; i.e., if [H(t), H(t')] = 0
for all ¢, '. The Hamiltonian H(t) is homogeneous if in general [H(t), H(t')] # 0. It must
be noted that these definitions are not completely in accord with Portis’ original conception
of homogeneous and inhomogeneous interactions [42, 120].

Consider the case of an inhomogeneous Hamiltonian H (t). A piecewise approx-

imation to the Hamiltonian may be created in which H (t) is divided up into N regions

of (possibly unequal) lengths At, = t, — t,—1 over which H (t) is approximately time-
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independent:

N
H(t) ~ ) Hyty, (2.5)

n=1

where H, = %{ﬁ(tn) + ﬁ(tn_l)} on the interval (¢,,t,—1) and = 0 otherwise. (We have
tn, = nAt + tg in the special case of equal time intervals, with At, = (t — tg)/N = At.)
The H,, should be approximately time independent if the At, are small enough such that
|H(t)|| < h/At, for all At,, where here ||H(t)|| is some measure of the highest frequency

contained in H(t). The time evolution operator now follows from the expression:

Ut;to)|v(to)) = Un(tnitn_1)Un_1(tn_15tn—2) - Ua(ta; t1)Ur(t1; t0) [0 (t0))

N N
{TT On(ata)}o(to)) = {T] e 2"} (ko))
n=1 n=1

N
= Ultitg) = [ e~ main/™, (2.6)

n=1

where the last approximation follows from Eqs. 2.4 and 2.5. There exists an identity for

the exponential function of operators:
eleB = e(A+B) = BeA iff [A,B]=0. (2.7)

In other words, this standard identity for exponentials holds only if the arguments of the
exponentials commute with each other (i.e., they are “c-numbers”). It does not hold if they
do not commute (i.e., they are “q-numbers”). If H (t) is inhomogeneous, then all the H,

for different times commute with each other: [ﬁn, f[n/] = 0. Then Eq. 2.7 may be used to
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exponentiate the piecewise Hamiltonians in Eq. 2.6:

. N
O(tsto) = exp{—1 > HaAto}

n=1

In the continuum limit as N — oo and At,, — 0, the approximation becomes exact and the

sum goes to an integral, and:

Ult;te) = exp{—%/tdtl H(t)y = e 1 2, (2.8)

to

where the matrix elements of ®(t) = i~ ftto dt' H(t') are called “dynamic phases.” Eq. 2.8
is an ezact solution for U (t;to) if H (t) is inhomogeneous. We note that Eq. 2.8 reduces to
Eq. 2.4 in the case of a time-independent H(t) = H, which of course commutes with itself
at different times. Thus we find that in the cases of time-independent and inhomogeneous
time-dependent Hamiltonians, U (t;tp) may be calculated easily by exponentiating the time
integral of the Hamiltonian. KEq. 2.8 does not hold in the case of a homogeneous time-

dependent Hamiltonian.

U(t;to) in the case of a homogeneous time-dependent Hamiltonian

It first is worthwhile to examine the conditions under which a particular Hamilto-
nian H(t) is homogeneous (i.e., [H(t), H(t')] # 0). Consider a Hamiltonian of the general

form
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Therefore:

It follows that [H(t), H(t')] # 0 for all ¢ and ¢ if [A, B] # 0 and if a(t) and b(t) are not
proportional to each other by a time-independent constant; otherwise H (t) is inhomoge-
neous.! Increasingly complicated homogeneous Hamiltonians may be constructed by adding
more mutually non-commuting terms in which the time coefficients are not proportional
to each other. A simple example of a homogeneous Hamiltonian is the laboratory-frame
Hamiltonian of a single spin that precesses due to the combination of an external magnetic
field along the z-axis and a sinusoidally-modulated radiofrequency field along the z-axis:
H(t)/h = —wol, — 2w I, cos(w,t).

The expansion in Eq. 2.6 is of the form U (t; 1) = [[2_, Uy, where Uy, = U(tp; tn_1)
~ exp(—iH,At/h), and t, > t,_ 1. It follows from Eqs. 2.6 and 2.7 that the ordering of
the U, in the product does not matter for an inhomogeneous Hamiltonian, in which all
the H, commute with each other. However, if the Hamiltonian is homogeneous (such that
[ﬁn,ﬁn/] # 0 for n # n'), then Eq. 2.7 does not hold. Therefore, the N propagators
U,, cannot simply be exponentiated, and their ordering in the product must be such that
propagators acting earlier in time are further to the right. That is, the time-ordering of the

A

U,, as written in the first line of Eq. 2.6 must be maintained.

! An interesting NMR example of a case in which the proportionality of a(t) and b(t) matters is the
quadrupolar-driven recoupling of the dipolar interaction in homonuclear spin systems under magic-angle
spinning conditions [121]. The recoupling effect relies on a non-commutivity of the high-field dipolar and
quadrupolar Hamiltonians, whose spatial terms become time-dependent due to sample rotation. If the
principal axes of the quadrupolar and dipolar interactions are colinear, the time-dependent spatial terms
become proportional to each other, the Hamiltonian becomes inhomogeneous, and the recoupling effect
vanishes.



2.1. SCHRODINGER TIME EVOLUTION 128

The formal solution for U (t; o) in the case of a homogeneous Hamiltonian H(t) is
written as:

- {

O(t:to) = Tlexpl— [t AN}, (2.9

h Jy,

where T is the time-ordering operator that ensures that the operators in the expansion of

U(t) are properly ordered in time. Here the time-ordering operator is defined in a somewhat

different manner than that originally due to Dyson [122]:
T{HW)H(t)} = (2.10)

We note that U~ (t;t0) = Ut(t;to) = T,{exp[—k% ft]; dt' H(t')]}, where T_ reverse time-
orders the operator product, and we have used the fact that HT(t) = H(t).

There are few physical cases for which Eq. 2.9 can be evaluated analytically; typ-
ically it is evaluated approximately using a technique such as average Hamiltonian theory.
We observe that the time-ordering does not matter in the case of an inhomogeneous Hamil-
tonian, so that Eq. 2.9 reduces to Eq. 2.8.

We reiterate that once a solution for the time development operator U(t;to) has
been found, the time evolution of the system is known. Such a solution may be found
numerically by a piecewise approximation to the Hamiltonian (as in Eq. 2.6), and in prac-
tice one need not proceed further. Other formalisms (e.g., frame transformations, average
Hamiltonian theory, Floquet theory, etc.), some of which will be described later, are not

necessary to solve the time evolution; rather, they are useful for developing insight into how
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to manipulate quantum systems through the experimental application of time-dependent

perturbations.

2.1.2 The density operator

A detailed description of the density operator is given in §1.4. The description
that follows is meant to be self-contained. Typically, the states of the quantum systems
studied in NMR problems are known only statistically. A single state vector generally is no
longer sufficient to describe the system completely, and it is necessary to specify the system
by the density operator p(t) instead of a single state vector |¢(t)).

We define the density operator for a system in a pure state |¢(¢)) as the outer
product of |(t)) with itself: p(t) = [1(¢)){(1)(t)|. The generalization to a mixed statistical

ensemble of discrete quantum states is:

p(0 = 3 Plu®) Wit (211)

where the P; are the probabilities of finding the system in the state |¢;(t)) (i.e., the fractional
populations of the states |¢;(t))). The P; are considered to be time independent during

coherent (unitary) time evolution. Substituting Eq. 2.2 into Eq. 2.11 gives:

) = DRI (Wi)
= D P U)o (wito) U (t5t0) = Ut:to){ 3 Piltbalto)) (Wilto) U™ (t:to)

= U(t;t0)p(to)U " (t; to), (2.12)
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where p(to) = >, Pi|vi(to)) (¥i(to)|- Eq. 2.12 is the prescription for how the density operator
evolves in time, just as Eq. 2.2 is the prescription for how state vectors evolve in time.

We now consider the equation of motion for the density operator:

%0 _ %[Zaw»wm]

= ST ol o 75

Eq. 2.1 yields 280 — L ) j(6)) and Q8O0 — _ L)) A (¢) (where A1(t) = H (1

because the Hamiltonian is Hermitian), so that:

B = SR[GHOOE0] - Gl @]
= O PIs@) W] - [ X PO O E 0}
= O — pOAWO} = [0, p(0)

— ih==t = [H(t), p(t)]. (2.13)

Eq. 2.13 is the von Neumann quantum Liouville equation of motion for the density operator.
It carries the same physical content as the Schrédinger equation, but is generalized to the
case of mixed statistical ensembles of quantum states. Eq. 2.13 may be solved for p(t) with

the initial condition p(tg). In the case of a time-independent Hamiltonian H(t) = H the
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Liouville equation can be solved iteratively to give a power series in time:

pO) = plto) + (5t~ )AL pleo)] + o ()2 — o)LL LA, plao)]
g (G = )L L [, )]+ (214

where the O(t") term involves n commutators of the initial density operator with the
Hamiltonian.

Finally, we consider how to use the density operator to calculate the time evolution
of an observable A. We make use of the completeness relation 1 = 3, |n)(n| in some

orthonormal basis {|n)}:

<A>@) = ZP i (1) AJi (t) ZP i) A 1] (t) ZP bi(t)| A Z!n (n])[vi(t)
=ZPZ (1) Alm) (] 1) ZPmexmmw
= an ZP!% (t)]) Aln) = Z(nlp(t) Aln)

n

— <A>(t)=Tr{pt) A} = Tr{A p(t)}, (2.15)

since Tr(AB) = Tr(BA). The trace is invariant under a change of basis, so the choice of
an arbitrary basis set {|n)} is justified.

Using Egs. 2.13 and 2.15 it can be shown that:

ih% = — <[H(), A]>, (2.16)

where < --->= Tr{p(t)---}. This has a very similar form to Eq. 2.13, except for a sign
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difference.

2.2 Magnus expansion approximation for U (t;t0)

It is easy to evaluate the propagator in the cases of time-independent and inhomo-
geneous time-dependent Hamiltonians, which additionally are special cases of Eq. 2.9 for
a homogeneous time-dependent Hamiltonian. Therefore, the following discussion focuses
strategies to approximate U (t;to) in the case of a homogeneous Hamiltonian.

Before discussing the Magnus expansion, we first consider making a series expan-

sion of the exponential in Eq. 2.9:

~r{i+[(F) ttdt' W)+ =[(5) /jdt' A+ )
=r{i+[(3) /tt at 1t + [%(%)2 :dt”/ttdt' AW +.. }21m)

and truncating the higher-order terms (neglecting for now consideration of the convergence
of the series). This expansion (along with an interaction representation transformation,
which will be discussed later) is a cornerstone of time-dependent perturbation theory, as is
discussed in Appendix C. However, it is not often used in time-dependent NMR theory, and
other methods of approximating the time development operator (i.e., the Magnus expansion)

will be discussed below.



2.2. MAGNUS EXPANSION APPROXIMATION FOR U(T;To) 133

Incidentally, Eq. 2.17 is equivalent to the Dyson series [122, 45]:

t//

0(t: to)_1+[< hi) /tdt’ff(t’ _Z /dt/ at HEVHE) +..., (2.18)

to

where the n'* term in the series is larger by a factor of n! than the n!* term in Eq. 2.17,
because the domain of integration is proportionally smaller. (The domain of integration also
ensures proper ordering of the time variables.) This series comes easily from the iterative
solution of the integral equation form of Eq. 2.3: U(t;ty) = 1 + (—%) f;; dt H({tYU(t o),
for U (to;tg) = 1. Appendix C describes how the standard equations of time-dependent
perturbation theory may be obtained directly from this expansion. It is important to note
that in general neither Eq. 2.17 nor Eq. 2.18 is unitary if the series is truncated.

It is easy to calculate and apply the time evolution operator in the case of a time-

independent Hamiltonian H (Eq. 2.4); we therefore ask if it is possible to write an arbitrary

Ul(t;to) (as in Eq. 2.9) in the form:
U(t;to) = exp{—iH(t — to)/h} (2.19)

where H is an effective average time-independent “Hamiltonian” that describes the time
evolution on the interval [tg,t]. Later we will discuss when this ansatz for the propagator

is appropriate. We now seek a series expansion of H:

S ~ (1) -~ (2)

-~ ~ (4
H = MH + \NH @

~ (3 -~
+ N + ME T o+, (2.20)

where \ is a parameter introduced to keep track of the order of the expansion (A = 1
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is assumed in the end). We wish to find the expansion for H such that all the terms are
Hermitian, so a truncation of the series still will leave an approximate expression for H that
A

is Hermitian. Since e' is unitary if A is Hermitian, then the approximate expression for

U(t; to) that is reached by substituting a truncated Eq. 2.20 into Eq. 2.19 will be guaranteed
to be unitary. It is not immediately clear that Eq. 2.20 will converge and that the ﬁ(n)
decrease in size with increasing n; later rough expressions for the relative sizes of the ﬁ(n)
will be derived. Eq. 2.20 is called the “Magnus expansion” of the average Hamiltonian ﬁ (It
should be noted that the more recent literature uses the convention that the Magnus series
begins with a first-order term as in Eq. 2.20, while the older literature uses the convention
that the series begins with a zeroth-order term.)

The discussion now closely follows Appendix B of Haeberlen [123]. (An alternative

reference is the description of the Magnus expansion by Pechukas and Light [124].) Eq. 2.19

is expanded as (for simplicity we choose tyg = 0):

U(t) = exp(—iHt/h)

= A (GO F+ (S0 + %(?)3@1)3 b

For simplicity the initial condition ¢y = 0 has been chosen. Inserting the Magnus expansion
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for H (Eq. 2.20) into this expression yields (up to O(\*)):

) (2) (4)

Ut)=1+ (_Tit){Aﬁ(1 e ever? g
rn G ey om 7Y v
+)\4(ﬁ(2))2 n )\4ﬁ(1)ﬁ(3) n /\4ﬁ(3)ﬁ(1) L }
Pty v od 5w i i
T A IR
I

where the expressions in braces come from direct expansions of (H)". The terms may be

regrouped by their order of the expansion parameter \:

U@ = i
M)
(G R
+A3{(%“)ﬁ‘3) Lt 5@ | @50 %(_%)3(;(1))3}
o ChE s e a e
o payen® cwPa@ e 7 T LGy
- (2.21)

The Magnus series expansion (Eq. 2.21) of the ansatz for the propagator (Eq. 2.19) now must

be equated with a series expansion of the formal expression for the propagator (Eq. 2.9).
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This is done following the method of Haeberlen [123], which is lengthy but pedagogically
useful. Reconsider the (properly time-ordered!) discrete approximation to U(t) in Eq. 2.6
in the case of a homogeneous Hamiltonian (i.e., [H,, H,/] # 0 for some or all n # n’). We
expand:

—iAty,
h

—iAt,
h

—iAty,

exp(—iAH, Aty /h) = 1+ A( - V)P + .

2 21 2067 \2 31
)Hn"')‘a( )(Hn) +)‘a(

where again the parameter A has been inserted to keep track of orders of the expansion.

Then the propagator from Eq. 2.6 becomes:

U(t) _ e—iﬁNAtN/he—iﬁN,lAtN,l/h. _ .e—iﬁgAtg/he—iﬁlAtl/h
= [+ M—=i/R)HyAty + (X2/2))(—i/h)2(HyAty)? + (X3/3)) (=i /)3 (HyAty)® + .. ]
X[1 4+ M —=i/R) (Hy_1Atn_1) + (A2/20) (=i /R)?(Hy_1Atn_1)?

+(A3/3) (=i /)3 (Hy_1Aty—1) + .. ]

X[1 4+ N(—i/h)HoAty + (A2 /21)(—i/h)2(HaAts)? + (A3 /31)(—i/h)3 (HaAt)® + .. ]

X[1 4+ M—=i/h)H Aty + (N2/2)) (=i /h)2(H 1 At)? + (33D (—i/B)3(H At + ...



2.2. MAGNUS EXPANSION APPROXIMATION FOR ﬁ(T;TO) 137

Expanding the product and regrouping by orders of A (up to O(\?)) gives:

Ut)=1

+)\(%){I:I1At1 + ﬁgAtg +...+ ﬁN_lAtN—l + ﬁNAtN}
—1

1
2
+A5(h

VA AL)? + (HaAts)? + ...+ (Hy 1Aty 1)? + (HyAty)?)
+2!. [ﬁgﬁlAtzAtl + I‘i’gﬁlAtgAtl + ]A{4I:I1At4At1 + ...
—|—ﬁ3ﬁ2At3At2 + ...+ ﬁNﬁN_lAtNAtN_l]}
—1

+)\3% (E)?’{(ﬁlmlﬁ 4+ (3120 [Ho(Hy )2 Aty (Ay)? + (Ho)2Hy (Aty)2 Aty + .. ]

+3!- [ﬁgﬁgﬁlAtgAtgAtl + .. ]}

T (2.22)

Factorial functions have been factored out in front of each term of O(A") to emphasize
the similarity between these terms and those in the expansion of an exponential function,
as will be seen below. Note that the expressions in braces are time-ordered, since Eq.
2.6 is time-ordered. These expressions can be written more compactly by using the time-

ordering operator. The time-ordered propagator of Eq. 2.9, when expressed in the piecewise
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approximation of Egs. 2.6 and 2.22, becomes:

—I—A(_—Z) {ﬁlAtl + I:IQAtQ 4+ ...+ ﬁN_lAtN—l + ﬁNAtN}

1 ) .
+A2 1 T{{H\ Aty + HoAty + ...+ Hy Aty + HyAty)?}

h)

1 N R
)\3 ( 5 ) T{[HlAtl + HgAtQ + ...+ Hy_1Atny_1 + HNAtN]3}

+... (2.23)

In the continuum limit as N — oo, we have ), HAt; — fg dt' H(t"). Thus Eq. 2.23
is the discrete approximation to the exponential expansion of the propagator in Eq. 2.17.
Therefore, the second way to reach Eq. 2.23 is simply to expand directly the exponential in
U(t) = T{exp[— AF ft dt' H(t)]} in the manner of Eq. 2.17.

The propagator expansion in Eq. 2.23 may be equated with the expansion of the

Magnus series propagator ansatz of Eq. 2.21 in order to find expressions for the terms in
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the Magnus series. Equating terms of like order A:

M) H + 5 () (H =25 T{ZHAL‘Z
gp it =3 1 it ()22 | )= () l —zt (1),
N{EDT + 5 (5) (I +HH1+3!<h><H>}

(2.24)

We find that

wlr—t

N N
JZaE Z Z (2.25)

o~

(2)
Upon substituting this result into the O(A?) equation in Eq. 2.24 and solving for H
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have?:

R N
77 - (T{ ZHAt b1y A} ?)
i=1
- ( IT{ ZH Hin A = > FIiFIjAtiAtjD
i
- < SO (HAL)? + 2 HH ALAY]
>
*[Z(HZAQ) + Z f[iﬁjAtiAt]’ + Z ﬂiﬁjAtiAtj])
% i>7 1<J
_ Ji/h)(zmﬁjmm ZHHAtAt)
2 >7 1<J
_ _(Z/h)(ZﬁiﬁjAtAt =" AL AL)
2 >7 1>]
_ @i/ O
= (Dj (H;H; — A;H;)AtAt)
7’ @(ZN: (A, L AGA ). (2.26)
2\ ' '

Similar discrete approximations to the higher H  may be developed by extending Eq.

~ (1) ~(2)
2.24. It can be seen that the terms tH and tH  are indeed of first and second order in

the smallness parameter A\ (or alternatively, in the At,,), and therefore it does appear that

2As an aside, it has been noted by Haeberlen [123] that for a Hamiltonian that is piecewise constant
over only two finite time intervals At; and Ats, the expansion of Eq. 2.6 given by Eqgs. 2.25, 2.26 and their
higher-order analogs may be used to derive a version of the Baker-Campbell-Hausdorff relation:

b

HQAtQ/h, B = HlAtl/h;

UQ(AtQ)ﬁl(Atl) _ e—iI:IQAtQ/h e—iI:IIAtl/h = 6—'L'A e—iB

it ~ (1) ~(2) _~(3)
eXp{—Z—( +H +H +...)}

t. 1 . IS —=(3)
exp{——[ HlAtl +H2At2) — (HgAtngAtl H1At1H2At2) + H —|— ]}

2h

exp{ (—i)(A+ B) + %([A,B]) + %(M, [A,B]+[[A,B],B]) + ...}
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successive terms in the Magnus series should decrease in size. This of course depends on
the length of time t over which the series is calculated. More details on the convergence of
the Magnus series will be given later.

We now take the continuum limits of Eqs. 2.25 and 2.26, and also give the result

for the third-order term:

L(l) 1 t roA
o = ;/ at' H(t) (2.27)
0

dt” dt [H(t"), H(t)] (2.28)

=0 1/712 /dt/ dt/ dt{ ) LE ), HE) + B, B, HE),

where the domain of integration of the multiple integrals ensures that 0 < t < ¢’ < " <

- < t for each value of the integrand, so that proper time-ordering of the Hamiltonian
operators is enforced. Note that Eq. 2.27 is just the time average of the Hamiltonian H (t/)
on the interval [0,¢]; Eqgs. 2.28, 2.29 are higher-order corrections to the first-order average

. —=(n)
Hamiltonian. Furthermore, if H(t) is inhomogeneous, then all the commutators in the H

are zero, and H=H Jia . We observe that H " t/h equals the dynamic phase operator @(t)
in Eq. 2.8, so that Eq. 2.19 reduces to Eq. 2.8 in the case of an inhomogeneous Hamiltonian.

The expressions Eqgs. 2.27-2.29 for the Magnus series (upon setting A = 1 in Eq.
2.20) are the key results used in average Hamiltonian theory to calculate effective propa-

gators over a given time interval. It is seldom necessary in most practical applications to

extend the series to the third-order term or beyond.
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Validity of the Magnus expansion

It is pertinent to ask under which conditions is a Magnus expansion of the propa-
gator valid. We consider the time evolution of a quantum system from ¢ = 0 to some time
t = t.. A necessary condition for the Magnus expansion treatment to be acceptable is that
the Magnus series (Eq. 2.20) must converge on the interval [0, ¢.]. We examine some of the
conditions of convergence.

Ignoring for the moment the time dependence of the Hamiltonian, we estimate
| H(t) ||~ hwg. We define w, = 27 /t.. It follows from Eq. 2.27 that ﬁ(l) = % Jo¢ dt H(t') ~

tl(th)tc = fwp, where one power of t. has come in from the integration from ¢ = 0 to
C

2 " -~ ’ . 2 —
t.. We estimate [H(t ), H(t)] ~ (hwg)?, so that H( N ht ! (hwp)?(te)(te) = h(wr)?(te).

Continuing this reasoning;:

o 2 (1) (20 =3 9
|H|=|H +H +H +...| ~ hwg[l+ (wgte) + (wate)” +...],

This crude treatment suggests that successive terms of the Magnus series decrease by a factor
of wyt. = 2m(wy /we). The approximate series given above certainly diverges if wyt. > 1, so
that t. < w;ll is a rough criterion for the convergence of the Magnus series. In the context
of average Hamiltonian theory (to be discussed later), t. is chosen to be the “cycle time”:
i.e., the period of the time evolution if the system is periodic. Therefore, in this case our
convergence criterion on the interval [0,¢.] may be interpreted as indicating that the cycle

1

time t. should be greater than the reciprocal “size” of the Hamiltonian w,; (as measured
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in reciprocal angular frequency units). Maricq [125] notes that a better condition for the
convergence of the Magnus series up to some time ¢ is: % IS dt’ |wi(t) —w;(t)] < 1 for
all pairs of time-dependent instantaneous eigenvalues hw;(t) of H (t).

We now ask how many terms in the Magnus series are necessary to describe accu-
rately the time evolution of the system. Of course, this depends on the accuracy needed for
a particular calculation. We might estimate that the system evolves under ﬁ(n) at frequen-
cies on the order of wy, ~ || ﬁ(n) | /h. (Here we have used the supremum norm definition
of the magnitude of an operator, in which || A4 || is equal to the largest eigenvalue of A.)

Therefore, we estimate that H  starts to contribute significantly to the time evolution

when the system oscillates one or more times under " i.e., when h/ || ﬁ(n) | <te. In
practice, it may be best just to calculate explicitly the first few ﬁ(n) and see how large they
are; after all, certain ﬁ(n) may even vanish for a particular choice of H(t) and t..

As a final note, we consider the conditions under which Eq. 2.19 for the average
Hamiltonian expression for the propagator is valid. Maricq [126] has observed that in
the case of a non-commuting (homogeneous) H (), the expectation that there is a simple
exponential solution for the propagator is too rigid, and therefore there may be cases in
which the average Hamiltonian solution ﬁ(t) does not exist. If we specialize to the case of a

periodic Hamiltonian (H (¢t +nt.) = H(t), where n is an integer), then the Floquet theorem

[126, 127] states that the propagator for even a homogeneous Hamiltonian may be written
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of the form

A~ A

Ut) = E(t)exp(—ilt/h) (2.30)

— U(t.) = FE(t.)exp(—iHt./h)

— exp(—iHt./h), (2.31)

where F'(t) is periodic with period ¢, (subject to the initial condition U(0) =1 = F(0) =
F(tc) = 1), and H is Hermitian. Eq. 2.31 is equivalent to Eq. 2.19 when the system is
observed only at t = 0 and t = t., but Eq. 2.30 is valid for all times. The generalization of

Eq. 2.31 to the case of “stroboscopic observation”—i.e., when the system is observed only

at t = nt. (n integral)—forms the foundation of average Hamiltonian theory in NMR.

2.3 Frames and representations

We begin with a very brief review of our development of the formalism of time-
dependent quantum mechanics. A state vector [¢(t)) obeying the Schrédinger Equation
(Eq. 2.1) ih%]w(t)) = H(t)|1p(t)) evolves as [ip(t)) = U(t;to)|(to)) (Eq. 2.2), where in
general U(t;t) = T{exp[—% j;to dt' H(t)]} (Eq. 2.9). The density operator of the system
evolves as p(t) = Ul(t; to) p(0) U~ (t;t9) (Eq. 2.12). The expectation value of an observable

A evolves as < A> (t) = Tr{p(t)A} (Eq. 2.15).
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2.3.1 Changes of frame

We now consider the equation of motion for a state vector subjected to a unitary
rotation in the Hilbert space Ugr.? This transformation is sometimes called a change of
frame. The rotation may be in general time-dependent, such that U = U. r(t), but here we

suppress the time ¢ in the notation. We define:

Urlor(t) = [¥(1)), (2.32)
where [1)(t)) obeys Eq. 2.1, and |pr(t)) = l\w( t)).* The equation of motion for |¢x(t))

directly follows from Eqgs. 2.1 and 2.32:

0L gy
— i (Ualn(t) = A rlon()
— (D nt)) + 0 25O _ Bty 0ralonte)
— (05 2200 + U5t 02250 _ g (e Ontonte.
(2.33)
Now, IAJEI UR — 1. Upon rearranging:
) (r) gt (2.34)
H(t) = Up' H(t)Up — ihUg? % (2.35)

3UR is not to be confused with the time development operator.
“We just as well could have chosen the convention |¢r(t)) = Ur|t(t)); in that case Ur and U ' would
have to be transposed in the following equations.
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We see that the rotated state |¢r(t)) obeys a Schrodinger-type equation with an effective
Hamiltonian H (t) as defined in Eq. 2.35. This effective Hamiltonian is not just H(t) rotated
by U R, except in the case of a time-independent Ug (i.e., one for which % = 0). Since
the rotated states obey an effective Schrodinger equation, their time evolution already has

been solved:

6r(®) = U)|on(to))

— palt) = () palte) U (1) (2:36)
Ultito) = T{exp[—% ttdt’fi(t’)]}. (2.37)

It follows from Eq. 2.32 that p(t) = Ur pgl(t) Ugl. This implies that p(to) = pr(to) if
Ur(t = to;to) = 1 (as is often chosen to be the case), but this equation does not hold
for a time-independent Ug # 1. Tt should be stressed that the propagator [7 (t) in the
transformed frame is not simply U (t) rotated by U Rr; rather, it is an effective propagator in
the new frame calculated from a new “effective” Hamiltonian.

Upon using Eq. 2.15 the expectation value of an observable can be calculated in

the transformed frame:

<A>(t) = Tr{(Urpr(t) Ug') A}

= Tr{pr(t) Ar}, (2.38)

where pg(t) = Uél p(t) UR, and AR = U}gl A ﬁR.

What is the advantage of performing a frame transformation on the system? The
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time evolution of the system in the transformed frame is governed by the effective Hamil-
tonian H (t) of Eq. 2.35. Sometimes the time evolution under the effective Hamiltonian
may be solved more simply than under the Hamiltonian H(t). In fact, for some H(t),
the effective Hamiltonian may be rendered time-independent through a suitable choice of
frame. This is the case for the homogeneous Hamiltonian in the problem of Rabi oscillations:
I:I(t)/h = —wol, —w [fm cos(wyt) — fy sin(wy,t)], where Ug = exp(—l—iwrtfz). There is another
justification for frame transformations that is more prevalent in NMR theory. We note that

in Eq. 2.35 the Ugl f[(t) Ug term has the same magnitude as ﬁ(t), since U, is a unitary ro-

tation of H(t) (and therefore preserves its norm). (Here we have used the trace norm defini-

A~

tion of the magnitude of an operator: || A||= \/Ei,j ]AZ-J-P/\/ZM 11,512 = \/[Tr(Af A))/D,
where 1 is the identity operator and D is the dimensionality of the Hilbert space.) However,
with a proper choice of Ug, the (—ih Ugl 88%) term may be subtractive, and thus may be
used to shrink the magnitude of ﬁI (t). This is very useful if f] (t) is to be approximated by
a Magnus expansion, because when H (t) is smaller the Magnus series may converge when

it otherwise might not (or at least converge much more quickly). Therefore a low-order

truncation of the series may be better justified.

2.3.2 The interaction representation

Consider a particular unitary transformation that takes a system described by
the Schrodinger equations of motion (Egs. 2.1, 2.3, 2.12, etc.) into a new frame called
the interaction representation. The transformation that will be examined first is slightly
different from the one found in textbook descriptions of the interaction representation,

although it is consistent with the usage in the NMR literature.
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We begin with a time-dependent, possibly homogeneous Hamiltonian that may be

divided into the sum of two pieces:

A ~

H(t) = Ho(t) + Hy(t). (2.39)
We apply the frame transformation

Ur(t) = T{exp[—% / t dt’ Ho(t)]}. (2.40)

to

The operator U; (t) has the same form as a time development operator for a Hamiltonian

ﬁo(t). Since Eq. 2.9 is the formal solution to Eq. 2.3, it follows that 8UT[t(t) = %ﬁo(t) U; (t).
Substituting into Eq. 2.35 for ﬁ(t)f’:
2 . . N A Tr(t
H(t) = UMt HE) Ur(t) — ihU;(t) aUét()
. X X . B 1.
= U;7'(t) [Ho(t) + Hi(1)] Ur(t) — ihU;'(t) [ Ho(t) Ui (?)]

— H(t) = U;'(t) Hi(t) Ur(t)

Il
5
—~~
o~
~—
—~~
N
=~
—_
SN—

Haeberlen and Waugh [128] have demonstrated that the Schrédinger representa-

tion time development operator U (t; to) (Eq. 2.9) may be written in terms of the interaction

®One occasionally finds that in the NMR literature, interaction representation transformations along the
lines of Eq. 2.41 are misstated as H(t) = U; *(t) H(t) Uz (t) instead of U; (t) Hi(t) Uz (t), although the end
result of the transformation typically is correct.
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representation time development operator U (t; o) = T{exp[—% ftto dt' H(t)]} (Bq. 2.37)5:

U(t:to) = Ur(t) Ut o). (2.42)

This result may also be obtained using an operator calculus due to Feynman [129]. When
Ho(t) is time-independent, then H(t) = Hy 4+ Hy(t), and Ur(t) = exp(—iHot/h). This is
the “textbook” [45] Hamiltonian for the interaction representation, also called the interac-
tion picture or Dirac picture of time-dependent quantum mechanics. There is a difference
between the interaction representation and the previously discussed Schrodinger represen-
tation. State vectors (and hence density operators p(t)) in the Schrodinger representation
have time dependence, whereas operators corresponding to observables (fl) do not. The

A~ ~

state vectors (and density operators p;(t) = U;'(t) p(t) Us(t)) and observable operators
(A;t) = U ) A Up(t)) both have time dependence in the interaction representation.
In the interaction picture, the time evolution of p;(t) is determined only by the effective

Hamiltonian H(t), and the time evolution of A;(t) is determined by only H.

There is another representation that is commonly used in quantum mechanics

5The proof is as follows. It utilizes Eqs. 2.3, 2.9, and 2.39-2.42:

LoU(tt) 0 A AUt A, . OU(t:to)

ih=— = ihg [Ur(t) Ut to)] = i [ = Ut to) + Ur (1) =5 =]
= i [ Fo(t) Ur ()} Dt t0) + Un(6) L BT 10))]
= Ho(t) Us(t) r?(t; to) + Ur(t) [0 (6) Hu(t) Ur (1) Ut;to)
= Ho(t) U(t) Ult;to) + 1 Hi(t) Us(t) U(t; to)

i
= [Ho(t) + Fn (1) U1(t) U (s to)
= maU(at;to) = H(t) U(t; to).

The last line is the correct differential equation for ﬁ(t; to) (Eq. 2.3), so Eq. 2.42 must be a correct form for
the time development operator.
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called the Heisenberg representation. This representation is defined by the transformation
Uy = T{exp[—% fti) dt' H(t")]}, which reduces to Uy = exp[—iH (t —to)/h] in the case of a
time-independent A (t) = H. Under this transformation the Heisenberg picture state vec-
tors/density operators are time-independent, whereas the operators A (t) = 0;11(t)AUH(t)
that correspond to observables carry the full time dependence of the system.

The interaction representation transformation will the be most useful in the case
of a homogeneous Hamiltonian H (t) (i-e., one for which the propagator cannot be calculated
simply in the Schrodinger representation), when additionally || Ho(¢) || > || H1(¢)||. In this
case the Schrodinger representation Hamiltonian has a magnitude || H(t) || ~ || Ho(t) ||,
whereas the interaction representation effective Hamiltonian has a magnitude || o t) ] =
I Efl(t) | = || Hi(t) ||. (The trace norm definition of the magnitude of an operator has
been used, which is invariant under unitary transformations.) Therefore, the interaction
representation effective Hamiltonian is much smaller in magnitude than the Schrédinger
representation Hamiltonian, and the propagator may be better approximated by a low-order
truncation of the Magnus series. It usually will be a good strategy to go into the interaction
representation of the largest piece of a homogeneous Hamiltonian, whenever the magnitude
of that interaction is much larger than any of the other interactions in the Hamiltonian.
Incidentally, another requirement for the utility of an interaction frame transformation
is that U7(t) must be able to be evaluated analytically (i.e., Ho(t) is inhomogeneous).
It obviously complicates matters to transform into a frame for which the transformation

operator must be approximated.
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2.3.3 Common frame transformations in NMR
Rotating frame

The most common frame transformation encountered in magnetic resonance theory
is the rotating frame transformation. It is suitably applied to the Hamiltonian of magnetic
moments (labeled I) in the presence of a large static magnetic field along the z-axis (ﬁo /h =
—wol,), under the influence of either a rotating (Hi(t)/h = —w[I, cos(w,t) — fy sin(wyt)])
or oscillating (Hi(t)/h = —2wi1, cos(w,t)) transverse radiofrequency (rf) field. These ex-
pressions define the laboratory frame Hamiltonian H(t) = Ho + H,(t). The rotating frame
transformation for this Hamiltonian is Ug(t) = exp(+iw,tl.). It is called a rotating frame
transformation because exp(—iaf ») is the operator for rotations of the system by an angle
o about the z-axis, so that here U r(t) rotates the system at a constant angular velocity
—w, by the time-dependent angle «(t) = —w,t. Spins tilted off the z-axis precess under H,
at the velocity —wp, and when at resonance (w, = wy), the frame rotates about the z-axis at
the same rate as the spin precession. The rotating frame transformation effectively shrinks
the Zeeman interaction Ho/h from —wol, to —(wo—w,)L,; it renders i (t) time-independent

in the case of the rotating rf field, and allows the use of the Magnus expansion to calculate

a simple effective propagator in the case of the oscillating rf field.

Tilted frame

A tilted frame transformation is defined by the time-independent rotation Ur =

exp(—iai -n), where I=1i+ jyz + sz (Here ﬁ,z, Z,E are unit vectors in real space, not

quantum mechanical operators on a Hilbert space.) This transformation rotates (“tilts”)



2.3. FRAMES AND REPRESENTATIONS 152

the system by an angle o about the axis defined by n. An example of a tilted frame trans-
formation is one that is applied commonly to rotating frame effective Hamiltonians of the
form H = —Aw I, — wiI,. Such a Hamiltonian describes spins under the influence of an
effective magnetic field in the z-direction with a magnitude proportional to Aw and an effec-
tive magnetic field in the z-direction with a magnitude proportional to wi. These effective
fields may be summed as vectors to give an effective field B . of magnitude proportional to
we = /(Aw)? + w? in the 1 direction, where 71 is in the z—z plane and makes an angle «
with the z-axis (o = tan~!(w;/Aw)). The operation Uy = exp(—iafy) then rotates B, into
the direction of the z-axis, so that ﬁl = Ufl HUp = —w.I,.

If one wishes to apply both the rotating and tilted frame transformations at once
(the so-called “tilted rotating frame” transformation) [130], this may be accomplished by
using Upr(t) = Ur(t)Ur = exp(+iw,tl,) exp(—ial,). This sort of formalism may be used to
describe Lee-Goldburg decoupling of the homonuclear dipolar interaction [128, 131]. Waugh
et al. [132] have used a similar transformation to simplify the dipole-coupled Hamiltonian
in studies of heteronuclear two-spin (double resonance) cross-relaxation. The operators

Ur(t) and Ur do not commute with each other (since [I.,I,] # 0), so their ordering in

the product is important (i.e., Ug(t) Ur # Up Ug(t)). Here H(t) = Ulg%(t) H(t) Upr(t) =
U:Fl [A]}gl(t) H(t) Ug(t) Ur, so that first the rotating frame transformation is applied to the
Hamiltonian, and next the tilted frame transformation is applied.” One might also imagine

“rotating tilted frame” transformations, in which a tilting transformation is applied to some

Hamiltonian before a rotating transformation.

"Waugh’s equations are different because he chooses the convention H(t) = Urr(t) H(t) R(t), with

Urr = Ur Ug(t).



2.3. FRAMES AND REPRESENTATIONS 153

Toggling frame

The toggling frame is used to calculate average Hamiltonians for pulse sequences
[7, 123]. We consider an effective Hamiltonian in the rotating frame H(t) = Hy + Hy(t).
Here Hj is the time-independent rotating frame effective Hamiltonian for the spin system
in the absence of the rf field (i.e., it is the rotating frame internal Hamiltonian). The H; (t)
term is the time-dependent rotating frame effective Hamiltonian for a series of rf pulses
in the plane transverse to the external magnetic field (which lies along the z-axis). The
pulses may be considered to be negligibly short in the limit that the magnitude of the rf
Hamiltonian far exceeds that of the internal Hamiltonian of the spins, so that the spins
nutate under the rf field much more quickly than they evolve due to interactions with their
local environments. This is the limit of “delta-function pulses.”® For example, H = hw1 1,
is taken to be the rotating frame rf Hamiltonian for a pulse that nutates the spins about the
x-axis, where wit, = « for spins that are rotated through an angle « in a time ¢,,. When the
limit of delta-function pulses (¢, — 0) is taken, the Hamiltonian for an “o,” pulse applied
at time t = t; is H;(t) = hal0(t — t;). Therefore H,(t) = Y P, azld, d(t —t;), where e.g.,
¢; = 0 for an z-pulse and ¢; = 7/2 for a y-pulse. The Hamiltonian H (t) then appears to
consist of a sequence of rf pulses spaced at intervals ¢ = ¢; (during which evolution under
Hy is neglected), separated by “windows” of free precession of the spins.

We now go into the interaction representation of the Hamiltonian H; (t) of the
rf pulses, where as usual the interaction transformation looks like the time propagator for

the interaction H,(t): Ur(t) = Ui(t) = T{exp[— ft dt' Hy(t)]}. This is the “toggling

8 Any rf pulse that is strong/short enough so that internal evolution/relaxation can be ignored during
the pulse is usually referred to as a “hard” pulse, but it is often computationally convenient to assume that
these pulses also have negligible duration (the “delta-function pulse” limit).
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frame” transformation of the rotating frame Hamiltonian, as will be seen below. It is
especially appropriate to go into the interaction representation of the Hamiltonian of the
pulses, because we are in the limit that the magnitude of the rf Hamiltonian is much larger
than that of the internal spin Hamiltonian.”
The propagator for a single pulse P;(a; 4,) is
. i [t
Opsto) = Tlexol— | dt A

. t
_ T{exp[—%/ dt' hioily, 50t — t:)]}
t

0
t

= T{exp|—ioyly, / dt' §(t —t;)]}
to

A~

N Upi(tzti;to) = exp(—i()éif@);

Upi(t <tistg) = i,
since ftz dt' 6(t —t;) =1, if to < t; < t (and = 0 otherwise). The toggling frame trans-
formation operator U, (t) is found most easily by discretizing the propagator for H, (t) in
the manner of Eq. 2.6. Note that Un(Atn) = 1 unless the interval At, contains a pulse

P;(a; ¢,), in which case Un(At,) = exp(—ia;ly,). Therefore
~ N ~ . ~ . N . ~
Ui(t) = T{H Up,(t;))} = e @nNlon ... gmiazlyy p=ionly, (t; <t <tn) (2.43)
i=1

It can be seen that Uy (t) is a product of the first N pulse propagators Upi (t;) up until time

t; pulse propagators for pulses that occur after time ¢ are excluded. It follows (in analogy

9Note that in the prior discussion of the interaction representation a transformation is made into the
frame of Ho(t) (Eq. 2.40), but this tends to be practical in the case when Hy(t), not Hi(t) is the larger
interaction.
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to Eq. 2.41) that H(t) = U;'(t) Ho Uy(t), where U (t) = T_{exp[+% [ dt" Hi(t)]}.

Therefore, for p pulses in the sequence:

~ ~

Hty<t<t)=Ho=1

H(t1 <t < to) = Hy = etiorloy fy e—icals,

~ A~

H(to <t<ts) = Hy = etionls gtioely, [ g=iazls, g=icnly,

H(t 2 tp) = Hp — e+ia1[¢1 e+ia21¢2 L. e+iapf¢p ﬁo e_iaplqbp . e—ia21¢2 e—ia1]¢1 (244)

Note that the pulse propagators are applied to I:IO in “reverse order,” with U p, acting on
Hy first in the expression for I? p, and U p, acting on Hy last.

We finally see why Ul(t) is called the toggling frame transformation. As t exceeds
each t; and pulse P;(«; 4,) is applied, the toggling frame Hamiltonian ﬁ (t) is transformed by
the application of the pulse propagator U. p, to Hy. When Upi = exp(—iai.f@) in the case of
delta-function pulses, these transformations look like rotations by an angle «; about the axis
defined by él Therefore each pulse effectively “toggles” the rotating frame Hamiltonian into
a rotated set of coordinates. When the pulses are not infinitesimally short delta-function
pulses, the “toggling” is continuous over the duration of the pulse, and the finite lengths of

the pulses must be included in the expression for U (t).
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2.4 Average Hamiltonian theory

The techniques of average Hamiltonian theory (AHT) have become entrenched in
the field of solid-state NMR largely due to the work of Waugh’s group [123, 128, 8]. The
“essential” references for this subject are Haeberlen and Waugh’s classic treatment [128]
and Haeberlen’s excellent and thorough monograph [123]. The basic idea of AHT is to
find approximately the time evolution of the system over a short time t. using a Magnus
expansion approach (usually after first transforming the Hamiltonian into an appropriate

interaction representation), and then extend the evolution to long times nt. for periodic

A~

interaction frame effective Hamiltonians o (t+nte) = H(t).

We consider the interaction representation transformations specified by Eqs. 2.39—
2.41, where in practice || Ho(t) ||| H1(t) || for H(t) = Ho(t)+H:(t).!° For simplicity we take
to = 0. The interaction representation transformation then will be the time development

operator for Ho(t):

(1) = Texpl— /0 dt' Fo(t))}.

We assume that H(t) is periodic, so that Ho(t) may be periodic with period ¢, and H (t)
is time-independent, or vice-versa, or both Hy(t) and H(t) are periodic with period tp,, or

both are time-independent:

H(t+ Nty,) = H(¢), (2.45)

00ften AHT is applied in the toggling frame of a series of rf pulses rather than in the interaction frame
of the dominant Hamiltonian [123, 128].
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where N is an integer. We consider the special case where additionally U[(t) is periodic

with period t.:
Ur(t + Nto) = Up(t), (2.46)

where , is an integer multiple of ¢;.'' Haeberlen and Waugh [123, 128] call a U;(t) operator
with this property “cyclic,” and note that in some cases U 7(t) may be cyclic over a time t
that is an integer submultiple of the period t..'? It immediately follows from Eq. 2.46 with

t = 0 and the initial condition U;(t = 0) = 1 that:
Ur(Nt.) =1. (2.47)

In other words, U; has no effect on the time evolution for times t = Nt...

Next one must consider the time evolution in the interaction frame. Eq. 2.42
states that the time development operator is U(t;tg) = Us(t) ﬁ(t; 0), where ﬁ(t;O) =
T {exp[—% fot di' 7 ()]} is the time development operator in the interaction frame, and
H(t) = Ufl(t) Hi(t) Ur(t). The interaction frame effective Hamiltonian ﬁ(t) may have

explicit time dependence due to the time dependence of Hj (t), plus additional time de-

pendence due to the time-dependent interaction frame transformation Uj(t). If H(t) is

" The relation between ¢, and t. can be demonstrated for the contrived example of a periodic Hamiltonian
of the form Ho(t) = > om0 H{™ exp(inwnt) with [ﬁé”),ﬁé”/)] = 0 for all n, n’, where w, = 27 /t;. In this
case Uy (t) = I,0 exp{—H{" [exp(inwnt) — 1]/ (nfiwn)}, which is periodic with some period t. = mty, where
m is an integer. If Hy is time-independent (i.e., it has no well-defined period), then Uy (t) = e~ ot/" still
may be periodic if the eigenfrequencies H, /h are all rational multiples of some base frequency.

2In general the periodicity of the Hamiltonian does not guarantee the periodicity of U. 1(t), as Haeberlen
notes [123] for the case of a toggling frame transformation for a pulse sequence made up of equal, periodically-
spaced pulses with flip angles equal to an irrational fraction of 27. In that case the (rf) Hamiltonian is
periodic, but the system is not cyclic because no amount of pulses will rotate the system through exactly
the angle 2.
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periodic with period tj, and U 7(t) is cyclic with period t. = mtp, it is reasonable to expect

that ﬁ(t) also is periodic with period tj. For simplicity’s sake, we take t. = t, so that

H(t+ Nt.) = H(t). (2.48)

This relation certainly holds if H; is time-independent and U 7(t) is cyclic with period ¢..

From Eq. 2.48 it follows that

A~ A~

U(Nt,) = [U(t.)]", (2.49)

because all the U (t) time development operators over the N intervals are equal. It follows
from Eqgs. 2.49, 2.47, and 2.42 that the time development operator in the untransformed

frame is:
U(Nte) = [U(t)]". (2.50)

If the interaction frame effective Hamiltonian H (t) is homogeneous the time evolution must

be approximated, e.g. by the Magnus expansion (Eq. 2.19):

U(Nt.) ~ exp[—iH(Nt.)/H], (2.51)

where the “average Hamiltonian” H has been calculated on the interval [0,#.] and truncated

at an appropriate level of the Magnus expansion; i.e., the lowest order approximation from

(1

= = (1 P A~y
Eq.227Tis H~H = tl foc dt H(t ). Note that in this example, the Magnus expansion
C
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is being used to approximate the interaction frame time evolution, using the appropriate

effective Hamiltonian. Eq. 2.50 indicates that

U(Nt.) ~ [exp(—iHt. /)Y, (2.52)
Eq. 2.52 is the fundamental result of average Hamiltonian theory. It states that if a system
has a cycle time t. and an average Hamiltonian for the system calculated via the Magnus
expansion converges on the interval [0, ¢.], then the calculation of the time evolution can be
extended to long times ¢ = Nt. without worries about convergence. (Recall that || i @)
t < 11is a rough criterion for convergence of the Magnus series on the interval [0,t], so there
is a limit to how far the calculation of an average Hamiltonian can be extended in time.)
However, it is crucial to note that AHT is a stroboscopic theory, i.e., it is only valid when the
system is observed stroboscopically at discrete times ¢ty = Nt.. Refs. [38, 39, 40] mention
some of the perils that await if calculations are performed without heed of the stroboscopic
condition.!3 Ref. [41, §4.3] discusses the potential problem with AHT if the Hamiltonian
that dictates the time evolution (i.e., either H(t) or i (t) if an interaction representation

transformation is made) contains a time-independent piece.

13R§f. [133, §1.3.1] notes that the stroboscopic observations are not necessary if the observable commutes
with Uz (t):
FUN N ~ N kS ~oat N
<A>(t) = Trldp(t)] = Te[AU®)p(0)0 (8)] = Tr[A {T: (T pO)T T (1)}]
2 f

(
= TR0 (AT ()} T()p(0)T (1)) = Tr{A {T(0)p(0)T (1))

where operators have been permuted through the trace and [Ur(t), A] = 0 guarantees that A is invariant to
transformation by Uz (¢). Thus the condition of Eq. 2.47 is not necessary. However, the cyclic nature of the
system is still used via Eq. 2.49 to extend the results of the Magnus expansion to long times.
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Chapter 3

Mixed-coherence [ =5/2 MQMAS
experiments with low-amplitude

RF pulses

3.1 Introduction

Most elements in the periodic table have nuclei with non-zero ground state mag-
netic moments have an angular momentum quantum number greater than 1/2 and therefore
possess an electric quadrupole moment. In particular, most of the NMR-active nuclei ob-
served in materials studies (e.g., most metal atoms) are half-integer quadrupolar spins. The
study of the structure of materials requires the ability to perform solid state experiments.
Solid-state NMR 1is a useful technique for any type of sample that is not soluble or has

solid-state properties that are interesting, or when extra structural information that cannot
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be obtained in the liquid state is desired.

The most challenging type of sample in high-field solid-state NMR studies is the
polycrystalline powder or amorphous solid, which contains a random distribution of local
molecular orientations. The application of a large magnetic field to the sample is de-
sirable to increase chemical shift resolution of the NMR spectra and enhance sensitivity
through an increased thermal polarization of the sample and higher Larmor frequency of
the inductively-detected nuclear magnetization. However, the application of a magnetic
field breaks the isotropy of space and makes the nuclear resonance frequencies dependent
on the molecular orientation with respect to the magnetic field. This is manifested in the
orientation-dependent (anisotropic) Zeeman-truncated internal nuclear Hamiltonians, such
as the magnetic dipole—dipole, chemical shift anisotropy (CSA), and electric quadrupolar
interactions, which are motionally averaged away in liquids but retain valuable structural
information in the solid state. The trouble is that the orientation-dependent powder pattern
that contains the structural information is roughly as broad as the interaction that causes
it. Typical couplings between nuclear electric quadrupole moments to molecular electric
field gradients (EFGs) range from hundreds of kHz to tens of MHz. When this is compared
to a range of chemical shifts that may be only tens of kHz for a particular nucleus, it is
clear that the quadrupolar broadening in a polycrystalline powder completely precludes
the acquisition of chemical shift-resolved NMR spectra. Furthermore, the spreading of the
resonance over a broad spectral region presents further difficulties for the already sensitivity-
challenged NMR experiment, since the powder spectrum can be broadened almost into the

noise baseline.
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The most common method of reducing the anisotropic broadening in solids is
high-speed magic-angle sample spinning (MAS). This technique is capable of averaging
away interactions with second-rank spatial spherical tensor terms via spinning the sample
about an axis that makes the “magic angle” 6,, = tan—!(1/2) with the external magnetic
field. Second-rank interactions include the dipole-dipole, CSA, and quadrupolar interac-
tions truncated to first order in the perturbation theory by the Zeeman interaction. MAS
techniques actually break the powder spectrum into a pattern of “spinning sidebands”
spaced at integer multiples of the spinning frequency; these sidebands can be removed by
discrete rotor-synchronized acquisition of the time domain signal, at the expense of limit-
ing the spectral width to twice the spinning frequency. The spectral resolution obtained
by MAS techniques is impressive, but the question of whether “high resolution” has been
achieved is a relative one, i.e., whether the linewidths are smaller than the typical spacings
between NMR lines.

Unfortunately, quadrupolar interactions are so large that the second-order pertur-
bation theory contribution cannot be ignored when trying to resolve small chemical shifts.
The second-order contribution goes as ~ wé Jwo (where wq is the quadrupolar coupling
frequency and wy is the Larmor frequency), and can be of the order of hundreds of Hz to
hundreds of kHz in a typical high-field magnet, depending on the size of the quadrupolar
coupling, spin quantum number, and magnetic field strength. The use of high magnetic field
strengths can ameliorate, but not remove the second-order broadening. The second-order
contribution contains both rank-0 isotropic and rank-2 and rank-4 anisotropic spatial terms

(see §1.3.7). The rank-0 term adds an isotropic frequency shift of the NMR resonances that
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adds to the usual isotropic chemical shift. The rank-2 term can be removed by MAS, along
with the first-order quadrupolar, dipole-dipole, and CSA broadening. However, the rank-4
term is not averaged away by MAS, but only scaled down by a factor of Py(cos6,,), where
Py(z) is the fourth-rank Legendre polynomial. This residual quadrupolar broadening even
under MAS conditions was formerly a major obstacle to the acquisition of high resolution
NMR spectra of quadrupolar nuclei until experiments were designed to overcome it. The
most widely-employed technique for half-integer quadrupolar nuclei is the two-dimensional
multiple-quantum magic-angle spinning (MQMAS) experiment, which employs a combina-
tion of MAS and multiple-quantum coherence evolutions, as will be described later.

The large quadrupolar coupling presents problems not only for spectral resolution.
Even high-power solid-state NMR, probes are only capable of producing radiofrequency
magnetic fields that cause nutations on the order of 10> Hz. Therefore the rf field strength
is often much smaller than the quadrupolar coupling, which dominates the time evolution.
It then becomes difficult to control the dynamics of the nuclear polarization precisely using
rf fields, and the loss of sensitivity due to inefficient multiple quantum coherence conversion
pulses in the MQMAS experiment is a major problem that has stimulated the development
of many new pulse techniques (see §5.6.2). Most of these techniques use rf pulses that are
as strong as possible, and some incorporate adiabatic coherence transfers due to sample
rotation. The work described in this chapter is an investigation of the effects of very low-
amplitude rf pulses in I = 5/2 MQMAS experiments. These pulses can not only enhance
the sensitivity of the MQMAS experiment, but a new line-narrowing mechanism has also

been observed in certain systems.
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3.2 Removing the second-order quadrupolar broadening. The

MQMAS experiment.

Under fast magic-angle spinning conditions the dipole-dipole and CSA interac-
tions are assumed to be averaged away. However, since even high-speed MAS probes cannot
spin faster than a large quadrupolar coupling (i.e., MHz), if the acquisition is not rotor-
synchronized the signal intensity is spread out over a series of spinning sidebands that span
the powder spectrum. The Fourier-transform NMR experiment records the time evolution
of single-quantum coherences in the Zeeman basis that correspond to transverse magnetiza-
tion. Nuclei with half-integer spins possess symmetric single-quantum coherences |I, m; =
i%>([ ,myp = :F%’ of coherence order p = 1 which correspond to the “central transition” of
the spectrum. The first-order quadrupolar Hamiltonian H 8 ) x [312 — I(I +1)1] is an even
function of I, and does not shift the transition frequency of any symmetric transition be-
tween states of +|m | and —|my|, since (I, Hm]HI:IS)H, +|mr])—(1, —|m[|]ﬁ8)|l, —|my|) =
0 and therefore does not cause any time evolution of a symmetric coherence. Consequently,
the satellite transitions corresponding to non-symmetric single quantum coherences are
broadened by the first-order quadrupolar Hamiltonian, whereas the central transition is
not. Most quadrupolar NMR experiments therefore focus on the central transition of the
spectrum, which is subject to quadrupolar broadening only under the second order Hamil-
tonian H g ). As will be seen, this broadening is not completely removed by MAS.

During sample spinning the evolution frequency of a symmetric p-quantum coher-

ence |I,m; = +p/2)(I,m; = —p/2| under a time-averaged single-crystallite rotating frame
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Hamiltonian that includes chemical shift and second-order quadrupolar effects is

Do -~ (2) D D, =(2) D
w(2) = <Ia +§|[Hcs + HQ ]/hua +§> - <I’ _§|[Hcs + HQ ]/hua _§>
= (0+wi)p+ [ngCé(p)Pg(cos 0) + w29 Cl (p) Py(cos 0) + wi®CL (p) Py(cos 0)),

(3.1)

where ¢ is the resonance offset frequency, wg® is the isotropic chemical shift frequency,

the wiQ are rank-k spatial tensor contributions to the second-order quadrupolar frequency
shift, the C’,ﬁ (p) are coefficients that depend on the spin degrees of freedom of the system
(including the spin quantum number I and the coherence order p), the Pg(x) are the rank-k
Legendre polynomials, and 6 is the angle between the rotor (spinning) axis and the Zeeman

magnetic field.! The wiQ arise from the spatially dependent terms of the Hamiltonian; the

Q Q

rank-0 term wg is isotropic and does not depend on crystallite orientation, whereas the wg
and wiQ terms are anisotropic and depend on crystallite orientation. It is the anisotropic
terms that lead to the second-order quadrupolar broadening, and it is these terms which
must somehow be removed in order to narrow the central transition linewidth.

One strategy to eliminate both the second- and fourth-rank quadrupolar terms
is to rotate the sample about two axes 0 and 0y simultaneously such that P(cosf;) = 0
and Py(cosf2) = 0 (the condition Ps(cosf2) = 0 and Py(cos ;) = 0 also works). The first

angle 67 is measured relative to the magnetic field axis, and the second angle 6, is measured

relative to the first spinning axis. The first angle is the inverse cosine of the zero of the

!The rank-0 polynomial Py(z) always equals 1 regardless of its argument, so this term is actually in-
dependent of the angle of the spinning axis. It is included here for the sake of consistency, since sample
spinning generates a Pj(cos ) dependence from rank-k spatial tensor terms. Strictly speaking, the isotropic
chemical shift term should also have a Py(cos @) “dependence.”
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second-rank Legendre polynomial, which is the magic angle 6; = 6, = tan~!(1/2) ~ 54.74°.
The second is the inverse cosine of the zero of the fourth-rank Legendre polynomial, 65 ~
30.56° or @y ~ 70.12°. This technique is called double rotation (DOR) [134]; it not only
averages away the second- and fourth-rank second-order quadrupolar broadening, but also
other second-rank anisotropic terms such as the dipole—dipole coupling and CSA. Another
technique that was developed to remove the second-order broadening is dynamic angle
spinning (DAS) [135, 136, 137]. The DAS principle involves switching the spinning axis
between two angles 61 and 65 (called a DAS angle pair) during the indirect dimension delay
in a two-dimensional experiment such that the anisotropic quadrupolar (and also CSA and
dipole—dipole) evolution is refocused in a type of generalized spin echo. The echo is induced
entirely by spatial manipulation of the sample.

The DAS and DOR techniques both require the use of special NMR, probes. In
particular, DOR involves a “rotor inside a rotor” design, in which the speed of the outer
rotor is limited for mechanical reasons. This can make spectral interpretation difficult
due to the presence of many closely-spaced spinning sidebands. However, DOR has the
advantage of being a one dimensional experiment, so it is fast. The DAS experiment is
two dimensional and takes longer, but the 2D anisotropic-isotropic correlation spectra can
be useful. However, the DAS technique requires the magnetization to be stored along the
Zeeman field axis for > 10 ms while the rotor switches positions in order to avoid dephasing,
and significant magnetization could be lost during the storage time if longitudinal relaxation
is fast (as is often the case for quadrupolar nuclei).

Both the DAS and DOR techniques use manipulations of two spatial degrees of
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freedom to remove the two independent anisotropic second-order quadrupolar terms simul-
taneously. Frydman and coworkers have introduced an experiment called multiple-quantum
magic-angle spinning (MQMAS) that employs a spin manipulation to refocus the fourth-
rank second-order quadrupolar broadening in combination with spinning solely at the magic
angle to remove all second-rank anisotropic broadening. Unlike DAS and DOR which use
only |p| = 1 single-quantum coherences, MQMAS also uses |[p| > 1 multiple-quantum co-
herences. This technique has the advantage that it can be implemented in a standard

solid-state MAS probe. Other characteristics of the experiment are described below.

3.2.1 Conventional MQMAS

This section describes the original MQMAS experiment due to Frydman et al. that
uses a multiple-quantum evolution time in conjunction with a single-quantum evolution
time to refocus the fourth-rank second order quadrupolar broadening [138, 139]. Some of
the developments in this field have been reviewed by Goldbourt and Madhu [140]. Like
DAS, MQMAS is a two-dimensional experiment that correlates the quadrupolar-broadened
(anisotropic) MAS spectrum in the direct dimension with the narrow isotropic spectrum in
the indirect dimension.

The MQMAS experiment is performed entirely at the magic angle, so consider Eq.
3.1 when evaluated at 6 = 6,,:

Wi = (6 + Wi )p + [wp? O (p) + wi¥C (p) Pa(cos bim))- (3:2)

2Q

The magic angle spinning has removed the second-rank quadrupolar broadening w5 since



3.2. REMOVING THE SECOND-ORDER QUADRUPOLAR
BROADENING. THE MQMAS EXPERIMENT. 168

Py(cos0,,) = 0. This equation holds for any symmetric p-quantum coherence. Imagine
performing a two dimensional NMR experiment in which a symmetric p;-quantum coherence
is created and evolves during the indirect dimension time interval ¢; before it is converted
to symmetric po-quantum coherence during the direct dimension time interval to. The only
symmetric coherence that is directly observable by quadrature detection is the ps = —1
central transition coherence, and phase cycling can be used to select the proper 0 — p; — —1

coherence pathway. The NMR signal is proportional to:

S(ty,t2) exp[—iwg)tl] exp[—iwg)tg]. (3.3)

The phase acquired by anisotropic quadrupolar evolution in the indirect dimension is

%Q = wiQC’i (p1)Py(cos bp,)t1, whereas the phase acquired by anisotropic quadrupolar
evolution in the direct dimension is qﬁgQ = wiQCi (p2) Py(cos bp,)t2, such that qﬁ;Q / gb?Q =
[CE(p1)t1]/[CL(p2)ta]. In other words, these two phases are proportional to each other by
a factor that does not contain any orientation dependence. They only depend on the spin
quantum number, coherence order, and evolution time. The coherence order of the system
and evolution time are under experimental control. Therefore the use of symmetric coher-
ences not only rids the spectrum of any first order quadrupolar broadening, but also can be
used to refocus the rank-4 quadrupolar broadening when ¢ + ¢ = 0 by choosing t5 = ktq,
where k = —C{(p1)/CI(p2).2 The constant k must be positive, which means Cf(p;) and

C1(p2) must have opposite signs; another way of saying this is that the coherences p; and

po must evolve in opposite directions under the fourth-rank quadrupolar terms in order for

2The use of the symbol k is common in the literature and should not be confused with the spherical
tensor rank k used elsewhere in this treatment.
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this evolution to be refocused. At the point of the refocusing the signal is:
S(tr, ts = kt1) o exp[—i(@§ + Ta)t], (3.4)

where the scaled isotropic chemical shift /resonance offset and scaled isotropic second-order
quadrupolar shift are &§* = (§ + w§®)(p1 + kp2) and &SQ = ng(Cé(pl) + kC{(p2)). This
amounts to a spin echo of the fourth-rank quadrupolar broadening that forms at a time

to = kt1. The C{(p) coefficients are given by Eq. 1.63:

Clp) = plII+1) -2

C3(p) = pBI(I+1)—4p® — 3]

Clp) = plSI(I+1)— %719 5. (3.5)

These coefficients are odd functions of the coherence order p, reflecting the fact that the
second-order quadrupolar Hamiltonian ﬁg ) is an odd function of the spin operator I, (see
§1.3.7). Therefore it is always possible to ensure that the constant k is positive by choosing
the appropriate sign of the coherence order p; (the coherence order ps = —1 is fixed).?
Consider a spin I = 5/2 nucleus. Aside from the p = +1 symmetric central transi-

1

tion single-quantum coherences |2, +1)(2

3 :F%L this system also supports symmetric p = £3

triple-quantum coherences |%,i%)<%,$%| and symmetric p = +5 quintuple-quantum co-
herences \%,i%)(%,$%| The conventional MQMAS experiment that uses p; = —5 and

3Note that both the second- and fourth-rank second-order quadrupolar anisotropies can be refocused
simultaneously by a simple m-pulse induced spin echo, which selects the p1 = 41 to p2 = —1 coherence
pathway. Unfortunately, this type of spin echo inverts all coherences p and thus also refocuses the isotropic
chemical shift and isotropic quadrupolar shift, so the information about the sample of interest is lost, and
all resonances would occur at zero frequency in the indirect dimension.
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p2 = —1 quantum coherences to form the MQMAS echo is known as the 5Q1QMAS or
simply 5QMAS experiment. In this case k = —CI(—5)/CI(~1) = 25/12 ~ 2.083. Another
possibility is the 3QMAS experiment with p; = +3 and py = —1, with k£ = 19/12 ~ 1.583.
The choice of 5BQMAS versus 3QMAS experiment depends mainly on two factors: which
experiment is more sensitive, and which offers higher spectral resolution in the indirect
dimension. In general, the creation of high coherence orders p is less efficient than the
creation of low coherence orders, so one expects the 5QMAS experiment to be less sensi-
tive. However, in the ratio of the scaled chemical shift in the MQMAS experiment to the
chemical shift that one would observe under evolution as only —Il-quantum coherence is
Kes = (Mw§® + kpaw§®)/ (pew§® + kpow§®) = —(p11 — k)/(1 + k). The 5QMAS experiment
therefore gives a chemical shift resolution enhancement of k.; = 2.297 in the indirect dimen-
sion over the chemical shift that is observed in the direct dimension, whereas the 3QMAS
experiment only offers a relative chemical shift resolution scaling of k.s = —0.548. In other
words, the BQMAS experiment more than doubles the effective chemical shift resolution,
whereas the 3QMAS experiment cuts the chemical shift resolution nearly in half. Note
that the observed peak in the indirect dimension is at the sum of the isotropic chemical
and quadrupolar shift frequencies, where the isotropic quadrupolar shift scaling factor is
raq = [CA(p1) + KC(~1))/[CH(=1) + kCA(=1)] = [CA(p1) /CE(~1) + K}/(1 + k). Therefore
any resolution enhancement or decrease would actually be the sum of two factors that can
possibly compete with each other depending on the signs of the k factors. Also, any “reso-
lution enhancement” is predicated on the fact that the linewidth in the indirect dimension

does not increase by the same amount (or more) as the isotropic shift scaling. In principle,
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the use of the highest symmetric multiple quantum coherence available to the system (i.e.,
|p1| = 2I) offers the best chemical shift scaling factor. However, Ref. [141] (and references
therein) discusses some of the subtleties of achieving actual resolution enhancement in such
experiments.

Since the MQMAS echo forms at a time to = kt; in the direct dimension, the echo
moves further and further into the acquisition window as ¢; is incremented. The hallmark
of any coherence transfer echo experiment in which the echo travels in the acquisition win-
dow in proportion to t; is a “shearing” effect in the two-dimensional Fourier-transformed
spectrum [7, §6.6.1], where the peaks do not fall along the diagonal in the 2D spectrum but
rather along a line of slope k (where the indirect F'1 dimension is the vertical axis and the
direct F'2 dimension is the horizontal axis). In this case the projection of the 2D Fourier-
transformed data set along the indirect frequency dimension F'1 does not yield the desired
isotropic spectrum. This can be corrected by applying a mathematical shearing transfor-
mation to the data. It also can be corrected experimentally by ensuring that the echo does
not travel in the acquisition window from transient to transient. Brown et al. [142] have
introduced the “split-t1” MQMAS experiment, in which some of the single-quantum evolu-
tion is included in the indirect dimension so that the fourth-rank quadrupolar broadening
is refocused entirely during the t; interval. Therefore the peak of the echo forms at the
beginning of to for every transient, and there is no shearing effect after Fourier transfor-
mation. Unfortunately, a time domain data set collected in this manner does not have a
pure absorptive-phase lineshape after the double Fourier transform. This problem can be

overcome by the States method, in which a ¢;-amplitude-modulated signal is collected by
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retaining both the echo (4p;) and anti-echo (—p;) coherence pathways to form a hypercom-
plex data set [143]. Tt is also possible to apply pulses such that the top of the echo forms at
a time 7 into the acquisition window instead of at the beginning. If 7 is long enough, the
entire spin echo can be moved into the acquisition window. The acquisition of the whole
echo allows pure absorption-mode lineshapes after the 2D Fourier transformation even if a
single 0 — p; — —1 coherence pathway is collected [144, 145]. This “shifted echo” method
is advantageous when combined with the split-t; technique [146, 147].

The sensitivity of the MQMAS experiment hinges on the efficiency of the pulses
that create multiple-quantum coherence p; from longitudinal magnetization and convert
this MQC to single-quantum coherence ps = —1 for detection. It is difficult to manipulate
the nuclear polarization with rf pulses that are weak compared to the quadrupolar interac-
tion. The simplest MQMAS experiment uses a single “hard” (high-amplitude) rf pulse for
multiple-quantum excitation, and another hard pulse for conversion [139, 144, 148].* The
single-pulse multiple quantum excitation technique is based on old ideas by Vega and Pines
for double quantum excitation in I = 1 systems [149, 150] that were extended by Vega and
Naor to experiments on half-integer spin systems [151]; single-pulse excitation represents
an improvement over the two-pulse excitation sequence in the original MQMAS experiment
[138], which is more appropriate when the rf strength is stronger than the quadrupolar inter-
action. Some other techniques for inducing coherence transfer in half-integer quadrupolar
nuclei are discussed in §5.6.2.

Finally, it should be mentioned that most methods of creating or converting

4Conventional NMR terminology dictates that a “hard” pulse is one for which the rf amplitude dominates
any other internal interaction. Since this is almost never the case when a large quadrupolar coupling is
present, the term “hard” pulse is sometimes used in the quadrupolar NMR community to mean an rf pulse
that is as strong as possible, as opposed to a “soft” (low amplitude) selective or adiabatic pulse.
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multiple-quantum coherence also form undesired coherences that can lead to spectral arti-
facts, so these unwanted coherences need to be suppressed. Certainly, a density operator
that contains a +p; coherence without a —p; coherence is non-Hermitian, so some man-
ner of coherence pathway selection must be applied to suppress the —p; multiple-quantum
coherence pathway in the final signal. This can be accomplished by standard Bodenhausen-
type phase cycling [152],[7, §6.3],[4, §4.3], and Levitt’s cogwheel phase cycling procedure
has also been applied to MQMAS experiment [153, 154], as have magic-angle pulsed field

gradient coherence pathway selection methods [155].

3.2.2 Mixed-coherence MQMAS

Jerschow has observed [156] that the split-t; MQMAS experiment can be modified
such that the anisotropic quadrupolar broadening is refocused completely during ¢; using
two symmetric multiple quantum coherences (MQCs) instead of one symmetric MQC and
one symmetric single-quantum coherence, and that better isotropic shift scaling factors can
be obtained this way. This is the mixed-multiple quantum MAS (MMQMAS) experiment.
It is applicable to nuclei with I > 3/2 that are capable of supporting at least two symmetric
multiple-quantum coherences p; and pe, and in a sense the conventional split-t; MQMAS
experiment is a special case of MMQMAS with |pa| = 1. The highest isotropic shift scaling
factors (and hence the best theoretical resolution enhancement) are obtained when the two
highest symmetric MQCs available to the system are used, e.g. p1 = +5 and ps = 43 in
the I = 5/2 5Q3QMAS experiment, or p; = +7 and ps = +5 in the I = 7/2 TQ5QMAS
experiment. Jerschow et al. have also adopted the shifted echo approach for pure absorptive-

phase lineshapes.
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The basic I = 5/2 5Q3QMAS pulse sequence and coherence pathway diagram is
shown in Fig. 3.1. The +5QC is excited from longitudinal magnetization with a single pulse
and allowed to evolve for a time at; before another pulse converts it to +3QC, which evolves
for a time bt;, where a +b = 1. In terms of the previous notation one finds k = b/a, where
k = —CI(+5)/CI(+3) = 25/19, such that a = 19/44 and b = 25/44. At the end of the
t1 interval the fourth-rank, second-order quadrupolar broadening is refocused. The +3QC
could then be transferred directly to —1QC for detection during to, but in the shifted echo
approach it is converted to +1QC instead and allowed to evolve for a time 7, during which
the coherence dephases. Then a central-transition selective m-pulse inverts the +1QC to
—1QC for quadrature detection in the interval to, and the coherence rephases at a time
to = 7 to form a spin echo.® The delay 7 is chosen to be long enough so that the entire echo
forms in the acquisition window. The proper coherence pathway is selected by phase cycling,
e.g. a 640-step phase cycle [156] calculated using the CCCP program [157],% or a shorter
201-step cogwheel phase cycle [154]. Any such phase cycling procedure also lets through
non-symmetric coherences, which in principle could contribute to the final signal, but these
coherences are assumed to be dephased during ¢; (or te in case of the single-quantum
coherences) by evolution under the large, anisotropic first-order quadrupolar coupling.

Although the mixed-MQMAS experiments potentially can yield higher-resolution
isotropic spectra in the indirect dimension than conventional MQMAS experiments, they

suffer from sensitivity problems since they involve an extra coherence conversion pulse,

5Conversion pulses that cause a small change in coherence order Ap are usually more efficient, so if +3QC
is converted to +1QC with Ap = —2 and then efficiently to —1QC with a selective pulse, better signal may
be obtained than if +3QC was converted to —1QC directly with Ap = —4.

5This phase cycle may actually let through some other coherence pathways that were determined to have
small amplitudes.
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Figure 3.1: Pulse sequence and coherence pathway diagram for the 5Q3QMAS experiment.
The fourth-rank second-order quadrupolar broadening is refocused after split evolution in
the indirect dimension during the intervals at; and bt; as +5-quantum and +3-quantum
coherence, respectively, where a = 19/44 and b = 25/44. The multiple-quantum coherence
is then converted to single-quantum coherence for detection, where a selective central tran-
sition inversion pulse causes a spin echo at a time 7 in the direct dimension t5. The phases
of the multiple-quantum excitation, first and second conversion, and soft inversion rf pulses
and the receiver phase are ¢g, ¢c, ¢cr, ¢r, and ¢g, respectively.

since at the end of ¢; the multiple-quantum coherence is not directly observable and must be
converted to single-quantum coherence for detection. Therefore the MMQMAS experiments
are even more in need of efficient multiple-quantum excitation and conversion pulses than
are the conventional MQMAS experiments.

One other interesting property of the MMQMAS experiments is that can they ex-
tend the generality of MQMAS to integer spins. Conventional MQMAS cannot be applied to
integer spins because it involves a symmetric single-quantum (central transition) coherence,
which integer spins do not possess. However, the integer spins with I > 1 all have at least
two symmetric multiple quantum coherences that can be used to refocus the second-order
quadrupolar broadening, for instance the p; = +6 coherence |3, 4+3)(3, —3| and the py = +4
coherence |3, +2)(3, —2|. The extension to integer spins is of limited utility; other than the

I = 3 B-10 nucleus that exists in 20% natural abundance, there are no common nuclides of
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I > 1 with significant natural abundance. The MMQMAS experiment is not applicable to
I =1 nuclei since they possess only one symmetric coherence, the unique double-quantum
coherence. The second-order quadrupolar broadening is difficult to remove in I = 1 nuclei
using spin manipulations, because the spin operator I 3 is then proportional to I », so that
Ag Vo T » (see §1.3.7). In this case the second-order quadrupolar Hamiltonian shares the

same spin operator dependence as the chemical shift Hamiltonian, so any attempt to refocus

the quadrupolar broadening using rf pulses also refocuses the chemical shift.

3.3 Rotary resonance phenomena

There has been much work dedicated toward improving the sensitivity of the MQ-
MAS experiment, most of which has focused on increasing the efficiencies of multiple-
quantum coherence conversion and excitation pulses under sample spinning conditions.
Some of these techniques are reviewed in §5.6.2. Most are applicable in the limit where
the rotationally-induced time dependent quadrupolar coupling can induce adiabatic coher-
ence transfers in the presence of an rf field. An adiabaticity parameter o = |w?/(wqwr)|
has been defined by A. Vega, where wy; = B is the rotating-frame rf field strength in
frequency units, wg is the quadrupolar coupling frequency, and wg is the sample spinning
frequency [158]. The limit o > 1 characterizes the adiabatic passage regime and o < 1
characterizes the sudden passage regime. The adiabatic transfers are effective when « is
well into the adiabatic regime, i.e., when the rf power is high and the sample spinning is
slow, and the quadrupolar coupling is not too large.

Some studies of quadrupolar spin dynamics in the presence of radiofrequency ir-
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radiation have been performed in the sudden passage regime, i.e., under fast spinning and
low rf power conditions [158, 159, 160]. Several workers noted that unusual spin dynamics
are observed at resonant conditions when the rf strength w; is appropriately matched to
the spinning speed wpr [159, 160], as is discussed further in §5.6.5. The “rotary resonance”

condition for a nucleus with half-integer angular momentum 1 is:

AN
2I +1

w1 =

WR; (3.6)

where N is an integer. This condition reduces to w; = Nwp for I = 3/2 and w; = %NwR
for I = 5/2. The origin of these resonances is explored in §3.5.2. These resonant effects
remained largely a curiosity until Vosegaard et al. discovered that certain coherence transfers
could be induced under fast spinning and low rf power conditions when the rf amplitude was
matched to one of these resonances, and other coherence transfers were possible when the
rf amplitude was set in between the resonances. These effects formed the basis of the first
so-called “FASTER” (FAst Spinning gives Transfer Enhancement at Rotary resonance)
MQMAS experiment in I = 3/2 nuclei [161]. Unlike the adiabatic techniques, FASTER
MQMAS operates in the sudden passage regime and is easily applicable to nuclei with
relatively large quadrupolar coupling constants of several MHz (although there is eventually
a limit to how large the quadrupolar coupling can be). Walls [162] and Gan and Grandinetti
[163] have developed successful Floquet theories of these effects in I = 3/2 systems, and
Walls extended the theory to include I = 5/2 nuclei [164]. The work presented in this
chapter represents the first experimental investigation of rotary resonance effects in the

sudden passage regime in I = 5/2 nuclei [164, 165, 166]. It also represents the first extension
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of the FASTER technique to the mixed-MQMAS experiment, which is applicable only in

I > 3/2 systems.

3.4 Rotary resonance experiments in / = 5/2 systems

Although detailed investigations of the efficiencies of various multiple-quantum
excitation and conversion pulses as functions of pulse amplitude and length were conducted
in I =5/2 3QMAS, 5QMAS, and 5Q3QMAS experiments [164, 165, 166], these results will
not be presented here. Rather, the results of these investigations will be used to show how
the sensitivity of the 5Q3QMAS experiment can be increased using low-amplitude pulses
matched at or away from rotary resonance conditions. Also, a new line narrowing effect in

the anisotropic dimension of the 5Q3QMAS experiment will be discussed.

3.4.1 Experimental procedure

The low-amplitude pulse experiments were performed on the I = 5/2 Al-27 nucleus
in a sample of aluminum acetylacetonate (Aldrich, 99%), Al(acac)s, where acac = [H3C-
(CO)-CH-(CO)-CHs]~. This compound is reported to have one unique Al-27 site with a
quadrupolar coupling constant of Cg = 3.0 MHz and an electric field gradient asymmetry
parameter of g = 0.15 [167]. The Al(acac)3 sample was ground with a mortar and pestle
to ensure homogeneity before being packed into a 3.2 mm outer diameter zirconia rotor.”
All experiments were performed on a Chemagnetics/Varian CMX Infinity 500 spectrometer
with a 3.2 mm Chemagnetics solid-state magic-angle spinning probe operated at wr/2m =

20 kHz. The magnetic field strength was 11.7 Tesla, corresponding to an Al-27 Larmor

It is important to choose a rotor material that gives no Al-27 background signal.
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frequency of 130.3 MHz. The rf pulse amplitudes were calibrated against a sample of 1 M
AlICl3 (aq) solution.®

The 5Q3QMAS pulse sequence was implemented as illustrated in Fig. 3.1. The rf
carrier frequency was set to the center of the central transition anisotropic powder pattern.
A 640-step phase cycle was used to select the proper coherence pathway [165]. The dwell
time was 40 us in the indirect dimension t; and 50us (rotor-synchronized) in the direct
dimension t9, where there were 128 and 256 data points collected in ¢; and ¢2, respectively.
The soft inversion pulse was experimentally optimized to be 12.5 us long with an rf ampli-
tude of wy /27 = 3.7 kHz. The echo delay was 7 = 5 ms. Two types of multiple-quantum
excitation and conversion pulse were implemented. The “hard” pulse (HP) version used
an w1 /27 = 150 kHz amplitude pulse experimentally optimized to be 0.47 us long. The
low-amplitude pulse (LAP) conditions were chosen from the optimal values found in exper-
imental investigations of low-amplitude pulses near rotary resonance conditions [165, 166].
For example, a 190 us, 19 kHz rf pulse was used for +5QC excitation from longitudinal

magnetization, and a 95 us, 6.5 kHz rf pulse was used for +5QC to +3QC conversion.

3.4.2 Sensitivity and line shape considerations in 5Q3QMAS NMR with

low-amplitude pulses

Theoretical investigations of low-amplitude rf pulses in I = 5/2 systems under fast
spinning conditions have indicated the following results, which were confirmed by experi-

ment [164]. At rotary resonance conditions wy = 2 Nwp symmetric triple-quantum coher-

8Tt is important to calibrate the rf pulses against a solution state sample in which the quadrupolar
coupling is motionally averaged away, in order to avoid quadrupolar-induced truncations of the rf field and
central transition-selective excitation (§5.6.2).
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ence is strongly mixed with symmetric single-quantum (central transition) coherence, in-
ducing efficient triple-quantum to single-quantum conversions. The conversion of quintuple-
quantum coherence to single-quantum coherence is also efficient at rotary resonance con-
ditions, mainly due to some transfer of quintuple to triple quantum coherence which is
then efficiently transferred to single-quantum coherence. Multiple quantum excitation from
longitudinal magnetization is minimal at rotary resonance conditions.

In between adjacent rotary resonance conditions (%(N —lwr < w < %NwR)
multiple-quantum excitations are efficient, although there are efficiency minima roughly at
the halfway points between rotary resonances due to powder averaging effects. Quintuple-
quantum to triple-quantum conversion is efficient at roughly the halfway points between
rotary resonances; these coherences are also mixed at rotary resonance conditions but the
transfer is suppressed by the subsequent strong triple-quantum to single-quantum conver-
sion. In between rotary resonance conditions the triple-quantum to single-quantum conver-
sion efficiency is minimal.

The rotary resonance conditions in an I = 5/2 system spinning at wr/27m = 20
kHz are wy/2m = N x 13.33 kHz. The w;/27 = 19 kHz experimental optimum amplitude
for the +5QC excitation pulse used in the 5Q3QMAS experiments is somewhat less than
halfway between the N = 1 and N = 2 rotary resonance conditions. The wy/27 = 6.5
kHz experimental optimum amplitude for the +5QC to +3QC conversion pulse is close
to halfway between the “zeroth” resonance condition and the N = 1 resonance condition.
These results are consistent with the theoretical results outlined above. It should be noted

that an uncertainty in the low-power rf calibration was suspected after comparison of the
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experimental data with numerical simulations [166].

Using values consistent with Vega’s notation of wg/2m = 3Cq/[21(2] — 1)] =
450 kHz, wr/2r = 20 kHz and w;/2m = 20 kHz, the adiabaticity parameter is o =
|w?/(wowr)| = 0.044. This is less than Vega’s empirically-determined cutoff (in I = 3/2
systems) of o ~ 0.4 for crossover between the sudden-passage and adiabatic regimes [158],
placing the system well inside the sudden-passage regime where rotary resonance effects are
prominent. The system is even farther inside the sudden passage regime when weaker rf
pulses are used. The w; /27 = 150 kHz “hard” pulses are definitely outside of the sudden-
passage regime.

There are three important rf pulses in the 5Q3QMAS experiment that need to
be optimized: the +5QC excitation pulse, the +5QC to +3QC conversion pulse, and the
+3QC to +1QC conversion pulse. A series of 5Q3QMAS experiments were performed using
all possible combinations of hard pulses and optimized low-amplitude pulses. The standard
against which these experiments were compared was the version of the experiment that
used three hard pulses. The version that yielded the best sensitivity was the combination
of LAP +5QC excitation, LAP +5QC to +3QC conversion, and HP +3QC to +1QC
conversion. Fig. 3.2 shows a comparison of the 2D MQMAS spectrum for this experiment
with that of the all-hard pulse experiment. The signal-to-noise ratio of the peak in the
isotropic (indirect) dimension is a factor of two higher in the LAP-LAP-HP experiment
than in the HP-HP-HP experiment, demonstrating that significant sensitivity increases in
the MMQMAS experiment can be achieved using FASTER MQMAS-type techniques.

Closer inspection of Fig. 3.2 shows that there is a considerable narrowing of the
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Figure 3.2: Comparison of the 2D Al-27 NMR spectra of Al(acac)s in the (a) hard pulse and
(b) low-amplitude pulse versions of the 5Q3QMAS experiment with spinning at 20 kHz. The
hard-pulse version used three w; /271 = 150 kHz pulses for the multiple quantum excitations
and conversions. The low-amplitude version used optimized low-amplitude pulses for +5QC
excitation and +5QC to +3QC conversion, and a 150 kHz hard pulse for +3QC to +1QC
conversion. The direct (anisotropic) dimension is along the horizontal axis and the indirect
(isotropic) dimension is along the vertical axis. The isotropic projection has twice the signal-
to-noise ratio in the low-amplitude pulse experiment as in the all-hard pulse experiment.
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anisotropic spectrum in the direct dimension of the LAP version of the 5Q3QMAS experi-
ment versus the all-HP version, which shows the normal MAS spectrum in the anisotropic
dimension. In order to see this better, a one-dimensional data set was generated from the
LAP-LAP-HP and HP-HP-HP experiments by taking the first transient in ¢; in which the
delays between the three multiple-quantum pulses are negligible. The Fourier-transformed
spectra are shown in Fig. 3.3. The narrowing of the LAP-LAP-HP anisotropic spectrum
does not appear to be due to the creation of an isotropic line as occurs in the indirect
dimension of an MQMAS experiment. Rather, it seems to be due to the suppression of a
certain frequency range in the normal MAS powder pattern. This suggests that the HP-
HP-HP combination uniformly affects all of the crystallites in the powder, whereas the
LAP-LAP-HP experiment selects out only certain crystallite orientations that correspond
to a particular region of the second-order quadrupolar-broadened spectrum. This line nar-
rowing effect was not observed in the conventional 5QMAS and 3QMAS experiments, and
Vosegaard et al. did not report a similar effect in their I = 3/2 experiments [161].% Simula-
tions indicate that the orientation selection occurs in two bands of crystallite Euler angles
B = 35° to 62° and B = 118° to 145° [165, 166]. The simulations also indicate that the
orientation selection occurs primarily due to the low-amplitude +5QC excitation and +5QC
to +3QC conversion pulses, especially due to the excitation pulse.!® The orientation se-
lectivity seems breaks down for nuclei with large quadrupolar asymmetry parameters 7¢
(Al(acac)3 has a small g = 0.15). The origin of the orientation-selective line narrowing

effects is explored in the next section.

?Note however that the line narrowing effect is sensitive to resonance offset effects [166] and therefore
might not be observed under the wrong experimental conditions.
10These simulations were of single-pulse excitations and transfers; the net effect of a series of pulses over
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Figure 3.3: Comparison of the Fourier transforms of the first transients of the (a) hard pulse
and (b) low-amplitude pulse versions of the 5Q3QMAS experiment on Al-27 in Al(acac)s
with spinning at 20 kHz. The anisotropic spectrum in the low-amplitude pulse version is
considerably narrowed over the spectrum in the all-hard pulse version, which exhibits the
normal quadrupolar-broadened MAS lineshape.

This line narrowing effect suggests a possible new experiment that could be of some
utility. As was done shown above, a one-dimensional NMR experiment can be designed such
that the I = 5/2 system goes through the 0 — +5 — +3 — 4+1 — —1 coherence pathway. If
the LAP-LAP-HP pulse scheme is implemented, the 1D anisotropic NMR spectrum should
be considerably narrowed for quadrupolar sites for which ng ~ 0. If a sample has several
such sites whose quadrupolar-broadened resonances overlap in the MAS spectrum, this line
narrowing could allow these sites to be resolved without having to resort to a long two-
dimensional MQMAS experiment. Unfortunately, the quadrupolar parameters could not
be extracted from this spectrum without having a model of the narrowed lineshape. The
narrowed line also does not correspond to the isotropic line that is observed in the indirect
dimension of an MQMAS experiment, so the isotropic shifts also cannot be determined
directly from this one-dimensional experiment. However, one could imagine situations in

which it would be useful to screen a number of samples rapidly based on the qualitative

the course of the experiment may be different.
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distribution of resonances in their NMR spectrum, so quantitative spectral information
would be unnecessary. It should be noted that some signal intensity may be lost in the
multiple-pulse experiment relative to a standard single-pulse 1D MAS experiment. Also,
some form of coherence pathway selection still needs to be employed, requiring the averaging
of 640 transients using standard phase cycling (corresponding to a ~ 5 minute experiment
if the recycle delay is 0.5 s), 201 transients using cogwheel phase cycling, or potentially
just one transient using pulsed field gradient selection. However, signal averaging can help
make up for losses of signal due to inefficiencies in the multiple-quantum pulses. One further
disadvantage of the 1D low-amplitude pulse experiment is that the observed signal intensity
is sensitive to resonance offset effects [165, 166], so this technique would not be quantitative
in the sense that the intensities of different resonances would not be in proportion to the

concentration of that nucleus in the sample.

3.5 Theoretical approach to rotary resonance line narrowing
in [ =5/2 systems

An understanding of the rotary resonance and line narrowing effects described
above can come only from a proper theory of the I = 5/2 spin dynamics in the sudden
passage regime. A complete Floquet theory of I = 5/2 spin dynamics under low-power rf
irradiation and magic-angle spinning conditions has been developed by Walls [133, 164]. The
Floquet theoretical approach involves transforming the time-dependent Hamiltonian into an
infinite-dimensional time-independent space and applying static perturbation theory. This

method is quite generally applicable, and can explain the spin dynamics at and in between
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rotary resonance conditions as a continuous function of time. However, the expressions that
result from the perturbation theory can be quite complicated, and it is somewhat difficult
to see how crystallite orientation enters into the expressions.

The favorite tool that NMR spectroscopists use to evaluate dynamics under peri-
odic Hamiltonians (as is the case of the quadrupolar Hamiltonian under magic angle spin-
ning) is average Hamiltonian theory (AHT), which is a Magnus expansion-based approach
(see §2). The AHT approach has several major drawbacks when applied to rotary resonance
problems. First of all, AHT is a stroboscopic theory, so it will be suitable to describe the
time evolution only at times equal to integer multiples of the rotor period 7. Second, as
will be seen, AHT will be able to provide insight as to how the rotary resonances arise,
but will be unable to explain the spin dynamics when the rf amplitude is not matched to
a resonance condition. Most disturbingly, when AHT is expressed in the interaction frame
of the quadrupolar coupling (which is the dominant interaction), the n**-order term in the
Magnus series goes as (w1 /wg)"™, so the series may not even converge (or at least will con-
verge slowly) at low rf powers where the rf amplitude is comparable to or even smaller than
the spinning speed. However, the AHT results are rather simple to compute and to express,
so it would be worthwhile to see if AHT-type expressions can capture the essential features
of rotary resonance phenomena in I = 5/2 systems (the approach to I = 3/2 systems is
outlined in §5.6.5).

The basic rotating-frame Hamiltonian that will be considered here includes the

MAS-modulated first-order quadrupolar coupling plus a constant resonant radiofrequency
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radiation term:
A A~ 1 ~
Herp(t) = Hy () + Hyy. (3.7)

Second-order quadrupolar effects and chemical shifts or other resonance offset effects will
be neglected during the pulse, although they do play a role. It is convenient to write
the Hamiltonian in a in terms of fictitious Cartesian spin-1/2 single-transition operators
B = 1050 k] + 1) G B = =200 (k] — k) (1), and 7% = 1(15)(j] — [k} (k]), where
17), |k) € {|I,mr)} [168, 169]. These operators have many useful properties, including the
fact that any two fictitious spin-1/2 operators that do not share any indices commute with

each other. The I = 5/2 magnetic sublevels will be labeled [1) = |I = 3, m; = +32),

~

12)

[\l[é3}

cmp =45, 3y =T =53m=+1), [4) =|I =

[\G][V]

ymyp = _%>7 ‘5> = |I =

Nt

,mp —%>, and [6) = |I = %, my = —%) As is usual, the quantization axis is parallel to
the Zeeman field. Using the fictitious spin-1/2 operators, the rotating-frame quadrupolar

and rf Hamiltonians become:

aY0/n = wet)[BI2 — I(1 +1)i]
= wo(t)[201172 4161273 — 161275 — 201579 (3.8)
Hey/h = wnl, = (HG + HF + HET)/h

r

= 3w P 4 2V (1273 + I479) + Vow (1172 4 1279, (3.9)

where the rf Hamiltonian has been divided into terms that, if isolated from each other, would

directly drive the central, inner satellite, or outer satellite single-quantum transitions. Here,
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the rf interaction is assumed to be of constant phase ¢ = 0 and amplitude w; = —yB1/2,
where B is the rf magnetic field amplitude in the laboratory frame. The quadrupolar Hamil-
tonian is that of a single crystallite in the polycrystalline powder; powder-averaged results
can be obtained by averaging over random crystallite orientations. The time-dependent
quadrupolar frequency wg(t) depends on the quadrupolar parameters Cg and 7¢ and on
the Euler angles «, 3, and « that relate the crystallite electric field gradient principal axis
system (EFG PAS) to the laboratory frame coordinate system. Under magic-angle spin-
ning conditions, wg(t) is harmonically modulated at the frequencies wgr and 2wg, and has
a zero time average over one rotor period 7g = 27/wpr. The functional form of wg(t) will

be considered in more detail in §3.5.3.

3.5.1 Average Hamiltonian in the quadrupolar interaction frame

In most systems the quadrupolar coupling interaction is much larger than the rf
interaction, since the quadrupolar coupling could on the order of MHz and |w;| can be up
to 200 kHz or so using solid-state spectrometers. Therefore, it makes sense to perform
any calculations in the interaction frame of the quadrupolar interaction, which is dominant
at least for the majority of crystallite orientations. The quadrupolar interaction frame is

defined by the transformation:

Vo) = Tlexpl [t 30}

= exp[—i®g(t) (201172 + 161272 — 161475 — 201°79)], (3.10)
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where the quadrupolar dynamic phase is ®g(t) = fg dt’ wg(t'). The commutation and
rotation properties of the fictitious spin-1/2 operators may be used to convert Eq. 3.7 into

the quadrupolar interaction frame:

2Q N N N
He,p(t)/h = Vo (O)[Hp/BVo(t)

= 3w It + 2720 {(127° + 1275) cos[6®q (t)] — (1772 — 1) sin[6Dq ()]}

+VBwy { (1172 + I275) cos[12®q (t)] — (172 — I, %) sin[120¢ (¢)] }(3.11)

Since the quadrupolar frequency is periodic such that wg(t + N7g) = wg(t) (where N is an
integer), the dynamic phase ®¢(t) and the trigonometric functions of ®¢(t) also share the
same periodicity. In fact, the interaction frame Hamiltonian remains periodic with period
Tr. The periodicity of the trigonometric functions allows for the following Fourier series

expansions of the complex exponential functions:

+oo
exp[+i6Pg(t)] = Z Apemert
n=-—00
+oo 4 +00 '
exp[—i6Pg(t)] = Z Arem MRl — Z A* | emwrt
n=-—o0o n=—o00
400
exp[+il2Qqg(t)] = Z Bpemwrt
n=-—o00
+oo ' 400 ]
exp[—il20qg(t)] = Y Bre "™r'= 3" B* Ml (3.12)
n=—00 n=-—o00

where the A,, and B,, are complex coefficients that bear the dependence on the quadrupolar

parameters and crystallite orientation. Using these definitions it is possible to rewrite Eq.



3.5. THEORETICAL APPROACH TO ROTARY RESONANCE LINE
NARROWING IN [ =5/2 SYSTEMS 190

3.11 in the form:

~Q =X Q.
Hg,p(t) = Y H,e™r, (3.13)
n=—oo
where the operators I;'n are non-Hermitian such that H n = H _n- The n = 0 term

A Q " « « A o
is Hy /h = 3w I37% + 22w Ag (1273 + I1275) + V/Bw1 Bo(I172 + I276). For n # 0, these

operators are defined as:

A~

Hy/h = N2 [Ag(I72 4+ I7%) 4+ A% (270 4+ 1579))

V5
2

o [By (I 4+ 178 + B, (12 + 1579)], (3.14)

= V2w [Ap (|TH(CH| + |T-HC—|) + A%, (|CH(T+]| + |C-HT—|)]

i (BT +1+1QT—) + B, (T4(Q+] + IT(@—)].

(3.15)

where the sine and cosine trigonometric functions have been written in terms of the complex
exponential functions, and fji*k =0t fi,fk The Hamiltonian operator components also
have been written in terms of the eigenstates of the first-order quadrupolar Hamiltonian
that also represent the symmetric single-, triple-, and quintuple-quantum coherences in

the Zeeman basis [158]: |C£) = %(|%,+%> +15,-3), |T+) = %(\%,—i—% +15,-3)),

and |Q+) = %ﬂ%, +5) £ ]3,—2)). This basis is convenient when considering transfers

~Q
between the symmetric coherences. Interestingly, the H, terms with n # 0 have the

same matrix representation in the Zeeman basis and in the quadrupolar eigenbasis. This

property holds for any operator M that not only block-diagonalizes into separate —+|my|
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and —|my| subspaces such that (I,+|m||M|I,—|m}|) = 0, but also has the symmetry
(L, +|my||M|I, +[m7|) = (I, =|m||M|I, =[m]]).
The average Hamiltonian theory approach outlined in §2.4 results in an approx-

2Q 2Q(1) 2Q(?2)
imate time-dependent Hamiltonian Hg s = Hg,p + Hg ¢y + ..., where the lowest-order

AQ
term is just the time average of Hy), ((t) over one period 7. This is equivalent to making
the secular approximation in the quadrupolar interaction frame. The lowest-order term is

=@ 1) ~Q ~Q
therefore Hg,, ; = % Jo"dt Hg,¢(t) = Hy , which in the Zeeman basis equals:

21 ) ) ) ) )
He,p/h = 3ol 4+ 2v21 Ag(I77° + 1,7°) + V5w Bo(I, 2 + 177°)

= (HG" + AcHFT + BoHYT) /N, (3.16)

where it can be seen that this average Hamiltonian looks like the rf Hamiltonian with the
inner and outer satellite transition terms scaled down by factors of Ay and By, respec-
tively.!! Tt should be noted that if the sample is static such that wg(t) = wg, then the
average Hamiltonian in the quadrupolar interaction frame over the time 79 = 27 /wg equals
H TC}T /h = 3w I 3=4 which causes a selective nutation of the central transition magnetization
at the frequency 3w;. This (I + %)wl selective nutation behavior of the central transition
is due to the truncation of the rf Hamiltonian by the quadrupolar interaction, as is de-
scribed in more detail in §5.6.2. Therefore it may be concluded that the modulation of the
quadrupolar coupling due to sample rotation partially recouples the part of the rf Hamil-
tonian that drives the satellite transitions, which is rendered ineffective in the presence of

a strong static quadrupolar coupling.

"Here and below the symbol By will refer to the Fourier coefficient, not the Zeeman magnetic field
strength.
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These points warrant further consideration. In the absence of a quadrupolar cou-
pling the only Hamiltonian that remains is the rf Hamiltonian (which is the Hamiltonian
in Eq. 3.16 with Ay = By = 1). This Hamiltonian causes a pure rotation of the nuclear
polarization about the z-axis, and so is incapable of intermixing density operator terms of
different spherical tensor rank, as discussed in Appendix B. Therefore an rf pulse in the
absence of any other interaction cannot create multiple quantum coherence from magneti-
zation, or convert between symmetric multiple quantum coherences. On the other hand, a
weak rf pulse in the presence of a static strong quadrupolar interaction only causes rotations
within the central transition subspace {| g, :l:%}} to lowest order in the perturbation theory,
so is ineffective at converting magnetization into multiple quantum coherences, especially
those with high coherence orders. However, in the case of a weak rf pulse in the presence
of a strong modulated quadrupolar coupling, the Hamiltonian in Eq. 3.16 contains partially
recoupled satellite transition terms and is no longer proportional to I, and is not limited
to pure rotations of the spin system. Thus a weak rf pulse during sample spinning is able
to induce more complicated dynamics than a simple rotation of either the total magnetiza-
tion. This phenomenon is exploited not only in low-amplitude pulse experiments, but also
to perform adiabatic coherence transfers in high-rf power RIACT and FAM experiments.

The first-order average Hamiltonian Eq. 3.16 written in the symmetric coherence basis is:

~Q(1) 3
Houp/h = Sw1|[CH(C+] —[CC—|]

V21 Ao | (IT-H(C+| + [C(T+]) + (ITHC—| + [C-HT )]

o B [(QH(T+ 1+ 1T(@-+1) + QT —| + [T(Q—])] (317
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where, as expected, it can be seen that the inner satellite transition terms couple the triple-
quantum |T'+) states to the |C+) states and the outer satellite transition terms couple the
quintuple-quantum |Q=) states to the triple-quantum |T+) states.

It is of particular interest to have a theory that can explain the excitation of +5-
quantum coherence from z-magnetization or the conversion of +5QC to symmetric +3QC
during low-amplitude pulses, since these seem to be the orientation-selective transfers in
the 5Q3Q MMQMAS experiment, as was discussed in §3.4.2. Therefore, what needs to
be calculated is the development of +5-quantum coherence Q4 = 15,+2)(2,—5| from an
initial density operator p(0) o I », as well as the symmetric +3-quantum coherence T8 =

5 .3

15, +3)(2, 3] from p(0) Q.. The time development operator in the rotating frame is:

Ut) =Vot)U (), (3.18)
where to first order in the AHT perturbation theory,
~Q ~Q(1)

U (t) ~exp[—iH,st/h]. (3.19)

The time development of some normalized basis operator term B in the density operator is
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given by:

=TT (BT (00T (1)
Q-1 A 2Q
= TrlU (t)Vél(t)BTVQ(t)U (t)p(0)], (3.20)

where the trace permutation property Tr[AB] = Tr[BA] has been used. In a proper strobo-
scopic application of AHT the time dependence us evaluated only at integer multiples of the
period Tgr = NTg, in which case the quadrupolar interaction frame transformation operator
is VQ(NTR) = 1 and may be neglected. However, [VQ(t), Q+] =0 and [VQ(t),Tj_] = 0 since

the symmetric transition operators commute with the first-order quadrupolar Hamiltonian,

~Q -1

so Vo(t) can be neglected at any time, and B(t) = TT[BTﬁQ(t)ﬁ(O)U (t)] for B = Q4
or B=T 7. Rather than attempt an exact solution of j(t) using the average Hamiltonian
approximation, the approach used here will be to approximate the time evolution in a power
series in time according to Eq. 2.14, and then examine the leading short-time effects.
Starting from p(0) o I, the first-order average Hamiltonian in Eq. 3.16 can create
the +5QC operator Q4 only in O(t"). Therefore, this level of theory is only marginally
sufficient to describe +5QC excitation from longitudinal magnetization. However, starting
from +5-quantum coherence H(0) x Q. , symmetric +3QC is created in O(t2) with T_‘f_(t) ~
B(Q)w%tQ, where the Fourier coefficient By carries the crystallite orientation dependence that

would be necessary to explain any orientation-selective pulse effects.
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By way of comparison, the 4+1-quantum symmetric central transition coherence
Cy = |2,+1)(3, -1 is excited from p(0) oc I. in O(t') as ~ wit, and the first crystallite
orientation dependence occurs in O(t3) as ~ (43 —8/9)w$t?. Symmetric +1QC is converted
from +5QC with 5(0) o< Q1 in O(t*) as ~ AZB2wit*, and is converted from H(0) o Tj in
O(t?) as ~ A2w?t?.12 These coherence transfers have not been observed to be orientation
selective.

It seems likely that a higher order of average Hamiltonian theory is necessary
to describe the desired coherence transfers; certainly it is necessary in the case of the
quintuple-quantum excitation from longitudinal magnetization. It has already been noted

that when a periodic Hamiltonian H(t + 7) = H(t) is expanded in a Fourier series H(t) =

H,e™! as in Eq. 3.13, the first-order AHT term over the period 7 = 27 /w is

n=—oo

~ (1) N
H = Hy. The second-order AHT term can be found by directly integration of Eq. 2.28

over the period 7; it is:

A DI (LB AR )
n#0
1+oo R N ~
= > A B (A~ ), )
n>0
= ﬁi)c_’—ﬁfo)nsec? (321)

where the second-order average Hamiltonian has been divided into its secular and nonsecular

contributions. Mehring has objected that the inclusion of the non-secular terms can lead to

12The operator C+ represents —HQC the —1QC operator C° = |— ——)(g,+%| is created from +5QC
in O(t%) and from +3QC in O(t*), which suggests that the +5 — +1QC and +3 — +1QC conversions
followed by a quantitative selective inversion of the single-quantum coherence are more efficient than direct
+5 — —1QC and +3 — —1QC conversions.
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improper results, and has instead proposed the “secular averaging approach” [8, Appendix
G], [41, §4.3.3, §15.3].13 The first-order AHT and SAA Hamiltonians coincide, but the
second-order SAA Hamiltonian has the same form as a second-order AHT term calculated

- = (1)
with the time-independent portion Hy = H  of the Hamiltonian previously subtracted

out. The second-order secularly-averaged Hamiltonian is:

7 A Vg a2y L, ) (3.22)
2h W —"n» nl| — h Nw —T nls .
n#0 n>0

which lacks the non-secular contribution of Eq. 3.21. The SAA also is not limited to only
stroboscopic observation.
The second-order SAA term for the rf Hamiltonian in the quadrupolar interaction

frame is:

~Q(2
f]Q( )/h = w_%{Qa@)(_fl—z _ _f5—6) + 25(2)(_f2—3 _ _f4—5)
@rf N WR z z z z

~DPET I 4O 1)) (3.23)
Ld2
_ i{a@) [(1QD(Q+] +1Q-NQ—|) — (ITH(T+| + |T-HT—])]
+BC [(IT4T+] + [T-HT—]) = (|C4HC+] +C)(C=])]

—[P(QHC+H +1QHC—]) +1P*(ICHQ+]+ |CQ-])]}

(3.24)

13Ref. [8] correctly states the AHT result in Eq. 3.21 when the summation index runs over positive and
negative values, but Ref. [41] incorrectly states the result when the summation index is positive.
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where the Hamiltonian coefficients are given by:

5 B2 5<X1
a® = O(bb) =23 =) (1B~ 1BP)
n#0 n>0
@) |An? — 1 2 2
B = Oay,a)=2) =23 = (|An? - [A_0]?)
n#0 K n>0 "
@ 5 1 5X 1
1 = 6(ar,by) =4[5 > - (ApB_n — ByA_,) = 5 > - (AyB_p — BpA_y),
n#0 n>0

(3.25)

wheree.g., ©(ay,a_) = —ﬁ o at’ fg dt[as (t)a—(t)—a—(t')a4(t)], and the time-dependent
functions are written in terms of the quadrupolar dynamic phases as a+ (t) = (exp[£i6®g(t)]—
Ap) and by (t) = (exp[+il2®g(t)] — By).'* The Hamiltonian coefficients can be evaluated
either by a (probably numerical) two-dimensional time integral or by summing the infinite
series of Fourier coefficients. One method may be preferable over another depending on how
many crystallite orientations are used in the powder averaging and how quickly the series
of Fourier coefficients converges.

It can be seen that the +|m;| manifold is decoupled from the —|m;| manifold in
the SAA second-order Hamiltonian, since the ﬁ Zéo Fourier terms are decoupled this way.
Additionally, the second-order Hamiltonian has the same matrix representation in both the
Zeeman and quadrupolar eigenbases. The second-order Hamiltonian introduces new terms
that can directly couple the quintuple-quantum states |@Q=+) to the single-quantum states

=Q(2) =Q 1)
|C+). As expected, the ratio || Hg ¢ || / || Hg,r || is on the order of |wi|/wg, which

4 The second-order AHT approach does not require the subtraction of the zero-frequency Ao and By terms
when evaluating the double time integral, but the non-secular contribution does contain additional terms
that couple the |T+) states to the |C'+) states.
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means that the second-order term actually may not be smaller than the first-order term for
low rf-amplitude pulses.

2 Q
The spin dynamics can now be calculated under the averaged Hamiltonian H) . ; ~

EZ:«) + ﬁgff) Using Eqs. 3.17 and 3.24 with Eq. 3.20 yields the result that +5QC
excitation of Q4 from p(0) o< I, now occurs in O(t3) as ~ |y?|?(w}/w3)t3. The +5QC
to symmetric +3QC conversion again occurs in O(t?) as ~ Biwit?, but also in O(t3)
as AgBo(v®?® — 4 *). The symmetric +1QC excitation from longitudinal magnetization
again shows up in O(t') as ~ wit, and in O(t3) as before, but now including a term
~ (W} /wH)[Y?|2. The +5QC to symmetric +1QC conversion now occurs in O(t?) as
~ (w‘f/w}%)h(?) |2. The symmetric +3QC to symmetric +1QC conversion again shows up in
O(t?) as ~ AZwit?, and also in O(t3) as ~ |y |2 (W] /w?)t3.

It is clear that this approach even to second order does not yield results that
can differentiate between the orientation-selective pulses and the non-orientation-selective
pulses, plus there are serious flaws with the convergence of the perturbative approach at low
rf powers. Some insight may potentially be gained as to why certain crystallite orientations
are selected over others by examining the orientation-dependent Fourier coefficients, and
this will be done in §3.5.3. A further major objection to the average Hamiltonian (or

secular averaging) theory in the quadrupolar interaction frame is that it does not even seem

to explain why rotary resonances occur. This problem will be addressed in the next section.
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3.5.2 Average Hamiltonian in the quadrupolar/central transition RF in-

teraction frame

Walls has noted that since the first-order quadrupolar Hamiltonian commutes with
the central transition term of the radiofrequency Hamiltonian, the transformation into a
joint quadrupolar-central transition rf frame is simple to achieve. As will be seen, this trans-
formation induces an additional wi-dependent time modulation to the Hamiltonian that can
interfere with the rotation-induced modulation, causing the rotary resonance effects. The

quadrupolar-CT rf transformation operator is:

: t
Y 7 A .
Voer(t) = T{exp[— /0 dt' (B (") + BN

= exp{—i[®q(t)(201}72 + 161273 — 161275 — 20I°7%) 4 3w tI3~1]}, (3.26)

where the quadrupolar dynamic phase is again ®g(t) = fg dt' wg(t'). The quadrupolar-rf

Hamiltonian in the new quadrupolar-CT rf interaction frame is [164]:

ﬁQ’CT(t)/h _ ‘“/71 (t)[(f]iST+ﬁOST)/h]V (t) _ +i3w1tfg_4 ﬁIQ ) /h —i3w1tf§_4
Qrf - Q,CT rf rf Q.CT =e€ [ Q,rf( )/ }6

o e 3 o 4 ese . 3
_ 2\/§w1{[(1§ P 137 cos(Gwnt) + (127 = 1575 sin(Swit)] cos[6@q (1)

— [(IE*3 - f;lff’) cos(gwlt) (S ) sin(gwlt)} sin[6<I>Q(t)]}

+VBwi { (1172 + I275) cos[12®q (¢)] — (1172 — ;%) sin[120¢(¢)] }, (3.27)

where the central transition rf transformation causes an additional wi-dependent modulation

of the inner satellite transition rf terms. This Hamiltonian may be written in the following
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form:

~Q C'T

Qrf Z Z zanteim(3w1/2)t’ (328)

n=—oco m=0,%1

where the the Fourier expansions in Eq. 3.12 can be used to express the Hamiltonian

coefficients as:

AQ,CT \/g

Hyuo /h = S0 [Ba(|Q(T+] + Q) (T=[) + B, (ITH(Q+]| + [T(Q—[)](3:29)
2 Q,CT
G20 b = VB [ATR (CF] + A% 0B T£] (3:30)

Eq. 3.28 indicates a bimodal time dependence of the quadrupolar-CT rf interaction frame
Hamiltonian, i.e., there is evolution at the two fundamental frequencies wr and 3w;/2. In
comparison, the time dependence of the quadrupolar interaction frame Hamiltonian in Eq.
3.13 is unimodal with the fundamental frequency wg. Time evolution at two fundamental
frequencies will in general cause destructive interferences in the Hamiltonian of Eq. 3.28,
~Q,CT
since only the Hy, term is time-independent. However, when the rotary resonance con-
dition w; = %N wp is satisfied, the Hamiltonian again has only one fundamental frequency
wpg, and different time-independent pieces for different resonance conditions N. The res-
onance conditions appear because of the dual modulation at wr due to sample spinning
and at %,—wl due to the interaction frame transformation. In general, rotary resonance phe-
nomena in a nucleus of half-integer spin I can be explained by going into a quadrupolar-

CT rf interaction frame, which causes modulation of the Hamiltonian at the frequency

wm = (I,my = j:%|f],,f|f,m1 = :F%> = %(I+ %)wl for lﬁI,,f = wyl,. Resonances occur
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when w,, = Nwg, i.e., when w; = %wm at which point the interaction frame Hamil-
tonian contains an additional time-independent piece that dominates the spin dynamics in
a lowest-order perturbative treatment.

At the resonance condition wy = %N wr, Eq. 3.28 can be rewritten without loss of

generality as:

~Q.CT > .qcr

HQ,Tf (t) = Hk eikat, (331)
k=—00
where
AQCT ~QCT ~AQCT ~Q,CT
H, =Hy, +H_np+Hegn_1 (3.32)

The first-order AHT or SAA approximation to the effective interaction frame Hamiltonian

is:

~Q,CT (1) ~Q,CT  ~Q,CT 2 Q,CT
Ho,p [h=(Hoyy +H_yy+Hin_1)/h

= V2 [(AL N [T (C+] + A5y [CHT+]) + (ANITHC—| + A" N |CHT )]
+§W1Bo[(lc?+> (T+|+T-H(Q+]) + (IQ-NHT—| + [T (@Q—])].

(3.33)

Eq. 3.33 has the same form as the first-order Hamiltonian in Eq. 3.17 in the quadrupolar
interaction frame but without the central transition rf term, plus the symmetry between the

+|mz| and —|m;| manifolds is broken by the inner satellite transition terms through differ-
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ences in the coefficients A,y versus A_x. The condition N = 0 recovers the quadrupolar
interaction frame average Hamiltonian for n # 0, since in the w; = %N wpr = 0 limit the
transformations Vg (t) and Vg or(t) are identical.

The second-order SAA Hamiltonian is:

~(2) 2

Hgcor/h = j—;{a@’ [(1QQ+] +1Q1Q ) — (ITH(T+| + |T-HT—])]
(BT T+ + B2 THT~]) = (BN ICH(C+] + 824 CH(C )]

—[(AB(C+] + 421 C~]) + (AT ICH Q@+ + AT 1@ -]}

(3.34)
where
5<X1
a® = @(b+,b_):ZZE(,B,CP_B%,Q)
k>0
2 =1
B = 6@tV atV) —QZE(|AkiN|2_’A7kﬂ:N|2)
k>0
2 = Nob) \f “(Apen Bk — ByA_pin),
YN ,by) kEND—k kA—k+N
(3.35)
where e.g., ©(af",at") = - 2; TRt [ dtlatN ()atN (#)—atN (#)alN (1)), with oV (1) =

(e7™Nwrt exp[+i6Dg (1)) — Arn), az’ (1) = (P Nwrtexp[+i6Pg(t)] — A_n), and by (t) =
(exp[+i12®¢(t)] — By). Again, Eq. 3.34 reduces to the quadrupolar interaction frame result
Eq. 3.24 in the N = 0 limit where Aj+ny = Ai. Both the first- and second-order average

Hamiltonians in the quadrupolar-CT rf interaction frame are decoupled into -+|m;| and
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—|m | manifolds, but the symmetry between these two manifolds is broken in the N # 0
limit at which rotary resonance conditions are satisfied. However, since the forms of the
average Hamiltonians in both interaction frames are the same within each +|m| or —|my|
subspace apart from some N-dependence in the coefficients, it is not expected that the use
of the quadrupolar-CT rf interaction frame will provide much more insight into the spin
dynamics beyond making the rotary resonance conditions clear. For instance, the calcula-
tions in both frames indicate that to first order the |Q+) states are coupled to the |T+)
states and the |T'+) states are coupled to the |C+) states, whereas to second order there
is an additional coupling between the |Q+) and |C't) states. This has been predicted by
the Floquet theory [164], which also suggests that the dominant +5QC to +1QC transfer
occurs indirectly by the mutual coupling of these states to the triple-quantum states in
the first-order approximation, rather than from the direct coupling of the quintuple- and
single-quantum coherences in the second-order approximation.

It should also be noted that since the AHT or SAA approach in the quadrupolar-
CT rf interaction frame is only valid exactly at rotary resonance conditions when the prob-
lem becomes unimodal, this calculations in this frame cannot be used to explain what hap-
pens when wy is not matched to a rotary resonance condition. Since it is the low-amplitude
+5QC excitation and +5QC — 4+3QC conversion pulses that are known to be orientation
selective, and these coherence transfers have been observed to have efficiency minima at
rotary resonance conditions (§3.4.2), it is expected that calculations in the quadrupolar-
central transition rf interaction frame will not be able to explain the orientation-selective

effects.
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3.5.3 Crystallite orientation dependence of the Hamiltonian

The discussion thus far has focused on the effective form of the Hamiltonian un-
der sample rotation and low amplitude rf irradiation, which is necessary to explain the
differences between coherence transfer mechanisms, e.g., +5QC excitation versus +5QC to
+3QC transfer versus +5QC to +1QC transfer. However, little has been said so far about
how the actual orientation dependence of these Hamiltonian terms can manifest itself. Par-
ticularly, at this point it is not yet understood why the pulses select only a particular band
of crystallite orientations, or why the effects seem to disappear at high values of the local
electric field gradient asymmetry parameter 7q.

The qualitative account of how crystallite orientation affects the spin dynamics is
as follows. The breaking of the spatial isotropy of the nuclear system by a large magnetic
field means that in different crystallites the nuclei will feel different effective portions of the
local electric field gradient, depending on how these gradients are oriented with respect to
the magnetic field. In turn, this causes nuclei in different crystallites to experience different
electric quadrupolar couplings, which are modulated as sample rotation causes these crystal-
lites to change their orientation with respect to the magnetic field. During a radiofrequency
pulse the nuclear spins evolve under a combination of the quadrupolar coupling and the rf
field. The quadrupolar coupling dominates the rf interaction and renders certain portions
of the rf magnetic field ineffective at inducing spin dynamics, as can be seen by trans-
forming into the interaction frame of the quadrupolar Hamiltonian. Since the quadrupolar
coupling is orientation- and time-dependent, it imposes an orientation dependence on the

effective portion of the rf field, and this time-dependent orientation effect causes different
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spin dynamics in different nuclei. These effects are quantitatively manifested in the different
dependences of the central and inner and outer satellite transition terms of the radiofre-
quency Hamiltonian on the crystallite orientation-dependent quadrupolar dynamic phase.
Since the spin dynamics vary from crystallite to crystallite, a distribution of nuclear polariza-
tions is created across the sample during the pulse. Ultimately, these individual crystallite
polarizations can cause constructive or destructive interference in the NMR lineshape. The
details of the orientation dependence of the spin dynamics and the orientational average
of the resulting nuclear polarizations are what will explain the orientation-dependent pulse
effects.

The time dependent single-crystallite quadrupolar coupling during magic angle

sample spinning is'®:

WQ(t) WQ(Oéaﬁ,%t)
= wg|C cos(wrt + ) + C cos(2wrt + 27)] + Sisin(wrt + ) + S sin(2wrt + 27),

(3.36)

'®The normalization is such that Az = 1, A2 +2 = 1/(2V/6) in units of wq.
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wg = 2nCq/[21(2I —1)]

o = _g sin(26,) sin(20)[1 ~ "2 cos(20)]

Cy = gsiHQ(é’m){siHQ(ﬂ) + %2[0082(5) + 1] cos(2a) }

Sy = —%Q sin(20,,) sin(3) sin(2a)

Sy = —7%@ sin?(6,,,) cos(B) sin(2a), (3.37)

where «, 3, and ~ are the Euler angles that relate the crystallite-fixed coordinate system
(assumed to coincide with the principal axis system of the local electric field gradient tensor
in a single-site system) to the rotor-fixed coordinate system.'® The quadrupolar coupling
constant is Cg = e2qQ/h, the EFG asymmetry parameter is nQ, the rotation frequency is
wg, and the magic angle is 6, = tan"!(y/2). Eq. 3.36 indicates that at the magic angle
the time-dependent quadrupolar coupling is periodic with period 7z = 27/wr and has no
time-independent component, such that its time average over the interval [0, 7g| is zero.
There are at least two interesting points to note about the orientation dependence
of the time-dependent quadrupolar coupling wg(t). First, the crystallite angle v does not
affect the amplitudes of the sinusoidal modulations, only their phases. The amplitudes
depend only on the angles o and 3. When ng = 0, the local electric field gradients are
cylindrically symmetric about the EFG principal axis and only the angle 8 between the

EFG principal axis and the rotor axis uniquely specifies the quadrupolar coupling strength.

16The symbols for these crystallite angles should not be confused with the second-order average Hamilto-
nian coefficients a®, [3(2> and fy<2) used in previous sections.
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The result is that the amplitude coefficients Cy, Cs, S1, and S5 lose their a-dependence,
and in fact the sine-modulation amplitudes S; and S vanish entirely.

The a-dependence of the quadrupolar coupling amplitudes suggests a potential
mechanism of the breakdown of orientation selectivity in systems with highly asymmetric
electric field gradients g — 1. Consider a system in which the nuclei in all the different
crystallites are uniformly polarized, e.g., every nucleus is initially magnetized along the
z-axis. If the nuclei experience a distribution of quadrupolar couplings from crystallite to
crystallite, they will evolve at different rates under the quadrupolar and rf interactions and
dephase. However, if the nuclei all experience approximately the same quadrupolar coupling
from crystallite to crystallite, then they will evolve in phase with each other. Assuming for
the sake of argument that the system evolves into an observable coherence, the bulk signal
is the sum of the signals of the individual crystallites. Every crystallite orientation makes
a slightly different frequency contribution to the observed lineshape, and crystallites with
nearly the same orientation contributing to nearly the same frequency component. It is pos-
sible that there is a range of crystallite angles 8 over which the quadrupolar coupling varies
slowly, such that the nuclei in these crystallites will evolve in phase and the spectral lines
of nearby frequencies will add together constructively. Conversely, dephasing among crys-
tallites will occur for ranges of angles for which there is a large distribution of quadrupolar
couplings, and neighboring spectral lines will add destructively and cause a suppression of
the NMR signal in these parts of the lineshape distribution. This may be the source of the
orientation-selective effects that have been observed near ng = 0. However, even if there

are regions of the angle 3 for which the quadrupolar coupling is relatively uniform, this uni-
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formity might be destroyed as different crystallites with the same angle § exhibit different
quadrupolar couplings due to the a-dependence. Therefore there could be no selection of
preferred regions of crystallite orientations in the NMR spectrum.

The preceding argument is qualitative at best, and gives no explanation why one
type of coherence transfer would exhibit orientation selection and another would not. Such
an explanation would require an understanding of the terms in the Hamiltonian that drive
these coherences and their orientation dependence. The average Hamiltonian-type ap-
proaches of §3.5.1 and §3.5.2 are insufficient to explain these effects. However, it is possible
to examine the problem more quantitatively to see how some of the Hamiltonian coefficients
that appeared in these treatments depend on the crystallite angles. Therefore, it may be
possible to gain more insight as to whether particular regions of crystallite orientations
have relatively constant quadrupolar couplings, why certain orientations are preferred, and
whether a dependence on 7g and the crystallite angle o does indeed destroy the uniformity
of coupling strengths.

The time-dependent quadrupolar coupling enters into the time development oper-
ator through the dynamic phase ®g(t). An explicit expression for ®¢(t) can be found by

direct integration of Eq. 3.36:

Bo(t) = [ dt wolt)

0

S C
_ wQ {[5’1 cos(y) + o2 cos(2y) — Cy sin(y) — =2 sin(27)]
WR 2 2

C S
+C1sin(wgt + ) + 72 sin(2wgt + 27) — S1 cos(wrt +v) — 72 cos(2wrt + 2v) }.

(3.38)
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The time development operator can be written such that it involves complex exponentials

of the dynamic phase:

A A
expliA®q(t)] = Co exp[iwic1 sin(wrt + )] exp[i;}LC2 sin(2wpt + 27)]
WR w
—AwgS —AwgS
X expli Yol cos(wrt + )] exp[z'M cos(2wrt + 27)], (3.39)
WR 2wg

where Cp = exp{—z—[01 sin(y) + 3Cysin(2y) — Sy cos(y) — £55c0s(2y)]}. Eq. 3.12
indicates that A = +6 for inner satellite transition rf terms and A = £12 for outer satellite
transition rf terms. Eq. 3.39 can be expanded in a Fourier series using the Jacobi-Anger

relations [170, §2-22]:

+o0
eizcos@ _ Z Z-an(Z)einG (3.4())
n=—00
zzsmé’ Z J m@ (3'41)
n=—o0

where J,,(2) is the Bessel function of the first kind of order n. The result is:

+o00
expliddo(t)] = Co > {JP(M

p,q,7,5=—00

)eip(th+'y) . Jq ( A(,UQCQ

) e'iq(QthJrQ'y)
WR 2WR

xi"J, (#Qsl) T WREEY) s T ( _;ZQ& )eis(2th+2'y) }
R R

S o) ilor2atrizen ; A@QC
= Cp Y il In(

p,q,7,5=—00

—AwgSi Vo —Aw@S: )elllpr20tr29)en] (3.42)
WR 2wgr

AwgCs
WR )Jq( 2WR

er(
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This expression may be equated with a generic unimodal Fourier expansion:

exp[iA®q(t) Z ARt (3.43)

n=—0oo

where comparison with Eq. 3.12 indicates that the Fourier coefficients are A, = A, for

A =06 and A,, = B,, for A = 12. These coeflicients become:

+oo
A, = Cf Z i(H_S)Jn—?q—r—QS()\WQCI)JQ()\WQC2)JT(_)\WQSI)JS(_)\WQSQ)’

G s——00 WR 2wR WR 2wR

(3.44)

where n = p + 2q +r + 2s and C} = e 'Cp. This expression involves infinite sums over
three indices. One of the sums can be removed upon applying the the Graf generalization

of Neumann’s Bessel function addition theorem [170, §11-3]:

e J,(x Z Josm(Z)In(2)e™?, (3.45)

m=—00

where x = \/Z2 + 22 —2Zzcos¢ and 1) is defined by ycos® = Z — zcos¢ and ysiny =
zsin ¢. In the limit of real arguments Z = x and z = y and taking ¢ = 7/2, one finds xy =

V22 + 52 and ¢ = tan~!(y/x). This result along with the relations J,,,(2) = (=1)"J_,,(z)

—+00 +oo

imr /2
m=—o0 dm = m=—o00

for integer m and (—1)™ = e~ plus a_y, and i = e can

be used to write a special case of the addition theorem:

400 C

S @ nly) = e O g, (a4 ?) = (o

) e, (@0

m=—0oQ
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where ( = z + iy. The sum over the index r in Eq. 3.44 can be removed by applying Eq.

3.46 with m =r, v =n —2q — 2s, = AwQC1/wr, and y = —AwQS1/wr:

—+00

g —i(n—2q—2s)tan"1 51 Aw / AwgC —AwgS
An = C'rlqu;;e | ' " (Cl)Jn72q*2s(|T}§‘ 012+S%)‘]‘1( 2232)‘]3( 2&22% 2)'
(3.47)

This expression allows the Fourier coefficients A,, and B,, in Eq. 3.12 to be calculated as
double infinite sums over a product of three Bessel functions weighted by an orientation-
dependent phase factor. However, when a large number of crystallite orientations must be
considered, the double infinite sum could be difficult to evaluate even if truncated. Also,
not much insight can be gained as to the orientation dependence of these coefficients, except
that the dependence enters through the Bessel functions; this dependence will be discussed
later.

A somewhat simpler expression can be developed in the case of axially symmetric
field gradients where 1g = 0. In this case the coefficients of the time dependent quadrupolar
coupling in Eq. 3.37 become CY = —2sin(26,,)sin(23), CI = 2 sin?(0,,) sin?(B), S = 0,

and S = 0. A procedure similar to the one outlined above yields:

Q00 g 100 g I AwgCY AwgCY
A0 — —ZAT[Cl sin(7)+35C3 sin(27)] _iny T om QY1 T, QY2 3.48
n (& R (& m_z_:oo 2 ( WR ) ( 2WR )a ( )

which involves only a single infinite sum with no orientation-dependent phase factors within
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the sum. The n = 0 special case can be written as:

LW . . 0 0 too 0 0
AO :€—2A£[C? sm('y)—i—%Cg sin(27)] [JO()\LUQCI )JO()\Q)QCQ )+ 22 J4m()\(,UQ01 )ng(AwQC2 )],

0
w 2w w 2w
R R m>0 R R

(3.49)

where the relation Jy,(2) = (—1)™J_p,(2) has been used. This equation gives the ng = 0
limit of the Ay and By Fourier coefficients that show up in a first-order average Hamiltonian
treatment in the interaction frame.

Eq. 3.47 can be used to make plots of the orientation dependence of the Hamil-
tonian coefficients. First, some comments should be made as to the role of the crystallite
angle . As is apparent from Eq. 3.36, only the phase of the time-dependent quadrupolar
coupling depends on «, such that the quadrupolar coupling of a crystallite with angle v ar-
rives at the same point in its oscillation at a time v/wp later than a crystallite with v = 0.
This leads to the so-called “carousel symmetry” of a rotating isotropic powder [171, 172].
The ~ distribution typically contributes to the intensity of the spinning sidebands in MAS
experiments on powders but otherwise does not affect the powder lineshapes. However, in
these treatments it is usually assumed that the initial density operator does not depend on
crystallite orientation and the isotropy of the powder is not broken by the application of
an rf field. Once the first low-amplitude rf pulse is applied to the system these conditions
can break down, since the “soft” pulse will affect each crystallite differently according to its

orientation. The problem of ~-averaging is subtle and involves cancellation effects among
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crystallites [171]. For the sake of simplicity, it will be assumed that the -dependence does
not dominate the orientation-selective effects. If it did, the argument that the 5-dependence
leads to the orientation selectivity would fail. It will be seen that the 5-dependence of the
Hamiltonian coefficients does indeed match the observed orientation-selective effects, as has
been reproduced in simulations [165, 166]. Therefore  will be set to zero in the orientation
plots that follow.

A truncated summation of Eq. 3.47 was used to calculate the zero-frequency
Fourier coefficients Ay (Fig. 3.4) and By (Fig. 3.5) of Eq. 3.12 as a function of the crystallite
angle (3 in the limit ng = 0 with Cg = 3.0 MHz and wg/27 = 20 kHz. The calculation was
performed using 320 random crystallite angle pairs («, ) generated by the REPULSION
sampling method [173]; the g = 0 condition makes the coefficients dependent only on the
angle 5. Both the coefficients (particularly Ag) exhibit regions of relative uniformity in the
approximate ranges of 3 = 35° to 62° and § = 118° to 145°. This is consistent with the nu-
merical simulation predictions of which crystallite angles are selected via the low-amplitude
pulses [165, 166]. The same calculation was performed for n = 1 for the coefficients A (Fig.
3.6) and By (Fig. 3.7). The ng # 0 condition introduces a dependence on the crystallite
angle a, so that for a given § the coefficients can take on several values depending on the
value of a. As can be seen, this destroys any uniformity of the Fourier coefficients as a
function of crystallite orientation. As a consequence, it is expected that the selection of any
set of nearby crystallite orientations by the rf pulse will be suppressed.

The (truncated) summations in Eq. 3.25 can be used to calculate the dependence

of some of the second-order Hamiltonian coefficients on crystallite orientation. Figs. 3.8,
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Figure 3.4: Calculated zero-frequency quadrupolar dynamic phase Fourier coefficient A
as a function of crystallite angle 3 for 7o = 0. The quadrupolar coupling constant was
Cg = 3.0 MHz and the spinning frequency was wgr/2m = 20 kHz. The double sums in Eq.

3.47 were taken from —20 to +20. The calculation used 320 random crystallite angle pairs
(a, B) generated by REPULSION sampling; no y-dependence was considered.

3.9, and 3.10 plot the absolute-squared coefficients ]a(2)]2, |ﬂ(2)]2, |7(2)]2, respectively, as
functions of the crystallite angle 3 for ng = 0. The other calculation parameters are the
same as before. It can be seen that the |« |?> and |33 |? functions do not seem to have
the same regions of relative uniformity as do the coefficients Ag and By that occur in the
first-order perturbation theory. The function |’y(2)]2 exhibits some of the same uniformity,
although its value is small in these regions. The parameter \7(2)|2 enters into some of
the short-time dynamics during certain excitations and conversions of multiple quantum
coherences, as was noted in §3.5.1 and §3.5.2. However, the perturbation theory employed
in those sections is suspect.

Ultimately, the orientation dependence of the effective Hamiltonian in the average

Hamiltonian model arises from the properties of the Bessel functions. Bands of unifor-
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Figure 3.5: Calculated zero-frequency quadrupolar dynamic phase Fourier coefficient By
as a function of crystallite angle 3 for 7o = 0. The quadrupolar coupling constant was
Cg = 3.0 MHz and the spinning frequency was wgr/2m = 20 kHz. The double sums in Eq.
3.47 were taken from —20 to +20. The calculation used 320 random crystallite angle pairs
(a, B) generated by REPULSION sampling; no y-dependence was considered.

mity can be seen in some of the individual Bessel functions, as demonstrated by Fig. 3.11,
which plots the function Jy(16sin(23)) as a function of 3, which approximates the func-
tion Jo(ﬁi—gC?) under the conditions of the calculations above. As can be seen, dense
bands of crystallite orientations over which the Bessel function varies slowly are observed
from B = 35° to 62° and B = 118° to 145°. There is some fortuity involved in the ratio
wq/wr that is employed in these experiments: similar prominent bands in the plot of Jo(x)
are not observed for values of the Bessel function argument that are much (e.g. ten times)
larger than 16sin(23), and the bands become less prominent as the Bessel function becomes
smoother for arguments that are much (e.g. ten to one hundred times) smaller. It is unclear

whether there exist more profound sources than the properties of Bessel functions!” for the

Y70r rather, more profound than the properties of the functions that are approximated by Bessel functions.
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Figure 3.6: Calculated zero-frequency quadrupolar dynamic phase Fourier coefficient A
as a function of crystallite angle 3 for g = 1. The quadrupolar coupling constant was
Cg = 3.0 MHz and the spinning frequency was wgr/2m = 20 kHz. The double sums in Eq.

3.47 were taken from —20 to +20. The calculation used 320 random crystallite angle pairs
(ar, ) generated by REPULSION sampling; no y-dependence was considered.

selection of certain crystallite orientations by low-amplitude rf pulses in the quadrupolar

NMR of rotating solids.

3.6 Conclusions

In this work, the use of low-amplitude rf multiple-quantum excitation and con-
version pulses in fast-spinning I = 5/2 quintuple-quantum/triple-quantum mixed-multiple
quantum magic angle spinning studies was investigated both experimentally and theoreti-
cally. The low-amplitude pulses were optimized at or away from rotary resonance conditions
depending on the desired coherence transfer. The experiments demonstrated that the in-

corporation of low amplitude pulses into the 5Q3QMAS experiment can result in a factor
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Figure 3.7: Calculated zero-frequency quadrupolar dynamic phase Fourier coefficient By
as a function of crystallite angle 3 for g = 1. The quadrupolar coupling constant was
Cg = 3.0 MHz and the spinning frequency was wgr/2m = 20 kHz. The double sums in Eq.
3.47 were taken from —20 to +20. The calculation used 320 random crystallite angle pairs
(a, B) generated by REPULSION sampling; no y-dependence was considered.

of two gain in signal-to-noise over the all-hard pulse experiment in the Al(acac)s system
with moderate Cg = 3.0 MHz and low 7¢ = 0.15.

The low-amplitude pulse version of the 5Q3QMAS experiment also exhibits un-
usually narrow lineshapes in the anisotropic dimension for low-n¢g systems. This phe-
nomenon has suggested a non-quantitative one-dimensional low-amplitude pulse experi-
ment for screening systems with multiple overlapping low-7¢ sites. The origin of the line-
narrowing effect was investigated theoretically using a second-order average Hamiltonian
theory/secular averaging approach. This approach was unable to explain why certain types
of low-amplitude pulses lead to line narrowing effects and other types of pulses do not.
Moderate success was achieved at explaining the line narrowing effect as being the result

of orientation-selective pulses. The effect seems to be due to the in-phase excitation of
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Figure 3.8: Calculated second-order average Hamiltonian coefficient |a(?)|? as a function
of crystallite angle 3 for ng = 0. The quadrupolar coupling constant was Cg = 3.0 MHz
and the spinning frequency was wg/2m = 20 kHz. The double sums in Eq. 3.47 were taken
from —20 to +20, and the coefficient sum in Eq. 3.25 was taken from n = —200 to 200.
The calculation used 320 random crystallite angle pairs («, 3) generated by REPULSION
sampling; no y-dependence was considered.

a certain set of crystallite orientations by a radiofrequency field that is truncated by the
orientation- and time-dependent quadrupolar Hamiltonian under MAS conditions. Other
crystallite orientations do not contribute to the anisotropic spectrum because they are
excited out of phase with each other, leading to the mutual cancellation of neighboring
spectral components. The line-narrowing effect disappears in sites with highly-asymmetric
electric field gradients (high-ng), probably due to an additional orientational dependence
of the quadrupolar Hamiltonian that destroys the uniform excitation of certain crystallite

orientations.
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of crystallite angle 3 for ng = 0. The quadrupolar coupling constant was Cg = 3.0 MHz
and the spinning frequency was wg/2m = 20 kHz. The double sums in Eq. 3.47 were taken
from —20 to +20, and the coefficient sum in Eq. 3.25 was taken from n = —200 to 200.
The calculation used 320 random crystallite angle pairs («, 3) generated by REPULSION
sampling; no y-dependence was considered.
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Figure 3.10: Calculated second-order average Hamiltonian coefficient h(
of crystallite angle 3 for ng = 0. The quadrupolar coupling constant was Cg = 3.0 MHz
and the spinning frequency was wg/2m = 20 kHz. The double sums in Eq. 3.47 were taken
from —20 to +20, and the coefficient sum in Eq. 3.25 was taken from n = —200 to 200.
The calculation used 320 random crystallite angle pairs («, 3) generated by REPULSION

sampling; no y-dependence was considered.
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Figure 3.11: Plot of Jy(16sin(243)) versus 3.
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Chapter 4

Feasibility of N-14 double quantum

line narrowing in solution

4.1 Introduction

Nitrogen is an extremely prevalent heteroatom in organic molecules and plays an
important role in the structure of biomolecules, where it is present in all nucleic acids and
amino acids. Proteins are sequences of amino acids joined by peptide bonds, and since
every peptide bond contains a nitrogen-bearing amide functional group, nitrogen atoms
trace out the entire protein backbone. NMR experiments that correlate nitrogen chemical
shifts with those of neighboring atoms are widely employed to assist in the elucidation of
protein structures.

The NMR-active N-14 isotope exists in 99.63% natural abundance, making it the

obvious choice for NMR spectroscopic studies. However, N-14 is a spin S = 1 nucleus,
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and therefore possesses an electric quadrupole moment. Nitrogen-14 quadrupolar coupling
constants can be large, ranging from > 1 MHz in protonated amine groups in amino acids
[174] to as much as 3-4 MHz in amide groups in peptide bonds [175, 176]. Molecules in
solution are subject to rapid tumbling and other internal reorientational motions that cause
a stochastic modulation of the large quadrupolar coupling, inducing efficient (rapid) relax-
ation of the N-14 nuclear magnetization. Since the linewidth of a particular resonance is
inversely proportional to the transverse relaxation time, the fast quadrupolar relaxation
leads to very broad spectral lines. The large linewidths are problematic because of the
corresponding decrease in spectral resolution, and also because the area of the line is spread
out over a large frequency range, leading to a small maximum intensity and low signal-to-
noise ratio. The sensitivity problem is exacerbated if the nitrogen resonance is detected
directly, since N-14 has a relatively low gyromagnetic ratio of v/2m = 3.078 MHz/T (com-
pared to 42.577 MHz/T for H-1). Furthermore, even if nitrogen coherence is transferred
(i.e., through a J-coupling) to protons for more sensitive detection, rapid quadrupolar re-
laxation may attenuate the coherence during the transfer step. For all these reasons, the
non-quadrupolar, spin-1/2 N-15 isotope (/27 = —4.317 MHz/T) is almost exclusively used
in protein NMR studies involving nitrogen. However, the N-15 isotope exists in only 0.37%
natural abundance, so the proteins typically are first artifically labeled (often uniformly)
with N-15. Isotopic N-15 labeling can be a tedious and costly, but necessary step when
performing nitrogen NMR, studies of proteins.

Line broadening of all types is particularly problematic for large biomolecules such

as proteins, which are often massive enough so that their global rotational motion is in the
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slow tumbling regime and is dominated by adiabatic relaxation mechanisms (see §1.5). The
rotational correlation time of a spherical globular protein can be estimated from Stokes’
law [4, §1.4]:

B 47777w7“}3{

STy 41
Te = T3kpT (4.1)

where 7, is the viscosity of the solvent (i.e., water), ry is the effective hydrodynamic radius
of the protein (o< M 1/3 excluding the protein hydration shell, where M is the protein mass),
kp is the Boltzmann constant, and T is the temperature. This model predicts a value near
the experimental value of 7, = 4.1 ns for the small (8.6 kDa) protein ubiquitin in water at 25
°C [177], which yields a value of wyT. = 1.3 using a Larmor frequency of wg/27 = 50.6 MHz
for N-14 at 16.45 T. This value is just within the slow tumbling regime where wor, > 1. It
can be seen from Eq. 4.1 that large (> 100 kDa) proteins have rotational correlation times
long enough to be well into the slow tumbling regime with wo7. > 10 for N-14 at such high
magnetic field strengths.

The idea of performing nitrogen NMR in proteins using naturally-abundant N-14
is attractive, but to do so effectively would require a method that reduces the quadrupolar-
broadened linewidths dramatically. Furthermore, any such experiment that is to be ap-
plicable to large biomolecules must be valid in the slow-tumbling motional regime. As
was mentioned in §1.5.4, the double-quantum coherence in S = 1 systems is largely in-
variant to the adiabatic quadrupolar broadening mechanism that dominates the relaxation
of the single-quantum coherences in the slow tumbling regime. Consequently, the double-

quantum coherence relaxes more slowly and has sharper lines in this regime than do the
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single-quantum coherences. Therefore, it is worth investigating whether double-quantum

spectroscopy could make N-14 protein NMR experiments viable.!

4.2 Theory of N-14 linewidths in solution

4.2.1 N-14 double- and single-quantum linewidths and the comparison to

N-15 spectroscopy

The S = 1 N-14 spin system is characterized by nine independent density oper-
ator elements: three corresponding to populations, four corresponding to single-quantum
coherences (two +1-quantum and two —l-quantum), and two corresponding to +2- and
—2-quantum coherence. If the quantization axis is along z, then a p-quantum coherence?
evolves under the Hamiltonian H /h = wl, at the frequency pw. If one considers two res-
onances with equal linewidths I' (in frequency units) separated by a frequency difference
Aw, then an effective resolution factor can be defined as R = Aw/T". Since the frequency
separation of a |p|-quantum coherence is |p| times that of a single quantum coherence, one
finds that if the linewidths of two pairs of coherences are equal such that I'j, = I'y|, then

Ry /Ry = Ipl/ 1P |3 Thus, if the N-14 double quantum coherence relaxed at the same

rate as the single quantum coherences, then the double-quantum spectrum would have two

LA similar approach has been used to reduce amide proton linewidths by creating multiple-quantum
coherences in the two-spin N-15-H-1 J-coupled system [178].

2The density operator may be written in terms of single-transition basis operators |S, m’s)(S, ms|, where
the coherence order is p = m's — ms. It is often more convenient to use a spherical tensor operator
basis {Tk,p}, where the double-quantum coherences are represented by the Tz,iz elements, and observable
transverse magnetization corresponds to the T1,i1 elements. Populations (the diagonal elements of the
density operator) are not coherences but are considered to have p = 0.

3This assumes that the observed linewidths are actually the natural linewidths of the system, which is
typically the case for quadrupolar-broadened systems in a modern high-field NMR magnet. If the observed
linewidths are dominated by dephasing due to magnetic field inhomogeneity, then these linewidths also scale
with |p|, such that there is no inherent change in resolution based solely upon changing coherence order.



4.2. THEORY OF N-14 LINEWIDTHS IN SOLUTION 226

times higher resolution than the single-quantum spectrum.

Of course, the N-14 double- and single-quantum coherences actually relax at differ-
ent rates. In the case of relaxation due to an axially symmetric (ng = 0) S = 1 quadrupolar
interaction modulated by rotational diffusion of a rigid spherical molecule in isotropic so-
lution, the transverse magnetization (the TLil single-quantum coherences in the density
operator) relaxes according to [6, 4, 103]:

5T, n 27,
L+wir?  14+4wdr2]’

3
T8, = 1/T3 = = (2nCq)* |37 +

< (4.2)

where Cg = e2qQ/h is the quadrupolar coupling constant, 7. is the global rotational cor-
relation time of the molecule, and wy is the Larmor frequency. The three terms in brackets
correspond to J(0), J(wp), and J(2wp) reduced spectral densities, respectively. Under the
same conditions, the relaxation rate of the S = 1 Tt h,+2 double quantum coherences (DQCs)
is [103]:

27 4r,

3
9, = —(21Cg)? :
(2mCo) 1—|—w(2)762+1+4w(2)7'62

DQ 80

(4.3)

The first and second term in brackets correspond to J(wp) and J(2wp) reduced spectral
densities, respectively, and there is no zero-frequency (adiabatic) relaxation component.
Eqgs. 4.2 and 4.3 are plotted in Fig. 4.1 as a function of 7. for N-14 with Cg = —3.2 MHz
[175] in a 16.45 T magnetic field (w)''*/27 = 50.6 MHz). As can be seen, the difference

between the transverse relaxation rate and the adiabatic-free double-quantum relaxation

“More complicated expressions for the spectral densities in the cases of non-axially symmetric quadrupolar
couplings or non-spherical molecules may be found in Ref. [103].
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rate is quite significant in the slow tumbling (7. > |w; 1) regime, particularly for large
molecules with 7. in the tens of nanoseconds range. Unfortunately, since the linewidths are
of the order of I'? (assuming that the quadrupolar relaxation dominates all other relaxation
mechanisms), the absolute magnitudes of these relaxation rates would seem to prohibit
high-resolution NMR experiments, for which linewidths in the low tens of Hz or better are

desirable.

rs™
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Figure 4.1: Calculated double-quantum and single-quantum N-14 quadrupolar relaxation
rates as a function of rotational correlation time 7. for a rigid spherical molecule in isotropic
solution at 16.45 T. The quadrupolar parameters are Cg = —3.2 MHz and ng = 0, and the
Larmor frequency is wg/2m = 50.6 MHz. The vertical dash-dot line marks the onset of the
slow tumbling regime at 7. = |wg| ™!, and the vertical dotted line marks 7. = 10|wp|~!. Here
7. ranges from 5 ps to 500 ns, but the perturbative relaxation theory should be considered
suspect when 7, is beyond about 100 ns.

As a demonstration of the size of quadrupolar coupling for which N-14 double-

quantum spectroscopy may be advantageous over conventional N-15 spectroscopy, Fig. 4.2
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plots the double-quantum quadrupolar relaxation rate for N-14 (Eq. 4.3) at 16.45 T scaled
down by a factor of two (to take into account the increased frequency spread between double-
quantum lines vs. single-quantum lines) for Cg = —3.2 MHz and Cg = 100 kHz, along with
the transverse relaxation rate of an N-15 nucleus relaxed by dipolar coupling to a nearby
(amide) proton at 1.02 A and a typical amide [179, 180] nitrogen chemical shift anisotropy
(CSA) of —170 ppm. The dipolar and CSA relaxation rates were calculated according
to Ref. [4, §5.4]. Dipolar-CSA cross-correlated relaxation [91, 181] has been ignored. As
can be seen, double-quantum spectroscopy of N-14 is not competitive with conventional
N-15 spectroscopy even well into the slow tumbling limit in the case of typical Cp =
—3.2 MHz amide N-14 quadrupolar couplings. However, in the case of slowly-tumbling
molecules with N-14 sites for which Cg is up to several hundred kHz, double quantum
spectroscopy may be practical both relative to conventional N-15 spectroscopy and in terms
of absolute quadrupolar linewidth. It should be mentioned that the N-14 relaxation rates in
Fig. 4.2 do not include dipolar and CSA effects, which will begin to dominate quadrupolar
relaxation for small Cg sites in the same way as do the dipolar and CSA relaxation effects
in N-15. However, this is not necessarily a liability because the ability to decrease the
effects of quadrupolar relaxation to a point where N-14 linewidths are comparable to N-15

linewidths® would be sufficient to justify the technique, since isotopic N-15 labeling would

5Tt would be interesting to investigate whether a technique analogous to the TROSY experiment of
Pervushin et al. [182] could reduce the CSA and dipolar contributions to N-14 double-quantum relaxation.

5The dipolar and CSA relaxation effects are of comparable magnitude for the N-14 double quantum
coherence and the N-15 single-quantum coherence (N-14 even has slightly smaller dipolar couplings and CSAs
than N-15 due to its lower gyromagnetic ratio). There also exist quadrupolar-dipolar and quadrupolar-CSA
cross-correlated relaxation effects that can be quite significant, particularly for large quadrupolar couplings.
However, like autocorrelated quadrupolar relaxation, these mechanisms make no adiabatic contribution
to the relaxation of double-quantum coherence (refer to the relaxation selection rules in §1.5.3), so their
contribution would be small in the slow tumbling regime, and is certainly smaller than the autocorrelated
quadrupolar relaxation contribution.
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Figure 4.2: Calculated double-quantum N-14 quadrupolar relaxation rates for a rigid spher-
ical molecule in isotropic solution for two different values of Cg as a function of rotational
correlation time 7., plus the calculated transverse relaxation rate of N-15 under CSA and
nitrogen-proton dipolar coupling. The relaxation rates were scaled by a factor of 1/|p|
(where p is the coherence order) in order to make a fair comparison of the resolution of
double-quantum spectra to that of single-quantum spectra. The magnetic field was taken
to be 16.45 T, corresponding to w{¥!4/27 = 50.6 MHz and w{''5/2r = —71.0 MHz. The
N-14 quadrupolar parameters are Cg = —3.2 MHz or Cg = 100 kHz, with ng = 0 in both
cases. The N-15-H-1 average bond length was taken to be rygy = 1.02 A, and the N-15
CSA was taken to be Ao = —170 ppm with ncga = 0. Dipolar-CSA cross-correlations were

neglected. The dotted vertical line marks 7, = 10w} 4|1

be unnecessary.

Modifications of the rigid-molecule model that include the effects of local internal
molecular motions alter the spectral densities J(w) from the simple form given in Eq.
1.135 and plotted in Fig. 1.4, and hence the calculated relaxation rates will differ from
those plotted in Figs. 4.1 and 4.2 when internal motions are considered. A widely-used,

simple (two-parameter) model-free approach to the calculation of the spectral densities was
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introduced by Lipari and Szabo [183, 184].”7 The ratio of the Lipari-Szabo spectral density
Jr—s(w) to the rigid-molecule spectral density Jyigiq(w) of Eq. 1.135 is given by:

Jr—s(w) 9 o (T [/1+ w27'62
JL=S\W) 1-sy (1) (-1 Te 4.4
Jrigid(w) S-S )(Tc) <1 + w27'2)’ (4.4)

where S is a generalized order parameter characterizing the amplitude of the internal motion
(0 < 8% <1, 8% = 1 corresponds to rigid motion) and 7= = 7! + 7.1, where 7. is the
global rotational correlation time and 7. is an effective correlation time characterizing the
internal motion. It can be seen that 7 ~ 7. in the limit 7. < 7. where the internal motion is
much faster than the global rotation. The effect of internal motion on the spectral density
functions in the slow tumbling regime is not straightforward, as illustrated in Fig. 4.3 for
the adiabatic J(0) and non-adiabatic J(2wq) spectral densities as functions of 7, with fixed
wo/2m = 50.6 MHz, for S? = 0.5 with 7. = 250 ps and for §* = 0.05 with 7. = 25 ps.
The inclusion of internal motion effects may effectively increase or decrease the calculated
relaxation rates depending on the value of the motional parameters.

One final point that has not yet been addressed is the effect of fast N-14 quadrupo-
lar relaxation on the rate of relaxation of nearby coupled nuclei, i.e., H-1 and C-13. It is
important to consider the linewidths of these nuclei in order to assess how the presence
of N-14 will affect their spectral resolution. Protein NMR experiments involving nitrogen
typically correlate the nitrogen resonances with C-13 and/or H-1 resonances, often with
a transfer of nitrogen coherence to protons for sensitive detection. The N-14 quadrupo-

lar relaxation can have deleterious effects on the structure of the J-split multiplet of a

"Relaxation in the amide N-H system in proteins has been found to be better described by an approach
that includes parameters characterizing both fast and slow internal motional timescales, see Ref. [185].



4.2. THEORY OF N-14 LINEWIDTHS IN SOLUTION 231

A
W
\
N
\ N
\\\\\
W
W
U

N vt
.uu_lu_lulu|w||uwuu:n\u\.u\vnlu

N e
0 -9 -8 -7

10 10 10
()

Figure 4.3: Ratio of the Lipari-Szabo spectral densities to the rigid-molecule spectral den-
sities as a function of global correlation time with wy/27 = 50.6 MHz for two sets of values
of the Lipari-Szabo model-free parameters. The ratios Jr_g(0)/Jrigiqa(0) (solid line) and
Jr—5(2wo)/ Jrigia(2wo) (dash-dot line) are plotted for S = 0.5 and 7. = 250 ps, and for
S? = 0.05 and 7. = 25 ps (dashed and dotted lines, respectively). The two vertical dotted
lines mark 7. = |wo| ! (left) and 7. = 10|wp| ! (right).

coupled spin-1/2 nucleus [186, 187, 188] and on the spin-1/2 linewidths (to the extent of
collapse of the multiplet structure). In the solution state the relaxation effects are typi-
cally transmitted through the J-coupling, and are often referred to as “scalar relaxation of
the second kind” [6, §VIILILF(b)(3)],[4, §5.4.5]. Other effects can contribute in the slow
tumbling regime, particularly quadrupolar-dipolar cross-correlation [189]%, [190]. Fig. 4.4
plots the transverse relaxation rate of a proton J-coupled to an N-14 nucleus in a rigid

spherical molecule in isotropic solution (in the limit that the quadrupolar interaction dom-

8Ref. [189] contains some errors: on the first page, one of the spin operators should be corrected from
To' =+1-(2L +1)/(I(21 — 1)) to Ty = +(20, + 1)I_ /(I(2] — 1)), and the w73 /(1 + w’75) factor in Eq.
13 should be corrected to 7o/(1 + w?7%).
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inates all other interactions in the system) using Eqgs. 19-21 of Ref. [189]. The proton was
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Figure 4.4: Calculated H-1 transverse relaxation rate in the presence of a scalar-coupled
N-14 nucleus in a rigid molecule in isotropic solution at 16.45 T as a function of correlation
time. The dashed line corresponds to relaxation under H-1 dipolar and chemical shift
anisotropy interactions, and the solid line additionally includes the N-14 quadrupolar effects.
The relevant Larmor frequencies are wi’!/2m = 700. MHz and w{''*/27 = 50.6 MHz. The
dipolar coupling was calculated using 7z = 1.02 A and the H-1 chemical shift anisotropy
was Ao = 10 ppm with ncga = 0. The N-14 quadrupolar parameters are Cg = —3.2 MHz
and g = 0. The nitrogen-proton J-coupling was taken to be |Jn14—g1| = gx;g IN15—m1] =
0.71-91 Hz = 65 Hz (the value of Jy15- 1 was taken from Refs. [4, 191]). Cross-correlation
effects were included, and the nitrogen-proton dipolar axis was taken to be parallel to the N-
14 quadrupolar and H-1 CSA principal axes. The vertical dash-dot line marks 7. = |w£l b=t
and the vertical dotted lines mark 7. = |w{'**| 7! (left) and 7. = 10|w{¥ 4|~ (right).

considered to relax under dipolar and chemical shift anisotropy-induced relaxation as well
as quadrupolar-induced relaxation from the N-14 nucleus, and cross-correlation effects be-
tween all three interactions were included for the special case of coincident principal axis
systems. The quadrupolar and dipolar parameters were those of an amide N-14-H-1 pair,

and the proton CSA was taken to be Ao = 10 ppm [192]. The scalar coupling was taken
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to be |Jn14—m1| = 65 Hz. As is apparent from Fig. 4.4, the rapid relaxation of the N-14
nucleus can increase the H-1 transverse relaxation rate quite significantly. It is tempting to
try to ameliorate this effect by applying an N-14 spin decoupling pulse sequence during the
H-1 evolution time, as has been done for the quadrupolar nucleus H-2 (S = 1) coupled to
C-13 (I = 1/2) [193]. However, the N-14 decoupling strength is required to be much greater
than the longitudinal relaxation rate of the quadrupolar nucleus, which in the case a rigid
molecule in isotropic solution is given by [6, 4, 103]°:

27 8¢

3
1/T% = = (27Cp)?
/Ty (27Cq) 1—|—w87'62+1+4w87'02

80

; (4.5)

for § =1 and ng = 0. Eq. 4.5 yields a value of 1 /TlN 14— 19 kHz for pure quadrupolar
relaxation of N-14 with Cg = —3.2 MHz and n¢g = 0 at 16.45 T with 7. = 10jw)’**|7* = 31
ns. It would be difficult to apply N-14 decoupling at a high enough power to remove the

H-1 scalar relaxation effectively, even in a high-power solid-state NMR probe.

4.2.2 A comment on deuterium double-quantum spectroscopy

Nitrogen-14 is not the only S = 1 nucleus available for spectroscopic studies; often
NMR experiments are carried out in systems isotopically labeled with deuterium (H-2,
0.015% natural abundance). Deuterium labeling is favored because of the decreased effect
of dipolar relaxation to nearby heteronuclei; the dipolar relaxation rate goes as the square

of the size of the dipolar coupling, which in turn is bilinear in the gyromagnetic ratios of the

9Table 5.7 of Ref. [4] contains an error: the Ri = 3doo{J(wr) + 2J(2wr)} expression for longitudinal
quadrupolar relaxation should be corrected to read R = 3doo{J(wr) + 4J(2wr)}.



4.2. THEORY OF N-14 LINEWIDTHS IN SOLUTION 234

two coupled spins.!® The gyromagnetic ratio of H-2 (v/2m = 6.536 MHz/T) is 6.5 times less
than that of H-1. Scalar relaxation of a coupled I = 1/2 nucleus via the S-spin quadrupolar
coupling is much less pronounced for systems containing deuterium compared to those
containing N-14, because the deuterium quadrupolar coupling is much smaller (Cg ~ 200
220 kHz for protein backbone amide deuterons [195] and Cg ~ 170 kHz in perdeuterated
saturated hydrocarbons [196]). The scalar relaxation rate of a spin-1/2 nucleus coupled to
a quadrupolar nucleus depends largely on the relaxation rates of the quadrupolar nucleus,
which in turn are quadratic in the quadrupolar coupling constant (Eqs. 4.2, 4.5).

In addition to deuteration for the purpose of reducing the linewidths of coupled
heteronuclei, it may be of interest to perform spectroscopy on the deuterium itself. In
this case, it is possible to revisit the problem of double-quantum line narrowing in S = 1
systems in the case of a smaller quadrupolar coupling than in amide nitrogens. The N-14
quadrupolar double-quantum relaxation rate for a small value of Cg was already compared
to the N-15 single-quantum relaxation rate in Fig. 4.2. However, it is useful to consider
the comparison of double- and single-quantum relaxation rates in a single S = 1 system
with small Cg, as was plotted in Fig. 4.1 for a large-Cg system. The double-quantum
and single-quantum quadrupolar plus dipole-dipole relaxation rates of a deuterium nucleus
dipole-coupled to a nearby C-13 nucleus at 16.45 T are plotted in Fig. 4.5. The rates have

not been scaled by a factor of 1/|p| to account for increased double-quantum chemical shift

However, the gyromagnetic ratio enters additionally into the spectral density functions through their
Larmor frequency dependence, primarily outside of the extreme narrowing limit. It should also be noted
that the dipolar relaxation rate also has a dependence on the spin quantum numbers S and [; for instance,
the longitudinal dipolar relaxation of a proton coupled to an S = 1 N-14 nucleus is actually faster than
that of a proton coupled to an S = 1/2 N-15 nucleus in the extreme narrowing limit, despite N-14 having
a smaller gyromagnetic ratio [194]. The authors of Ref. [194] note that scalar longitudinal relaxation of
the proton via the N-14 quadrupolar coupling is negligible in the extreme narrowing limit, as predicted by
theory [6].
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Figure 4.5: Calculated double-quantum and single-quantum H-2 relaxation rates as a func-
tion of rotational correlation time 7. for a rigid spherical molecule in isotropic solution at
16.45 T. The relaxation mechanisms include the H-2 quadrupolar interaction and dipole-
coupling to a nearby C-13 nucleus (rpc = 1.09 A), with no cross-correlation effects. The
quadrupolar parameters are Cg = 200 kHz and ng = 0, and the relevant Larmor frequencies
are wl?/2r = 107.5 MHz and w{'3/27 = 176.2 MHz. The vertical dash-dot line marks

7. = |wg?|7L, and the vertical dotted line marks 7. = 10|wg?| 7. Here 7. ranges from 10 ps

to 100 ns.

scaling. Deuterium CSA relaxation was not included (although it is not negligible), and the
H-2-C-13 J-coupling has been neglected. The effect of quadrupolar-dipolar cross-correlation
on the relaxation of the deuterium coherences was considered to be negligible. The H-2
quadrupolar parameters were taken to be Cg = 200 kHz with ng = 0. The deuterium-
carbon average bond length was taken to be rpc = 1.09 A. As usual, the relaxation rates
were calculated under the assumption of a rigid spherical molecule in isotropic solution,
using Egs. 4.2 and 4.3 for the quadrupolar relaxation. The H-2 double- and single-quantum

dipole-dipole relaxation rates were calculated according to Ref. [197].
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As can be seen from a comparison of Fig. 4.5 to Fig. 4.1, the possibility of a resolu-
tion enhancement via double-quantum deuterium NMR, spectroscopy in the slow tumbling
regime is much more attractive in terms of the absolute linewidth values, as well as retain-
ing the usual double-quantum versus single-quantum line narrowing feature. (The factor of
two increase in the double-quantum chemical shift scaling should also be considered when
examining Figs. 4.1 and 4.5.) The effects of dipole-dipole relaxation on the deuterium
single-quantum relaxation rate are negligible compared to the quadrupolar relaxation ef-
fects, but in the case of the double-quantum coherence, far into the slow-tumbling regime
the adiabatic dipole—dipole contribution begins to dominate the adiabatic-free quadrupolar

contribution.

4.3 Production of N-14 double-quantum coherence (DQC)

in solution

There are really two questions in the problem of N-14 double-quantum spec-
troscopy: not only “is it useful?”, but also “can it be done?” The first question was
addressed in §4.2; the second question is not trivial, for we have already seen that fast re-
laxation due to an extremely large quadrupolar coupling can present formidable challenges.
This section explores a few potential methods by which S = 1 double quantum coherence
may be created in solution, some of which have been explored experimentally in this work

or elsewhere, some of which have not.
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4.3.1 DQC through the residual quadrupolar interaction in oriented me-

dia

Perhaps the most obvious way to create N-14 double-quantum coherence in solu-
tion is to perform the experiments on samples in anisotropic (oriented) media in which the
quadrupolar Hamiltonian is not motionally averaged to zero. The prototypical example is
that of a liquid crystalline medium which forms an ordered mesophase at the proper concen-
tration and temperature. In such a medium there is a preferred (space-fixed) direction for
molecular orientation, which is called the director axis. There are many cases in which the
liquid crystal is oriented in an external magnetic field; in such cases, the director is usually
parallel or perpendicular to the magnetic field. Not only do the liquid crystal molecules have
a preferred orientation, but solute molecules dissolved in the liquid crystalline solvent will
also tend to have a preferred orientation. From the perspective of NMR, anisotropic liquid
crystalline systems resemble conventional fluids in the sense that fast molecular diffusion
and tumbling motionally average the NMR interactions, but they resemble solids in the
sense that the anisotropic orientational averaging they impose does not remove the tensor
terms of the solid state Hamiltonians. Rather, when the weighted orientational average is
performed, the solid state Hamiltonians tend to be motionally averaged to some smaller,
non-zero value that depends on the degree of ordering of the system and the projection
of the interaction onto the director axis. However, unlike in a powdered solid where the
interaction strengths depend strongly on molecular orientation, all of the molecules in a
liquid crystal tend to have the same interaction strengths, with some small distribution due

to fluctuations in orientation about the director.
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Consider an S > 1/2 nucleus in an anisotropic medium. In general, this nucleus

will experience a motionally averaged first-order quadrupolar Hamiltonian

A 1 N o
Hi/h= gwb[?)sg — S(S + 1], (4.6)

where the prime indicates a motionally-averaged quantity and the averaged quadrupolar
frequency wb depends on the spin quantum number S, the Cg and g quadrupolar param-
eters, and the degree of orientation of the molecule. For an S = 1 nucleus, the S, term of

the density operator evolves under this Hamiltonian as [198]!!:
S}(t) = e_iHbt/hﬁerHé?t/h =S, cos wbt + i(T2,+1 + Tgy,l) sin wbt, (4.7)

where T D41 = ¥%(S’Z§i + S'iS’z) The quadrature-detected NMR signal is proportional to
Tr[S4(t)S4] o cos wgt, which corresponds to a doublet at w = Fwy, centered on w = 0 and
split by wa. If a resonance offset is added to the Hamiltonian in Eq. 4.6, the doublet is
centered on the offset frequency.

It has long been known that the 90;—7—902 two-pulse sequence can create
double-quantum coherence from equilibrium magnetization in S = 1 systems with weak
quadrupolar couplings [198, 199, 200].'2 The conversion of magnetization to double-quantum

coherence is complete with the proper choice of the delay 7. This can be seen as follows.

The initial thermal equilibrium difference density operator for spin S is p(0) S’Z, and

"In Eq. 3 of Ref. [198], I, = %[T%—i—T{l] should be corrected to I, = %[T%—&—Tll].

12By “weak” it is meant that the quadrupolar coupling is small enough that quadrupolar evolution can be
neglected during a “hard” radiofrequency pulse; the motionally-averaged quadrupolar frequency wb in liquid
crystalline media will almost always be small enough to satisfy this condition, even in low-power liquid-state
NMR probes.
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a hard 90; pulse (where the y-direction corresponds to an rf phase of ¢ = 7/2) con-
verts S, to S,. According to Eq. 4.7, the density operator at time 7 is then (1)
S, coswpT + i(Tot1 + T 1) sinwgT, such that p(1 = 7/(2wg)) o< i(To o1+ To—1). A sec-

ond 90;, pulse converts this to —i(Ty 49 —Th o) [198], which in the spherical tensor operator

—_

formalism corresponds to pure double-quantum coherence, where T27i2 = 75&.

Interestingly, the double-quantum coherence terms Tt 2.+2 in the density operator
do not evolve under the first-order quadrupolar Hamiltonian in Eq. 4.6. This means that
the double quantum spectrum exhibits no quadrupolar splitting. This can be an advantage
when performing S = 1 NMR spectroscopy in oriented media because the quadrupolar-split
doublets of different sites may overlap in a conventional NMR, spectrum, but all these dou-
blets are collapsed in the double-quantum spectrum so that only chemical shift information
is retained.

The problem of DQC excitation becomes more complicated in the presence of a

resonance offset §. In such a case the full spin-S Hamiltonian is
A ~ 1 N o
H'/h =68, + gwg? (382 — S(S + 1)1], (4.8)

where the fact that the resonance offset Hamiltonian commutes with the quadrupolar Hamil-
tonian conveniently allows the time evolution under these two Hamiltonians to be calculated

separately (sequentially). Starting from equilibrium magnetization p(0) o S., the density
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operator after a 90;—7—90; excitation sequence is:

p(1) o —[cosd7S, — sindTS,] coswgT

—[i COS (ST(TQH'_Q — TQ,_Q) + sin 5T(T27+1 — T27_1)] sin wa. (4.9)

In the special case that 7 = 7/(2wg,) and § = 0, Eq. 4.9 reduces to p(7) —i(Ty o —Th2),
as expected. If § # 0, not only is the DQC attenuated by a factor of cos d7, but the presence
other density operator terms can cause spectral artifacts if they end up as observable signal
at the end of a pulse sequence, if proper coherence pathway selection is not employed. The
resonance offset effects on DQC excitation can be removed if d7 = 27n, where n is an
integer. Alternatively, one can choose 7 = 7/(2wg) and ¢ = nm/7; however, in general both
of these conditions cannot be satisfied for two different resonances (i.e., two quadrupolar
sites) at the same time. A better approach may to be modify the excitation sequence to
902)—7'/ 2—180°—r7/ 2—90g, where the rf phase of the 180° pulse is arbitrary. This spin
echo sequence refocuses evolution under a resonance offset, but retains evolution under
the first-order quadrupolar Hamiltonian. Employing this excitation sequence gives a result
equivalent to setting 6 = 0 in Eq. 4.9.

Since the observable in NMR is transverse magnetization (by convention S‘+ for
quadrature-detected spectra), double quantum coherence is not directly observable because
T T[Tg,ﬁ&r] = 0. However, DQC can be observed indirectly in a two-dimensional NMR
experiment, after it is converted to observable (single-quantum) transverse magnetization.
This conversion can be accomplished by the reverse process of the double-quantum ex-

citation described above: DQC can be converted to (unobservable) T h.+1 single-quantum
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coherence with a 90° pulse, which then evolves into observable Tl,il ox S’i single-quantum
coherence (transverse magnetization) during evolution under ﬁclg Perhaps the simplest

double-quantum 2D pulse sequence is (see Fig. 4.6):
(905, —7—905, )—t1—(90g, )—to—detect(¢), (4.10)

where ¢1 and ¢9 are radiofrequency pulse phases and ¢, is the receiver phase. The
90;1—7—9021 DQC excitation sequence can be replaced by 90251—7’/2—1800—7/2—902’)1
in order to make it robust against resonance offset effects. The optimal choice of 7 for
DQC creation is 7 = 7/(2wg) can be experimentally parameterized as 7 = 1/(2A), where
2TA = 2w’Q is the doublet splitting in the directly-detected spectrum due to the residual
quadrupolar interaction. The DQC evolves during the indirect dimension time interval ¢1,
where it is converted by the final 90° pulse into a form that evolves into transverse mag-
netization that is measured as a function of the direct dimension time interval ¢5. Fourier
transformation with respect to both time dimensions yields the double-quantum spectrum
(a singlet at frequency 20) in the indirect dimension projection and the single-quantum
(conventional) spectrum (a doublet at § + wg,) in the direct dimension projection.
90°, 90°, 90°¢,

. «—T—> . t1 > . detect t2

Figure 4.6: Pulse sequence for I = 1 double-quantum spectroscopy in the presence of a
weak quadrupolar coupling. A 180° pulse can be inserted in the middle of the two-pulse
excitation sequence to make the excitation robust against resonance offset effects.

Some experimental results on N-14 double-quantum spectroscopy of oriented phos-

pholipid bicelles in aqueous solution at 16.45 T are presented in §4.5.2.
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4.3.2 DQC through J-coupling to a spin-1/2 in isotropic solution

The discussion in §4.3.1 is applicable to oriented systems in which a residual
quadrupolar interaction exists. However, it is also useful to have a way to create dou-
ble quantum coherence in isotropic solution. A method of creating S = 1 DQC in isotropic
solution through the .J-coupling to a neighboring spin-1/2 nucleus'® was invented more than
twenty years ago by Yen and Weitekamp [202], with an obvious potential application being
the creation of N-14 DQC in proteins through J-coupling to amide protons. Their pulse
sequence is shown in Fig. 4.7; this 2D experiment correlates the S = 1 double-quantum
spectrum in the indirect dimension with the I = 1/2 directly-detected spectrum. The basic
elements of this sequence are familiar: aside from the choice of pulse phases, the excitation
sequence resembles the INEPT heteronuclear polarization transfer sequence [203], and the
sequence as a whole resembles the HSQC heteronuclear correlation experiment [204] used
in protein NMR spectroscopy. However, the effect of this pulse sequence is very different
in the S = 1, I = 1/2 J-coupled system.'* As is shown in Ref. [202], under the J-coupled

heteronuclear Hamiltonian

ﬁ/h:5[fz+55SZ+J/fZS'Z, (4.11)

13Ref. [201] describes a method capable of creating single-spin DQC in a weakly-coupled pair of spin-1
nuclei in isotropic solution.

1Ref. [205] describes a heteronuclear pulse sequence for use in anisotropic media that is structurally similar
to Yen and Weitekamp’s, but it includes a selective S-spin pulse for double-quantum excitation through the
residual quadrupolar interaction, and uses a different choice of pulse phases and delays.
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the (903)—7/2—(1802) 1, (1803) s—7/2—(90%) 1, (903) s excitation sequence creates the den-

sity operator term
pr(r) = {L.[1 + S2(cos J't — 1)] + ISy sin J'r} (4.12)

from equilibrium I-spin magnetization (p;(0) = ¢;I,). The 180° pulses in the center of

the evolution interval 7 refocus any effects due to chemical shift evolution while retaining

S_5,)] term contains spin-S double- and zero-quantum coherences. The —ifz( LS+
§_§+) zero-quantum term is unwanted, as is the I z-magnetization term and the fxgy
heteronuclear double- and zero-quantum term; the effects of these terms can be removed
from the final spectrum by proper coherence pathway selection. Furthermore, the I xS'y term

can be nulled by choosing 7 = 7/J' = 1/(2J) (where J' = 27.J), which is also the condition

that maximizes the I 25’5 term that contains the S =1 DQC.
I Ir/z.r/zl lr/zl /2 t,
s Bl 1N

Figure 4.7: Pulse sequence for indirect detection of S = 1 double quantum coherence via
a J-coupled I = 1/2 partner. The thin blocks represent 90° pulses and the thick blocks
represent 180° pulses.

The spectra of systems in which the linewidths are not greater than the J-coupling
exhibit J-split multiplet structures. In a system of n equivalent spins I = 1/2 coupled to
an S = 1 nucleus, the I = 1/2 directly-detected (single-quantum) spectrum consists of

a 1:1:1 intensity-ratio triplet with splitting J. The multiplet structure of the S = 1
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double-quantum spectrum varies according to the number n of coupled spin partners. It
is important to note that the DQ multiplet structure differs in the Yen and Weitekamp
heteronuclear experiment from that which would be observed if DQC was created directly
by, say, a residual quadrupolar interaction; this is because the DQC in the heteronuclear
experiment has the form I zS‘i, whereas in the single S = 1 system the DQC has the form S'i,
and these operators have different matrix elements. In the Yen and Weitekamp experiment,
the I Zgi—type DQ spectrum in the S — I system corresponds to a 1:1 intensity-ratio doublet
of splitting 2.J; in the S1s system the DQ spectrum corresponds to a 1:0:1 triplet of splitting
2J; and in the SI; system the DQ spectrum corresponds to a 1:1:0:1:1 intensity-ratio
quintet of splitting 2.J [202]. In these three systems, the S = 1 directly-detected spectrum
corresponds to a 1:1, 1:2:1, or 1:4:6:4:1 intensity-ratio multiplet, respectively, of
splitting J.

The result of a nitrogen-proton DQ-SQ correlation experiment at 7.05 T is pre-
sented in §4.5.1 in the ammonium ion (*NHy) system, which is in the extreme narrowing

limit.

4.3.3 DQC through cross-correlation effects outside of the extreme nar-

rowing regime

As was discussed in §1.5.4, outside of the extreme narrowing regime it is some-
times possible to observe dynamic frequency shifts (DFSs) and multiexponential relaxation
behavior in certain spin systems. The dynamic frequency shifts are discussed first. These
shifts can be thought of as arising from coherent evolution due to incomplete motional

averaging of the cross (interference) terms in the second-order (Zeeman-truncated) solid-
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state Hamiltonian. The largest of these effects involve correlation with the quadrupolar
interaction, assuming the quadrupolar coupling is large; Wi et al. have considered in some
detail the cases of quadrupolar-CSA cross-correlation [37, 206] and quadrupolar-dipolar
cross-correlation [207, 208] in the solid state (particularly under magic-angle spinning con-
ditions). The motionally averaged solution-state Hamiltonians may be deduced from the
expressions for the dynamic frequency shifts in Refs. [88] and [89],'° and compared to the
expressions of Wi et al. The dynamic shift Hamiltonians in isotropic solution are given for
the cases of quadrupolar-quadrupolar autocorrelation on spin S, quadrupolar-CSA cross-
correlation on spin S, and quadrupolar-dipolar cross-correlation in the I — .S heteronuclear
system, where the quadrupolar coupling is on spin S and the dipolar coupling is between

spins S and I:

72 3 Wos s A 83

Hosqs/h = o o {LQs.s(wp)[(45(S+1) —1)5. — 857]
—LQg.qs(203)[(25(S +1) = 1)8. — 282} (4.13)
Harosas/h = —38988 10 ooy (B8-S + D1 (419
T, /h = —g%%s,ms (w5)[352 = S(S + 1)1s]L. (4.15)
where wg = (2rCg4)/[25(25-1)], wesag = Aagwos, Wp,g = _,u;% fyf%*:h, and wg = v5By.

Axial symmetry has been assumed for the quadrupolar and CSA interactions (ngs = 0,
ncsag = 0). The dimensionless function L¢ ¢ (w) is related to the imaginary part of the

spectral density and reaches an asymptotic value as the rotational correlation time 7. — oo,

5Refs. [88] and [89] incorrectly omit factors of w?7? from the numerators of their definitions of L(w), the
imaginary part of the spectral density function.
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which recovers the orientationally-averaged solid-state Hamiltonian. In the case of a rigid,
spherical molecule, L¢ ¢/ (w) = Py(cos O¢ ¢) [w?T2 /(1 +w?7?2)], where Ps(cosf) = %(3 cos? 6 —
1) is the second-rank Legendre polynomial, and f¢¢ is the angle between the principal
axes of interactions & and & (f¢¢ = 0 for autocorrelated interactions). In the case of
an amide N-14 at By = 16.45 T with Cg = —3.2 MHz, ryg = 1.02 A, and Aoyia =
—170 ppm, the relevant parameters are wg, = 27 X —1.6 MHz, wcsa, = 27 x —8.61
kHz, wpy, = 27 x —8.18 kHz, and w{ = 27 x 50.6 MHz. Thus in this type of system
the quadrupolar autocorrelated dynamic frequency shift can approach the 10 kHz range,
whereas the quadrupolar-CSA and quadrupolar-dipolar cross-correlated dynamic frequency
shifts are at most in the tens to hundreds of Hz range. It is interesting to note that
the asymptotic values of the quadrupolar autocorrelated and quadrupolar-dipolar cross-
correlated DFSs decrease like 1/By with increasing magnetic field strength, whereas the
quadrupolar-CSA cross-correlated DFS is independent of By (due to the fact that woga o
By).

The next question is whether any of these dynamic frequency shift Hamiltonians
can be used to create double-quantum coherence in the S = 1 system. It is well-known
that rotation due to a hard radiofrequency pulse can change only the coherence order of a
density operator term, not its tensor rank, and the creation of |g| > 1 multiple-quantum
coherence 7} k,q on spin S necessarily requires converting rank k& = 1 magnetization to some
higher rank tensor term. The usual strategy in NMR for creating multiple-quantum coher-
ence in the spin-S system is to create transverse magnetization Si Tl,il from equilibrium

magnetization via a hard rf pulse, which then evolves during free precession under an appro-
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priate Zeeman-truncated Hamiltonian into Z/A’hil terms (conserving the coherence order),
which then may be converted to Tk,q terms via a second pulse.'® It should be considered
whether the Hamiltonians in Eqgs. 4.13, 4.14, and 4.15 are capable of creating higher-rank
spin-S tensor terms under free precession. In general, all of them can be used to cre-
ate spin-S multiple-quantum coherence given the appropriate pulse sequence; in fact, the
quadrupolar-CSA DFS Hamiltonian has the same spin-operator dependence as the first-
order quadrupolar Hamiltonian used in §4.3.1. However, in the special case of S = 1,
the autocorrelated quadrupolar DFS Hamiltonian in Eq. 4.13 is proportional to 5}, since
53 = §, for S = 1. Evolution under such a Hamiltonian corresponds to a z-rotation of
spin-S, which is not capable of changing the tensor rank of the density operator terms;
in fact, the system evolves under this Hamiltonian in the same way as it would under a
chemical shift.!” It is unfortunate that the autocorrelated quadrupolar DFS Hamiltonian
cannot be used in S = 1 systems, because it is relatively large and in general the larger
the Hamiltonian the better, in order to be able to create multiple-quantum coherence faster
than the relaxation processes can take effect. The remaining candidates appear to be the
quadrupolar-CSA and quadrupolar-dipolar DFS Hamiltonians, preferably well into the slow
tumbling regime where the DFSs are large.

The other possibility for DQC creation in the slow tumbling regime is to utilize

the quadrupolar-dominated multiexponential relaxation phenomena to create higher-rank

16 As was seen in in §4.3.2, in a two-spin I — S system it is possible to create S-spin multiple quantum
coherence starting with I magnetization instead, but a Hamiltonian is still necessary which can create
higher-rank spin-S tensor terms in the density operator upon free precession.

"The fact that both the second-order quadrupolar Hamiltonian and the chemical shift Hamiltonian are
proportional to S, is what makes using spin manipulations (i.e., rf pulses) to help to remove the anisotropic
second-order quadrupolar broadening in solids without removing the chemical shift seems to be an impossible
task. However, it is possible to implement DAS- and DOR-type spatial manipulations.
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density operator terms. However, magnetization in S = 1 systems is known to relax mo-
noexponentially even outside of the extreme narrowing regime [103], so the possibility of
DQC creation through this type of mechanism is precluded, at least for an isolated S = 1

System.

4.4 Quadrupolar relaxation concerns for DQC creation in
large-C systems

The discussion of §4.2 made it clear that the major obstacle to the successful im-
plementation of double-quantum line narrowing in amide N-14 systems is the absolute size
of the relaxation rates when the quadrupolar coupling is very large. The fast quadrupolar
relaxation is also the major obstacle to creating N-14 double quantum coherence, as will be
discussed below for the cases of DQC creation through the dynamic frequency shift Hamil-
tonians, J-coupling to neighboring nuclei, or residual quadrupolar interaction in anisotropic
solution.

The effects of relaxation on DQC creation through the cross-correlated dynamic
frequency shift terms of §4.3.3 will be considered first, in particular the example of the
quadrupolar-CSA cross-correlation. The motionally-averaged Hamiltonian that dictates the
cross-correlated dynamics is given in Eq. 4.14. This Hamiltonian has the same spin-operator
dependence as the first-order quadrupolar Hamiltonian in Eq. 4.6; therefore, DQC can be
created via the excitation pulse sequence in §4.3.1. As can be seen from Eq. 4.7 evolution
of transverse magnetization under this type of Hamiltonian creates Tg,il density operator

terms that can be converted into DQC via rf pulses. A comparison of the Hamiltonians in
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Eqgs. 4.6 and 4.14 indicates that the T 2,+1 density operator terms will develop sinusoidally

under the quadrupolar-CSA DFS Hamiltonian with a frequency

WQTCQ
1+ ngCT

2 3
wé),)CSA = —cwwcsaPa(cosbg csa)

- (4.16)

where the usual conditions of a rigid spherical molecule in isotropic solution with axially-
symmetric quadrupolar and CSA interactions have been assumed. By comparison, the
relaxation rate of the Tg’i density operator terms under the same conditions is given by

Eqs. 10, 35, and 63-65 of Ref. [103]:

,OSA
o4 = FgQ,ﬂ + ng? + F2Q,:|:1

~ SETCQPII0) + Jw) +27(2en)] + 5o (Aown)’[5(0) + 107 (o)

+é(2ch)(Aaw0)P2(cos bo.c54)7(0), (4.17)

where J(w) = 7./(1 + w?72) is related to the real part of the spectral density function,
and the quadrupolar-CSA cross-correlated relaxation term FQQ’flSA has been approximated
by its adiabatic component (which is expected to dominate in the slow tumbling regime).
Obviously, if the rate I'; +1 in Eq. 4.17 that the T 2,+1 density operator terms exponentially
relax to zero is greater than the frequency |wc(,22)c g4l in Eq. 4.16 at which these terms develop
under the cross-correlated Hamiltonian, then trying to create DQC via this mechanism is
a losing battle. These two quantities are plotted in Fig. 4.8 for Cg = —3.2 MHz, 79 = 0,

Ao = —170 ppm, ncsa = 0, 6g,csa = 0, and wy/27 = 50.6 MHz. The relaxation in

this case is dominated completely by the I‘g 41 quadrupolar term, and as can be seen, the
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Figure 4.8: Calculated N-14 relaxation rate and quadrupolar-CSA dynamic frequency shift
evolution frequency of the Tg,il density operator terms as a function of rotational correla-
tion time for a rigid spherical molecule in isotropic solution at 16.45 T. The quadrupolar
parameters are Cg = —3.2 MHz and ng = 0, and the CSA parameters are Ao = —170 ppm
and ngsa = 0, with a Larmor frequency of wy/2m = 50.6 MHz. The quadrupolar and CSA
interactions are assumed to be coaxial. The vertical dash-dot line marks 7. = |wp| ™!, and
the vertical dotted line marks 7. = 10Jwo|~*.

quadrupolar relaxation overwhelms the dynamic frequency shift for all values of 7., with
the smallest difference between the relaxation rate and the DFS occurring near wor, ~ 1
[6, §X.IIL.B]. It is perhaps not unexpected that the quadrupolar relaxation dominates the
DFS, particularly in the slow tumbling regime where the relaxation is governed almost
solely by the adiabatic quadrupolar term which goes as O%Tc, whereas the DF'S goes as Cg
scaled down by a factor of wcga/wo. There is a simple way to determine experimentally
for a given 7. whether the quadrupolar-dominated relaxation of the TQJ terms is faster

than their creation through the quadrupolar-CSA DFS. The R3 41 quadrupolar relaxation
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rate coincides with the Ry 41 = 1/7% transverse relaxation rate in the slow tumbling limit
(and is less than 1/7% in the extreme narrowing limit) [103], and 1/7% is of the order of
the linewidth in the directly-detected spectrum. The DFS-induced splitting of the directly-
detected spectrum as given by the Hamiltonian in Eq. 4.14 is wg)os /7. Therefore, by
equating the I'y 11 relaxation rate with 1/T5 with the observed linewidth, one can estimate
that ]wé;)cs 4| is comparable to or greater than the I'p 1; relaxation rate if the doublet
splitting is large enough to be observed (i.e., if the splitting is at least of the order of
the linewidth). Similar arguments hold for assessing the size of the quadrupolar-dipolar
cross-correlated DFS in two-spin systems.

Next to be considered is the influence of spin relaxation on the creation of S =1
DQC via J-coupling to an I = 1/2 neighbor, as was discussed in §4.3.2. A —90° rotation of
the I — S system about the z-axis after the DQC excitation described in Eq. 4.12 shows that
following the (902);—7/2—(1802);, (180%)s—7/2 portion of the DQC excitation sequence
the spin-I density operator is py(7_) = {I,[1 + S2(cos J'7 — 1)] — IS, sin J'7}. The density
operator term 1,52 equals %fy - %(11Tfo — IA_TQ“?O), where Tzs:o =352 - 5(5+1)ig. Tt is
the fiTQSQ terms that are converted into spin-S DQC via the final pair of heteronuclear 903

pulses. Ref. [189] estimates the relaxation rate of the fiTQS:O terms to be:

3 2
Prpg, =12 15027C0)

Te

T 4.18
1—|—w6927'02 ( )

in the limit that quadrupolar interaction is much greater than the CSA, dipolar, and J-
coupling interactions. Following the argument made about the creation of DQC through

DFS evolution, the relaxation rate of the I+T: 2570 density operator terms given by Eq. 4.18
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at 16.45 T is plotted in Fig. 4.9 for an amide N-14-H-1 pair along with the frequency

J' = 27 J that characterizes the development of these terms. Eq. 4.18 contains no adiabatic
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Figure 4.9: Calculated quadrupolar relaxation rate of the I.T 2570 density operator terms in
the amide N-14-H-1 (I — S) system as a function of rotational correlation time for a rigid
spherical molecule in isotropic solution at 16.45 T, plus the N-H J-coupling frequency.
The quadrupolar parameters are Cg = —3.2 MHz and ng = 0, with Larmor frequency of
wo/2m = 50.6 MHz. The N-14-H-1 J-coupling frequency is |Jy14_ 1| = 27| IN1a—m1| =
27 % 65 Hz. The vertical dotted lines mark 7, = |w)'**|7! (left) and 7. = 10|w) 14|71 (right).

contribution in this approximation, so the relaxation rate decreases away from the wév W~

1 region, but with an amide N-14 Cg of more than 3 MHz, the difficulty of using the
nitrogen-proton J-coupling to create N-14 DQC for any reasonable value of 7. is apparent.

Finally, the case of DQC excitation in anisotropic media is considered. Accord-
ing to Eq. 4.6, the Hamiltonian used for DQC creation in an oriented system is just the

orientationally-averaged first-order quadrupolar Hamiltonian, which has the form as the
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quadrupolar-CSA dynamic shift Hamiltonian in Eq. 4.14. Therefore, the effect of relaxation
on DQC excitation is much the same as in the dynamic frequency shift case.'® However,
the quadrupolar Hamiltonian in an anisotropic system can be quite large, depending on
the degree of alignment of the medium. The relevant quantities to be compared are the
quadrupolar evolution frequency w’Q in Eq. 4.6 with the ng:l relaxation rate in Eq. 4.17,
assuming only quadrupolar and CSA relaxation. The quantity wb can be determined from
the S = 1 doublet splitting A = wb /7. If the quadrupolar linewidths are small enough that
the doublet is resolved, it is likely that DQC excitation is possible. However, it should be
pointed out that in protein NMR spectroscopy the concentration of the protein is so low
(~ 1 mM) and the gyromagnetic ratio of N-14 is so low that any practical experiment would
still require the N-14 DQC that develops in the indirect dimension of a 2D experiment to
be transferred to H-1 nuclei in the direct dimension for more sensitive detection [7, §8.5.1].
If that transfer is to be accomplished through the J-coupling, the same types of problems
arise as were discussed previously: e.g. the fiTj?o density operator terms may relax be-
fore the transfer to spin-I transverse magnetization is complete. It is possible, however,
that the residual dipolar couplings in an aligned medium may be somewhat larger than the

J-couplings, so the transfer may be able to proceed slightly faster.

18Note that the relaxation rates in an oriented medium differ somewhat from the rates in isotropic solution.
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4.5 Experimental data

4.5.1 N-14 DQ-H-1 SQ correlation spectroscopy via the J-coupling

N-14 DQ NMR experiments were performed on Yen and Weitekamp’s [202] test
sample in order to test the pulse sequence in Fig. 4.7. The sample was 8 M aqueous
ammonium nitrate (NH4NO3(aq)) acidified to pH ~ 1 with concentrated hydrochloric acid
to ensure that the "NH, remained in its protonated form. There are two resonances in the
N-14 spectrum, one due to "NHy and the other due to NOj; only the *NHy resonance was
studied here because the N-14-H-1 J-coupling was used. The experiments were performed
at 7.05 Tesla on a Varian Unity Inova spectrometer using a Varian 5-mm H-X broadband
solution-state NMR probe. The H-1 frequency was 299.78 MHz and the N-14 frequency was
21.65 MHz. The pulse sequence in Fig. 4.7 was modified to include pulsed field gradient
selection of the N-14 double quantum coherence. The experimental spectrum is shown in
Fig. 4.10. As expected, the N-14 DQ spectrum showed a 1:1:0:1:1 intensity ratio J-split
quintet centered at twice the frequency of the directly-detected *INH4 N-14 resonance. The
J-splitting was ~ 100 Hz. The H-1 directly-detected spectrum showed a 1:1:1 intensity
ratio J-split triplet. The N-14 line was on the order of Hz; the tetrahedral symmetry of the
TNH, ion results in a small electric field gradient at the position of the nitrogen nucleus
and hence in a small quadrupolar coupling. The quadrupolar relaxation is therefore slow.
This system is expected to be well within the extreme narrowing regime: no line narrowing
in the double quantum was observed, and none was expected.

The N-14 DQ-H1 SQ correlation experiment was tried using other samples to

see how well the method could be extended to systems with faster quadrupolar relaxation
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o
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Figure 4.10: N-14 double quantum spectrum of TNHy(aq) in ammonium nitrate detected at
7.05 T on H-1 through the J-coupling. The vertical axis is the direct (H-1 single quantum)
dimension and the horizontal axis is the indirect (N-14 double quantum) dimension. The
ppm scales on both axes are mislabeled; see below for the correct spectral widths in both
dimensions. The pulse sequence in Fig. 4.7 was used along with pulsed field gradient
coherence pathway selection. A z-gradient pulse of strength G = 0.42 G/cm was applied
for 7¢1 = 6.922 ms at the end of the ¢; interval just before the simultaneous 90° pulses;
a z-gradient pulse of strength G = 0.42 G/cm was applied for 7go = 1 ms just after the
simultaneous 90° pulses. The use of equally-strong gradient pulses with durations in the
ratio 7¢1/7g2 = 6.922 = vg1/(2v7n14) ensured selection of the N-14 DQC in the indirect
dimension. A total of 8000 points were taken in the direct dimension with a spectral window
of 4000 Hz and an acquisition time of 1 s. A total of 2048 points were taken in the indirect
dimension with a spectral window of 8000 Hz; 8 acquisitions were taken per indirect point.
The H-1 90° pulse was 55 us long and the N-14 90° pulse was 35 us long. A recycle delay
of 1 s was used along with a 4 ms, 22 G/cm spoiler z-gradient pulse before the recycle
delay to dephase any remaining proton transverse magnetization before the start of the
next experiment.

rates. The only successful attempt was in neat formamide (HCONH3), which exhibited a
weak double quantum signal. The N-14 linewidth in this system was ~ 250 Hz and no
J-structure was resolved, so it is expected that this system is near the limit of practicality
for this experiment. No line narrowing in the double quantum dimension was observed.
Formamide reorients in the extreme narrowing regime. The DQ-SQ correlation experiment

was also attempted in methyl formamide and in piperidine; no N-14 double quantum signal
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was observed in these experiments.

4.5.2 N-14 DQ-SQ correlation spectroscopy in oriented bicelles

Nitrogen-14 double-quantum spectroscopy was performed in a system of magnetically-
oriented phosphocholine lipid bicelles. Bicelles, short for “bilayered micelles”, are thought to
be discoidal bilayers that self-assemble in aqueous solution from mixtures of short- and long-
chain polar lipids at the proper temperature and concentration. The polar (hydrophilic)
head groups of the lipids orient toward the outside of the disc and the hydrophobic chains are
directed inward. Phospholipid bicelles have been well-characterized by NMR [209, 210, 211].
A magnetic field such as the one in an NMR magnet can be used to align the bicelles into
an oriented liquid crystalline phase. Under normal conditions the discs orient themselves
so that the normal vectors of their faces are perpendicular to the magnetic field.

The bicelles used in this work were a 25% (w/v) solution of dimyristoylphos-
phatidylcholine (DMPC) and dihexanoylphosphatidylcholine (DHPC) lipids in DO in a

concentration ratio of ¢ = [DMPC]:[DHPC] = 2.75. The general structure of these lipids is:

[R-(C=0)-O-CHa]-[CH-O—(C=0)-R]CH,-[O-(POj )-O](CH2)5-N*—(CHs)3

The group —R is the long alkyl chain —(CHg2)12—CHs in the case of DMPC and is the short
alkyl chain —(CHz)4,—CHg in the case of DHPC. The long-chain lipids form the faces of the
bicelles and the short-chain lipids cap the edges. The size of the bicelle can be adjusted by
varying the concentration ratio of the two lipids.

The polar heads of the lipids are phosphocholine groups, which in turn contain an

ethyltrimethylammonium group. The nitrogen atom in this group is situated in a fairly sym-
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metric environment where the electric field gradients are relatively small; consequently the
quadrupolar coupling is not very large. The N-14 quadrupolar coupling constant has been
estimated in an NMR relaxation study to be =~ 100 kHz in similar n-alkylmethylammonium
lipids [212]. This is of the same order of magnitude (perhaps somewhat smaller) than typical
quadrupolar coupling constants of H-2 nuclei; since deuterium double quantum spectroscopy
has been performed long ago, DQ spectroscopy in the N-14 bicellar system should have sim-
ilar success. Note that the bicelles are large, ~ 40 nm in diameter and ~ 4 nm thick, so
they should tumble with a global rotational correlation time that is outside of the extreme
narrowing regime. However, the bilayers are fluid and internal motion about the lipid axis
is also possible.

The DHPC:DMPC bicelles used in this study were reconstituted from a previ-
ous mixture that had been frozen for storage. The mixture was a 25% (w/v) 2.75:1
DMPC:DHPC solution in DO. The reconstitution procedure is as follows. The sample
was mixed in a vortexer for 1 minute and then cooled in a liquid nitrogen/isopropanol bath
at —4 °C for 2-3 minutes. It was then heated in a water bath at 50 °C for 10 minutes,
followed by centrifugation for 5 minutes. This procedure was repeated three or more times.

The NMR experiments were conducted at 16.43 T on a Bruker Avance-700 spec-
trometer using a Bruker 5-mm H-X broadband solution-state NMR probe. The N-14 Lar-
mor frequency was 50.577 MHz. Fig. 4.11 shows the N-14 spectrum of DHPC:DMPC bicelles
aligned in a magnetic field of 16.43 T at 40 °C. The quadrupolar splitting of the DoO H-2
nuclei was measured to be 29 Hz; this served as an external measure of the alignment of

the medium. The N-14 spectrum exhibits two quadrupolar-split doublets centered on ap-
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proximately the same frequency. The inner doublet was split by A; = 1.625 kHz and the
outer doublet was split by A, ~ 5.3 kHz. The full-width at half maximum of the compo-

nents of the inner doublet was 80 Hz. The inner doublet was chosen for further study via
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Figure 4.11: N-14 spectrum of DHPC:DMPC bicelles aligned at By = 16.43 T at 40 °C.

The spectrum was the sum of 1024 scans. The spectral window was 20 kHz, the acquisition
time was 15 ms, and the recycle delay was 350 ms.

double-quantum spectroscopy using the pulse sequence in Fig. 4.6. The excitation time 7
was set to 1/(2A;) = 307 us. Coincidentally, this choice of 7 almost nulls the DQ excitation
of the outer doublet (see Eq. 4.9). No 180° refocusing pulse was used in the center of the
excitation window; a 180° pulse at the rf power that was used would be 80 us long, which is
a significant fraction of 7. The N-14 double-quantum-single quantum correlation spectrum
is shown in Fig. 4.12. Frequency discrimination was not employed in the indirect dimension

so the spectrum is mirrored across w; = 0. The experiment also generated phase-twist
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lineshapes rather than pure-absorptive mode lineshapes. As is expected the observed —2
kHz resonance offset in the double-quantum (indirect) dimension is twice the —1 kHz offset
in the single-quantum (direct) dimension. Only a single resonance is observed in the double
quantum dimension because the DQC is not split by the quadrupolar coupling. No line
narrowing was observed in the double quantum dimension. A DQ-SQ correlation of the
outer doublet is not observed. This may be the first I = 1 double quantum spectrum taken

in oriented bicelles.

4.6 Conclusions

The work reported here investigated the feasibility of obtaining higher-resolution
solution-state N-14 NMR spectra in large biomolecules via the use of double-quantum spec-
troscopy. The ability to perform N-14 spectroscopy would obviate the need for isotopic
labeling with the spin-1/2 N-15 nucleus. The spin S = 1 N-14 nucleus typically exhibits
extremely large linewidths due to the fast relaxation induced by its large quadrupolar cou-
pling (Cg ~ 3 MHz for amide nitrogens). This broadening is even worse in slowly tumbling
molecules whose rotational correlation time is outside of the extreme narrowing limit. How-
ever, in this limit the linewidth of the I = 1 double quantum coherence (DQC) decreases
(although not indefinitely) as the rotational correlation time increases. The double-quantum
spectrum also exhibits a chemical shift resolution twice that of the normal single-quantum
if the linewidths are held constant. For these reasons the idea of N-14 double quantum
spectroscopy of biomolecules is appealing. The DQC is not directly observable so it is

necessary to conduct a multidimensional NMR experiment to measure it indirectly. This
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Figure 4.12: N-14 double-quantum—single quantum correlation spectrum in DHPC:DMPC
bicelles aligned at By = 16.43 T at 40 °C. The vertical axis is the indirect (DQ) dimen-
sion and the horizontal axis is the direct (SQ) dimension. The spectrum was displayed in
absolute-value mode. The pulse sequence in Fig. 4.6 was used with 7 = 307 us and a 90°
time of 40 p s. The spectral window was 20 kHz in the direct dimension and 5 kHz in the
indirect dimension. A total of 128 points were taken in the indirect dimension with 1024
scans per indirect point. An 8-step phase cycle was employed to select the DQ spectrum
while being robust toward artifacts that may occur due to residual magnetization from the
previous transient acquisition [213]. A recycle delay of 300 ms was used.

would be a disadvantage compared to normal one-dimensional spectroscopy, but most NMR

experiments in biomolecules already use multidimensional spectroscopy to establish spin

correlations.

Theoretical calculations were performed to estimate the size of the double quantum
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line narrowing in the slow tumbling regime for S = 1 nuclei and also to estimate the relevant
relaxation rates. While the line narrowing effect can be substantial for very slowly tum-
bling molecules in a relative sense, in terms of absolute linewidth it is probably impossible
to achieve the degree of spectral resolution that is enjoyed in N-15 spectroscopy if nitrogen
sites with large N-14 quadrupolar couplings are considered. Furthermore, it seems unlikely
in a system with a large quadrupolar coupling that the double quantum coherence can be
created with any efficiency due to the competition of fast quadrupolar relaxation. Three
potential methods of creating DQC in the solution state were considered: DQC creation
via a reintroduced, motionally-averaged quadrupolar interaction in oriented media; DQC
creation via the J-coupling to a spin I = 1/2 partner; and DQC creation through coherent
second-order dynamic shift evolution in the slow tumbling dynamical regime. It was shown
that the rate of DQC production by the dynamic shift method will never compete favor-
ably with the quadrupolar relaxation. The J-coupling method is feasible only when the
quadrupolar relaxation rates do not exceed the value of the J-coupling, which will usually
not be the case due to the large size of N-14 quadrupolar couplings and the relatively small
size of J-couplings. The DQ spectroscopy in oriented media is more promising, particularly
if the molecular alignment is strong enough that a large motionally-averaged quadrupolar
interaction is re-introduced. It should also be noted that some of these techniques may be-
come useful in other S = 1 systems in the slow tumbling regime with smaller quadrupolar
couplings, e.g., deuterium-labeled proteins.

Some N-14 DQ spectroscopy experiments were performed using the well-established

J-coupling and reintroduced quadrupolar coupling methods. Proton-detected D(Q spec-
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troscopy of N-14 in the ammonium ion in the extreme narrowing limit was successfully
performed but similar results were not achieved in systems with larger quadrupolar relax-
ation rates. Double quantum line narrowing is not expected in the extreme narrowing limit
and was not observed. Nitrogen-14 DQ spectroscopy was also successfully performed in
magnetically-aligned phospholipid bicelles. No DQ line narrowing was observed. This may

have been the first instance of double quantum NMR spectroscopy in aligned bicelles.
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Chapter 5

Analogies between NMR/NQR

and atomic/molecular optics

5.1 Introduction

The great utility and versatility of nuclear resonance experiments stems from the
ability of the experimenter to control the nuclear angular momentum dynamics through the
application of static and radiofrequency magnetic fields. Many of these experiments can
be performed in continuous wave (cw) mode, although pulsed Fourier transform techniques
allow the full power of NMR quantum control to be exploited. New pulse sequences are
usually designed with the following thoughts in mind: what types of quantum coherences
can be created in the system? What effective Hamiltonians would be necessary in order
to extract certain desired physical information from the spin system? How can the exper-

imentalist generate the necessary effective Hamiltonians? The NMR spectroscopists have
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developed some of the most sophisticated techniques of quantum control largely due to sev-
eral fortuitous conditions. First of all, the spin systems are simple, usually involving only a
few discrete states that are relatively weakly coupled to their environment, which results in
slow relaxation of the nuclear polarization. The experimenter often has the ability to apply
“hard” rf pulses to the system during which the dynamics under any internal Hamiltonians
can be neglected, allowing for the precise manipulation of the nuclear angular momenta.
Furthermore, experiments conducted at high magnetic fields allow for the possibility of
applying coherence pathway selection techniques that can simplify the observed spectra.

It is often the case in an atomic or molecular system® that angular momentum is
a good (or approximately good) quantum number. This angular momentum could be the
total electronic angular momentum, or the total electronic plus nuclear angular momentum
if a strong hyperfine coupling is present. If one or two of these angular momentum states are
isolated, the situation in atomic and molecular optics (AMO) is quite analogous to NMR.

The field of AMO is quite broad, and only a small subset of those studies will be
considered here. It is not the goal of this work to explore some of the analogies between
ultrafast (coherent) laser spectroscopy and magnetic resonance, or mixed optical /magnetic
resonance techniques. Rather, the discussion will be limited to experiments that involve
the simple dynamics of quantized atomic or molecular angular momenta in (usually static)
electric and magnetic fields, which are not regularly considered from the perspective of
quantum control in the density operator formalism. There have been decades of work in

this field and the AMO physicists have strong insights into these systems that may be

Tt may be assumed for the purposes of this chapter that the atomic/molecular systems are in the gas
phase.
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applied to the design or understanding of NMR experiments.

The goal of this chapter is simple: to make a mathematical analogy between several
basic NMR and AMO systems, particularly systems with more than two levels. This analogy
will be grounded in a density operator and Hamiltonian formalism for the angular momenta
and will involve a comparison of the methods of polarization of nuclear and atomic systems,
their respective dynamics in the presence of external or local electric and magnetic fields,
and the system observables. The emphasis here is not on the proposal of new experiments
but rather on a systematic exploration of the similarities between NMR, and AMO angular
momentum dynamics and experiments. However, it is hoped that the analogies between
NMR and AMO will provide not only additional insight into these varied fields of study
but also stimulate new avenues of thought in experimental design.

The language used in optical and NMR spectroscopies somewhat differs, and the
NMR spectroscopist may find the optical spectroscopy books by the following authors to
be both penetrable and enlightening: Budker et al. [32], Auzinsh and Ferber [214], Suter

[215], Alexandrov et al. [216], Macomber [217], Sobelman [218], and Allen and Eberly [219].

5.2 Nuclear and atomic polarization

The first comparison to be made is between methods of polarization of nuclear
and atomic ensembles. Here, polarization refers to the deviation of the state of the system
from the state in which the projection of angular momentum along any direction is the
same; in a single-spin system this state is the completely depolarized state. We consider

an ensemble of angular momenta described by the quantum number .J, which is assumed
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to be a good quantum number for the system. For example, J could describe a particu-
lar electronic or hyperfine state in an atom, or the angular momentum of a nuclear spin.
(Typically F is used to denote hyperfine states and I is used to represent nuclear angular
momenta, but the symbol J is used everywhere in this chapter to emphasize the generality of
angular momentum dynamics across systems.) This ensemble is completely specified quan-
tum mechanically by the density operator in the manifold of the 2J + 1 magnetic sublevels
{|J;m=+J),...,|J;m = —J)}, where m is the quantum number for the projection of the
angular momentum along the quantization axis. The density operator can be decomposed

in a basis of spherical tensor operators of rank k and order ¢ (see Appendix A):

2J+1 +k
A =D > pra®Thg, (5.1)
k=0 g=—k

where where the operators Tk,q are assumed to be orthonormal, that is, (Ty ¢|Tkq) =
TT[T]I,H,T]{@] = O i0q,¢- The coeflicients py, (t) = (Thqlp(t)) = TT[Tiq,ﬁ(t)] are called the
Fano statistical tensors [71] or polarization moments of the system [214]. It is sometimes
also convenient to choose a tensor basis in which symmetric and antisymmetric linear com-
binations of the Tk,iq (¢ > 0) tensors are taken in order to form normalized Hermitian basis

operators [220]:

Do = %[COS(Q¢)(Tk,q + (1) T 4q) +i5in(g0) (T, —g — (=1) D)), (5.2)

where ¢ is the usual polar angle measured from the z-axis, with the quantization axis taken

to be in the +z direction.
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If the ensemble is completely unpolarized, the density operator is just equal to the
identity operator, p = 1 TQQ. However, if the system is polarized so that the probability of
finding the total angular momentum in a particular direction is not isotropic, then non-zero
polarization moments exist with rank & > 0. It is useful to group together these polarization
moments by rank: by one convention, the odd-rank moments correspond to orientation and
the even-rank moments correspond to alignment.? If the density matrix in the {|J,m)}
basis is diagonal (i.e., it contains only terms of the form Tk@), then alignment corresponds
to the case in which the populations of the |J,+m) states are equal (excluding the case
of complete depolarization), and orientation corresponds to cases in which the populations
of the |J, £m) states differ [216]. In the terminology of NMR, in which the quantization
axis is chosen to be along the external magnetic field, rank k& = 1 orientation is called
magnetization (¢ = 0 for longitudinal magnetization, ¢ = %1 for transverse magnetization),
and k = 2, ¢ = 0 alignment is called quadrupolar order.?

Several methods exist by which angular momentum polarization may be visual-
ized. The Wigner-Eckart theorem dictates that the maximum rank of polarization that
can be produced in a system of angular momentum J is ke = 2J. A two-level J = 1/2
system thus can be described completely by the identity operator and the three rank £ =1
components of the density operator. Linear combinations of these three components can
be associated with the components of a vector in a three-dimensional space, enabling the

dynamics of the system to be interpreted geometrically as evolution of the polarization

2 Another convention specifically designates k = 1 polarization to be orientation (for which it is possible
to define a preferred direction for the polarization) and k = 2 polarization to be alignment (for which only
a preferred axis can be defined).

3Strictly speaking, the spin magnetization is proportional to the polarization by the number of spins
and the average nuclear magnetic moment, but “magnetization” and “polarization” will be used somewhat
interchangeably here.
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vector on the so-called Bloch sphere. The magnetization (rank 1 orientation) of the system
is proportional to this vector, as follows from the Wigner-Eckart theorem. However, for
systems with J > 1/2, the density matrix has too many degrees of freedom to be described
by a simple three-dimensional vector, and different methods of visualization must be em-
ployed. One useful method utilizes plots of a three dimensional surface whose radius r from
the origin equals the probability of finding the maximum projection of angular momentum

m = J along the radial direction [221]:

r(0,p;t) = (J,m = J|R™Y(¢,0,0) p(t) R(¢,6,0)|J,m = J), (5.3)

where R(gf), 0,0) is the Euler angle-parameterized rotation operator that rotates the quanti-
zation axis into the radial direction, where 6 and ¢ are the polar angles of the radial vector.
This approach is similar to one that has been employed to describe molecular polarization
[214, 222], and methods also have been developed to visualize the different tensor elements

of nuclear polarization in terms of the corresponding spherical harmonics [223].

5.2.1 Thermal equilibrium nuclear polarization

The overwhelmingly common method of polarization in NMR, experiments is the
thermal equilibration of the spin system in the presence of a dominant magnetic field.
The density operator for a system at thermal equilibrium with its environment is given by
Peq = Qfle*ﬁﬁ, where () = Tr[e*ﬂﬁ] is the canonical partition function and 8 = (kgT)~!

(see §1.4.3). At high magnetic fields the Zeeman interaction typically dominates all other

spin interactions, so H ~ Hy = —hwyJ., where wy = vBy is the Larmor frequency of the
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spin J with gyromagnetic ratio v in an external field By. The quantization axis z is taken
to be along the magnetic field direction. Typically hlwg| < kpT at temperatures above
~ 1073 K if By is on the order of Tesla, so in the high-temperature approximation, the

high-field equilibrium density operator becomes

N N . hwn -~ .
ply o e P2 Trlem P2 o (14 20 ) /T, (5.4)
B

which corresponds to rank-1 polarization in the z-direction, otherwise known as orienta-
tion, longitudinal magnetization, or Zeeman order (because the first non-trivial term is
proportional to the Zeeman Hamiltonian).

When the externally-applied magnetic field is very small, it is then possible that
the internal Hamiltonians may be the dominant interactions, which is often the case in the
solid state where large internal interactions are not motionally averaged away. Usually if the
nucleus possesses an electric quadrupole moment (J > 1/2), the quadrupolar interaction
dominates at low magnetic fields (||Hg| > ||[Hz||) and H ~ Hg. Under these conditions it
is convenient to pick the quantization axis z not to be along the direction of the magnetic

field (if any is present) but to be along the principal axis of the local nuclear electric

hCo,

m[(&fg —J-J) +no(JE - ij)], where

field gradient tensor. In this case fIQ =
Cq is the quadrupolar coupling constant and ng is the electric field gradient asymmetry
parameter (see §1.3.7). Hereafter it will be assumed that the quadrupolar coupling is axially

symmetric (ng = 0). The high temperature approximation applies when hCg < kT and

the equilibrium density operator of a quadrupolar nucleus at low magnetic fields can be
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approximated as:

: : hwo 1
ﬁqu’Q ~ e_ﬂHQ/Tr[e_ﬂHQ} ~ Q

~ {i- kB—T%[?’jf — J(J + D1} /Trd], (5.5)

where in this case, wg = 2mv6Cq/[41(2] —1)] and 1g = 0. The polarized part of pEER cor-
responds to T2,0 alignment, also known as quadrupolar order (because the first non-trivial
term looks like the quadrupolar Hamiltonian ﬁQ, or because the polarization moment is
of rank 2). This is the type of initial polarization found in low-field nuclear quadrupole
resonance (NQR) experiments in the solid state. Quadrupolar order (alignment) does not
correspond to magnetization (orientation), so the alignment must be converted to orienta-
tion in order to be detected as magnetization.

It should be noted that the density operators above were written with a single
nucleus in mind. However, in the case of a polycrystalline powder, individual crystallites
(and hence local electric field gradients) are oriented randomly. Therefore the direction
of the quadrupolar alignment axis will also be randomly distributed, and a macroscopic
collection of quadrupolar nuclei in a small magnetic field will have no net initial polarization
at thermal equilibrium. This is not the case at high magnetic fields if the Zeeman interaction
dominates all the local (orientation-dependent) interactions; even in a powder, nuclei in each
crystallite will be magnetized (oriented) equally along the external magnetic field axis.

A final point to mention is that some techniques exist in which nuclei are polarized
in a non-equilibrium state, such as spin-exchange optical pumping or dynamic nuclear polar-
ization. Most of these techniques are used to create enhanced magnetization (orientation),

and they will not be discussed here.
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5.2.2 Atomic polarization

There are many ways of polarizing atoms. The most classic example is perhaps
the Stern-Gerlach experiment (see §[45, §1.1]), in which an initially unpolarized beam of
electrically-neutral J = 1/2 atoms was separated into two beams of opposite spin polariza-
tion via passage through an inhomogeneous magnetic field. A more versatile method is to
use light-atom interactions, i.e., the dynamic preparation of atomic polarization via optical
pumping techniques [224]. A photon is a spin-1 particle and therefore can support polariza-
tion of up to rank x = 2; therefore, a single photon interaction can transfer polarization of
rank £ = 0,1,2 to an atom. For example, circular light polarization can be used to define
a direction in space (i.e., with or against the light propagation axis depending on the sense
of the circular polarization) and therefore can prepare atoms in a state of polarization for
which a direction is defined, i.e., rank-1 orientation. Linearly polarized light only defines
a preferred axis in space (i.e., the light polarization axis) and therefore can prepare atoms
in a state of polarization in which only a preferred axis but not a direction is defined, i.e.,
rank-2 alignment. This is only a simplified picture of the light-atom dynamics. Note that
higher-rank polarization moments can be created via multiple photon-atom interactions.

This is generally considered to be in the realm of nonlinear optics.

5.3 Atoms and nuclei with J > 1/2 in electric and magnetic

fields

The dynamical evolution of a quantum system is defined by its Hamiltonian, and

the analogy between atomic systems and quadrupolar nuclei becomes clear through compar-
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ison of their respective Hamiltonians. It will be shown that the magnetic Zeeman interaction
has the same form in the nuclear and atomic cases, but that the quadratic Stark interaction
in atoms has the same form as the nuclear electric quadrupolar Hamiltonian in NQR (for
axially symmetric quadrupole couplings) and as the high-magnetic field NMR quadrupolar
Hamiltonian to first order in the perturbation theory in the rotating frame. More specifi-
cally, the NMR rotating frame dynamics of a quadrupolar nucleus during a resonant rf pulse
are analogous to those of an atomic state in crossed static electric and magnetic fields. The
dynamics during an NQR pulse for a nucleus with an axially-symmetric quadrupolar cou-
pling are analogous to those of an atom in an oscillating magnetic field that makes some
random angle with respect to a static electric field. Due to the experimental inability to
apply rf pulses that are stronger than the nuclear quadrupolar interaction, the analogies
will be complete only when the atomic Stark splittings are much larger than the Zeeman

splittings.

5.3.1 Atoms in crossed electric and magnetic fields

An atom in a state of total angular momentum .J, when subjected to a uniform
electric field E along the z-axis and a uniform magnetic field B along the z-axis, has the

following Hamiltonian [31] due to the quadratic Stark and (linear) Zeeman effects:

H = f[E-I-ﬁB

1 -~ 2 N PN N
= —5 B0l + S0oB*(3J2 = J - J)) - gyupBa, (5.6)
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where the angular momentum operators have been taken to be dimensionless, ag and a9 are
the isotropic (rank-0) and anisotropic (rank-2) components of the electronic polarizability
tensor, gy is the g-factor of the state, and up is the Bohr magneton. As is expected, the
Stark Hamiltonian is symmetric about the electric field axis, and the Zeeman Hamiltonian
is symmetric about the magnetic field axis. The quadratic Zeeman effect is assumed to be
negligible. It is permissible to drop the term in the Stark Hamiltonian proportional to the
identity operator, as this term causes only a constant shift of all the magnetic sublevels
and does not affect the dynamics.* The remaining effect of the electric field is due to the
anisotropic polarizability of the atom, which is quadratic in the field strength. This effect
vanishes when J = 1/2 and causes a splitting of the magnetic sublevels when J > 1/2.
The usual Zeeman interaction is linear in the magnetic field strength. Upon dropping the

isotropic polarizability term the Hamiltonian becomes:

H = —hwgTho — hwpJ,, (5.7)

where wg o asE?,% and the Larmor frequency is wp = g;upB. The quantization axis has
been taken to be along the electric field axis z. It will be assumed that all atoms in the

sample feel identical fields and therefore undergo the same dynamics.

10f course, the Stark shift of a level J relative to another level J’ can be extremely important when
considering transitions between J and J'.

®Some definitions of the Stark Hamiltonian take a J-dependent normalization factor outside of aw, or
include one in the definition of Tz}o.
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5.3.2 Quadrupolar nuclei in low magnetic fields under radiofrequency

irradiation (NQR)

Typical NQR experiments are performed on either crystalline or polycrystalline
solids that contain quadrupolar nuclei of angular momentum J that are coupled to local
electric field gradients (EFGs) due to the atomic electrons and other neighboring charges.

The quadrupolar Hamiltonian is (see §1.3.7):

A QWHCQ

Ho = m[@jf —J - J) +no(J? - J2)). (5.8)

Here Cg = eqe@ is the quadrupolar coupling constant, where eq is the largest component
of the EFG tensor in its principal axis system (PAS) and e@ is the electric quadrupole
moment of the nucleus. Cg can be positive or negative. The asymmetry parameter of the
electric field gradient is denoted 7, and the z-axis is taken to be along the principal axis of
the EFG tensor. The nuclear quadrupole moment vanishes for J = 1/2, so this discussion

applies to nuclei with J > 1/2. ﬁQ can be written in the form

+2

Ho= Y (—1)942,Ts (5.9)
q=—2

where the spatial tensors Ay, are decompositions of the EFG tensor in a spherical basis,
and the spin tensors Tqu are defined as usual.

In NQR studies on a single crystal, all the nuclear EFG tensors have the same
orientation in the laboratory frame, which can be can be experimentally controlled by

orienting the crystal. However, most NQR studies are performed on polycrystalline powders,
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which consist of many randomly oriented crystallites that possess different orientations of
their EFG tensor with respect to laboratory frame coordinates. NQR is often performed at
(or near) zero magnetic field, but a sizable magnetic field can be present during any required
radiofrequency (rf) irradiation, for example, during an rf excitation of the system. If the rf
magnetic field is linearly polarized along some axis in the laboratory frame, the rf field will
appear to be along a different, random direction in the nuclear EFG principal axis system
(PAS) due to the random orientation of the crystallite. Since the quadrupolar coupling
usually dominates the rf interaction or any other interaction in the solid, it is convenient to
perform calculations in the EFG PAS frame. It will be assumed that the nuclear site has
an axially symmetric EFG tensor (g = 0), so that the quadrupolar Hamiltonian of a single

crystallite in the presence of linearly polarized rf irradiation B (t) = B; cosw,t becomes:

) = Ho+ Hy(t)
= thT2,0 — hwl(axjm + ayjy + azjz) cos wyt, (5.10)

where wy = vYB1, Ay, = Big,y,./B1 are coefficients that give the components of B in the
EFG PAS, « is the nuclear gyromagnetic ratio, and wg o« Cg. Due to the fact that the
coefficients a, , . differ for each crystallite orientation in the powder, the nuclear dynamics
within each crystallite will be different. Therefore, the total NQR signal must be averaged
over crystallite orientation. Note that this Hamiltonian would have the same form as Eq.
5.7 if the magnetic field were time-independent and happened to be oriented along the

z-direction in the EFG PAS.



5.3. ATOMS AND NUCLEI WITH J > 1/2 IN ELECTRIC AND
MAGNETIC FIELDS 276

5.3.3 Quadrupolar nuclei in high magnetic fields under radiofrequency

irradiation (quadrupolar NMR)

This section considers a high field NMR experiment in which an rf pulse resonant
with the Larmor frequency and polarized along the laboratory-frame x-axis is applied to a
quadrupolar nucleus in a solid powder in the presence of a strong magnetic field B, in the

+z-direction. The laboratory frame Hamiltonian for a single crystallite is:

ﬁLAB(t) = I:IZ + ]fIQ,LAB + ffrf(t)

= —hwot, + R(a, B,7)HoR™ Ya, B,7) — 2hwy J,, cos(wot), (5.11)

where wy = 7By and 2w; = vB; (the convention for including the factor of 2 in the rf
amplitude will be apparent shortly). ﬁQ is the quadrupolar Hamiltonian (Egs. 5.8, 5.9)
and ]%(a,ﬁ,’y) = RA(a,ﬂ,’y)RT(a,ﬁ,fy) is the rotation operator acting upon the spatial
and spin tensors in Eq. 5.9 that transforms the quadrupolar EFG PAS into the laboratory
frame axes according to the crystallite Euler angles (a,(,7).

At high magnetic fields (Jwg| > |w1|) it is customary to transform into a rotating
frame corresponding to the interaction representation defined by the dominant H, term.
The effective Hamiltonian in the rotating frame is found by retaining only the time inde-

pendent part of the transformed Hamiltonian (this is called the rotating frame or secular
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approximation):

Ao ~ HY + Y

= TwgTh — hwiJs, (5.12)

where the quantization axis has been taken to be along the magnetic field axis z. The
quadrupolar frequency wg = wg(a, 5,7;Cq,n) depends on the crystallite orientation (see
§1.3.7). This truncation of I:IQ is equivalent to applying static perturbation theory to
first order in I:IQ with respect to the dominant Hamiltonian Hy. The first-order result
is generally sufficient to describe the response of nuclear spin systems to rf pulses. The
first-order high field-truncated quadrupolar Hamiltonian is proportional to TQ’O even when
ng # 0, as opposed to the full zero-field (NQR) quadrupolar Hamiltonian. The effective
size of the rf field in the rotating frame is fwq, which is a factor of 2 smaller than that in the
laboratory frame (Eq. 5.11) due to the fact that the rotating frame approximation selects
only the circular component of the rf radiation that goes around in the same direction as
the spin Larmor precession about B,,.

As in NQR, nuclei in crystallites with different orientations will evolve differently,
and the total signal must be averaged over all crystallite orientations. However, there may
be an even closer analogy between quadrupolar NMR and the atomic system in crossed £
and B fields described by Eq. 5.7 than is possible in the example of NMR of a random pow-
der. Consider the example of solution-phase NMR of molecules in liquid crystalline or other
oriented media. As can be seen from Eq. 5.9, ﬁQ contains no isotropic (Ap) component,

and in solution rapid isotropic molecular tumbling on a timescale faster than |wg|~! com-
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pletely averages away the anisotropic quadrupolar Hamiltonian. However, in an oriented
medium the molecular tumbling is not isotropic, and a component of the quadrupolar cou-
pling is retained, scaled down by a geometric factor due to anisotropic motional averaging
of the EFG tensor. In this case the characteristic quadrupolar frequency wg is orientation-
ally averaged and is generally the same for every nucleus in the sample, which obviates the
need for powder averaging and makes the nuclear evolution in the rotating frame under the
quadrupole coupling and rf field equivalent to the atomic evolution under crossed £ and B
fields according to Eq. 5.7. Furthermore, the scaling of the quadrupolar coupling makes it
possible to apply rf fields that are stronger than the quadrupolar coupling (jwi| > |wgl),
which is usually not possible in solid-state NMR, but by contrast it is possible in atomic

systems to cause Larmor splittings that are larger than the Stark splittings (lwg| > |wg]|).

5.4 Observables in NMR/NQR and AMO

5.4.1 Observables in NMR and NQR

Both NMR and NQR experiments measure the evolution of the bulk nuclear mag-
netization. The magnetization is proportional to the net magnetic moment, which in turn
is proportional to the average nuclear angular momentum. In conventional NMR and NQR
detection schemes, oscillating nuclear magnetization creates a time-dependent magnetic flux
through a detection coil that induces a measurable current in the coil. A summary of con-

ventional NMR detection is given in §1.7. Assuming the coil axis is along the z-direction
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in the laboratory frame, the detection operator is:
A ~ 1 - N
ONMR/NQR X Jz X _E(Tl,+1 —T1,1). (5.13)

In practice the detected signal is down-mixed with the rf carrier frequency, and the mix-
ing is often performed in quadrature (virtually always in the case of high-field NMR). In
high-field NMR experiments the rf coil axis is perpendicular to the dominant magnetic field
along z. Therefore only magnetization transverse to the Zeeman field is detected, and the
quadrature mixing/detection selects only one circularly-polarized component of transverse
magnetization. This corresponds to a detection observable of j+ x =T 1,+1 in the rotating
frame. The situation in NQR is more complicated because the natural coordinate system
(the local EFG PAS) does not possess a fixed geometry with respect to the coil axis. It
is also convenient to perform NQR calculations in the interaction frame of the dominant
quadrupolar Hamiltonian, which does not correspond to a simple rotating frame transfor-
mation. A comparison between NQR and NMR detection is made in Ref. [225].

The preceding discussion refers only to observables in NMR/NQR experiments
that are directly detectable by Faraday induction in a coil. It does not consider overtone
effects or the detection of magnetization by magnetometric techniques. However, it should
be noted that in many cases every density operator component can be addressed by den-
sity matrix tomographic techniques. Multidimensional NMR is an example of a technique
that can be used to record the evolution of quantities that are not directly observable;
the normally unobservable coherences are created and allowed to evolve in the indirect di-

mension or dimensions of the experiment before being converted to observable transverse
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magnetization for direct detection.

5.4.2 Observables in AMO

Unlike the case in NMR, a variety of polarization moments can be measured in
different optics experiments, including those of high spherical tensor rank (e.g. Ref. [226]).
The most straightforward way of determining the atomic or molecular polarization is by
measuring the properties of light that is passed through the optical medium. Following the
review by Budker et al. [110], the oscillating light field can be characterized by an electric
field amplitude &y, a frequency w (with corresponding vacuum wave number k = w/c, where
c is the speed of light), phase ¢, a polarization angle ¢, and a polarization ellipticity e. It is
convenient to define a vector for the polarization of the optical medium P = Tr[j d] that is
equal to the projection of the density operator p onto the electric dipole operator d. This is

just another way of representing the components of the density operator. The polarization

of the medium has four independent components that can be measured by light, defined by:

B _ [(Pl o ip2)€i(wt—kz) + (Pl + ip2)€—i(wt—kz)] i

1
2

+%[(P3 —iPy)e Wtk (P 4 iPy)em i Wik g (5.14)

where the z-axis is along the direction of light propagation. Alternatively, the four Stokes
parameters could be used to characterize the system. Since only these four polarization
components are detected, one might wonder how all the different possible multipole polar-
izations pj 4 of the system can be measured. The presence of various multipole polarizations

can be inferred by examining the dynamics of the polarization components [224]. The same
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principle is true in NMR; although only transverse magnetization is detected, the dynamics
of this magnetization can be manipulated to express much information about the quantum
state of the system.

If the system is optically thin (i.e., one in which absorption is negligible and ¢ and
e are small), the change in polarization rotation, absorption, light phase, and polarization

ellipticity per unit length can be written:

d 2
d—(p = —% sec 2¢e[cos p( Py sine + Py cose) + sin o(— Py cos e + Py sine)]
z 0C
dé&, 2
d—o = —ﬂ[sin @(—Pysine + Pycose) + cos p(Pycose + Pysine)]
z c
d 2
d_¢ = —ng sec 2¢e[cos ¢( Py cos € + Pysine€) + sin o(— Py sine + P cos€)]
z oC
de 27w | | . .
o = g—[sm ©(Py cose + Pysine) + cos p(Pasine — Pscose)). (5.15)
z oc

The presence of different polarization components leads to different optical effects. For
instance, consider a Faraday rotation experiment where the linear polarization of light is
rotated by an angle ¢ by an optical medium in the presence of a magnetic field parallel
to the light propagation. The ellipticity e is zero for linearly polarized light and if the
rotation is small such that ¢ < 1, Eq. 5.15 indicates that the rotation is Ay o« —Py. The
“observable operator” for optical rotation is written for the J =0, J’ = 1 system in §5.7.4.
These methods are general and a similar approach has been used in the same system to
write the observable operator for the fluorescence polarization degree, as measured in Hanle
effect experiments where a magnetic field is applied perpendicular to the direction of light

propagation [227, §2].
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5.5 Alignment-to-orientation conversion in J = 1 systems

The analogies between J > 1/2 NMR/NQR and AMO systems can be better illus-
trated by considering a few examples of how these systems evolve under different experimen-
tal conditions. Some analytic equations for the time evolution of the density operator will
be presented in spherical tensor notation for the case of continuous rf irradiation of J =1
nuclei in high-field NMR, where the nucleus is polarized either in a state of longitudinal
magnetization or quadrupolar order. This case is analogous to that of a J = 1 atomic state
subjected to perpendicular static electric and magnetic fields or of a J = 1 nucleus subjected
to a magnetic field that is static in the laboratory frame and applied perpendicular to the
EFG PAS. Next, the production of observable signal from quadrupolar order in the J = 1
nuclear quadrupole resonance experiment will be explained as an alignment-to-orientation
conversion process, which is a phenomenon that is well-known in atomic physics studies.
The spherical tensor operator formalism will be used to develop an analytic expression for

the powder-averaged J =1 NQR signal.

5.5.1 Case of angular momentum J = 1 in high-field NMR or in crossed

electric and magnetic fields in atoms

Consider the Hamiltonian in Eq. 5.12, which describes the NMR rotating frame
dynamics of a single quadrupolar nucleus during rf irradiation. The case of atoms in perpen-
dicular electric and magnetic fields can be obtained by substituting wg — —wg, w1 — wp

(Eq. 5.7). Eq. 5.12 can be diagonalized exactly for the three-level J = 1 system to obtain
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the following eigenvalues and eigenvectors:
o~ we
V6
hl w /3
+ Q 2 2
o) 1L +1) — [1,-1)]
0 \/5 3 ) 9
Y V[l +1) — ax[1,0) + [1,-1)], (5.17)

where ay = \/i(wa - w?Q)/wl and ny = (2+a3 )~ L. All spherical tensor operators in this

discussion will be assumed to be normalized, e.g. Tho = \/%[ij — J(J +1)1].

First consider a system prepared in a state of longitudinal magnetization, oriented

along the +z direction. So, p(0) = J., neglecting proportionality constants and the term

containing the identity operator. The results of the Hamiltonian diagonalization (Egs. 5.16,

5.17) can be used to calculate the dynamics in the {|.J,m)} basis, leading to:

pt) = efit(wQTz,o—wljm)jzent(wQTQ,Oflez)

= 2{ny cos[(wp — o)t + n_ cos[(wy, — wig)t]} /.

+2{ainy Sin[(wfb — w?Q)t] + a_n_sinf(w; o — w?Q)t]}Jy

—2{ainy cos[(wTQ — w?Q)t] + a_n_ cos[(w;g — w?Q)t]}Tm;oo

+2v2{ny sinf(wy — wig)t] +n-sin[(wg — W)} Tozuse,

(5.18)

where the normalized Hermitian spherical tensor operator combinations are defined accord-
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ing to Eq. 5.2. This exact diagonalization/spherical tensor operator approach has also been
applied to the problem of J = 3/2 nuclei under rf irradiation [228, 229]. As can be seen from
Eq. 5.18, initial longitudinal magnetization oscillates into transverse magnetization jy and
into rank-2 single- and double-quantum coherences Tg,l;oo and T2,2;45o at the quantum beat
frequencies wch — w?Q. Note that conversions of polarization moment rank would be forbid-
den in the absence of the quadrupolar (or Stark) splitting because the interaction with the
magnetic field conserves rank (see §B), a phenomenon that is well-known in AMO studies
of the Hanle effect [227]. On the other hand, longitudinal magnetization would not evolve

)

under the first-order quadrupolar Hamiltonian H 8 o Tz,o alone. Only the combination of
electric quadrupolar and magnetic interactions can convert longitudinal magnetization to
rank-2 polarization.

Similar results can be obtained in the case of a system initially aligned into a state
of quadrupolar order, where the difference density operator is p(0) = Tz,o (neglecting pro-
portionality constants). In this case the time evolution can be solved simply by resumming

the series in Eq. 2.14 after employing the relevant commutation relationships between the

spherical tensor operators [198]:

ﬁ(t) — e*it(u.’QTz’o7w1Jz)T2706+it(wQT2707wlJz)

3w? .
= {1- w—;[l — cos(wpt)]} 20 +

n
V3w?
2

w,

w ~
L Sin(u}nt)TQJ;gOo
n

3wowi

2.2 [1 — cos(wpt)] s, (5.19)

[1-— cos(wnt)]j“g,g;oo -

n

where w,, = wa —wig =/ %wé + 4w%. The mutual influence of the quadrupolar Hamilto-

nian and the orthogonal magnetic field partially converts initial alignment into orientation
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along the magnetic field axis x.

5.5.2 Nuclear quadrupole resonance in J = 1 systems: alignment-to-

orientation conversion via rf pulses and free precession

The origin of the signal in the NQR experiment also can be understood as an
alignment-to-orientation conversion (AOC) process. AOC phenomena are well known among
atomic physicists in the context of atomic dynamics in electric and magnetic fields [230,
231, 222, 232, 233, 234]. Consider the case of a J = 1 quadrupolar nucleus in a single
crystallite at zero magnetic field, assuming zero EFG asymmetry (ng = 0). The axially
symmetric quadrupolar Hamiltonian fIQ = WQTZ[) has the same form as the high-field
NMR quadrupolar Hamiltonian (however, with a different definition of wg), and from Eq.
5.16 with w; = 0 the eigenvalues are determined to be hwg/v/6, hwg/v/6, and —2hwg /V6.
The double degeneracy means there is only one unique single-quantum transition frequency,
at 3|wgl|/V/6.

The evolution during a linearly-polarized radiofrequency pulse is given by Eq. 5.10,
where the quantization axis z is along the crystallite EFG PAS. The typical case in NQR
is |wg| > |wi1], so it is appropriate to go into the interaction frame of the quadrupolar

Hamiltonian, defined by Vi(t) = exp(—iwotTh o) (see §2.3.2). The effective Hamiltonian in
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the interaction frame is:

~ A~ A A A A~

H(t)/h = Vél(t)[—wl (agJy + ayJy + a.J.) cosw,t]Vg(t)

A A 3wot
= —wi cos(wyt)[(azdy + ayJy) cos( U\;%

. . 3wot
—ﬁ(&xTz,l;goo — ayT5 1.00) sin( 9 )+ azJ.]. (5.20)

)

If the rf frequency is set on-resonance to the transition frequency w, = 3|wg|/ V6, then Eq.

5.20 contains a time-independent piece:
= 1 A A
H/h: —5011((1@«]33 +any), (521)

where this approximate effective Hamiltonian holds for |wg| > |wi|. This result corre-
sponds to the lowest-order Magnus expansion (average Hamiltonian) approximation (see
§2.4). Eq. 5.21 demonstrates that the resonant NQR pulse in the quadrupolar interaction
frame looks like the transverse component of a static B field scaled down by 1/2. Upon
transforming back out of the interaction frame, the time propagator during the pulse under

this approximate Hamiltonian is given by (see §2.4):

A~

Upuise(t) ~ exp[—intTQ,O] exp[+iw1t(amjx + ayjy)/2], (5.22)

where the rf pulse is assumed to be turned on at time ¢ty = 0. In this approximation,

the time evolution factors into an apparent precession about an effective field Q'if I =

%Bff I (azZ + ayy), followed by evolution under the quadrupolar Hamiltonian, which can be



5.5. ALIGNMENT-TO-ORIENTATION CONVERSION IN J =1
SYSTEMS 287

added to any period of quadrupolar free precession after the pulse.® Note that this result
is really only valid when the system is observed stroboscopically with the quadrupolar
quantum beat frequency. The effective field strength is Bff F = %BM [aZ + a2 = Bi /2,
where Bj is the transverse component of B;. The cycle time of Vg(t) is t. = 2mv6/wg,
so an average Hamiltonian treatment may be used to extend the time evolution to pulses
of length ¢t = nt., where n is a positive integer and VQ(ntC) = 1. This approach to the
treatment of NQR pulses (and also the following approach to the calculation of the NQR
signal) may be compared to the approaches of Refs. [225, 235, 236, 237, 238, 239].

Two questions must be answered in order to understand the creation of NQR
signal: how is the initial quadrupolar order converted to observable magnetization, and
how does net polarization arise in a powder sample from an initial random distribution
of polarized nuclei? These questions can be answered by an examination of Eqs. 5.21 and
5.22. As was mentioned in §5.2.1, unlike the high-field NMR case in which each nucleus is
oriented along the external magnetic field axis, at zero field each nucleus is aligned along its
local EFG principal axis; this results in no net alignment (or any other polarization) in a
random powder. Eq. 5.21 demonstrates that the strong quadrupolar interaction truncates
a weak resonant rf magnetic field, such that half of the transverse component of the rf
field and all of the longitudinal component in the EFG PAS is ineffective at rotating the
nuclear polarization.” The effective magnetic field rotates the polarization by an angle

proportional to Bi, the magnitude of which depends on the angle between the magnetic

5The magnetic resonance term “free precession” is used here to mean any period of evolution in the
absence of a driving rf field, even though the dynamics under the quadrupolar Hamiltonian are more com-
plicated than simple precession.

"However, this is not the same as the NMR case in which the effective loss of one half the linearly-
polarized rf field corresponds to the selection of one circularly-polarized rf component. NQR excitation and
detection is linearly polarized, unlike NMR, which has circularly-polarized excitation and detection [235].
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field and the EFG principal axis. If the nuclear polarization was rotated by the same angle in
every crystallite, the initial random polarization distribution would be rotated into another
random distribution. However, the fact that the nuclear polarization in each crystallite
is rotated by a different orientation-dependent angle during the pulse results in a partial
ordering of the random ensemble and a net nuclear alignment [240].

The rotation of the alignment serves another purpose other than producing a net
polarization in the sample. Every nucleus whose EFG principal axis is not parallel to the
rf magnetic field experiences a rotation of its alignment away from that equilibrium axis.
This rotation prepares each nucleus in a state of polarization that no longer commutes
with the quadrupolar Hamiltonian, so the polarization evolves due to the quadrupolar
interaction even after the rf field has been turned off. Put another way, the pulse causes a
rotation that converts initial Tgp order into some linear combination of TQ,q polarization. In
particular, the T27:|:1 polarization will evolve into Tl,:tl orientation, while the Tg,o and TZig
terms do not evolve under the quadrupolar Hamiltonian ﬁQ = hCUQTZO. The conversion of
alignment into orientation corresponds to the creation of magnetization from quadrupolar
order; the net oscillating magnetization of the sample is what creates the detected NQR
signal. The oscillations occur at the quantum beat frequency 3|wg|/ v/6, which corresponds
to the energy difference between the |J = 1, m = +1) states and the |J = 1,m = 0) state.
Therefore, a Fourier transform of this signal gives a line at the frequency of the quadrupolar
transition. The NQR alignment-to-orientation conversion process can be visualized easily
via the method described at the end of §5.2 [240].

It is instructive to calculate the NQR signal in a random powder using the methods
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described above. The signal due to a single crystallite can be calculated either in the

laboratory frame or in the EFG PAS:

S(t) = Tr[p"*P) 0]

= Tr[pP5() O = TrUA%(1) 5745 (0) U5 (1) 0, (5.23)
where O is the observable, and U (t) is the time development operator. Since the initial
density operator and the dynamics under an rf pulse are already known in the EFG PAS,
it is convenient to evaluate Eq. 5.23 in this frame. There is no natural direction in the
laboratory frame except along the rf magnetic field direction, so the z-axis will be defined
to be along B;. The z-axis is the rf coil axis, and the same coil is assumed to be used for
AB

AL
both excitation and detection. In this case, the observable in the laboratory frame O

is proportional to J., which in the EFG PAS is already known to be

~ PAS ~ o ~

(’)P X azpdy + ayJy +a.J. (5.24)
It will be convenient to define two spherical polar angles, a = tanfl(ay/az) and B =
cos~1(a,), which relate the EFG principal axis to the laboratory z-axis (i.e., the direction
of the B, field), where a, = sinffcosa, a, = sinfsina, and a, = cos3. Here 3 is the
angle between the laboratory and EFG PAS z-axes (i.e., the angle between B; and the

EFG principal axis).
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The initial difference density operator is:

pP4%(0) oc Th, (5.25)

corresponding to thermal equilibrium quadrupolar order for an axially-symmetric EFG.

The dynamics will be calculated under the action of an rf pulse of duration 7
followed by evolution for time ¢ under the quadrupolar Hamiltonian. Eq. 5.22 can be used
to approximate the time development operator for the rf pulse. The total time development
operator is:

N _FPAS ~

12

exp|—iwotTh o] {exp[—iwgTTh o] exp[+iwiT(az Sy + ayJy)/2]}
= exp[—iwg(t + T)TZO] exp[—leT(axjx + ayjy)/Q]

= UqU,, (5.26)

where U, = exp[+iw1 T (azJy + ayJ,) /2] = exp|+iwi T (sin B cos a., + sin Gsin a.J, ) /2] corre-
sponds to a rotation about the static effective magnetic field Qif 4 , and UQ = exp[—iwq(t+

7)T5 0] corresponds to evolution under the quadrupolar Hamiltonian. One can write U, =

exp[—iajz] exp[+i(wy T sin ﬁ/Q)jx] exp[—l—iozjz] using the identity ﬁf(fl)f]fl = f((A]/AHA]*l),
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and the application of the spherical tensor operator transformations of Ref. [198] yield:®

pr = U [p"45 (00!
il [1+ 3 cos(wyTsin )] Tr,0 + 5 sin(wy7sin 3)[T2,1.900 cos & — Ty 1,00 sin @]

3 . .
—%[1 — cos(w1 T sin B)][T2,2,00 cos 2a + T 2450 sin 2a], (5.27)

where the transformation under the first z-rotation is simple because it commutes with

ﬁPAS(O) = TZU; and,

ﬁPAS(t) _ UQﬁrUél

1 .
— Z[1 + 3 cos(wTsin §)]Ta
T 900 — —= SIN{—— T z
2,1;90 o) 6
(t + T))Tz,l;oo +

g
V6

— sin a [ cos(

3
+7 sin(w; 7 sin 3) {cos o cos(

3wg
V6
V3

_T[l — cos(wiTsin 3)][Th,2:00 cos 2ar + Ty 9.450 sin 20, (5.28)

where only the Tg,il operators are affected by ﬁQ since [TQ’O, Tg,o] =0and [Tgp, Tgyig] =0.9
The appearance of J, and jy orientation is due to the conversion of the rotated alignment
in Eq. 5.27 during evolution under the quadrupolar Hamiltonian. This magnetization has a

projection on the laboratory-frame z-axis (the coil detection axis), which may be calculated

8A1soA note that the identity exp[—i¢J.] fk,q e>§p[+i¢jz} = exp[—ig¢] Trq leads to the relation
exp|—i¢J:][Th,q £ Th,—q] exp[+ioJ.] = cos(qP)[Tk,q £ Tk,—q] — isin(qP)[Th,q F Tk,—q]-

9Recall that the entire dotlble-quantum line-narrowing premise of Chapter 4 relies on the fa}ct that J =1
double-quantum coherences 75 +o commute with the first order quadrupolar Hamiltonian o 7% .



5.5. ALIGNMENT-TO-ORIENTATION CONVERSION IN J =1
SYSTEMS 292

using Eqgs. 5.23 and 5.24 to yield the detected signal of a single crystallite:

S(t) o« Tr[pPAsw o™
= Tr[pP49(t) (sin B cos aJ, + sin Bsin ., + cos 3.J,)]

= — §sinw T sin sin singw—Q T
= \/g [wiT sin(B)] sin(5) [\/E(H )], (5.29)

which is independent of the crystallite angle a. The net signal can be obtained by averaging

over crystallite orientations:

(S(t) = fdiQ /dszsa:)

— _—/ / dg sin(8 \/jsm[wlT sin(8)] sin(S )sm[T(t —I—T)]}
= 22 [ ag () sl sin)
— _g\/g[HO(wlT) — wilTHl(wlT)} sin[%Tg(t + 7)), (5.30)

where H,,(x) is the Struve function of order n [241, §12]. The integral over [ was evaluated
using Mathematica® [242]. As expected, the bulk NQR signal (S(t)) oscillates sinusoidally
at the sole (for ng = 0) NQR transition frequency Aw = 3wg/v6. The sine modula-
tion of the NQR signal is 90° out of phase with the cosine-modulated excitation field.

The pulse width/rf amplitude can be varied to optimize the NQR signal. The amplitude

(S)o =

B

\/g[Ho(CL‘) — H;(x)/z] is plotted as a function of x = wy7 in Fig. 5.1. The
result corresponds to damped oscillation, compared to sinusoidal oscillation as a function

of wyTsin(B) in the case of a single crystallite. This behavior is qualitatively consistent
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with that of a calculation done by Lee [225], but the numerical values differ. For instance,
Eq. 5.30 predicts a signal maximum at the tip angle wiT = 1.7729 = 101.6° and a signal
inversion at w1 = 5.2172 = 298.9°, whereas Ref. [225] predicts 119° and 339°, respectively.
The source of the discrepancy is unclear; the details of the numerical calculation in Ref.
[225] were not given. Note that the results that have been obtained here only hold for J =1

nuclei with g = 0 and |wg| > |w].
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Figure 5.1: Plot of the function (S)y = E\/g[Ho(wlr) — H;(w17)/(wiT)] versus wyT, cor-
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5.6 NMR methods of manipulating polarization in quadrupo-

lar nuclei with magnetic fields

The high-field NMR of quadrupolar nuclei poses an interesting problem: how can
the nuclear polarization be manipulated efficiently when the experimenter is usually only
able to apply magnetic fields with strengths much smaller than the quadrupolar interac-
tion?1? As has already been mentioned, the high-field NMR case corresponds to the atomic
case in crossed electric and magnetic fields. Therefore, some of the techniques of high-field
quadrupolar NMR may be useful to atomic physicists working with crossed electric and
magnetic field geometries. The NMR techniques are probably most applicable to atomic
systems for which the Stark splitting exceeds the Zeeman splitting by no more than one
or possibly two orders of magnitude; this is because the NMR methods become inefficient
when the quadrupolar coupling exceeds the rf field strength by about that amount. Most
of these types of NMR techniques have been developed for systems of half-integer angular
momentum, since the vast majority of quadrupolar nuclei have half-integer spin in their
ground state.

The variables most typically under the NMR, experimentalist’s control are the
amplitude, frequency, and phase of the radiofrequency radiation. The following discussion
will neglect the possibilities of phase and frequency modulation and will only consider the
amplitude modulation of the rf field. The size of the quadrupolar coupling is a physical
property of the material and is generally not under experimental control, since it is not

currently experimentally possible to apply electric field gradients to nuclei that exceed the

0The case of adiabatic demagnetization and remagnetization treated in the next section is one example
where the magnetic field splittings must at some point exceed the quadrupolar splitting.
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local field gradients on the atomic scale. However, it is possible to modulate local electric
field gradients by using an oscillating electric field to induce motion on the atomic level
[243]; this technique has been used to excite quadrupolar transitions [244, 245, 246] and
even to induce adiabatic demagnetization and remagnetization [247, 248], but these effects
will not be considered here.!! It is much more common to induce a harmonic modulation
of the quadrupolar coupling through sample spinning, usually about an axis that is at the
magic angle with respect to the polarization field.

The general form of the rotating frame Hamiltonian in the case of a modulated
quadrupolar coupling and rf pulse of varying amplitude when the second-order quadrupolar

and resonance offset terms can be neglected is:

H(t)/h = wo(t)Tho — wi(t) e, (5.31)
The magnetic field can be varied in a laboratory frame AMO experiment in exactly the same
way as in a rotating frame NMR experiment, but it remains to be seen how similar NMR

sample spinning is to the modulation of the Stark field in atomic and molecular systems.

The dynamic Stark effect and quadrupolar couplings in rotating solids

The theory of the quadratic Stark effect in a constant electric field has been long
known and, for instance, has been applied to explain the angular momentum dynamics in
hyperfine-coupled systems [249, 250]. This theory, which has been extended to the case of

oscillating electric fields in what is known as the AC or dynamic Stark effect, and was first

"1t is also possible to achieve a similar effect via a ultrasonic (acoustic) excitation, see [6, §IX.IV.D] and
references therein.
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applied to describe the so-called light shifts due to the oscillating optical field in hyperfine-
coupled systems, particularly in the case of optical pumping experiments [251, 252, 253,
254, 255, 256]. The theory of light shifts in hyperfine-coupled systems is interesting in its
own right, as the effective Hamiltonian bears many resemblances to those of NMR systems
[254]. However, the situation to be considered here simply corresponds to the Hamiltonian
in Eq. 5.6 for the case of a time dependent electric field E(t), which, in the case of an optical
field, corresponds to the light shift induced by virtual transitions. Electric dipole transitions
between angular momentum manifolds will not be considered explicitly in this section (e.g.,
coherent excitation of the optical transition will be neglected). Rather, only the dynamics
of the manifold of a particular angular momentum J will be examined. Therefore, the scalar
polarizability term in the Stark Hamiltonian again will not be considered in the following
discussion.

The Stark splitting depends on the square of the absolute value of the electric
field |E(t)|>. In the case of a constant-magnitude linearly-polarized optical field E(t) =
FEo cos(wot)z (where wy is the laser frequency), |E(t)|? = |Eo|? cos?(wot). However, if the
laser frequency is much larger than the characteristic field-induced dynamical frequencies
of the system (i.e., |wg| > |wg|, |wp|) and does not coincide with a resonance of the optical
medium, it is acceptable to replace the cos?(wpt) term with 1/2, its time-averaged value
[257]. Therefore, the effective electric field again looks time independent. Note that the
situation is much more complicated if there is a modulation of E(t) that is fast enough such
that its frequency is comparable to an atomic linewidth or even to a transition frequency

[258, §10]. These effects will not be considered here, but it is important to remember the
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complexity that arises near a resonance. For example, one can effectively modify the tensor
polarizability as (see Eq. 5.6) to be a function of the resonance detuning of the laser. The
sign of the quadratic Stark coupling can be inverted by sweeping the laser frequency through
the resonance by changing the sign of the effective polarizability, even though |E(0)|? itself
does not change sign.

Consider the case where the optical field contains a slow, amplitude-modulated
component at a frequency wg, perhaps as a result of a binary (on-off) modulation by an
optical chopper. If the modulation is approximated as sinusoidal, then E(t) = %Eo[l +
cos(wpt)] cos(wot), in which case |E(t)|? ~ 21[|E0|2[3 + 4 cos(wpt) + cos(2wgt)], where the
relation cos?(wot) ~ % has been used. Therefore, for simple sinusoidal amplitude modula-

tions, it would be reasonable to write the time-dependent tensor Stark splitting frequency

as:
2
we(t) =wg Z cEemwrt (5.32)
n=—2
where wg = —%Oég’EOP. This Fourier expansion can be extended to include higher har-

monics of wg if necessary. Since wg(t) oc |E(t)|?, wg(t) itself does not undergo any sign
inversions during its oscillation.

This result can be compared to the modulation of the first-order quadrupolar
Hamiltonian under sample spinning conditions at high magnetic fields. A rotation of a

typical crystallite in a solid sample at frequency wg induces a modulation of the quadrupolar
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coupling via a modulation of the components of the rank-2 electric field gradient tensor:

2
wo(t) = wg Z cYeimwrt (5.33)

n=-—2

where the coefficients ¢ depend on the crystallite orientation. However, at the magic
angle wq(t) contains no zero-frequency component, and the quadrupolar Hamiltonian is
modulated only at wr and 2wg. Therefore the time average of wg(t) is zero over one rotor
period Tp = 27 /wpg, ensuring that wg(t) undergoes at least two sign inversions over the
course of a rotor cycle. The timing of the zero-crossings depends on crystallite orientation
(i.e., the inversions are not synchronized among nuclei in different crystallites), and the
actual number of sign inversions can be two or four [42, 259]. As will be seen later, this
inversion of the quadrupolar splitting via magic-angle sample spinning can be exploited in
NMR experiments in ways important ways that can be emulated in AMO systems only by

sweeping the laser frequency through a resonance.

5.6.1 Efficient alignment-to-orientation conversion via adiabatic variation

of the magnetic field: ARRF and ADRF

It has long been known that in the solid state, a collection of nuclear spins that
is prepared in a state of Zeeman order (longitudinal magnetization, orientation) at thermal
equilibrium in the presence of a dominant magnetic field B, can be demagnetized by de-
creasing B, adiabatically (in the thermodynamic sense) to zero such that the polarization
is converted into local order [5, §6.4]. In the case of J > 1/2 nuclei the quadrupolar inter-

action dominates, and the Zeeman order is transformed into quadrupolar order along the
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local EFG principal axis as was discussed previously in the case of zero-field NQR. This
adiabatic demagnetization is an example of thermodynamic orientation-to-alignment con-
version in the laboratory frame, and it can be reversed by adiabatically converting alignment
back into orientation in a process called adiabatic (re)magnetization. However, in modern-
day NMR experiments involving superconducting magnets, it is generally not possible to
decrease and increase the Zeeman field to zero at will, much less adiabatically. Methods
that involve removing the sample from the field adiabatically or re-inserting it in a similar
manner would require sample manipulations that are experimentally difficult, to say the
least.

Not surprisingly, NMR spectroscopists have figured out how to apply rf magnetic
fields to perform these conversions quantum-mechanically while the B, field remains con-
stant. The resulting techniques are called adiabatic demagnetization in the rotating frame
(ADRF) and adiabatic remagnetization in the rotating frame (ARRF). The ADRF tech-
nique was initially used to convert Zeeman order into dipolar order [260], where “dipolar
order” refers to polarization that commutes with the dipole-dipole coupling Hamiltonian.
However, these methods also can be used to convert Zeeman order into quadrupolar or-
der and back again, and the theory of these conversions is well understood [264]. The
quadrupolar order is created along the spin quantization axis parallel to B,,.

The ADRF technique is applied after the preparation of magnetization (orien-

tation) that is transverse to the laboratory-frame quantization axis z, e.g. p(0) o Jp. 13

12 Adjabatic techniques have also been used to create “J-order” in J-coupled systems in liquids [261, 262,
263).

13This could be accomplished in an NMR experiment by applying a “hard” 90° rf pulse along the y-axis
in the rotating frame to initial equilibrium z-magnetization; i.e., |w1| > |wg| and w1, = /2, where 7, is
the pulse duration.
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An initially large rf magnetic field is applied along the orientation axis to “spin lock” the
magnetization along the z-axis in the rotating frame, such that lﬁI;]‘Zt(O) ~ —hiwi(0)J,,
with |wi(0)] > |wg|. The quadrupolar splitting wg is constant during this experiment,
and the necessity of applying such a strong rf field (stronger than the quadrupolar inter-
action) would make this technique inefficient in systems with large quadrupolar couplings
but might find an ideal application in studying molecules in solution-state oriented media
in which the quadrupolar coupling is motionally averaged to a smaller value. In the limit
|w1(0)] > |wg| the rotating-frame quantization axis is along =, and ADRF is induced by adi-
abatically decreasing the 1f field until |wi(7,)| < |wg| and the rotating frame Hamiltonian
is ﬁ:})t(Tp) ~ thT h0, Totating the rotating-frame quantization axis to the z-direction and
creating quadrupolar order (alignment) p(7,) o< Tho. Ref. [264] shows how the adiabatic
pulse shapes wi(t) can be designed for J =1 and J = 3/2 systems after a transformation
into a rotating-frame basis where the angular momentum is quantized along the z-axis.
This reduces the dynamics to that of an effective spin-1/2 (in the case of J = 1) or two
isolated spin-1/2 angular momenta (in the case of J = 3/2). ARRF can be accomplished
with an amplitude variation wi () that is time-reversed from the ADRF case.

The authors of Ref. [264] note that in J =1 and J = 3/2 systems ADRF creates
TQ’O alignment from J, orientation in a process that saturates the unitary bound, i.e.,
it creates the maximal amount of Tgo allowed by a unitary (e.g., quantum-mechanical)
evolution. Tt also creates 7! 2 +2 double-quantum coherence in J = 1 systems and rank-3
single- and triple-quantum coherences T&il and T37i3 in J = 3/2 systems, while leaving

some residual transverse magnetization in both cases. The ARRF procedure also effects
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alignment-to-orientation conversion with a saturation of the unitary limit in both systems.

There exist other pulse sequences that also can convert between orientation and
alignment; in fact, §5.5.1 demonstrated how a single weak rf pulse can cause these inter-
conversions in J = 1 systems, although the efficiency was less than complete. Another
widely-used method is the Jeener-Broekaert (mw/2),—1—(m/4), two-pulse sequence (origi-
nally designed to convert Zeeman order into dipolar order) [265] and modifications thereof
[266, 267], which creates maximal alignment, T2,0, in J = 1 systems if 7 = 7/(2A), where
A is the quadrupolar splitting frequency. In NMR experiments this condition on the pulse
delay 7 may not be achievable if multiple nuclei with different quadrupolar couplings are
present (Ref. [267] attempts to remedy this), whereas the adiabatic methods are robust to
this problem as long as |w1(0)| > |wg| and |wi(7,)| < |wg| for all values of wg. Also, the
Jeener-Broekaert method is not completely efficient for AOC in J = 3/2 systems [268, 269].
A limitation of both the adiabatic and Jeener-Broekaert methods is the need for rf pulses

that are much stronger than the quadrupolar interaction.

5.6.2 Dynamics of the central transition in static half-integer quadrupolar

nuclei in weak magnetic fields

The nuclei with half-integer angular momentum are of particular interest in NMR,
because they comprise nearly all of the quadrupolar nuclei (the J = 1 nuclei H-2, Li-6,
and N-14 and the J = 3 nucleus B-10 are exceptions) and are amenable to the MQMAS
technique (see §3) for producing high-resolution spectra in the solid state. The directly
observable nuclear transitions are single-quantum, i.e. |m —m/| = 1, where m and m/

are the magnetic quantum numbers involved in the transition. As was discussed in §3,
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any coherence between |J,+|m|) and |J, —|m|) (i.e., involving the so-called “symmetric”
transitions) commutes with the first-order quadrupolar Hamiltonian flg ) TZA’ZO, and thus
experiences no first-order quadrupolar broadening. Therefore, among the single-quantum
coherences the only ones that lead to narrow lines are the |J,m = i%>(J, m = :F%| “central
transition” coherences. The other “satellite transition” single quantum coherences are often
broadened too much to be observed (or at least too much to be useful) in a solid-state
experiment. Thus, the ability to manipulate the central transition coherence in half-integer
spin systems is of great interest to NMR spectroscopists.

It is instructive to consider the central transition dynamics in half-integer spins
under the conditions of a static quadrupolar coupling and constant rf irradiation. This
is the same situation as was described in §5.5.1 for J = 1 spins, except here only an
approximate solution will be attempted in the weak magnetic field limit |w;| < |wg|, which
is the most common case in the solid state. Consider an oriented J = 3/2 nucleus. The
first-order quadrupolar Hamiltonian in the rotating frame has the form H 8 ) — thTgo, and
the |J = %,m = j:%> states are degenerate eigenstates of ﬁg) with eigenvalues +hwg/2,
whereas the degenerate |J = 3,m = £1) states have eigenvalues —fiwg/2. The central
transition single-quantum coherence does not evolve under H, 8 ), whereas the two satellite
transition single-quantum coherences evolve at the quadrupolar splitting frequency wg.
Therefore, when the rf frequency is tuned to resonance, the NMR spectrum has two lines
with the central transition at zero frequency and the satellite transitions at frequency wg
(second-order quadrupolar and other offset effects have been neglected). If this is the

case, one would expect that a long, weak radiofrequency pulse that is resonant with the
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central transition would cause a frequency-selective excitation of only that transition and be
ineffective at exciting the satellite transitions. This selective excitation behavior of a weak
resonant rf field in half-integer spin systems will be considered from a more theoretical
standpoint below.

It is convenient to re-write the Hamiltonian and density operator in terms of
fictitious Cartesian spin-1/2 single-transition operators Ji % = () (k| + k) (1), jg,_k' =

—5(I) (k| = k) (1), and JZ7° = 3(15) (] — [k) (K]), where [j), |k) € {|J,m)} [168, 169]. If the

J = 3/2 magnetic sublevels are labeled [1) = |J = 3,m = +3), |2) = |J = 3,m = +3),
13) =|J =3, m=—3), and [4) = |J = 3,m = —3), the Hamiltonian in Eq. 5.12 can be
rewritten as:
ﬁrot/h = WQTZ,O - wljx
= wolJi 2= TN — w2028 + V(I 4+ I3 (5.34)

In the limit |wg| > |wi| it is convenient to transform into the interaction frame defined by

the quadrupolar Hamiltonian using the transformation

Vo(t) = e @tT20 = expl—iwgt(J12 — J34)] = exp[—iwqtJL 2] exp|+iwot 3, (5.35)

since fictitious spin-1/2 operators that do not share a state index exist in orthogonal

subspaces and therefore commute with each other. The transformed Hamiltonian in the
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quadrupolar interaction frame is:

Hyot)h = —2w1J273 — /3wy [(J172 + J374) cos(wgt) — (jyl—2 - j5—4) sin(wgt)], (5.36)

The terms that rapidly oscillate at wg may be neglected in the secular approximation (i.e.,
in an average Hamiltonian treatment they average to zero over the period 7¢ = 2m/wq), so

the effective Hamiltonian in the interaction frame is:

~

Hyot /i~ —20w7 J273, (5.37)

where the large quadrupolar Hamiltonian has effectively truncated the rf Hamiltonian to a
term that affects only the central transition |J,m = £3) states. After transforming back
out of the quadrupolar interaction frame, the effective time development operator in the

rotating frame is:

Uyrot (t) = exp|—iwgt(JE 72 — J374)] exp[+i2wi tJ2 73] (5.38)

If the system is initially oriented along the z-axis, p(0) o< J, = 3J17% + J273 and the

density operator evolves under Umt(t) as:

p(t) = Uror(t) Jo Upgt (t) 22 3JL74 + [J272 cos(2wit) + J; % sin(2wit)], (5.39)

rot

where J!~* commutes with both Tg,g and J273, and JB‘S commutes with Tz,o. The “triple-

quantum z magnetization”, 3j21_4, is left invariant during the pulse. It is apparent that
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the quadrupolar-truncated rf field effectively nutates only the central transition fictitious
spin-1/2 angular momentum at a rate 2wy, i.e., twice the rate w; at which the complete
orientation would nutate under the action of a rf field in the absence of a quadrupolar
coupling. The result for general J is that the central transition effectively nutates in the
lwi| < |wg| limit at a rate that is (J + 1) times faster than the nutation rate in the
lwi| > |wgl| limit. This nutation behavior of quadrupolar nuclei is well known (e.g. Refs.
[270, 271] and references therein) and stems from the fact that the nutation rate w is
independent of the spin quantum number J for a pure rf rotation, whereas the matrix
elements for rotation in the subspace of the central transition states do depend on J as
(J,m = :i:%|w1jx|=],m = F3) = 5(J+ 3)wi, which are (J+ 1) times larger than the matrix
elements for a J = 1/2 spin.

Now consider the case when the initial density operator is p(0) o J, = 2J273 +
V3(JL2 4 J3~4). For simplicity, the time evolution will be evaluated only at 7g = 27 /wg
(or at integer multiples of 7 that are stroboscopically synchronized with the quadrupolar

evolution frequency). In this case, the rotating-frame evolution is:

ﬁ(TQ) = Urot(TQ) jx U@%(TQ)

~ 27273 4 VB[(J2 4 T2 cos(wiTg) + (jy1_3 - jy2_4) sin(wig)], (5.40)

where it can be seen that the jx2*3 central transition term is invariant under the rf irra-
diation (and would also be invariant under quadrupolar evolution), whereas the satellite
transition coherences evolve during the irradiation (and evolve further under the quadrupo-

lar Hamiltonian). Therefore the central transition coherence, J273, is a constant of the
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motion and is said to be “spin-locked” by the rf irradiation. This result would also hold if
the central transition coherence was excited selectively: for example, a y-directed wit = 7/4
pulse would transform 5(0) = .J, into 3J!~* — J2=3 as described above. Application of an
x-directed rf pulse would spin-lock the central transition coherence j§*3. The spin locking
behavior of the central transition coherence under rf irradiation is important because when
the spin locking fails, central transition coherence can be transformed into different types
of polarization, as is the case in NMR quadrupolar rotational adiabatic coherence transfer

(85.6.3) or rotary resonance experiments (§5.6.5).

5.6.3 Adiabatic coherence transfer in half-integer spins via slow modula-

tion of the quadrupolar interaction: RIACT

The previous section examined the dynamics of the central transition under con-
stant rf irradiation when the quadrupolar coupling was time-independent. However, the
size of the quadrupolar coupling can be manipulated in high-field NMR experiments by
spinning the sample. The angular momentum dynamics of half-integer quadrupolar nuclei
under rf irradiation and static or magic-angle sample spinning conditions has been studied
in detail by A. Vega [158]. As was discussed previously, magic-angle spinning at a frequency
wpg causes the periodically-modulated quadrupolar coupling to undergo multiple sign inver-
sions/zero crossings over one rotor period Tp = 27 /wg. Assuming that at its maximum the
quadrupolar coupling frequency |wg(t)| is much greater than the rf nutation frequency, the
quadrupolar Hamiltonian dominates the rf Hamiltonian near the extrema of the wg(t), and
the rotating-frame eigenstates are very nearly the eigenstates of the quadrupolar Hamilto-

nian H S ) TQ}(). These eigenstates are doubly-degenerate within the +|m| manifolds, and
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Vega writes the quadrupolar eigenstates as the superpositions |C'+) = % (12, +3)£12,-3)

and |T+) = %(ﬁ +3) £ |3,-3)), where |C%) represent the central transition single-
quantum coherences, and |T'+) represent the unique triple-quantum coherences. The in-
stantaneous eigenenergies are +hwq(t)/2 for the |T+) states and —hwg(t)/2 for the |C+)
states.!* The important point to note is that the |C4) states cross the |T+) states when
wq(t) = 0 since the rf perturbation is no longer negligible (jwi| > |wg(t)]), which results
in strong mixing of the |C+) states with the |T+) states. In fact, when one considers
the instantaneous eigenstates'® of the Hamiltonian ﬁmt(t)/h = wQ(t)Tzo — wiJ, over the
full range of wg(t), the state |C'+) is converted smoothly to |T+) and |C—) is converted
smoothly to |T'—) (or vice versa) as wq(t) varies from a large positive value to a large nega-
tive value (or vice versa). The system would remain in the |C+) states or |T+) during the
course of the mechanical rotation if no rf perturbation were present.

As long as the variation of fImt(t) is adiabatic, the mixing of the instantaneous
eigenstates allows for the efficient conversion of central transition coherence to triple-
quantum coherence and back again as the quadrupolar coupling undergoes sign inversions
during magic-angle spinning. Vega has defined an adiabaticity parameter o = |w}/(wowr)|,
where o > 1 marks the adiabatic passage regime and o < 1 marks the sudden passage
regime [158]. According to the well-known quantum mechanical adiabatic theorem [272,

§XVII], if the system is prepared in an eigenstate of the Hamiltonian, the system is main-

YWhen the rf perturbation I:Lnf = —hwiJ, is included the zeroth-order eigenstates may be retained, but
the |C't) states receive a first-order energy splitting of 2hw;, while the |T'+) states remain degenerate.

5By “instantaneous eigenstate” it is meant a state |(t)) that satisfies the eigenvalue equation
H(t)|[(t)) = E(t)|1(t)) for a particular value of #, although these are not truly eigenstates because the
time-dependent system does not have a well-defined energy. In quantum chemistry the instantaneous eigen-
states of a large time-independent system in the presence of a time-dependent perturbation are also known
as the “adiabatic states”, whereas the true eigenstates in the absence of the perturbation are known as the
“diabatic states”.
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tained in the instantaneous eigenstate of the Hamiltonian as long as the Hamiltonian changes
adiabatically. In the sudden passage regime (« > 1) the system remains in its original eigen-
state before and after the crossing. Therefore one expects that adiabatic single-quantum
to triple-quantum coherence conversions can be implemented in the limit a > 1 where
the rf pulse amplitude |w;| is high and the spinning speed wp is slow for relatively small
quadrupolar couplings |wg|.

In fact, such adiabatic conversions have been demonstrated experimentally in the
rotation-induced adiabatic coherence transfer (RIACT) experiment [273]. In this exper-
iment, adiabaticity is ensured setting the rf power as high as possible with the sample
spinning speed made as slow as possible while still retaining line-narrowing effects. The
basic RIACT triple-quantum excitation scheme uses a 7/4 pulse of phase ¢ for the selective
creation of central transition single-quantum coherence from longitudinal magnetization, fol-
lowed by a spin-locking pulse of phase ¢+ 7/2 and duration 7, as described in the previous
section. During the course of the spin-locking pulse the sample rotation induces adiabatic
transfer of the central transition coherences to triple-quantum coherences. The crystallites
do not undergo quadrupolar zero crossings all at the same time; in fact, crystallites in which
wq(t) is dominated by oscillation at the frequency wgr undergo two zero crossings over one
rotor period g that cause the transfer |C+) — |T'+) — |C+), whereas crystallites in which
wq(t) is dominated by oscillation at the frequency 2wg undergo four zero crossings that
cause the transfer |[C+) — [T+) — |C+) — |T+) — |C+) during 7r. These correspond to
adiabatic demagnetization and remagnetization cycles of the central transition transverse

magnetization. In a random powder, the choice of pulse width 7, = 7r/4 maximizes the
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net transfer of central transition single-quantum coherence to triple-quantum coherence,
as was determined numerically [273]. RIACT conversions of triple-quantum coherence to
central transition single-quantum coherence during a single spin-locking pulse were found
to be more efficient than triple-quantum excitation from longitudinal magnetization using
a /4 pulse followed by a spin-locking pulse. The RIACT technique is somewhat limited by
the presence of resonance offsets and second-order quadrupolar coupling effects (which have
not been considered here) and is useful in systems where the quadrupolar coupling is not
too large. RIACT also can be applied in higher spin systems, for instance to induce con-
versions between central transition single-quantum coherence and five-quantum coherence
in J = 5/2 systems [274].

The analog of the RIACT experiment cannot be applied efficiently to atomic sys-
tems if only amplitude modulation of the optical field is employed. A modulated Stark
splitting frequency wg(t) depends on the absolute square of the modulated electric field,
so it never changes sign and the types of adiabatic conversions described above cannot be
completed. The best case would be a partial coherence transfer as E(t) is adiabatically
reduced to zero, leaving the system in a superposition of central transition single-quantum
and triple quantum-states. The quadratic Stark splitting is, however, an odd function of
the detuning of the laser frequency from resonance [232]. It therefore may be possible to
implement RIACT-type experiments in atomic systems using frequency sweeps of the laser

through resonance.
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5.6.4 Coherence transfer in half-integer spins via fast resonant modula-

tion of the magnetic field: FAM

The fast-amplitude modulation (FAM) technique was developed to induce more
efficient transfers of multiple-quantum coherence to single-quantum coherence in quadrupo-
lar nuclei in powdered solids [275]. The technique is most widely applied in magic-angle
spinning experiments, but is also valid in static samples, which are considered here. As has
been seen previously, a constant weak rf field applied to a static half-integer quadrupolar
spin system is only effective at causing transitions within the central transition subspace,
with any other conversions appearing in a higher-order perturbation theory treatment. The
coherence transfer that will be considered is the conversion of triple-quantum coherence to
central transition single-quantum coherence in a J = 3/2 spin system.

As the FAM principle was originally conceived [151], a modulation of the rf field
in the rotating frame at a frequency w,, that is near the quadrupolar splitting frequency

wq is expected to be effective at selectively exciting the |%, +3) «— |3, 4+1) satellite tran-

2 272
sitions. This corresponds to a selective excitation at the satellite transition frequency in
the rotating frame. Since the satellite transitions connect the {|2,+2)} manifold to the
{|2,+1)} manifold, it might be expected that this excitation would be capable of con-
verting triple-quantum coherence (a superposition of ]%, j:%) states) into central-transition
single-quantum coherence (a superposition of |3, +3) states).

The theoretical formalism for FAM pulses in static and rotating single crystals

and powders has been worked out in detail and has been compared to the continuous pulse

and RIACT methods in the quadrupolar MQMAS experiment [276]. The treatment of a
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J = 3/2 nucleus in a single static crystallite in the absence of second-order quadrupolar
effects and resonance offsets is straightforward. The rotating-frame Hamiltonian in this case

is:

A

ﬁrot(t)/h = WQTZ,O — wy cos(wpmt)Jy, (5.41)

where the laboratory-frame rf field is B (t) = Bj cos(wpt) cos(wyt), where wy, is the am-
plitude modulation frequency, and w, is the rf carrier frequency (assumed to be set on
resonance), and 2w; = yB;. Methods of experimentally creating this type of amplitude
modulation will be discussed later. It can be readily appreciated that the rotating-frame
Hamiltonian 5.41 looks like the EFG PAS-frame NQR Hamiltonian in Eq. 5.10 in the case
that the rf field is perpendicular to the axially-symmetric EFG principal axis (which is
the geometry at which the NQR pulse is most efficient). So, in a sense, the problem of a
rotating-frame FAM pulse is the same problem as that of an EFG PAS-frame NQR pulse
applied to a J = 3/2 nucleus for a static crystallite. The NQR pulse was seen to be efficient
in J = 1 nuclei when the carrier frequency was set on resonance to the NQR transition
wyr ~ 3wq/ V6; likewise, it is expected that the FAM pulse will be efficient in converting
triple-quantum to single-quantum coherence in J = 3/2 nuclei when the modulation fre-
quency is nearly resonant with the rotating-frame quadrupolar splitting frequency wy,, ~ wg.
In an analogy to the treatment of NQR pulses presented earlier, the behavior during the

pulse can be better appreciated in the case of a resonant amplitude modulation w,, = wq
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by transforming into the quadrupolar interaction frame according to Eq. 5.36:16

Hyot(t)/h = —wi cos(wqt) {2272 + V3[(JL2 + I3 cos(wqt) — (Jy % — J3 ) sin(wet)]}

= —2uw; cos(cht)jf:_3 — ?Wl [(j;_Q + j£_4) +

+cos(2wot) (L2 + J3H) = sin(2wot) ()2 = I3 (5.42)

which contains a time-independent piece, and all the other terms average to zero over the
interval 79 = 27 /wg. The remaining effective Hamiltonian in the quadrupolar interaction

frame is:

S 3 ~ ~
Hoo(t)/h = —gwluﬁ + .27, (5.43)

which selectively excites the satellite transitions by coupling the ]%,:t%) states to the

|%, :l:%) states. The resonant rf amplitude modulation can be thought of as causing ei-

ther a frequency-selective excitation of the satellite transitions, or a recoupling of terms in

the rf Hamiltonian that are ordinarily truncated by the quadrupolar Hamiltonian. Upon

transforming back into the rotating frame the time development operator becomes:

~ . S92 33— V3 S92 | 33—
Urot(t) = exp[—iwgt(JL 72 — J3™4)] exp[—%zgwlt(t]; 24 2. (5.44)
The evolution of a triple quantum coherence p(0) = J1=* = %(!%, +35(3, -3+[3, -3 (3, +3)

16Ref. [276] uses the quadrupolar modulation frame transformation Vi, (t) = exp[—iwmtTs 0] for the nearly-
resonant w,, ~ wq case, which is the more realistic situation in a powdered solid due to the broad distribution
of quadrupolar frequencies wg. Also, it should be noted that the application of perturbation theory in the
quadrupolar interaction frame is valid for |wg| > |w1|, which may not be satisfied for all crystallites due to
the orientation dependence of wq.
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under resonantly amplitude-modulated rf irradiation is most easily evaluated at 7 = 27 /wq
(or an integer multiple thereof):
ﬁ(TQ) ~ e+z‘§w1m(i§}‘2+i§‘4) j117—4 e—i@wlTQ(j;_Q—l-j;’_zl)

= cos?(wfTg)Ja~* + sin®(wirq) J2 7 + cos(wiTq) sin(witg) (Ji 2 — J274)(5.45)

where wf = V3w /4; the first term represents triple-quantum coherence, the second term
represents central transition single-quantum coherence, and the third term includes double-
quantum coherences. If the time evolution is not evaluated at 79 so that quadrupolar
evolution is included, the (non-symmetric) double-quantum coherences evolve further under
the quadrupolar Hamiltonian, but the other terms represent symmetric transitions that are
invariant to first-order quadrupolar evolution. Therefore, it can be seen that FAM pulses can
efficiently convert triple-quantum coherence to central-transition single-quantum coherence
(and also back again) in J = 3/2 systems.

In practice [275] the FAM modulations are usually implemented by approximat-
ing the cos(wpt) modulation by a train of n binary pulse pairs (7m/2)¢(7m/2)g, where
T = 27 /wm, ¢ represents the rf phase, and ¢ = ¢ + 7. This causes a square-wave mod-
ulation of frequency w,, between +w; and —w; in the rotating frame, where the m phase
shift of the rf carrier frequency switches the direction of the rf field in the rotating frame.
This approach was chosen because for typical values of wg/2m > 1 MHz, 7, can be on
the order of hundreds of nanoseconds, and implementing a smooth amplitude modulation
on a timescale much faster than this can be experimentally challenging when using high-

power solid-state spectrometers. It should also be noted that when FAM pulses are applied
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to rotating powders, the situation again becomes a radiation- and rotation-mediated adi-
abatic coherence transfer. Additionally some of the efficiency of the FAM pulse is due to
orientational-averaging effects [276].

When applied to AMO systems of half-integer angular momentum, similar weak
magnetic field modulation techniques will be able to cause efficient conversions of central-
transition single-quantum coherence (which is present in a system that is oriented perpen-
dicular to the applied electric field) into triple-quantum coherence in J = 3/2 systems, where
the quantization axis is along the electric field. Likewise, other coherence transfers could
be facilitated in higher angular momentum systems, i.e., not only triple-quantum/single-
quantum conversions in J = 5/2 systems, but also five-quantum/triple-quantum conver-
sions. The FAM-type conversions also have been implemented using adiabatic sweeps of
the rf frequency to induce similar transfers between |J, £|m/|) populations and |J, &|m — 1|)
populations [277, 278, 279, 280]. These techniques would be the most useful in AMO exper-
iments in which |wg| > |wp|. If the Stark and Larmor splittings are comparable, however,

the dynamics become much more complicated.

5.6.5 Coherence transfer in half-integer spins via matching the quadrupo-
lar modulation frequency to the rotating frame Larmor frequency:

rotary resomnarmnce

A description of some rotary resonance effects in J = 5/2 MQMAS experiments
was given in §3. This discussion will include a schematic description of some rotary reso-
nance effects in J = 3/2 systems.

As was noted in §5.6.3, under fast magic-angle sample spinning conditions and
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low-power rf spin locking the spin system is in the sudden-passage regime o < 1, in which
the central transition states |C+) and the triple-quantum states |7+) are expected to
remain spin-locked during sample rotation, with no interconversions between single- and
triple-quantum coherences. However, the conventional theory of the spin-locking of half-
integer quadrupolar nuclei under MAS conditions [158] does not take into account certain
resonances that can occur when the rf nutation frequency is appropriately matched to
the sample rotation frequency. Indeed, losses of spin-locking efficiency at these “rotary
resonance” conditions were observed experimentally [159, 160] and a partial theory of the
effects was advanced [159] before further experiments proved that these losses in spin locking
efficiency amounted to gains in the efficiency of multiple-quantum coherence conversion
[161], or before full theories of the rotary effects were developed [162, 163, 164].

Consider the rotating-frame Hamiltonian for a modulated quadrupolar interaction
in the presence of a steady rf field, neglecting resonance offset and second-order quadrupolar

effects:

Hyoor(t) = HY () + Hyp = hwg(t)Tho — hwr Ja, (5.46)

where wg(t) is modulated at harmonics of the spinning frequency, wg, according to Eq.
5.33. This is the Hamiltonian that was under consideration in the previous discussion of
the RIACT technique, although here |w;| ~ wpr instead of the typical |w1| > wr conditions

in RTACT experiments. It is useful to separate the rf Hamiltonian as:

~

Hep/h=—wiJy = =201 0273 —VBwy (J172 + J34), (5.47)
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where the first term, ﬁf’}T/ h = —2w; j:%_g, drives the central transition and the second
term HST/h = —/Bwi(J172 + J37%) drives the satellite transitions. It is convenient to

transform into the interaction frame of the modulated quadrupolar interaction plus the

central transition rf Hamiltonian, defined by [162]:

Vocr(t) = Tiewl- [d (1HSW)+ A7)
= eXp[—Z'(@Q(t)Tz’o — letjz_?’)]

= exp[—iPg(t)(J1% — T3] exp[+i2witJ2 )], (5.48)

where T is the Dyson time-ordering operator and the MAS quadrupolar dynamic phase
is ®o(t) fo dt’ wo(t'). The fact that [Hé)( )s HCT] = 0 ensures that ﬁg)(t) + ﬁf’}T
commutes with itself at all times so that the time ordering in Eq. 5.48 is unimportant. The

quadrupolar-rf central transition interaction frame Hamiltonian is:

Hyor(t)/h = VEr(t) HYY Vo.or(t)

- —\/§w1{ cos[@q ()] [(J21% + JE*) cos(wit) — (Jy 73 — J274) sin(wit)]

—sin[®@q(8)][(Jy % — T2 ) cos(wit) + (S22 + J2 %) sin(wit)] }

3 4 . .y . . a
= Ly {con(unt) [+ OO (12 4 A1) 4 ROy i)

+isin(wst) [e”q)Q(t)(JA}:?’ + JEh) —emi®el)( 13 4 J?;zl)] }, (5.49)

where ji_k = jgg_k + zjg_k Since the modulated quadrupolar frequency is periodic such

that wg(t+7r) = wg(t) where T = 27 /wg, the exp[+i®g(t)] are also periodic and therefore
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can be expanded in a Fourier series as:

400 '
exp[+i®qg(t)] = Z ARt
400 ' +oo ‘
exp[—idqg(t)] = > Ane "Rl = )" A7 et (5.50)

where the coefficients A,, are complex and depend on the quadrupolar parameters Cg and
ng and on crystallite orientation. The cos(w;t) and sin(wit) terms also can be expanded in

terms of exponential functions, such that:

V3 -— inwpt imw 71— 73— * o 7l— 73—
Ha()/h = =P 30 37 emonte 1t{[An(Ji 24 B 4 AT (T 4 )

n=—oo m==1

Fellrm=/2[ 4, (178 4 j24) a4 (178 4 2] } (5.51)
where ellm(m=1)/2] — £1 for m = £1. This can be written in the form:

A +oo A
Heop(t)= > > Hpme™ ™, (5.52)

n=—oco m==1

where in terms of the |C+), |[T+) basis states:

Hpi1/h = —~2w0[Ap|TH)(C £ |+ A", |CFNT T ). (5.53)

ol

The interaction frame Hamiltonian has a complicated time dependence, but when the nu-
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tation frequency wi is an integer multiple of the spinning frequency such that w; = Nwg,

- +oo N
Hrot(t): Z Z Hn’mei(n—‘rmN)th’ (5‘54)

n=—oom==1

where terms with n+mN = 0 are time-independent. In a lowest-order average Hamiltonian
approach, the Hamiltonian is averaged over one rotor period Tg, resulting in an effective

Hamiltonian in the interaction frame:

Hoor(t) = ﬁN,—l + f'j—N,—f—l

= VB [(ANITHC |+ AICYT— ) + (AN [TH (O] + Ay THC+ )]

(5.55)

It may be readily appreciated that this Hamiltonian couples the central transition states
|C+) to the triple-quantum transition states |7+), inducing efficient coherence trans-
fers. The generalized rotary resonance condition for an arbitrary half-integer spin J is
wp = %w r. The lowest-order average Hamiltonian treatment is not sufficient to explain
other interesting conversions of polarization that can occur at or in between rotary resonance
conditions [161, 162, 163, 164, 165]; in fact, this method is suspect in the sudden passage
regime because the n‘"-order average Hamiltonian term goes like ~ (w1 /wg)", so the pertur-
bation series may not converge (or at least not converge rapidly) when w; = Nwg. All these
problems have been addressed successfully by Floquet theoretical treatments [162, 163, 164].

This approach is very general and it is expected that these effects could be ob-

served in AMO systems with crossed electric and magnetic fields if the Larmor frequency
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is appropriately matched to the Stark modulation frequency such that wg = %WR, in
the limit that the Larmor splitting is much smaller than the Stark splitting. However, the
theory as described above is only applicable to systems with half-integer angular momenta,

as are the RIACT and FAM techniques.

5.7 The J =1 — J = 0 transition in optics expressed as a

system of two coupled spins-1/2 in NMR

Thus far only angular momentum dynamics within a single J manifold have been
considered. However, in AMO experiments, it is also possible to excite optical transitions
between levels of differing angular momentum, and this transition itself affects the angular
momentum dynamics of both states. The simple example that will be considered here is
the transition between a J = 1 ground state and a J' = 0 excited state during optical
pumping in the low light power limit while in the presence of a magnetic field. Radiation-
induced J — J’ transitions are usually not considered in NMR, because excitations are
usually performed within the nuclear ground state and the radiation does not directly couple
different nuclei to each other. However, the J = 1, J' = 0 system has four levels, and one
might expect that this problem could be translated into the problem of two coupled spin-
1/2 angular momenta. In that case, it may be possible that the atomic angular momentum
dynamics can be associated with the dynamics of an NMR system. This would represent
another analogy between AMO and NMR and potentially provide more opportunities for

new experimental design and cross-fertilization between these fields.
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5.7.1 The optically-pumped atomic J =1, J' = 0 system

Consider the atomic J =1 — J’ = 0 low-power optical transition in the presence
of a magnetic field parallel to the light propagation axis; the quantum-mechanical formu-
lation of this problem has been considered by Malakyan et al. [281]. Only the coherent
dynamics will be considered here; i.e., relaxation will be neglected, because the mechanisms
of relaxation can differ substantially between AMO and NMR systems (although these dif-
ferences themselves would make interesting topics of study). The system is subject to the
internal atomic Hamiltonian Hy, the magnetic field (Zeeman) Hamiltonian Hpg, and the

light-atom interaction (Stark) Hamiltonian H; induced by the electric field of the radiation:

H(t) =ﬁ0+ﬁ3+ﬁl(t). (5.56)

The J = 1 triplet ground state has three magnetic sublevels |1.) = |oy; J,my = +1), [Tp) =
lag; J,my = 0), and |T_) = |ay; J,my; = —1), and the J' = 0 singlet excited state has one
level |Sp) = |ae; J',my = 0). Here ay and a. represent the quantum numbers for the ground
and excited states, respectively, other than the angular momentum quantum numbers, and
17

the quantization axis z is taken to be along the direction of light propagation.

If the atomic ground state is assumed to have energy I/, = 0 and the excited state

7This differs from the examples considered previously, in which the z-axis was taken to be along the
electric field axis, which is the polarization axis in the case of a linearly-polarized optical field.
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has an energy F. = h{)4, the laboratory-frame atomic Hamiltonian may be written as:

000 0
Ho = 10alSo)(So| =ha | @ 0 O O [ (5.57)
0010
000 0

where the ordering of the basis states in the matrix has been taken to be {|1'), [Tv), |So), |T-) }
in order to group the states by the value of their magnetic sublevel m ; or m .

The Zeeman Hamiltonian in a z-directed magnetic field B = BZ is:

Hp=—ji -B= —goupJ.B/h = —hwp , (5.58)

o O O =
o O O O
S O O O

where gg is the magnetic dipole moment operator of the J = 1 ground state, wp = g,upB
is the Larmor frequency of the J = 1 state, and pg is the Bohr magneton.'® The |Tp) and
|Sp) states are not shifted by a magnetic field.

The atom-light interaction Hamiltonian with an oscillating light field £ = &y cos(wt)z

linearly polarized along x is:

0O 0 -1 0
Hy(t) = —d - € = —d,& cos(wt) = —2hw; cos(wt) 00 00 , (5.59)
-1 0 0 1
0O 0 1 O
where d is the atomic electric dipole moment operator (with dy = —(dLH — 317,1)/\/5

1811 this notation the electron g-factor is negative and the Bohr magneton is positive, so wp < 0 if B is
in the 4z-direction.
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in the spherical basis), w; = E(o/;J" | dy || a; J)/(2v/2h) is the optical Rabi frequency,
and (o/;J' || dy || s J) is a reduced matrix element given by the Wigner-Eckart theorem
(o J/,mjl‘dk’qk)[; J,mJ>:<J’,MJ/;k,q|J,mJ)<a’;J’HcZM\a;J}, where (o; J’,mJ/|cfk’q\a;J, my)
is a Clebsch-Gordan coefficient. The laser frequency w is near the optical resonance fre-
quency {24, and potentially w = w(t), i.e., the optical field is frequency-modulated. The
quadratic Stark effect considered in previous sections may be neglected in the low light
power limit where the optical pumping is not saturated.

The total Hamiltonian in the {|T%.),|To), |So), |T-)} basis is therefore:

—wp 0 2w cos(wt) 0
H(t)/h = 0 0 0 —2wj cos(wt) 7 (5.60)
2wy cos(wt) 0 Qa 0
0 0 —2w;cos(wt) wp

and it is this Hamiltonian that will be used to try to make an analogy to an NMR system.

5.7.2 The fictitious two-spin system

The four-level system can be converted into a fictitious system of two spin-1/2
particles J; and Jo through the associations |T.) = |++), |To) = (|+—) + |—+))/V2,
IT_) = |——), and |So) = (|+—) — |—+))/v2.2 The J, J' Hamiltonian can be converted

into this fictitious two-spin basis through the transformation:

H'(t) = UrH(t)U; ", (5.61)

B4 h) = =1/2,m1 = +1/2) @ |Jo = 1/2,m2 = +1/2), | + =) = |J1 = 1/2,m1 = +1/2) ® |2
1/2,777,2 = —1/2>7 ‘-‘r —> = ‘Jl = 1/2,777,1 = —1/2> ® |J2 = 1/2,7712 = —|—1/2>, and | — —> = |J1 = 1/2,7711
—1/2) ® |Jo = 1/2,m2 = —1/2).



5.7. THE J=1— J =0 TRANSITION IN OPTICS EXPRESSED AS A

SYSTEM OF TWO COUPLED SPINS-1/2 IN NMR 323
where
1 0 0 0
1 1
o= v w 0 (5.62)
1 1
0 L L 0
00 o0 1

where the columns of U are the two-spin basis states written in the triplet-singlet basis.
It is instructive to write the Hamiltonian H’ in terms of basis operators of the
fictitious two-spin system. A convenient choice of basis operators { B} is the set of sixteen
dimensionless jlijgj angular momentum direct product operators, where i, j € {x,y, z} and
the identity operators 1; and 15 have also been included in the single-spin basis sets.29 The

Hamiltonian can be written:
H'(t) = bi;(t)By, (5.63)
1,J

where b;; = Tr[Bjjﬁ’(t)]/Tr[BJjBij]. It follows that:

. Q4 N o A N N N
H'(t)/h = TAl + (~wpJ1, —wpJa.) — Qa(Jy - Js) + [~w] cos(wt) 1z + w] cos(wt) Joz]
= [Hy+ Hp + H|(t)|/h, (5.64)
where
Hp/h=—wp(Ji: + Ja.), (5.65)

*°For instance, JizJo: = (3H){~| + 31=){+]) ® G+ = 31=)(=D), or Jy2 = T ® Jp2 = (|4)(+] +
=) (=D @ (F )=+ 3|=){+D-
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and
. Qu - .
and
ﬁ[(t)/h = —w] cos(wt)(jlx — jgx), (5.67)

with w] = 2v/2w; = & {a/; J'||d1|c; J) /.

5.7.3 The potential Hamiltonian analogy to NMR

A spin-1 coupled to a spin-0 system does not often arise in NMR studies, so it is
natural to try to represent such a system as two spin-1/2 systems that are coupled. The
coupled spin-1/2 problem is ubiquitous in NMR.?! As will be seen, the Hamiltonian in Eq.
5.64 has some similarities to NMR Hamiltonians. The atomic Zeeman term, H %5, looks
exactly like the Zeeman Hamiltonian of two chemically equivalent spin-1/2 nuclei, upon
identifying the J = 1 atomic Larmor frequency with a spin-1/2 nuclear Larmor frequency.
The internal atomic Hamiltonian ﬁ(’) resembles the isotropic component of the NMR scalar
coupling (J-coupling) Hamiltonian with a J-coupling constant equal to —{24 in angular
frequency units, plus a constant energy shift 724 /4 of all the levels that does not affect the
22

angular momentum dynamics.

There is one critical difference between the atomic Hamiltonian and an NMR

2n fact, in certain problems it is not unusual to write the two spin-1/2 system in a singlet-triplet basis.
22Note that J is the conventional symbol for the NMR indirect spin-spin coupling constant, and does not
refer to an angular momentum quantum number here.
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Hamiltonian that makes the analogy incomplete. The atom-light coupling Hamiltonian
fIl’ looks similar to the laboratory-frame Hamiltonian for two nuclei in a radiofrequency
magnetic field B, (t) = By cos(wt)Z if wy is identified with the rf nuclear nutation frequency
wi, except that the first spin sees a field +B,(t) and the second spin sees a field —B; (t).
This sign difference in the “rf Hamiltonian” is unphysical in real NMR experiments, which
have no way of applying magnetic fields of different signs to two different nuclei. The
other way to get a sign difference in the nutation frequency is if the nuclei had oppositely-
signed gyromagnetic ratios, which again is unphysical, as no two nuclei have the same
magnitude but opposite sign of gyromagnetic ratio. However, even if this were the case,
this sign difference would also have to be reflected in the Zeeman Hamiltonian H 5 in the
form of a sign difference between the Larmor frequencies wp of the two nuclei, which it
is not. Physically, this sign difference would mean that two equivalent nuclei could be
distinguished by using rf fields to make them nutate in opposite directions. This behavior
could also provide a means of decoupling two identical scalar-coupled nuclei using rf fields,
which has never been done.

The Hamiltonian in Eq. 5.64 can also be considered to be somewhat unphysical
from an NMR perspective if one considers the actual values of the physical constants.
In an atomic system, the dominant Hamiltonian is the internal atomic Hamiltonian; i.e.,
Q4 > wp,w;.2> However, the nuclear J-coupling is usually one of the smallest interactions
in NMR (~ 1 — 102 Hz), whereas at high magnetic fields the nuclear Larmor frequency is

~ 10® Hz, and rf nutation frequencies typically go up to ~ 10* Hz in liquid-state probes to

2304 /2w ~ 10'* Hz for a near-IR resonance; in the perturbative limit w;/2m ~ 10® Hz is a reasonable
value; and for B in the 10™® G range, wg /27 ~ 10° Hz.
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~ 10° Hz in solid-state probes.

Although the NMR J-coupling obviously does not dominate the dynamics in the
laboratory frame, consider the following common liquid-state NMR Hamiltonian in the
laboratory frame for two equivalent J-coupled spins in a static magnetic field B, = Bz,

with an additional amplitude-modulated rf field B, (t) = By cos(wt)Z:

Hygp/h = —wo(Ly 4 Lo) +wy(Lq - Lo) — 2w1(t) cos(wyt) (L1 + La), (5.68)

where wy = vBy, wy = 27J, wi(t) = wjycos(wpt), 2w; = vBj, and w, is the rf carrier
frequency. In the rotating frame defined by the transformation th(t) = exp[+iwrt(f .1+

I.1)], the effective Hamiltonian becomes:

Hyot/lire —8(11 + L) +wy(ly - Lo) — wi cos(wmt) Iz + Lya) (5.69)

where § = wg— w; is the resonance detuning and the rapidly-oscillating terms at frequencies
wm £ 2w, can be neglected if |wy, £ 2w, | > |wi], since |wi], |wm| < |wr|. The resemblance
of this rotating frame Hamiltonian to Eq. 5.64 should be apparent (aside from the relative
signs of the I,1 and I, terms, which again is crucial), but the physical parameters have
somewhat different meanings. In effect, the nuclear Larmor frequency has been reduced
in the rotating frame to a small resonance offset § that can be made arbitrarily small by
tuning the rf carrier frequency w, close to the Larmor frequency wg. If the resonance offset
d/27 is adjusted to be on the order of a few Hz and the rf nutation frequency wi /27 is

made to be very weak and also of the order of only a few Hz, then |d], |wi| < |w| for large
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values of the J-coupling constant, and this situation resembles the atomic system. In order
to make the analogy complete, the rf amplitude modulation frequency w,, should be of the
order of the J-coupling frequency w; (since w ~ €24 in the atomic system), and potentially
W = win(t).

The dynamics under the atomic Hamiltonian in Eq. 5.56 are usually calculated by
making a “rotating wave approximation” in the rotating frame defined by the transformation
Vyot (t) = exp|—iHot/h). If the J-coupling Hamiltonian is truly dominant (an unusual case in
NMR when an rf field is present) in Eq. 5.69 and if the modulation frequency is chosen such
that wy, ~ wy, then the equivalent procedure would be to approximate the Hamiltonian in

the modulated frame defined by the transformation exp|—iwmt(L.,-1.5)], which is analogous

to the J-coupling interaction frame transformation exp|—iw st(L; - I,5)].2

5.7.4 The observables

As was discussed in §5.4.2, there are many possible observable quantities in the
atomic physics experiment. For example, the optical rotation of the light polarization in

the atomic system is proportional to the polarization moment Py, which yields [281]:

A oc Re[(So|p(t)[T-) + (T4[p(t)|S0)], (5.70)

where p(t) is the density operator for the system; its time dependence is determined by
evolution under the Hamiltonian in Eq. 5.56 plus relaxation effects. The right-hand side

of this equation is equal to Re[Tr[p(t)@¢]], where Oy = |T_)(So| + |So)(T;|. If the non-

21Tt is possible to apply the second frame transformation to the approximate Hamiltonian in Eq. 5.69 if
Wr 3> wm, which will be the case since w, ~ wy ~ 108 Hz and wy, ~ wy ~ 10% Hz.



5.7. THE J=1— J =0 TRANSITION IN OPTICS EXPRESSED AS A
SYSTEM OF TWO COUPLED SPINS-1/2 IN NMR 328

~ A

Hermitian operator Oy is written as Oy = (AQ(—; + z@;, where (AQ(—; = %((’% + (9;) and

@; = 2%((%5 — @L) are Hermitian operators, then Eq. 5.70 can be rewritten as:
A¢ o Trp(t)0,), (5.71)
A+
where OF = §(I7-)(So| + [S0)(T_| + S0} (L] + 7:)(So]).

The optical rotation observable operator (;); can be written in terms of the ficti-

tious two-spin operators as:
O¢ = \/ﬁ(jzljaﬁ - jxljz2)a (572)

which is not a directly observable quantity in NMR (i.e., it does not correspond to nuclear
magnetization), but it can be indirectly observed in a two-dimensional experiment. In two-
spin spherical tensor notation, (A’);; = \/§(T17+1 —i—f’l,_l), where TLil = %(jzl Jio — jiljzz).
The observable (?);; in NMR terminology corresponds to a particular combination of so-
called antiphase magnetization.

As has been noted before, given a spin system prepared in some initial state, the
NMR, spectroscopist’s game is to figure out how to manipulate the system into some other
interesting state by implementing different Hamiltonians, usually by applying magnetic
fields and /or sample rotations. As an interesting exercise, one may refer to Appendix D for
some exact solutions of the time evolution of a J-coupled two-spin system in a magnetic
field. Using the approach outlined above, these expressions can be converted into exact

solutions of the J = 0, J' = 1 atomic system in the presence of a static magnetic field but
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no optical field. For instance, if the initial density operator for a pair of identical spin-1/2
nuclei could be prepared as p/(0) o< Ju1 — Jyo for a pair of identical spin-1 /2 nuclei (ignoring
the term proportional to the identity operator), then 5(t) includes a term proportional to
—%{cos[(uu—i—é)t]—cos[(wJ—(S)t]}(jzljxg—jxljzg) = sin(w st) sin(6t)(J,1 Jua—Jp1J22), where
wy is the J-coupling constant and § is the Larmor frequency in angular units. This term is
proportional to the atomic optical rotation observable, (?);;r It averages to zero over times
t> w}l in the limit of a strong J-coupling and weak magnetic field |w | > |§|. Upon making

A A

a transformation back into the singlet-triplet basis, one finds that p'(0) = +(Jz1 — Ju2) can

be created upon equally populating the two states L(|T+> FSo)) and L(|T,) +|Sp)). If

V2 V2
such a state could be prepared, one would expect that the system would develop a non-zero

time-averaged optical rotation, but only on a timescale not much faster than the reciprocal

optical frequency QATl, which is somewhat of an unrealistic case to measure.

5.8 Conclusions

The goal of this work has been to establish analogies between the angular momen-
tum dynamics in atomic and molecular optics experiments in the presence of external fields
and those in nuclear magnetic and quadrupole resonance experiments. In particular, the
emphasis has been placed on the similarities between the coherent, quantum mechanical
dynamics of these systems in the absence of relaxation effects, which can differ markedly
between AMO and nuclear systems.

The analogies have been laid out to address the following questions: how can

the two types of systems be polarized? What are the Hamiltonian operators that dictate
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their dynamics? What types of polarization can be measured? The Hamiltonian analogy
focused on the fact that the effect of a magnetic field is the same in AMO and nuclear
systems, but an electric field in J > 1/2 AMO systems affects the dynamics through the
quadratic Stark effect in nearly the same way as axially symmetric electric field gradients
affect nuclear dynamics through the electric quadrupolar coupling. Several comparisons
were made between NMR/NQR systems and AMO systems with magnetic and electric
fields applied in different geometries. An exact solution was developed in the spherical
tensor operator notation for the dynamics of a J = 1 AMO system in crossed static electric
and magnetic fields, which corresponds to the high-field NMR dynamics of a spin-1 nucleus
with an axially-symmetric quadrupolar coupling during a steady rf pulse. The origin of
signal in the nuclear quadrupolar resonance experiment was seen to be an example of an
alignment-to-orientation conversion process that is familiar to AMO physicists, and a new
analytical expression for the powder-averaged spin-1 NQR nutation signal was presented.
The quadrupolar NMR analogy was extended to a review of techniques for manipulating
polarization in high-field NMR studies of half-integer quadrupolar nuclei along with some
comments on the potential applicability to AMO experiments.

An attempt was also made to draw an analogy between the dynamics of a resonant
optical transition in the four-level J =0 — J’ = 1 system and NMR dynamics in the four-
level system of two spin-1/2 nuclei. This analogy was found to be incomplete in that the
AMO system could not be directly translated into a physical NMR system. However, it
would be interesting to see what sort of dynamics could be induced in this system by

coherent manipulation of the Hamiltonian.
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It is hoped that the formalism and analogies developed in this work can help to
facilitate more interdisciplinary work that draws on the substantial expertise of the atomic
and molecular physics and magnetic resonance communities. At a minimum, researchers
could apply the insights and theoretical methods developed in other fields to their own
work. Ideally, the ideas and techniques from one field could be applied to develop new

experiments in the other.
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Chapter 6

Distant dipolar field effects and

Xe-129 NMR “remote detection”

6.1 Remote detection NMR

6.1.1 Introduction to remote detection NMR

Conventional NMR experiments are typically performed according to an “all-in-
one” paradigm in which the same coil that is used to apply rf pulses to manipulate the
spin system is also used to detect the time-dependent nuclear magnetization by Faraday
induction. This type of experiment is not only conceptually simple and easy to imple-
ment, it also makes good sense because the NMR reciprocity principle (§1.7) dictates that
an rf coil that produces optimal (i.e., strong, homogeneous) pulses is also optimized for
sensitive Faraday detection. For these reasons it has been sometimes overlooked that the

information-encoding (usually coherent spin manipulation) portion of the NMR experiment
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can be considered separately from the magnetization-detection portion. In fact, some ex-
periments exist for which the optimal conditions for NMR encoding are incompatible with
the optimal conditions for NMR detection; therefore, it may prove advantageous to be able
to separate and independently optimize the encoding and detection steps. For example, it
may be desirable to perform experiments on powdered solids at zero magnetic field (i.e.,
spin encoding under an isotropic Hamiltonian) in order to obtain narrow lines, but Faraday
detection is not applicable at zero field because the Larmor frequency is zero.

The original zero-field NMR experiment of Pines et al. shuttled the sample back-
and forth between high- and low-field environments for polarization, encoding, and detection
[282, 283]. Since the detection was not carried out directly during the evolution period, the
zero-field evolution was incremented as the indirect time dimension of a two-dimensional
Fourier NMR, experiment. This experiment yielded good results but was somewhat me-
chanically challenging to implement.

Some twenty years after the first zero-field NMR work a general NMR encod-
ing/detection modality dubbed “remote detection” NMR was introduced [284, 285, 286].
Rather than physically transporting the sample, the remote detection methodology relies
on the use of a mobile “carrier” nucleus whose longitudinal magnetization can be encoded
with NMR information point-by-point in one location and then transported to another lo-
cation for detection.! As opposed to an “all-in-one” encoding/detection experiment, the
encoding and detection steps in a remote detection experiment are distant from each other

in space and time. The experiment is modular in the sense that different combinations of

'Ref. [284] cites some examples of experiments that have used two-location encoding-detection schemes
or other separate optimizations of the encoding and detection steps.
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encoding and detection environments can be employed as desired. For example, the NMR
encoding could take place at high magnetic field or at low field, and the pulse sequence
could encode the carrier nucleus with spectroscopic or image information [284, 287]. The
carrier nucleus could be detected using Faraday induction at high field or by low-field atomic
magnetometry [110], SQUID flux magnetometry [111], or spin-exchange optical detection
[112]. In certain remote detection experiments there may be circumstances under which the
individual optimization of the detection step can result in an increased sensitivity over the
conventional NMR encoding/detection modality.

Perhaps the simplest remote detection encoding “module” is a two-pulse 90°—t;—
90° spectroscopic encoding sequence, which will be discussed quantitatively in §6.1.2. The
first pulse converts initial longitudinal magnetization of the carrier nucleus to transverse
magnetization, which evolves during the incremented indirect evolution time ¢;. The second
pulse converts the component of transverse magnetization that is orthogonal to the pulse
phase into longitudinal magnetization. The magnitude of the stored longitudinal magneti-
zation is an amplitude-modulated function of the evolution time ¢, where the modulation
frequency is the rotating-frame frequency of the carrier nucleus. The longitudinal mag-
netization after the second rf pulse is thus encoded with a single indirect point t; of the
time-domain NMR signal of the carrier nucleus.

Once an indirect point of the encoded signal is stored as longitudinal magnetiza-
tion, the carrier nucleus can be safely transported to another location for detection as long
as the transport time is shorter than the carrier longitudinal relaxation time. The longi-

tudinal magnetization is preserved during transport as long as the external magnetic field
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along z (i.e., the field parallel to the magnetization) dominates any transverse magnetic

2 The transported magnetization can

field components or any internal spin Hamiltonians.
be detected by any means of choice; e.g., if Faraday detection is employed, a 90° pulse at
the beginning of the detection interval will convert the stored magnetization to transverse
magnetization for detection. Note that the 90°—¢;—90° encoding sequence also leaves a
t1-dependent transverse magnetization component which is assumed to undergo complete
dephasing on the way to the detector either through natural 73 relaxation or by bulk dephas-
ing during transport through magnetic field gradients. Any bulk transverse magnetization
that is not dephased by the time it reaches the detector can add noise to the indirect sig-
nal, depending on the detection scheme. For example, if Faraday detection is employed,
any surviving bulk transverse magnetization will in general possess a random component
parallel to the direction of the detection pulse that will remain in the transverse plane after
the pulse. As the indirect signal is recorded point-by-point, these random contributions to
the signal will appear as noise in the indirect spectrum. A simple test to determine whether
any transverse magnetization is reaching the detection coil is simply to turn on the receiver
without applying a detection pulse.

The most important characteristics that the signal carrier nucleus should possess
are mobility and a long longitudinal relaxation time. The carrier needs to be mobile in
order to convey the encoded magnetization to the detector, and this magnetization should
relax to equilibrium on a timescale that is long compared to the transport time in order

to avoid signal loss. Xe-129 gas has been the mobile carrier of choice in remote detection

2The notion of storing indirectly-encoded magnetization along the z-axis during mechanical transport is
not new; for example, this method is used in dynamic angle spinning experiments [135, 136, 137] to preserve
the indirectly-encoded magnetization while the spinning rotor hops from one angle to another.
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experiments to date. The use of a fluid is ideal for continuous- or stopped-flow remote
detection experiments in which the point-by-point encoding of NMR information takes
place in subsequent volumes of the magnetized fluid. Xenon-129 gas has a longitudinal
relaxation time on the order of tens of minutes or longer because it has relatively few
efficient channels for nuclear magnetic relaxation, since it is monatomic, diamagnetic, dilute
(low spin density), chemically inert, and possesses a spin-1/2 (non-quadrupolar) nucleus.
Xenon also has the advantage that its nuclei can be hyperpolarized by spin-exchange optical
pumping to levels that are 103-10° times higher than the equilibrium polarization that can
be achieved in a high magnetic field (on the order of ~ 1-10 Tesla) at room temperature.
Note, however, that a gas has a low spin density (near atmospheric pressure) that results
in a magnetization density that is two to three orders of magnitude lower than that of a
similarly-polarized condensed phase sample. Nevertheless, the ability to produce nuclear
polarization without having to use large superconducting magnets is convenient.

In addition to having properties that make it a good magnetization carrier, xenon
also has properties that make it an interesting analyte [288], where “analyte” in the context
of remote detection NMR means a nucleus whose NMR information—e.g., its spectrum
or spatial distribution—is indirectly encoded. Xenon has a highly polarizable electron
cloud, which results in a large range of potential chemical shifts, on the order of hundreds
to thousands of ppm. This makes xenon a very sensitive probe of its local molecular
environment. Xenon is also chemically inert, which means it can be introduced into other
samples to “spy” on them without disrupting them chemically. Furthermore, xenon gas can

be used for void-space imaging or fluid dynamics studies.
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In all the aforementioned examples xenon itself doubles as the analyte and as the
mobile information carrier. The principal purpose of the work in this chapter, as discussed
further in §6.1.3, is to develop a remote detection experiment in which the carrier nucleus
can be encoded with the NMR spectroscopic information of some different analyte nucleus.
The mechanism by which is the spectroscopic information can be transmitted from the
analyte to the carrier nucleus is the long range nuclear dipolar field.

It should be noted that helium-3 also can be hyperpolarized and may be superior
to xenon-129 as remote detection carrier nucleus because it has a larger magnetic moment
and a generally longer longitudinal relaxation time. On the other hand helium has a much
smaller chemical shift range and therefore is not very useful as an analyte in spectroscopic
encoding experiments, but would be ideal for void space imaging experiments. It also would
be useful for dipolar field experiments in which the carrier nucleus does not also serve as
the analyte. This work, however, used the pre-existing xenon polarization apparatus and

expertise of the Pines laboratory.

6.1.2 An example of remote detection NMR with spectroscopic encoding

The concept of using an indirect point-by-point pulse sequence with physical trans-
port of the spins to generate an NMR spectrum may seem somewhat unusual to the conven-
tional NMR practitioner. The aim of this section is to give a pedagogical but quantitative
account of how a simple two-pulse encoding remote detection experiment can be gently and
gradually developed conceptually from a conventional one-pulse Fourier NMR, experiment.
Simpler descriptions of the remote detection experiment are available elsewhere [284, 286].

It will be assumed that the analyte nucleus and the mobile information-carrier nucleus are
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one and the same, and that both NMR encoding and detection are achieved by use of rf
coils (i.e., detection by Faraday induction is employed). Spin relaxation will be neglected,
although its effects are easily added to this treatment. Fig. 6.1 shows a schematic of the

simple pulse sequence toward which this discussion will build.

90°x 90°x 9(0°x

A
. t t . detect t,
11

transport

Figure 6.1: NMR remote detection experiment utilizing a two-pulse spectroscopic encoding
sequence. After the sequence is applied the spin evolution during ¢; is stored as longitudinal
magnetization of the carrier nucleus. This magnetization then can be transported during
Ay to another location for detection. If inductive detection is to be used, a 90° pulse will
read out the stored magnetization for detection during ¢5 as transverse magnetization.

Consider a one-pulse NMR experiment on a spin species I whose spectrum con-
tains only a single resonance. The rotating-frame Hamiltonian is time independent and
may be written H /h = 81,, where § is the resonance offset of the spin in the presence of
some magnetic field directed along the z-axis. The spin system is assumed to be initially
polarized along the z-axis, where the difference density operator is p(0) I.. A single 90°
pulse is applied in the +z-direction in the rotating frame. The precession of the resulting
magnetization vector in the transverse plane is detected in quadrature. The pulse sequence

and detected signal are:

90;—t—detect (6.1)

S(6) & Tr[p(t)i,] = —%ewt. (6.2)

The numerical prefactor in the signal has been calculated assuming I = 1/2, but the value
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of the spin quantum number does not actually play an important role in this discussion.
The signal is not continuously sampled; rather, a total of N points are discretely sampled
from ¢t = 0 to ¢t = t"* with an interval (dwell time) of dt = ¢t™**/N. The (discrete)
Fourier transform of Eq. 6.2 obviously yields a peak at the frequency é. The encoding and
detection steps in the conventional one-pulse NMR experiment overlap spatially; i.e., the
same coil is used for excitation and for detection. They nearly overlap temporally; i.e.,
the spin precession at the resonance offset frequency is detected in real time, although one
cannot detect at the same time a pulse is being applied. Here the excitation of the spins
by the 90° pulse is considered to be part of the encoding step.

Now imagine dividing the interval ¢ into two back-to-back intervals t; and t2. In
other words, the time variable t; = ¢ is used only up until a certain point, after which the
variable to = t — t1 is used. This is only a mathematical split; nothing in the experiment

has changed, so the detected signal is the same as Eq. 6.2 with renamed time variables:

905—t1, ta—detect (6.3)

S(t1,12) oc Trlp(tr, ) 1y] = — L1, (6.4)
A total of Ny points are sampled during the first interval ¢; and N, points are sampled
during to. If the signal of Eq. 6.4 is subjected to a two-dimensional Fourier transform with
respect to t; and to, a diagonal peak is obtained in the 2D spectrum at frequency ¢ in both
dimensions. Interestingly, the chemical information is obtained redundantly: the projection
of the 2D spectrum onto either frequency axis gives the same NMR spectrum. In particular,

the usual mathematical representation of the one-pulse NMR spectrum is recovered by
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setting ¢t = 0 in Eq. 6.5 (i.e., t; =t at all times) and taking the one-dimensional Fourier
transform of the signal S(¢1,0).

This two time variable approach is easily extended to an indirect dimension/direct
dimension two-dimensional NMR, experiment. Rather than continuously detecting signal
during the intervals ¢; and to, imagine shutting the detector off during ¢; and only recording
signal during to. Instead of directly recording N1 points during ¢1, N1 experiments are per-
formed where the interval ¢; between the excitation pulse and the start of detection at to = 0
is incremented experiment-by-experiment with an interval of ¢]"** /N;. This is perhaps the
most simple 2D NMR experiment: apply a pulse to create transverse magnetization, do
not detect this magnetization over the course of a point-by-point incremented time ¢, and
then measure the signal directly during the time t5. Since the evolution during ¢; is not
measured directly, ¢ is called an “indirect” time dimension, whereas t, is a “direct” time
dimension. The spin evolution during ¢; has been switched from being directly detected to

being indirectly detected, but the overall signal is the same as in Eq. 6.4:

. i

S(t1,ta) oc Trlp(ty, t2)11] = —561&162&2. (6.5)
Note that the NMR spectrum can be mapped out almost completely indirectly by measuring
the signal at only a single point to = 0 for every experimental increment of ¢, generating
the one-dimensional data set S(¢1,0). Normally this would be an inefficient method of
taking a one-dimensional spectrum because N; experiments are required rather than a

single experiment. However, this indirect method may be worthwhile if the remote detection
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technique can offer an increase in sensitivity.?

When considering the two-dimensional NMR, experiment described above, it is
important to remember that when quadrature detection is employed (i.e., the observable is
proportional to f+), only the evolution of the —1-quantum coherence (—1QC) during the
direct dimension contributes to the signal. During the indirect evolution the spin system
is not observed, and no such automatic selection of the —1QC occurs. Ordinarily, the
application of a coherence pathway selection scheme can ensure that only the —1QC is
selected during t1, resulting in a signal of the form of Eq. 6.5. However, since there are no
mixing pulses between the ¢; and to intervals that can change the coherence order of the
system, the —1QC is automatically selected during ¢;. This is a consequence of the facts
that the —1QC is selected during direct detection and coherence order is preserved during
free precession intervals.

The pulse sequence in Eq. 6.3 may be modified to include a back-to-back [90%, 90
pulse pair between the ¢; and to intervals, where ¢ = ¢ + m. The pulse phase convention
is defined such that a pulse with phase ¢ = 0 has a magnetic field in the +x direction in
the rotating frame, and the corresponding ¢ = 7 pulse is in the —x direction. Such a pair
of pulses acts as a “do-nothing” element of the pulse sequence; i.e., the time development
operator for a [90%,907] pair of ideal delta-function pulses (see §2.3.3) is the identity opera-

tor, (A]gog U90% — i/ lae+im/2)I: — { Since the pulses do nothing, the signal is the same

3Note that in principle, the N; indirect points may be encoded more rapidly in an NMR experiment
that utilizes flow than in a conventional 2D NMR, experiment. The rate at which indirect points can be
encoded is limited in conventional 2D experiments by waiting for the equilibrium magnetization of the spins
to recover via longitudinal relaxation. The next indirect point in a flow mode/remote detection experiment
can be encoded as quickly as a fresh volume of carrier spins can be introduced into the encoding region.
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as in Eqgs. 6.4 or 6.5:

90;—t1—[903, 907 | —t2—detect (6.6)

S(t1,ta) o —%eiétleim. (6.7)

Coherence pathway selection is not necessary to obtain this signal even if the evolution
during t; is detected indirectly, assuming that the pulse pair is perfect and causes no
coherence transfers. For the sake of generality, one can also consider the situation where
the system Hamiltonian changes suddenly at the division between the indirect and direct
time intervals. The simplest case to consider is that of two time-independent Hamiltonians
H 1 and ﬁg that are active during the respective intervals ¢; and ¢ and commute with each
other, [ﬁl, fIQ] =0.If f[l/h = 611, and fIQ/h = 61, represent two different rotating-frame
resonance offset Hamiltonians, the signal due to the pulse sequence in Eq. 6.6 is found to

be:
S(tn, t2) —%eiéltlem. (6.8)

Such a situation could arise if the external magnetic field or the rf carrier frequency is
suddenly changed after the end of the indirect evolution period. A two-dimensional Fourier
transform of Eq. 6.8 gives a peak at the frequencies (d1,d2) in the 2D spectrum. A projection
of the 2D spectrum along either the indirect or direct frequency dimension yields the 1D
NMR, spectrum in the presence of the Hamiltonian H, or Ho, respectively. Note that in this

manner the spectrum of the spin evolution during the interval ¢; can be recorded without
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making any direct measurements during this time. In particular, if only the first point
to = 0 is recorded for each of the N; transient experiments, the Fourier transform of the
one-dimensional data set S(¢1,0) o —%ei‘sltl with respect to ¢1 yields the indirectly-detected
spectrum of the spin evolution under H 1. The evolution under H o during t5 is immaterial for
the purpose of determining the indirect spectrum, although the sensitivity of the detection
can be improved by measuring for a longer period of time.

Now consider adding a delay A; between the two back-to-back pulses. If the density
operator after the first pulse but before the second, f)(tf,()_), commutes with the system
Hamiltonian ﬁt(t) at all times ¢ during the delay A, the density operator is preserved
during the delay. Therefore, the signal calculated in Eq. 6.8 does not change with the

addition of the delay:

[902—¢1—902]—As—[90°—t5—detect] (6.9)

S(t1,ta) x —%ei‘sltlei‘m?. (6.10)

A simple case when [5(t],07), Hy(t)] is guaranteed to be true is when H; = 0. Since H;
is written in the rotating frame, the condition H, = 0 holds when a constant z-directed
magnetic field whose Larmor splitting is resonant with the rf carrier is applied during A;.*
If H, # 0, it is difficult in practice to arrange a situation in which the Hamiltonian com-
mutes with the density operator. This can be demonstrated by a more explicit calculation.

Starting from initial z-magnetization, p(0) o< I », the density operator immediately after the

41f separate encoding and detection coils are employed, the relevant rotating frame is that of the detection
circuit.
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[905—t1—90%] sequence is:

p(tF,07) oc I, cos(d1t1) + I, sin(d1t1), (6.11)

where the evolution during ¢; is under the Hamiltonian H 1/h =0 I ». This density operator
corresponds to magnetization in the direction of the unit vector u = cos(d1t1)z +sin(d1t1)z.
This magnetization will be preserved during the delay A; if the external magnetic field
that gives rise to H, is parallel to u at all times. This is difficult to implement because
the direction of @ depends on both §; and £, so the magnetic field direction would have
to be adjusted for every increment of ¢; using a known value of d;. The situation is even
more complicated if the spectrum contains multiple resonances 6{. Furthermore, since the
calculation takes place in the rotating frame, the x-component of u rotates with respect to
laboratory-frame coordinates, so the complete preservation of the density operator during
A; would require the application of transverse rf fields. It would be almost hopeless to
try to preserve the transverse magnetization component during A; if H,y and H, were due
to two very different laboratory-frame magnetic fields. The question arises as to how the
information about the evolution under H; can be safely transmitted for detection through
some environment that has a potentially arbitrary Hamiltonian H,.

Consider the situation encountered in a remote detection experiment that uses
an rf coil for detection by Faraday induction. Here Hy and H, are the resonance offset
Hamiltonians in the encoding and detection coils, respectively, and t; and ¢y are the re-
spective encoding and detection times. The encoding and detection coils are in separate

locations, so the spins can experience external magnetic fields that differ between the coils.
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The Hamiltonian H; corresponds to the interaction of the mobile carrier spins with some
possibly varying external magnetic field during transport from the encoding coil to the de-
tection coil. The travel time of the spins between the encoding and detection coils is A;.
Each indirect point of the analyte spectrum is encoded in a volume dV of the magnetized
carrier. This information must be transmitted without loss as the volume is transported to
the detection region.

Inspection of Eq. 6.11 reveals that there is a redundancy in the encoded magneti-
zation: both the z-component and z-component of magnetization after the [905—t;—902]
indirect encoding sequence depend on the spin evolution during ¢; as the functions cos(d1t1)
and sin(d1t1), respectively. If the transport Hamiltonian H, is due to a magnetic field whose
longitudinal component is much larger than its transverse component at all times, the z-
component of the encoded magnetization will be very nearly preserved during transport.
This is because this component of the magnetization is parallel to the magnetic field, i.e.,
that component of the density operator commutes with H,? The transverse magnetiza-
tion component will continue to precess during transport but decays with the intrinsic
relaxation time 75, and it will also experience bulk dephasing due to gradients of the lon-
gitudinal magnetic field.% If the condition 1/T} < Ay < 1/Ty is satisfied, where T} is the
longitudinal relaxation time of the carrier spins and T4 is the effective transverse relaxation
time including both intrinsic and bulk dephasing effects, the longitudinal component of the

encoded magnetization will be preserved at the end of the travel time A; but the transverse

5The requirement that the external magnetic field be directed along z at all times during the transport
is actually too restrictive. The spins in a magnetization volume experience a time-varying magnetic field as
they are transported through a spatially inhomogeneous magnetic field. If this variation is adiabatic over
the course of the transport the stored magnetization will follow the external field.

5The amount of gradient dephasing also depends on the rate at which the volume is transported through
the gradient and on diffusion.
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component will be dephased:
p(t,0%) oc I, cos(d1ty). (6.12)
The signal recorded by the [905—detect] quadrature detection sequence is:
S(t1,ta) —% cos(d1ty)el?!2, (6.13)

This differs somewhat from Eq. 6.10 in that there is no frequency discrimination in the
indirect spectrum between +4§; and —d; due to the amplitude modulation of the signal
cos(01t1) = 3 (et1t 4 e1t); frequency discrimination can be restored by employing coher-
ence pathway selection. The source of the difference between the signal in Eq. 6.13 and the
signal in Eq. 6.10 that was built up by adding conceptual or “do-nothing” elements to the
one-pulse NMR experiment is that the transverse magnetization is irreversibly dephased
during the travel time Ay.

A generalized remote detection NMR experiment may be represented as:
[encode t;]—A;—][detect], (6.14)

i.e., the carrier is indirectly encoded point-by-point in one location as a function of the
indirect time ¢; and transported to a second location for detection. In most cases of practical
import the [encode] module can be further expanded as [prepare—evolve t;—store|. In
this case the remote detection experiment resembles the conceptual two-dimensional NMR

experiment: [prepare]—[evolve t;]—[mix]—[detect t2] (see §1.8). One example of a remote
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detection encoding module is the [905—t1—90%] sequence, in which the first pulse prepares
the system for evolution by converting initial z-magnetization to transverse magnetization,
the delay t; allows the system to evolve, and the second pulse stores the information about
this evolution as z-magnetization for transport during A;. The modular nature of the remote
detection experiment allows this sequence to be replaced with sequences in which different
types of NMR information are encoded, for example, a magnetic resonance image [287]. The
nature of the [detect] module is also left purposely vague: the stored magnetization could
be converted with a pulse to transverse magnetization for detection at high magnetic field
using Faraday induction, or it could be detected directly using magnetometric techniques.
One can conclude that the remote detection experiment is simply a generalization of the
conventional NMR modality, the difference being that the NMR information is encoded
indirectly point-by-point in the magnetization of a mobile carrier rather than being encoded
directly, and the stored magnetization is then transported to another location to be detected

by one of a variety of methods.

6.1.3 Dipolar field-encoded remote detection NMR of an analyte

Thus far NMR remote detection experiments have used encoding schemes in which
the analyte (i.e., the sample of interest) is also the mobile carrier of the encoded longitudinal
magnetization. For example, in the imaging or spectroscopy experiments involving xenon
as the mobile carrier, it was the spatial distribution or chemical shift of the xenon itself
that was encoded indirectly. It also would be useful to be able to encode information
about a separate analyte in the magnetization of the mobile carrier. As an example, one

could imagine flowing the carrier into or through a sample, encoding the NMR spectrum
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of a heteronucleus in that sample as stored carrier magnetization, and transporting the
carrier to another location for sensitive detection. This chapter will explore the use of the
long-range nuclear dipolar field for this purpose. Using this technique, the precession of
the analyte can be encoded into longitudinal magnetization as in the conventional remote
detection experiment, but then that encoded information can be transferred to a carrier
nucleus which senses the magnetic field created by the analyte magnetization. This is a
long-range (on the order of millimeters) interaction, so there is no need for the carrier ever
to come in contact with the analyte and the technique is “non-invasive” even if the carrier
is not chemically inert.” However, as will be seen, the sensitivity of the technique is limited
because the dipolar field effects are small, and the analyte needs to be concentrated and/or

highly polarized.

6.2 The distant dipolar field

It has been known for some time that highly-magnetized nuclei in fluids can exhibit
unusual spin dynamics due to the effect of their own bulk nuclear magnetic field. The
strong, microscopically inhomogeneous local dipolar fields that drive the coherent dynamics
in solids are averaged away by diffusion in fluids, leaving only the macroscopic mean field
contribution of many distant dipoles [77]. The effects of the distant dipolar field (DDF,
also known as the dipolar demagnetizing field) are weak but not negligible when the sample

is highly magnetized, i.e., when the nuclei are highly polarized and/or there is a high spin

TA. Pines has noted that a similar information transfer from analyte to carrier nucleus can be induced by
the nuclear Overhauser effect (NOE). However, NOE transfers are short range (i.e., they are on a molecular
length scale), requiring the carrier to be mixed physically with the analyte. Under these circumstances the
carrier needs to be chemically inert with respect to the analyte, and some mechanism needs to employed to
extract the carrier from the analyte for transport.
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density.

The NMR effects of the DDF were first observed as a series of unexpected spin
echoes in two-pulse experiments on condensed-phase He-3 [289, 290, 291],® which has a
large magnetization due to its high spin density and large thermal polarization at cryo-
genic temperatures and high magnetic field. DDF effects were later rediscovered in more
conventional samples in the early 1990s. The DDF was observed to cause small resonance
shifts and lineshape distortions after a single pulse in protic solvents [292]. Bowtell et al.
used DDF theory to describe the multiple-echo effects that had been rediscovered in water
[293, 294], multicomponent mixtures of protic solvents [295], and multicomponent heteronu-
clear systems [296]. Ref. [296] also proposed a method of indirectly imaging the DDF in
heteronuclear systems and a two-dimensional technique for indirectly detecting the NMR
spectrum of one spin species through the effect of its dipolar field on another (perhaps in-
termolecular) species. Morris et al. also investigated DDF-induced heteronuclear [297] and
homonuclear [298] multiple spin echoes during this period.

At about the same time Warren’s group independently began to study unusual
peaks that appeared in the spectra of even very simple multidimensional NMR. experiments
on highly-magnetized systems [299, 300, 301]. The cause of these peaks was initially unclear
and was originally ascribed to radiation damping effects, in which the precession of a highly-
magnetized species induces an oscillating current in the receiver coil that is strong enough
that the coil itself produces a transverse resonant magnetic field which causes a torque

on the spins. However, it eventually became clear that radiation damping effects could

8The first experiment was in solid He-3 [289], in which DDF effects are observable because of an effective
spin diffusion due to quantum-mechanical exchange.
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not explain all of the experimental results, particularly when gradient pulses that dephased
the bulk magnetization were employed, and the consideration of additional DDF effects was
necessary [302, 303]. A great deal of the confusion about these multidimensional experiments
was due to the fact that the additional peaks had the characteristics of multiple-quantum
resonances. Unfortunately, the conventional quantum-mechanical theory of solution-state
NMR had long before been stripped of its ability to describe coherent dipolar effects by
the removal of the motionally-averaged dipolar Hamiltonian and the adoption of the single-
molecule reduced density operator. The discovery of coherent dipolar effects in solution
lead to some rather dramatic descriptions of the generation of “impossible” cross peaks in
2D solution NMR and violation of the high-temperature approximation, as well as a pulse
sequence dubbed CRAZED (COSY revamped with asymmetric z-gradient echo detection)
[303].

The quantum-mechanical theory was by then so integrated into the mainstream
view of solution-state NMR that the DDF had to be re-justified as arising from long-range
dipolar couplings that were not averaged away due to diffusion [302], despite its well-justified
classical behavior in the multiple-echo experiments. Some workers even suspected that the
classical DDF theory could not account for the complete behavior of the dipolar-induced
intermolecular multiple-quantum coherences (iMQCs) [302]. At the time, a full quantum
theory of iMQCs was not available and the connection between the multidimensional iMQC
experiments and the multiple-echo DDF experiments hadn’t been completed. Publications
by Bowden et al. [304], Jeener et al. [75], and Levitt [305] helped to emphasize the correctness

of the classical theory while also embracing the new ideas of the quantum-mechanical theory.
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Warren’s group put forth a full quantum-mechanical theory of dipole-dipole in-
teractions and iMQCs in liquids in an exhaustive work by Lee et al. in 1996 [76]. In
this theory intermolecular multiple quantum coherences arise from multi-spin terms in
the full N ~ 10?°-spin thermal equilibrium density operator that are converted into ob-
servable signal with the aid of rf pulses and short-time coherent dipolar coupling evolu-
tion. It is not a rigorous quantum-mechanical theory per se, in that it includes some
very reasonable but non-quantum mechanical assumptions about the nature of molecu-
lar diffusion and the length of time over which dipole-coupled spin pairs can interact
coherently in the presence of diffusion, which in turn restrict the number of coherence
pathways available to the multi-spin system. These assumptions recover the classical
DDF limit in which there are no correlated angular momentum dynamics between dis-
tant spins, as discussed in Ref. [76] and elsewhere [75, 306, 77, 307]. The multiple-echo
DDF effects in homonuclear spin systems have since been explained in terms of the quan-
tum formalism, where the nth echo arises due to m-spin terms in the full equilibrium
density operator [308]. There have been many subsequent studies of CRAZED-type se-
quences and the nature, excitation, and dynamics of iMQCs in solution NMR, e.g. Refs.
[77,309, 310, 311, 312, 313, 314, 315, 316]. The long-range nature of iMQCs and DDF effects
have made them useful probes of mesoscopic structure: e.g., as a contrast mechanism in
magnetic resonance imaging [317, 318, 319, 320, 321, 322, 323, 324, 325]; in NMR multiple-
echo, scattering, and microscopy-type experiments [326, 327, 328, 329, 330, 331, 332, 333];
and even in the direct mapping of the dipolar field or magnetization distribution in solution

[334, 335]. Some of these experiments rely on the facts that the dipolar field is active only
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on the mesoscopic length scale (~ 10 pm to 10 mm) and that homonuclear intermolecular
zero-quantum coherences are invariant to evolution under the By field; these properties can
be used to obtain narrow solution-state NMR spectra in the presence of a By field that
is inhomogeneous on the scale of sample dimensions but is relatively homogeneous on the
length scale of the dipolar field [336, 337, 338, 339, 340, 341]. Recently, the DDF has been
identified as a source of unusual turbulent/nonlinear spin dynamics in highly magnetized
systems [342, 343, 344, 345, 346, 347, 348, 349, 350, 351]. Mukamel et al. have also tried to
make analogies between intermolecular multiple-quantum coherences in NMR and certain

nonlinear optics phenomena [352, 353, 354].

6.2.1 Classical calculation of DDF effects

The theory of calculating the dipolar field diverges into many seemingly-unrelated
tentacles and this section attempts to review some of the common mean-field techniques.
Some combination of these methods is employed in nearly all of the fast numerical algorithms
now used for calculating classical DDF effects [355, 356, 357, 358, 359]. The discussion will
not include dynamic effects such as molecular diffusion (which can cause a redistribution of
the sample magnetization) or radiation damping. Furthermore, the macroscopic mean-field
approach is insufficient to describe the interesting dipole-dipole confinement effects that

have been observed in fluid nanovolumes [360].



6.2. THE DISTANT DIPOLAR FIELD 353

Direct calculation of B (r)

The magnetic field created at the point by N non-overlapping classical magnetic

dipoles p . located at positions 7; can be found using Eq. 1.36:°
H; j

3 —r)lr—r;) p]

N

Ho 1 —J
by(r) =S 22 — 6.15
) ;4W\£—m3 I — ;2 i) (613)

where r —r; is the vector from the location of 1 to the field point r. It will be assumed that
all the magnetic dipoles are of identical strength, | /ij| = . The lower-case notation b is used
here to denote that this equation is valid microscopically, i.e., when matter is considered to
be discrete (“granular”) on an atomic level rather than continuous. The microscopic field
can vary wildly on the atomic length scale, which is a true picture of the landscape that
would be seen by a test dipole. Discussions of microscopic versus macroscopic fields may

be found in Refs. [17, §6.6], [361, §1.2-1.3], and [362].

Eq. 6.15 can be rewritten as:

N
N W
by(r) = ;éD B (6.16)

where A7 = A7 (r — r;) is a second-rank tensor (see §1.3.5). If the dipoles are fixed relative
=D D

to each other in a molecular framework and r is static in the molecule-fixed frame (say

r = r; marks the position of spin i), then r — r; will randomly reorient in the laboratory

frame due to rapid molecular tumbling in an isotropic fluid; the traceless tensor A7 and
- D

hence the intramolecular dipolar field then averages to zero. The situation is different,

9Note that in this expression o is a physical constant (the magnetic permeability of free space) rather
than one of the classical dipoles.



6.2. THE DISTANT DIPOLAR FIELD 354

however, in the case of intermolecular interactions in a fluid. The vectors r; point to spins
on different molecules, and in a space-fixed frame r — r; wanders due to the diffusional
motion of molecule j. Clearly, a molecule can diffuse only so far in a given amount of time,
so in general the magnitude and direction of r — r; changes more during a given interval
when |r —r;| is small than when |r —r;| is large. When the dipolar field is felt by a nucleus
on some molecule ¢ such that r = r;, the internuclear vector r; — r; is more likely to undergo
random isotropic reorientation while the molecules ¢ and j are diffusing relative to each
other when the molecules are initially close together than when they are far apart. The
internuclear vector between nuclei on distant molecules hardly changes unless the diffusion
time is very long, and 411) does not orientationally-average to zero on a macroscopic length
scale.!? This situation is described more quantitatively in Ref. [76]. The fact that the
dipolar field is active on a macroscopic length scale should not be surprising; if it was not,
a nucleus in a molecule undergoing diffusion could not produce a non-zero time-averaged
magnetic field that could be felt by a test dipole (or a coil) external to the sample. Of
course, the cases of a local dipolar field inside of and external to a magnetized medium are
somewhat different, as will be discussed later.

It is difficult to work with a macroscopic number of N ~ 10?° dipoles, and it is

customary to take a simplifying mean-field approach. An average magnetization density M

10 A5 is discussed in §1.5.4, whether the orientational averaging is applied before or after secular truncation
of the dipolar field (i.e., whether A’ or just (AJ;)2,0 is averaged) depends on whether the internuclear vector

reorients on a faster or slower timescale than the inverse Larmor frequency, which is determined by the
intermolecular separation. However, since the truncated secular dipolar Hamiltonian also averages to zero
under random reorientation of the internuclear vector, the arguments above still hold.
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may be introduced:

N

M(r) = (Y no*(c 1)), (6.17)

j=1

where the three-dimensional Dirac delta function 63(r — fj) fixes the dipoles at r;. The
angular brackets denote a “coarse-grained” spatial average such that enough dipoles are
included in each small volume dV that the average magnetization density dM is uniform
across the volume. The delta function has units of inverse volume, so M has units of
magnetic dipole moment per unit volume. The vector M is called the macroscopic magne-
tization density or sometimes just the macroscopic magnetization; it varies smoothly on a
macroscopic length scale. The macroscopic magnetic dipolar field B,(r) can be found by

summing the contributions from each magnetization volume dM (r’) in the continuum limit:

By(r) = @/dsf/ | 1 [3(£—£/)[(E—T/) M ()] _ M) (6.18)

 Arx r—r'3 | — /|2

This is a non-local equation, in the sense that the dipolar field at a single field point r
depends on the magnetization density at every source point /. Note that B,(r) = B,[M(r’)]
is a functional of the magnetization M (r').

High-field NMR studies are not sensitive to the entire dipolar field B, only the
part that affects the spin dynamics in the presence of a much larger applied magnetic field

By = By z. The equation of motion of the magnetization M of a single spin species in the
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presence of a magnetic field B is:

— = 'YMXE

= —wx M, (6.19)

where « is the gyromagnetic ratio characterizing the strength of the magnetic dipoles 1y
that make up M and w = vB. This equation is also valid in the rotating frame if M and
B are replaced with the corresponding rotating frame variables. Eq. 6.19, when written
in a component form that includes phenomenological relaxation effects, becomes the set of

coupled Bloch equations:

dM,
7 = fy(Msz — MZBy) — Mx/Tg
dM,
dty = —y(M.B. - M,B,) — M,/T,
dM,
dt = ’Y(vaBy - MyBx) - (Mz - Meq)/Tla (6-20)

where the equilibrium value of the magnetization is M.,z and T7 and T are relaxation times
for the components that are longitudinal and transverse to z, respectively. The distinction
between longitudinal and transverse relaxation times is meaningful at high field. The Bloch
equations may be solved trivially if B = B,, but things are greatly complicated when the
dipolar field is added (B = B, + B,), since B, itself depends on M. This turns Eq. 6.20

from a linear into a nonlinear set of equations. The Bloch equations are transformed in a
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frame rotating about z at w &~ wy = By, where the effective (secular) part of B, is:

sec I 1 3cos?0 —1 ~
By = 2 [ s (RO Bz - M), (6.21)

where 6 = cos![(T — 7') - Z] is the angle between r — 1’ and 2. Eq. 6.21 represents the

effective dipolar field in a homonuclear system and is the direct generalization of Eq. 1.42.
Another situation of interest is the effect of a dipolar field created by the magne-
tization of a species I on a heteronuclear species S. The effective field in a heteronuclear

system can be found by taking the secular contribution in the doubly-rotating frame of

wé = v1By and wg = v5By:

sec 140 1 3cos?f —1
By ) = 4 [ s (R M ()2, (622)

where M is the spin-I magnetization, and it is understood that this equation represents
the effect of Qé’sec(z) on the spin-S magnetization M 5. The field point r represents a
location of spin-S magnetization and the source point r’ represents locations of spin-I
magnetization. The transverse terms of B in Eq. 6.21 disappear in Eq. 6.22 because they
rapidly oscillate at |w(l) —w@g | in the frame of the spin S and time-average to zero. Note that
although the effective dipolar field in Eq. 6.22 is along the z-axis, it does not correspond to
the z-component of ﬁé given by Eq. 6.18. This is because some of the z-component of B is
non-secular (also in the homonuclear case). Eq. 6.22 would correspond to the z-component
of the full spin-I dipolar field if the full field B; was evaluated using only the z-component

of M.
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The “homonuclear” and “heteronuclear” labels are associated with the “strong
dipolar coupling” and “weak dipolar coupling” limits of the secular dynamics (see §1.3.5).
As will be discussed in §6.2.3, even the collective effect of the distant dipolar couplings
is very weak. In practice, almost any two homonuclear species satisfy the weak coupling
condition where it is appropriate to use the “heteronuclear” secular dipolar field (Eq. 6.22)
to describe the dynamics of one species due to the dipolar field of the other. The use of
the “homonuclear” secular dipolar field (Eq. 6.21) will be limited mostly to studies of the
self-dynamics of a spin species in the presence of its own dipolar field.

Egs. 6.21 and 6.22 are difficult to evaluate analytically even for many symmetric
distributions of the magnetization M (r) because of the P5(cosf) dependence in the inte-
grand. The |r — 7/|~3 term also can cause difficulties in certain coordinate systems. It is
more convenient to evaluate these equations in a conjugate Fourier space [289]. The spatial
Fourier transforms of the magnetization M (r) and secular dipolar field B,(r) in Eq. 6.21

(the secular label “sec” will be dropped for convenience) are [289]:

M(k) = /d3z ™M (r) (6.23)

Buk) = /d3£ BB, (1)

podml _ ~ ~ —
= BB D2 - 1BML() - BE(K)) (624

where k = k E is the Fourier conjugate variable to r and has units of reciprocal length.!!

Note that Eq. 6.24 is local in k-space: there are no integrals over k" involved, and only a

1 This definition of k differs by a factor of 27 from the definition that has been adopted by the magnetic
resonance imaging community, which uses a convention of exp(i27k - r) in spatial Fourier transforms.
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trivial algebraic computation is necessary to find the dipolar field in k-space. An inverse
Fourier transformation yields the dipolar field in coordinate space. Certain edge-effect errors
that occur during numerical discrete Fourier transforms can be avoided by including empty
grid space around the magnetization volume [355]. Some analytical calculations can be
facilitated by making Fourier series expansions of the magnetization if the longitudinal and
transverse components are each modulated with a single characteristic wavelength [291, 293].

A simple analytical expression for the dipolar field in position space may be ob-
tained if the magnetization is strongly modulated along a single coordinate s. This may
be accomplished, for example, by employing magnetic field gradients 0B,/ds, as will be
discussed in §6.2.3. In such a case the homonuclear secular dipolar field in position space

becomes [289]:

B(s) = oA, M. ()2 — ~M(s)), (6.25)

where Ay = %[3(5 2)? — 1]. The heteronuclear secular dipolar field is:
2 -
By(s) = pols[g M (s)]z. (6.26)

These equations are valid only when the magnetization is strongly modulated compared
to the smallest sample dimensions, i.e., when the spectrum of M(&) contains only high-
|k| components such that all |kL| > 1, where L is the distance to the nearest edge of
the sample [363]. The magnetization is not required to be modulated at only a single

characteristic wavelength, just that it is modulated along only one direction. Refs. [363]
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and [76] make important corrections to Eqgs. 6.25 and 6.26 when the magnetization contains
a k = 0 (unmodulated) component, which never satisfies the condition |kL| > 1; the
case of completely uniform magnetization in simple sample geometries is best treated by
magnetostatic methods (see the next section). Note that the presence of unmodulated or
weakly modulated magnetization is requisite for the detection of any signal since in that
case M does not average to zero over the sample volume. The k& = 0 pathology of the Fourier
transform technique has been noted in studies of classical dipole lattices [364]. Note that
Eqgs. 6.25 and 6.26 are local and depend only on the direction of s relative to B, and the
displacement in the s-direction. The field does not depend on the geometry of the sample:
when the magnetization is modulated on a length scale that is much shorter than the size
of the sample, the dipolar field effectively does not “know” about the shape of the sample

except at points near the edges.

Calculation of B,(r) by the magnetostatic method

Recall that in normal NMR experiments the macroscopic nuclear magnetization
M is a result of the thermal polarization of the nuclei in the presence of the magnetic field
Bj. The study of magnetic fields produced in magnetized media belongs to the realm of
classical magnetostatics [17, §5], [47, §6]. The magnetostatic approach to calculating the
nuclear dipolar field has been described clearly and with many illuminating examples by

Levitt [305], Vlassenbroek et al. [365], and Augustine [366]. Magnetic fields inside of matter
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are usually calculated with the aid of an auxiliary field H,'? defined by:

B = po(H + M). (6.27)

The rationale for the introduction of this new field is based on the classical view that all
magnetic fields are produced from charged currents; some of these currents can be “free”
(e.g., the electron supercurrent in a superconducting magnet that surrounds the sample),
and some are “bound” within the matter itself (e.g., the induced currents of circulating
atomic electrons) [47, §6.2], [368, §10.8]. The field H is the free current contribution to the
magnetic field. Where there is no matter present, M = 0 and all currents are free, so B
and H are simply proportional by a factor of ug, the vacuum permeability.

Solutions of B or H in terms of M can be obtained using the Maxwell equations. If
there are no time-varying macroscopic electric fields inside the sample, the relevant Maxwell

equations for B are:

<1

I
Il
o

(6.28)

VxB = pold, (6.29)

where J is the macroscopic volume current density. If J is separated into free and bound

currents J = J; + J;, then Eqgs. 6.28 and 6.29 in conjunction with Eq. 6.27 yield the

12T the classic literature H is called the magnetic field and B is the magnetic flux density or magnetic
induction field. The distinction between B and H has caused much confusion in the past [367]. Although
the use of H is often more convenient for the experimentalist, the field B is the more fundamental quantity;
following Griffiths [47, §6.3], B will be referred to as the magnetic field and H will remain nameless.
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differential equations for H:

V.-H = -V-M (6.30)
VxH = Jg (6.31)

where the bound current is defined by
Jy=V xM (6.32)

A medium in which the induced magnetization is proportional to the applied

magnetic field is called a linear magnetic medium, which satisfies the relation:

M = yH, (6.33)

where x is the magnetic susceptibility tensor and H represents the applied field. Often the

induced magnetization is parallel to the applied field, in which case:

M = \H, (6.34)

where x is a constant called the magnetic susceptibility of the medium. Eq. 6.27 yields:

B =po(1+x)H = pH, (6.35)

where B and H are proportional by a factor of u = po(1 + x), the magnetic permeability
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of the material.’® In vacuum there is no matter and hence no magnetic susceptibility or
magnetization, so 4 = ug, the permeability of free space.
The usual case considered in NMR is of a polarization field H, = B,/ o generated

by a superconducting magnet which magnetizes the sample according to:

M,or = (Xe + xn)Ho, (6.36)

where . represents the electronic contribution to the magnetic susceptibility and x,, rep-
resents the nuclear contribution. The electronic magnetization in a diamagnetic substance
comes from induced currents in the atomic electrons.'* An electronically paramagnetic sub-
stance will also have a contribution to y. through the magnetic alignment of the electron
magnetic moments. Nuclear paramagnetism, i.e., the magnetic alignment of the nuclear
magnetic moments, is responsible for the nuclear susceptibility. The bulk nuclear sus-
ceptibility per unit volume can be calculated by statistical mechanical means in the high
temperature limit according to the Curie law (Eq. 1.119):

V2R2I(T + 1)

T (6.37)

Xn = CMO

where C' = N/V is the concentration of a spin-I nucleus with gyromagnetic ratio v and kT
is the thermal energy. Materials whose magnetization is due to spin paramagnetism act as
linear magnetic media in the high temperature limit because in this limit the Curie law states

that the thermal equilibrium magnetization is proportional to the applied magnetic field. An

13Note that here the symbols jo and p represent magnetic permeabilities, not dipole moments.
14 Although the diamagnetic susceptibility is a macroscopic quantity, its microscopic source is the same
type of atomic-scale interactions that cause the chemical shielding [5, §4.5].
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I = 1/2 nucleus at T = 298 K has a Curie susceptibility of x,, =~ (2.0x10714).C-(y/2m)? if C
is measured in molarity (moles per liter) and /27 is measured in MHz/Tesla. Water (H20)
at room temperature has a concentration of ~ 55.5 M; using a proton concentration of C' ~
111 M and gyromagnetic ratio vg1/2m = 42.6 MHz/Tesla, the bulk nuclear susceptibility of
room temperature water is nglO = +4.0x107Y. The bulk electronic susceptibility of water,
which is diamagnetic, is —1.3 x 107°.'® The electronic susceptibility usually dominates the
nuclear susceptibility so completely that the total magnetic susceptibility of a substance is

approximately equal to the electronic susceptibility.

The combination of Eq. 6.36 and Eq. 6.27 gives:

sy
Il

po(1+ xe + xn)Hy

where B, = oM, = poxeH can be considered to be the magnetic field generated by the
electrons and B; = poM,, = poxnt, is the magnetic field generated by the magnetized
nuclei. This equation holds only if the matter is uniformly magnetized and characterized
by only one type of nuclear and electronic susceptibility; i.e., the problem has no boundary
conditions. Any real sample, however, is finite and has physical boundaries: e.g., a liquid
constrained in a cylindrical sample tube. In this case one must be concerned with how

changes in susceptibility (e.g. from liquid to glass to air) affect the magnetic fields inside

150ne generally expects the bulk electronic susceptibility of a diamagnetic compound to be negative, since
the induced electronic currents generate magnetic fields that oppose the applied field, as is observed on the
atomic level in the form of the chemical shielding. Conversely, bulk paramagnetic susceptibilities tend to be
positive since the net alignment of nuclear or electronic dipoles (and hence the magnetization) is parallel to
the applied field. Note that the net spin angular momentum aligns parallel to the applied field for nuclei
with positive gyromagnetic ratios and antiparallel to the applied field for electrons and negative-y nuclei.
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these media. Once boundary conditions are added to the problem, e.g., in the case of a
finite-length cylinder with uniform magnetization inside and zero magnetization outside,

the bulk electronic and nuclear fields can become dependent on position:

B = By+ B.(r) + B,(r). (6.39)

The electronic and nuclear fields B,.(r) and B,,(r) also would become dependent on posi-
tion if the electronic or nuclear magnetization were to be made non-uniform. The electronic
magnetization is typically uniform in a homogeneous medium of constant y., but is not
uniform in an inhomogeneous medium. The nuclear magnetization is uniform in a homo-
geneous medium but can be shaped under the combination of resonant radiofrequency and
gradient pulses. The bulk electronic magnetization is not manipulated in an NMR experi-
ment and the electronic susceptibility field B,(r) is constant (in time) from the perspective
of the nuclei, particularly since the electrons adjust themselves to perturbations of the nu-
clear magnetization on a timescale that is much faster than the nuclear dynamics. For this
reason the electronic susceptibility field is often included as a contribution to inhomogeneity

of the By field:

B = By(r) + B, (1), (6.40)

where B (r) = By + B,.(r). The dependence of B,(r) on position indicates that even if the
external field By, is completely homogeneous (in practice, it never is), magnetic susceptibility

boundaries inside or outside of the sample can contribute to magnetic field inhomogeneities
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that are felt by the nuclei.'® This causes a distribution of resonance frequencies across the
sample, which leads to deleterious line broadening effects. Magnetic field inhomogeneities
can be partially compensated by employing shim coils, if the inhomogeneities slowly vary
over distance. As was mentioned previously, intermolecular zero-quantum coherences can
also be used to obtain narrow lines in the presence of inhomogeneous fields.

As may be apparent, the bulk nuclear susceptibility field B, [M,,(r)] is the same
entity as the distant (nuclear) dipolar field B;[M(r)] that has been discussed in previous
sections. The most common magnetostatic method of calculating the dipolar field in terms
of the magnetization comes from ignoring the polarization field B, and considering the
induced magnetization M (r) to be “frozen” into the medium, as in a ferromagnet. In this
model the nuclear magnetization is no longer “induced” by H,, and one can define an

internal field H; such that:

By = po(Hy+ M). (6.41)

The only real free current J; that generates H, is zero in this model; the entire effective
current is then due to only the bound current J, = V x M created by the magnetization.

Egs. 6.30 and 6.43 become:

1<

Hy = -V-M (6.42)

83¢rictly speaking, the nuclei only feel the secular contribution of B_(r), and B,_(r) must be modified to
be microscopically correct, as will be discussed later.
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Since V x H ; = 0, an effective magnetic “scalar potential” can be defined as in electrostatics,
despite the fact that there are no real magnetic charges.'” The auxiliary field may be written

in terms of the scalar potential ®,; as:

Hy= -y (6.44)
Inserting Eq. 6.44 and Eq. 6.27 into Eq. 6.28 yields:

V20, = —pur, (6.45)

where ppy = —V - M is the effective magnetic charge density that generates the nuclear
field H;. Eq. 6.45 is an effective magnetostatic Poisson equation, which may be solved
given suitable boundary conditions. The boundary conditions used here will be defined by
a magnetization density M (r) that may be non-zero within some volume V' bounded by the
surface S/, but falls sharply to zero outside of S’. The Poisson equation may be integrated
with these boundary conditions to yield [17, §5.9.C]:

1 V' -M(') 1 n - M(r")
P - _ d3 = —=\=/ _/ d2 = =\=/ 6.46
m(z) A i t Ir — 1| T )T lr—r'| ’ (6.46)

where primed coordinates are source coordinates and unprimed coordinates are field coordi-
nates; 1 represents the unit vector outwardly normal from the surface S’. The first term is

a volume integral over source points within V'’ and the second term is a surface integral over

"Note that the E and B fields of physical classical electric and magnetic dipoles are very different on
a microscopic level (Fig. 10.8 of Ref. [368]), and the fields inside of polarized /magnetized media also differ
(Fig. 10.21 of Ref. [368]).
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S’ that arises due to the discontinuity in M at S’. Note that the volume integral vanishes
if the magnetization is uniform within the volume since V - M = 0. Also note that both
integrals involve powers of |r —7/|~! instead of |r — /|3 as in Eq. 6.18. This may simplify
the calculation if [r — 7’| is expanded in a coordinate system.

The dipolar field may be calculated by the magnetostatic potential method using

Egs. 6.41, 6.44, and 6.46:

By(r) = po[M(r) — V@ (r)]. (6.47)

The secular part of B,(r) gives the desired dipolar field contribution to the spin dynamics,
after one important modification is made. The macroscopic dipolar field B, is obtained
by averaging the microscopic dipolar field b; over some length scale dV1/3 that is large
compared to molecular dimensions. A nucleus at some position r, however, is sensitive
not only to the long-range environment, but also to its local environment. Consider the
contribution of nearby dipoles within a volume 0V centered at r that is smaller than the the
coarse-graining volume dV over which B, is uniform, but is large enough to include many
dipoles. If this volume is spherical and contains many dipoles that are randomly distributed
but aligned parallel to each other, the magnetic field contribution of these nearby dipoles
is nearly zero [305, 365, 362]. Furthermore, when molecular diffusion is considered, the
contributions of the nearest dipoles average to zero on an NMR timescale due to random
reorientation of the internuclear vector. From a local perspective, the dipole at r does not

see a net field from the nearby dipoles and appears to reside within an empty cavity dV.
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The local field felt by the dipole at r is:
Bly(r) = By(r) — Bj(r), (6.48)

where the field Eg(z) of a uniformly-magnetized spherical volume §V at r has been sub-
tracted from the macroscopic field to give the effective field inside the “cavity”. The mag-
netic field inside a sphere of uniform magnetization M is %;%—TM , so the correct local field

experienced by a nucleus is:
I 2
By(r) = By(r) — guo(r). (6.49)

This approximation to the local field is called the Lorentz sphere correction and is com-
monly employed in magnetostatic treatments of the dipolar field [369, 305, 365, 362]. This
correction obviously is not necessary if the nuclei that are the sources of the macroscopic
dipolar field are completely external to the nuclei of interest, i.e., in the case of a solution
containing “analyte” nuclei that is physically separated from the “probe” nuclei that sense
the analyte dipolar field. Note that since a mean field approximation is still being used,
the local field Qld is only an approximation to the exact microscopic field b; in Eq. 6.15.
Romalis et al. [370] have taken an approach that appears to be equivalent to saying that
the macroscopic dipolar field B;(r) is normally calculated using an average contribution of

Z—g%ﬂ(ﬁ) due to the contact term in Eq. 1.36 and that this the contact term should be
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subtracted out because the nuclei do not overlap. In that case Eq. 6.41 becomes:
1
By(r) = polHa(r) + 3 M(r)]. (6.50)

The physical reasoning is somewhat different from that of the Lorentz sphere approach, but
the result is the same.

The literature contains many magnetostatic calculations of the fields inside of mag-
netized media; some of these calculations were made in the context of electronic diamagnetic
susceptibility or ferromagnetic susceptibility problems, but the methods are equally appli-
cable to nuclear susceptibility problems. Omne useful result gives the internal field of a

uniformly magnetized ellipsoidal volume [371, 365]:

Hy=-DM, (6.51)

where D is a geometrical factor; it depends on only the shape of the sample, not on position.
The tensor D is easily specified in the principal axis system of the ellipsoid; i.e., by the
components Dxx, Dyy, and Dyzz, where X, Y, and Z are along the three ellipsoid semi-
axes. The trace of D is Dxx + Dyy + Dzz = 1. The dipolar field is given by Eqs. 6.41

and 6.49:
By = po(—L M + M). (6.52)

The contribution of H; to B 4 often (but not always) opposes the contribution of M itself; for
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this reason, H ; is sometimes called the dipolar demagnetizing field and D is a demagnetizing
factor. Demagnetization field effects have been known in NMR for a long time, although
not necessarily due to the nuclear susceptibility [369, 372, 373]. When the Lorentz sphere

correction added to Eq. 6.52, the local dipolar field is:

2
B = Ho(=R. M + M) — S M
- 26— (6.53)

Note the formal similarity of this equation to Eq. 1.36 for the field of a magnetic dipole

without the contact contribution, which can be written as B(r) = A u, where A =
=D~ =D

Mo
4y

z[3rr/r? — 1]. Note, however, that éD is axially symmetric whereas D is not axially
symmetric unless the ellipsoid is axially symmetric, i.e., unless the semiminor axes along X
and Y are equal.!® Note that (3rr/r2—1) and (3D — 1) are both traceless, since Tr[rr] = 2,
Tr[D] =1, and Tr[l] = 3. If the ellipsoid is axially symmetric, i.e., it is a spheroid with
symmetry axis Z along the direction s in the laboratory frame, the secular contribution to
Eil may be calculated in exact analogy to the calculation of the homonuclear secular dipolar

Hamiltonian:

~ 1
Eijsec = poas[ M,z — gM]’ (6.54)

'8Here the ellipsoid is axially symmetric about the Z axis; Refs. [371] and [365] have the symmetry axis
along X.
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and in the heteronuclear case:

2 -
By = woos[5 M2, (6.55)

(3Dzz —1)5[3(5-2)? — 1]; D7z is the principal

D=
DO —

where the spheroid shape factor is ag = —
component of D along Z 19 Egs. 6.54 and 6.55 still hold if the magnetized volume is a
general ellipsoid but not a spheroid, but a; then depends on additional elements of the D
tensor. Note the similarity between Eqs. 6.54 and 6.55 and the secular magnetic dipole
fields given by Eqgs. 1.42 and 1.43. Care should be taken to remember that Eqgs. 6.54 and
6.55 do not represent the full local dipolar field, only its secular contribution.

The secular dipolar field given by Eqgs. 6.54 and 6.55 for a uniformly magnetized
ellipsoid also has the same form as the dipolar field given by Egs. 6.25 and 6.26 for a uni-
directional strongly modulated magnetization in an arbitrary volume. The interpretation,
however, is entirely different. The geometric factor A in Egs. 6.25 and 6.26 depends only
on the orientation of the modulation direction relative to the B field; it does not depend
on the shape or size of the sample as long as the modulation is on a much shorter length
scale than any sample dimension. Conversely, the shape factor ay in Egs. 6.54 and 6.55
depends only on the shape of the sample (although not its size) and on the orientation
of the sample (but not of the magnetization) relative to the B, field. These properties
can be appreciated by considering several useful special cases of the spheroid. A spherical
sample has Dzz = 1/3 and a; = 0, and the local dipolar field vanishes everywhere inside a

sphere that is uniformly magnetized along any direction. This holds not only for the secular

19This definition of o differs from the definition in Ref. [346] by a factor of —1.
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contribution but for the whole dipolar field, because the Lorentz sphere correction exactly
cancels the internal macroscopic field of the sphere. Often the dipolar field is small due
to the symmetry of a uniformly-magnetized sample; this is why gradient pulses are often
employed to create a strong modulation of the magnetization that breaks this symmetry
(see §6.2.3). Two other special cases of the uniformly-magnetized spheroid are the extreme
prolate spheroid tending toward an infinite cylinder with D7z — 0 and the extreme oblate
spheroid tending toward a flat disk with Dz — 1. If the infinite cylinder has its axis along
B, such that (s-2z) = 1, then gy = 1/2. A disk whose plane is perpendicular to B, has
(s-z) =1 and oy = —1; a disk whose plane includes B has (5-z) = 0 and a5 = 1/2.
Any uniformly magnetized spheroid whose axis is at the magic angle with respect to B,
has [3(3 - 2)2 — 1] = 0, in which case the local secular dipolar field vanishes everywhere
(independent of the direction of magnetization). This result has been used to average the
inhomogeneous bulk (electronic) susceptibility field via magic-angle spinning experiments
on liquids [374].

The magnetostatic calculations become more complicated if the magnetized vol-
ume is not ellipsoidal. Some simple cases have been solved or approximated. Levitt [305]
has considered the problem of the dipolar field in a volume that has strongly-modulated
magnetization in a single direction; the secular part of the field agrees with the predictions
of Eqgs. 6.25 and 6.26. The problem of the susceptibility field in finite-length cylinders of
uniform but arbitrarily-directed magnetization has been studied by direct numerical evalu-
ation of the magnetostatic surface integral [375] and via an expansion of the magnetostatic

potential in a series of spherical harmonics [376]. Susceptibility effects in some other simple
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geometries were considered in Refs. [377] and [378]. The magnetostatic calculations become
difficult when the magnetization is not uniform because the volume integral in Eq. 6.46
cannot be neglected. A simplification of Eq. 6.46 for cylindrical samples is discussed in

§6.5.

6.2.2 Quantum-mechanical calculation of intermolecular multiple quan-

tum coherences

The starting point for any quantum-mechanical calculation is the determination
of the initial density operator and Hamiltonian. The quasi-motionally-averaged laboratory-

frame Hamiltonian in solution is:
Hygy = Hy + Hes + Hy + Hp(2), (6.56)

where the Zeeman, chemical shielding, J-coupling, and dipole-dipole coupling Hamiltonians
have been included. All anisotropic interactions have been considered to be averaged to
zero by rapid molecular tumbling except for the dipole—dipole interaction, which is retained
but remains time dependent because of molecular diffusion. At high magnetic fields the
Zeeman interaction dominates all other spin interactions determines the thermal equilibrium
polarization. The homonuclear thermal equilibrium density operator for N molecules j that

each include an I = 1/2 nucleus is:

ﬁeq = Q_lexp[—ﬁffz]

N
= H(§1j+CIZj), (6.57)
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where Eq. 1.120 has been used and the thermal polarization of the nuclei is ¢ = tanh(8hAyBy/2).
Here 8 = (kpT)~! is the reciprocal thermal energy, v is the gyromagnetic ratio, B, = BoZ
is the polarizing magnetic field, and N = 10%° for a macroscopic sample. Eq. 6.57 is exact
for spin-1/2 nuclei and there is no need to apply the weak high temperature approximation
Eq. 1.112 using ¢ ~ ShyBy/2. Eq. 6.57 is also general in that it could represent any sample
magnetized along z with polarization (, regardless of the source of polarization.

The spin dynamics are best calculated in the nearly-resonant rotating frame where
the Zeeman interaction is mostly subtracted out. For the sake of simplicity J-couplings will

not be considered. The rotating-frame Hamiltonian is:

N N N )
am o= Y ek + SN A

7=1 =1 k>j
N 1 N N

= D 0l 5> Y wp (OBl — L L], (6.58)
j=1 J=1 k#j

where the resonance detuning and chemical shift of nucleus j has been included in the
frequency d; and only the secular dipole-dipole coupling H g” (Eq. 1.40) has been retained.
The factor of % before the dipolar Hamiltonian in the second line corrects for the double-
counting of couplings wg)k (t) = ng(t). The secular dipolar coupling constant wgg (t) =
—%7271\[]-,6 (t)] 73 Py[cos 0, ()] includes the dependence on the angle 0 (t) = cos ™ [£.(t)-Z]
between the internuclear vector ;. (t) = r;(t) — r;(t) and By; the second-rank Legendre
polynomial is P(x) = (322 —1)/2. The internuclear vector is explicitly time dependent due

to molecular diffusion.

The density operator for two z-magnetized spin-1/2 heteronuclear species I and S
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is:

N; Ng

pea =[] H T4+ (L) ( 15+ ¢%8.p), (6.59)

j=1k=1

where the polarizations are ¢! = tanh(Bhy;Bo/2) and ¢° = tanh(BhysBo/2) at thermal

equilibrium. The heteronuclear secular Hamiltonian is:

Ny N; Ns
H/h=> 6iL;+ Za Sk + Wi Sl (6.60)
j=1 g 1k=1
where wi)k(t) = 47r’yrygh| 7% ()| 7? Palcos 0x(t)]. Note that the secular dipolar Hamilto-

nian commutes with the resonance offset Hamiltonian in both the homonuclear and het-
eronuclear cases, so the evolution under these two Hamiltonians can be calculated separately
and sequentially.

The central assumption of Warren’s theory of intermolecular multiple-quantum
coherences [76] is that the time t. over which each dipolar coupling can act coherently is

short enough that r;, (t) is approximately constant and:

]w Mlte < 1. (6.61)

An estimate of the coherence time is the time over which 7, (t) changes appreciably due to
diffusion; after this time the spins have moved apart or the internuclear vector has reoriented
randomly. The chief consequence of this assumption is that only the short time evolution

under each dipolar coupling need be considered. Integrating the lowest-order contribution
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to Eq. 2.14 gives:

p(t) ~ Lt (0)) (6.62)
where t > t.. This approximation is valid when || I:Ijjk /Rt <1, ie, |qu57€ |t < 1. Warren
et al. have shown that each dipolar coupling is able to act only once on the density operator
through a single commutator; evolution pathways in which the same coupling wgﬁ acts twice
or more are negligibly small.

Another result of Warren et al. is that the i j i , terms in Eq. 6.58 can be omitted
if all the spins in the system are identical (i.e., they belong to the same chemical species)
because they do not cause evolution that leads to observable signal. This is tantamount to
neglecting the M (r’) term in Eq. 6.21. The assumption that the spins are identical implies
0; =0, i.e., all the spins have the same chemical shift and resonance offset. Note, however,
that if the spins are subject to an inherently or susceptibility-induced inhomogeneous B,
field, their resonance frequencies will become dependent on position: §; = 0;(r). The
same situation applies during a magnetic field gradient pulse. In these cases the spins
are distinguishable through a position-dependent shift of their Larmor frequencies, and the
assumption that the I i I, terms (or the M(r') term in the classical picture) can be neglected
is suspect. This point will be discussed further in §6.2.3.

If the [ ;e I , terms can be neglected, all the two-spin homonuclear dipolar Hamil-
tonians flfjk /h = Swi—f fzjf -k commute with each other, so the dipolar evolution can be
calculated by sequential single commutations of the density operator with two-spin dipolar

Hamiltonians. All the heteronuclear two-spin dipolar Hamiltonians ﬁ{)k /h = 2w§)k I ngzk
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commute with each other as well. The full equilibrium density operator in Eq. 6.57 may be

expanded in a manner similar to Eq. 1.112:

N N N
Peqg = 2—N{i TN DY FENC) P 1 SR D Y Y SR } (6.63)
J Jj<k J<k<l
where the nth sum in the series contains products only of n single-spin operators I 2j (the
product of N —n single-spin identity operators is implicit in these terms). Eq. 6.63 is exact
for a spin-1/2 system if the series is not truncated; no high-temperature approximation has
been applied, although the weak high temperature approximation is certainly appropriate.
As was discussed in §1.4.3, the n # 1 terms do not correspond to observable (single-spin)
magnetization. Evolution due to resonance offsets or rf pulses causes pure rotations of the
single-spin operators, but it does not remove or add non-identity single-spin operators from
an n-spin term in the density operator. At best, a combination of rf pulses and offset

", I.; in the equilibrium density

evolution can convert an n-spin term By! = 27N¢"[] =

operator into an arbitrary n-spin term:

By =[] Loy (6.64)

where a € {z,y,2}. The primed notation indicates that the index j’ need not be taken
sequentially from 1 to n, just as long as n terms are taken in the product. Consider what
happens when a two-spin density operator term fajf .1 evolves for a short time under the

homonuclear dipolar coupling Hamiltonian H {)k (neglecting the I i I , Hamiltonian term)
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according to Eq. 6.62:

Bp—o = Iyl —’_ﬁt[?’hwgﬁfzﬂzkafmﬂzk] = ngc”yj

. IR i ks o s s 3 ks

Bn:2 = ijIzk — _ﬁt[Sth IszzkyjyjIzk] = _ZMD tI$j

R A i Ca A A s

By = Izjlzk—>—ﬁt[3hwgclzj[zk,lzjlzk]:0. (6.65)

The term involving two longitudinal spin operators does not evolve under the dipolar cou-
pling, but the terms containing a transverse spin operator on spin j and a longitudinal
spin operator on spin k are reduced to transverse single-spin operators on spin j. This
type of mechanism is well-known in solution-state NMR in the context of the conversion
of unobservable intramolecular two-spin density operator (antiphase magnetization) terms
into observable single-spin (in-phase) transverse magnetization under weak J-coupling evo-
lution. Two-spin transverse terms I (z /y)jf (z/y)k are not converted to single-spin terms after
a single commutation with the dipolar Hamiltonian.

It should be clear by induction that an n-spin term containing n — 1 longitudinal
spin operators and a single transverse spin operator j can be converted to observable single-

spin transverse magnetization after commutation with n — 1 separate dipolar couplings w{)k ,

e.g.:

. i S 9 s
By = Ljlpd, — —ﬁt[ShijkIZjlzk, —%t[i%hw%[zjlzl, Lo Lil)) = —ijDkwthIxj.

(6.66)

It is in this manner that the multi-spin terms in the full N-spin density operator are con-
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verted into observable magnetization by long-range dipolar couplings. When summed over
all spins, three spin terms like the one in Eq. 6.66 contribute a factor of ¢y kil wgﬂ wjkjl =
(> wi)k )2 to the observable signal. An n-spin term with one transverse spin operator
and n — 1 longitudinal spin operators makes a contribution to the observable signal on the
order of (¢ >, wgc )*~L1. Note that if only single-spin terms were retained in the equilibrium
density operator in the “strong” high temperature approximation (Eq. 1.114), the distant
dipolar couplings would not contribute to any observable signal. Any commutation of a
single-spin operator with a dipolar coupling either leaves the operator invariant (in the case
of longitudinal magnetization) or creates an unobservable two-spin operator (in the case of
transverse magnetization). The two-spin operator could only be converted back into single-
spin transverse magnetization by commutation with the same dipolar coupling. Warren et
al. have shown that this is a negligibly weak process because it goes as ¢ Zj(wjkt)Q, and
wjkt is already known from Eq. 6.61 to be very small. The abandonment of the strong high
temperature approximation in favor of making the weak high temperature approximation
or keeping the full N-spin density operator is what Warren et al. have called “violation of
the high temperature approximation.”

The details of the Warren iMQC calculations can be quite complex, particularly if
spatial inhomogeneities such as magnetic field gradient pulses are included. Furthermore,
only the classical theory is suitable for including radiation damping and molecular diffu-
sion dynamics in a tractable manner. The Warren theory has been presented only very
schematically and most of the remaining discussion will focus on the classical description,

but schematic quantum calculations often provide the quickest insight into the results of a
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particular pulse sequence.

6.2.3 DDF effects in homonuclear systems: resonance shifts and multiple

echoes

The effects of the distant dipolar field are best understood by considering a few
simple examples of one- and two-pulse experiments in a homogeneous, homonuclear system

(e.g., proton NMR experiments on pure water).

Resonance shift under the dipolar field after the action of a single rf pulse

Consider a infinite cylinder aligned parallel to B, with uniform magnetization
M, = Myz also along B,. This could, for example, represent a thermally-polarized homo-
geneous sample in a long NMR tube. The magnetization immediately after a 6, rf pulse

is:

My = Mycos 0z + Mysin6z. (6.67)

It is assumed that the pulse tips the magnetization uniformly across the sample, rather than
the more realistic case that only the small region of magnetization near the rf coil is tipped.
It is also assumed that the B field is perfectly homogeneous across the sample, so that
the transverse magnetization does not spatially dephase. Relaxation effects are neglected.

The secular contribution of the magnetization in Eq. 6.67 to the local dipolar field can be



6.2. THE DISTANT DIPOLAR FIELD 382

calculated according to Eq. 6.54 as:

1 1
B = 5 Ho[Mo cos 6z — S M|
1 -1 e
= §MOM0 cos 0z — EMOMO sin 0, (6.68)
where the value ay = % has been used for an infinite cylinder whose symmetry axis is

parallel to z. The equation of motion for the magnetization Eq. 6.19 indicates that the
term proportional to M in Eq. 6.68 has no effect on the spin dynamics because M x M = 0,

and the total effective magnetic field felt by the nuclei is:
eff 1 5
B = (By+ §u0M0 cos )z, (6.69)

where the chemical shift has been included in the definition of By. The spins therefore see
an increase (if My > 0) in their resonance frequency by the factor:

1
Awy = §,u07M0 cos 6. (6.70)

This shift in resonance frequency is most pronounced when the tip angle € is small and
most of the initial magnetization remains along z, but # must be large enough to create an
observable amount of transverse magnetization. No dipolar field-induced resonance shift is
observed after a # = 7/2 pulse. The results of the #-tip angle experiment could be compared
with an experiment using a 6, rf tip pulse, where §' = = — . This would cause a shift in

resonance frequency by —Awg due to dipolar field effects, or a —2Awy decrease in frequency
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from the #-tip experiment. One could imagine using these two single-pulse experiments
to perform a nuclear self-magnetometry determination of My; a more detailed study would
map Awy versus 6. Of course, this determination would requires Eq. 6.68 to be accurate, i.e.,
the initial magnetization is uniform and the rf pulse uniformly tips the magnetization over
the length of a long cylinder. The two-pulse determination would be the most accurate if 0
is small since the secular dipolar field is maximized and the transverse magnetization (which
induces radiation damping effects if the detection is by Faraday induction) is minimized.
Note that the resonance shift is expected to be small; protons in room temperature water
in a 700 MHz magnet have %,uoyMo = %XHQOWBU = %(4.0 x 1079) - (27 x 700 x 106
Hz) = 27 x 1.4 Hz. Therefore, the maximum frequency difference between the 6 ~ 0 and
0’ ~ 7 experiments is about 2.8 Hz in a 700 MHz magnet, which may be not too much
larger than the width of the water resonance.

Edzes [292] made the first measurements of self-precession and cross-precession in
homonuclear systems after the application of a single pulse. One effect that was observed
during these experiments was a “frequency chirp” of the NMR line; this effect was ascribed to
the transient change in M, as the longitudinal magnetization was restored to its equilibrium
value after the action of the #-pulse. The resulting time-dependent frequency shift of the
NMR line was found to interfere with the establishment of an internal frequency lock because
the T} relaxation time was faster than the lock time constant.

The effects of the dipolar field are slightly different when two spin species are
present rather than just one. Consider a mixture of two homonuclear species I4 and Ip (of

the same gyromagnetic ratio 7) in a long cylindrical sample with uniform magnetization
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My = MOA +MP = M54§+ MOBZ. For instance, one species could be water and the other

could be acetone. The magnetization after a non-selective uniform 6,-tip pulse is:
My = (MG cos 0Z + M sin 0F) + (ME cos 6z + ME sin 6%). (6.71)

As per Eq. 6.70, species [4 sees a resonance shift of Aw(‘;‘A = %M0M64 cosf due to the
dipolar field of its own magnetization and species [ 4 sees a self-resonance shift of AwéBB =
%MOMOB cos . However, each species also precesses in the dipolar field of the other. A
simple analysis of the coupled Bloch equations for M 4 and M 5 indicates that the strong-
coupling “homonuclear” limit of the secular dipolar field crosses over to the weak-coupling
“heteronuclear” limit when |wi' — wf| > |vBy| [363, 305, 365], i.e., when the difference
in resonance frequency between the two species becomes much greater than the shifts in
resonance frequency caused by the action of the dipolar field of one species on the other.
These shifts are expected to be on the order of ~ 1 Hz at best for concentrated room-
temperature protic solvents at high field; most homonuclear species have lines that are
spaced by much more than this. Therefore, it is more appropriate to use the “heteronuclear”

expression Eq. 6.55 for the secular dipolar field:

1 .2 ~
Bl — §MO[§M0 cos 0]z, (6.72)
where it is implicitly understood that this secular contribution is felt by one species in
the presence of the dipolar field of the other species. In addition to the self-dipolar

field precession, the spin species experience cross-precessional resonance shifts of Awé“B =
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%,u,g*yMOB cos 6 and AwégA = %MO’yMé“ cos 0, where the Awg(Y notation indicates the dipolar

field felt by species X due to the dipolar field of species Y. The total resonance shifts are:

1 2
Awjt = §u0'y(Mé4 + 3 Bycosh
B L B_ 2.4
Awy = §MOV(M0 + §MO ) cos 6. (6.73)

An interesting result that has been noted by several workers [365, 306] is that when 6 <
m/2, even if the two species have the same magnetization M(;‘ = MOB = My, dipolar
field cross-precession when causes a small redistribution between the Zeeman energy and
z-magnetization such that the two lines have unequal intensities, although their sum is
conserved.

The case of two heteronuclear species I and S at high field is similar except pulses
of different tip angles can be individually applied to each species using different rf channels.
This is only possible in the homonuclear case by the use of frequency-selective pulses.
Consider the case in which no pulse is applied to spin I and a 90° pulse is applied to spin S
6' =0, 05 =1 /2). The self-dipolar field precession of spin S is zero since the magnetization
is purely transverse; the precession of S due to the dipolar field of I is maximized since all
the I magnetization remains along z. The resonance shift of spin S due to the dipolar field
of spin [ is:

1
AT = glug'ySMOI. (6.74)

In this manner spin S can be used as a nuclear magnetometer to determine the magneti-
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zation of spin I. Again, this result is valid for a uniformly-magnetized, homogeneous, long
cylindrical system that is uniformly affected by rf pulses.

One final point to consider about the single-pulse experiment is what happens
when the By field is not homogeneous (i.e., due to magnetic susceptibility effects) or when
a pulsed magnetic field gradient of B, is applied. In both cases the total z-directed magnetic
field By(r)z (excluding the dipolar field) becomes dependent on position and the resonance
frequency varies from point to point in the sample. As a consequence, even if the sample
is initially uniformly magnetized at thermal equilibrium and that uniformity is preserved
after the application of a homogeneous rf pulse, the transverse magnetization will spatially
dephase as it evolves under the inhomogeneous B, field. The integrand of Eq. 6.21 for the
secular homonuclear dipolar field contains a term proportional to M (r'); call this component
of the field EdM. Clearly QdM o« M if the magnetization M(r') = M is uniform. When
the magnetization is spatially inhomogeneous, however, QdM(z) may not be proportional
to M(r) because it depends on the size and direction of M(r’) everywhere. The EdM
contribution to the secular dipolar field was neglected in Eq. 6.68 when the magnetization
was uniform because M X QdM = 0 in the Bloch equations; the result was that the effective
homonuclear secular dipolar field was entirely longitudinal. This contribution of QdM(f)
cannot be neglected when it is not proportional to M(r) because the cross product of
the two vectors is not zero. Therefore M (r) precesses about ﬁdM(z) (and simultaneously
about the purely z-directed dipolar field contribution) such that transverse magnetization
can be tipped out of the transverse plane. In this case dipolar field effects cannot be

ignored even if the magnetization is initially purely transverse. If the B, inhomogeneities



6.2. THE DISTANT DIPOLAR FIELD 387

are strong, however (perhaps due to a strong gradient pulse), it will be assumed that
the strong dephasing of transverse magnetization across the sample will lead to a small
contribution to EdM([) from the magnetization at distant points r’; in this case EdM(z)
may be nearly parallel to M (r) in which case the effects of EdM can be neglected.?’ These
transverse field effects would not be observed in heteronuclear or most multicomponent
homonuclear systems because the secular dipolar field (Eq. 6.22) does not depend on any
transverse components of M (r'), and hence is invariant to spatial dephasing of transverse

magnetization during evolution under an inhomogeneous B, field.

Two-pulse experiments and multiple echoes

It is well-known that the two-pulse 90°—7—90° pulse sequence generates a spin
echo at time 7 after the second pulse. In fact, this is the original sequence that Hahn
used when he discovered the spin echo phenomenon [379]. The Hahn echo occurs after the
second pulse initiates a rephasing of transverse magnetization that has dephased due to
evolution in an inhomogeneous B, field during the interval between the two pulses. The
dephasing of transverse magnetization due to T» relaxation is caused by random magnetic
field fluctuations on the molecular level and cannot be reversed to form an echo. A 90°—
7—180° pulse sequence completely refocuses the inhomogeneous dephasing, but the 90°—
7—90° sequence induces only a partial refocusing. Nevertheless, both sequences produce a
single spin echo at a time t = 7 after the second pulse. Therefore, it was very surprising

when multiple echoes were observed by Deville et al. [289] and later workers after applying

20Tn this case the transverse magnetization becomes strongly modulated due to dephasing and one might
think that Eq. 6.25 would be applicable, which indicates that the Qgi term is parallel to M. However, here
the magnetization is not strongly modulated along a single direction, and Eq. 6.25 does not apply.
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two-pulse sequences to highly magnetized systems. The appearance of multiple echoes was
linked to the effects of the distant dipolar field; these effects will be illustrated here with
the results of some simple two-pulse H-1 NMR experiments (with and without pulsed field
gradients) in room temperature water in a cylindrical sample tube at By = 7.04 T.

Fig. 6.2 shows the pulse sequences and experimental spectra that will be discussed.
The simplest sequences to calculate are the ones that involve strong magnetic field gradient
pulses because the sample geometry will not be important in determining the dipolar field.
Relaxation and molecular diffusion effects will be neglected, and all calculations will be
performed in the rotating frame. The only magnetic fields considered during free preces-
sion periods will be the local secular dipolar field, a z-directed static resonance offset field
Bj(r) = [(1 — 04s0)Bo(r) — w, /7] that is possibly inhomogeneous, and pulsed magnetic field
z-gradients G(z — 29)z, where G = 0B, /0z. The variable z; = z — zp will be introduced as

a matter of convenience.

Continuous gradients. Fig. 6.2(a) is the continuous-gradient version of the two pulse
experiment. The initial thermal equilibrium magnetization is M (0) = Myz. An initial 903

pulse creates transverse magnetization

M(0%) = —Mog (6.75)

in an approximately 1 cm-high portion of the sample within the active region of the rf
coil. The rest of the magnetization in the sample tube is considered to be unaffected by

the rf pulse and contributes no signal; it also will be assumed to generate no significant
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G2

Hahn echo
(1 spin)

2-spin echo

3-spin echo

Figure 6.2: Dipolar field-induced multiple echoes in water observed after two-pulse
sequences.

dipolar field in the active region.?! Immediately after the first rf pulse a z-gradient pulse

2In actuality, the longitudinal magnetization outside the active region generates at least some small
dipolar field within the active region near the top and bottom edges. Also, molecular diffusion is expected
to transport some small amount of magnetization across the “boundaries” of the active region.
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of strength G is applied for duration 7. The gradient is assumed to be large enough that
the inhomogeneities in B, can be neglected by comparison; dipolar field effects will also
be neglected because the magnetization is purely transverse and strongly dephased and the
contribution of EdM (discussed in the section on single-pulse experiments) is considered to

be small. Therefore, just before the second pulse the transverse magnetization is:

M(z,7) = —Mo cos[(0 — vG121) 6]y + Mo sin[(6 — vG12) 762, (6.76)

where § = —yB;. At time 7, the magnetization is purely transverse and is wound in a
helix of pitch 27 /k; = 27/(yG17g) over the length of the active region of the sample.??
There are kiL/2m windings of the helix over the length of the active region L. The 902

pulse converts the magnetization to:

M (z,78) = Mo cos[(6 — vG121)7¢)|Z + Mo sin[(6 — vGr21) 762 (6.77)

The two-pulse sequence has created a purely sinusoidally-modulated z-magnetization that
will create a secular dipolar field during the detection interval ¢. It will be convenient to track
only the circularly-polarized component of magnetization density M, = M, + iM, during
the detection interval since it is the integral of M, (r) over the sample that is measured
in a quadrature-detected NMR experiment. If the helix pitch |k1| is large compared to
the length of the active region L and the diameter of the tube d, Eq. 6.25 can be used to

calculate the secular contribution of the dipolar field felt by the spins during the detection

22The helix makes an angle of §7¢ — yG1207c from the —y-axis at height zo.
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interval:

By = poMy cos[(6 — vG12) 716z, (6.78)

where the direction of modulation is § = Z and the contribution to B,(r) due to M(r')
is assumed to be parallel to M(r) and has been neglected. Immediately after the second
rf pulse a continuous z-gradient of strength (G is applied. The evolution of transverse

magnetization under the second gradient, resonance offset field, and secular dipolar field is:

My (z1,t;7q) = Mosin[(0 — vG1z1)1a] exp{i[0 — vGaz — poyMo cos[(d — vG1z)71a]|t}

(6.79)

The winding of the second gradient pulse at time ¢ can be characterized by a wavenumber
ko = vGot. The exponential function in Eq. 6.79 can be expanded using a Jacobi-Anger

relation [170, §2-22]:

—+00
6iZcosQ — Z ime(Z)eimG’ (680)

m=—00
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where J,,,(Z) is the Bessel function of the first kind of order m. The result is:

+oo
M (z,t;7q) = Mysin[(§ — yG1z)7g]e!01G220)¢ Z i I (— oy Mot) e ™01 Grz) 76

m=—0oQ

(6.81)

where the Bessel function recursion identity Jp,—1(z) + Jp+1(x) = 2nJ,(x)/x has been used

and 73 = poyMy is known as the characteristic dipolar demagnetizing time; its value is

20,071 ~ 130 ms for thermally-polarized protons in room temperature water at

I7al = Ix
By = 7.04 T. The bulk NMR signal depends on average transverse magnetization density
Mi(t;1q) = % fOLdzl My (z,t;7¢). In general, the transverse magnetization density is

dephased as a function of z and integrates to a small value. Note, however, that Eq. 6.81

has a component that is independent of position when t = —n(G1/G2)7q:

nrq

G
M_|_(Zl,t = —n—ng) = ZnMO(T

_ iln(1—G1/G2)dé7¢]
G )Jn( t/Td)e
2

My i () (—t gl GBS —(mm)Grir),

m#n
(6.82)

Assuming that the integral over the sum of position-dependent terms is small, the average
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magnetization density at this time is:?3
G .
My (t = —nG—ITc) = inMO(?)Jn(—t/Td)ez[n(l_Gl/GQ)(STG]. (6.83)
2

This result is demonstrated in Fig. 6.2(a): transverse magnetization is dephased by the gra-
dients is rephased at times t = —ng—;TG due to evolution under the gradients and position-
dependent dipolar field. Since ¢ > 0, the rephasing occurs only for the n < 0 terms when
the two gradients have the same sign and only for the n > 0 terms when the gradients
have opposite signs. The nth-order echo is due to the |n|th term in the sum Eq. 6.81. The
higher-order echoes are damped, partly due to T relaxation. Note, however, that there is
also a contribution due to the J,, intensity factors; for instance, at short times z = ¢/74 < 1
these functions go like J,(x) ~ 2™/(2"n!), so Jpt1(x)/Jn(x) = x/[2(n + 1)] < 1. This
gives the damping at the echo maxima; the actual echo envelopes are attenuated due to
the action of the gradient G» and natural B, inhomogeneities. Note that the magnitude
of the dipolar field and hence the intensities of the echo maxima are independent of the
gradient strength as long as the gradients are strong enough to put the system in the strong
modulation limit of Eq. 6.25.

If no dipolar field were present, Eq. 6.79 would read M, (z;,t;7¢) = Mpsin[(§ —
vG1z1)71c] expli(d — vGaz;)t], where the dephasing of transverse magnetization due to G
is rephased under the gradient G2 to form a single echo at ¢t = |G1/G2|T¢ with aver-

age magnetization M, (t = g—;Tg) = %Moexp[—i(l — G1/G2)o1g] if G1/Ga > 0 and

23Note that when the transverse magnetization is detected by the induction current generated in a coil,
the NMR signal is proportional to 9M (t)/0t (in the laboratory frame) rather than to the net magnetization
M (t). This point is considered further in §6.3.
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My(t = —%Tg) = —Lng expli(l — G1/G2)d1g] if G1/G2 < 0. The case G; = Ga is
the familiar Hahn echo in the presence of a steady inhomogeneous z-directed magnetic
field. The magnetization at the time of the echo t = 7¢ after the second rf pulse is
Mi(t = %Tg) = —%MO; the resonance offset/chemical shift has also been refocused,
and the factor of % indicates a loss of half the signal intensity due to an incomplete echo.?*
The Hahn echo originates from single-spin terms in the initial density operator; the nth

DDF-induced echo originates from |n|-spin terms in the initial density operator [308]. This

point will be discussed further in the next section.

Pulsed field gradients with an n-quantum filter. Fig. 6.2(b) shows a pulse sequence
that is capable of cleanly selecting out only the nth echo by use of properly-matched pulsed
field gradients. The analysis is similar to the case of continuous gradients, except here
the gradient pulses will be considered to be strong enough that the gradient time 7 can
be chosen to be short enough that evolution under the resonance offset can be neglected
during 7. Furthermore, the By, field is considered to be inhomogeneous such that § = d(r)
dominates the reversible dephasing during the 7 and ¢ intervals, although this position
dependence will be suppressed in the notation for convenience.

After the 905—G1 (7¢)—7—90% two-pulse sequence, the initial uniform magneti-

zation M (0) = Myz becomes:

M(z,7") = Mg cos(67 — vG1276)Z + Mo sin(d1 — vG127q) . (6.84)

24The other half of the signal is the portion that is refocused at 7¢ when G; = —(Ga2; this gradient
“anti-echo” retains chemical shift information.
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The z-magnetization is strongly modulated with a characteristic wavenumber G175. The
r-magnetization is also strongly modulated and can be represented as the superposition of
two oppositely-wound helices. The second gradient pulse Go = nG of duration 74 causes

an additional winding of the transverse magnetization:

M+(zl,7'+) = Mpsin(01 — vG1217¢) exp(—iynG1217¢)

_ _%Mo[ei[dT—(n-i-l)lezlrg] o e—z‘[éﬂ'-{—(n—l)lezlrg]]‘ (6.85)

When n = +1 the second gradient pulse exactly unwinds one or the other of the oppositely-
wound helices and that part of the transverse magnetization is rephased. The secular dipolar

field is during the detection interval due to the z-magnetization is:
B, = oMy cos(0T — yGrz176)Z. (6.86)

The transverse magnetization during the detection interval ¢ evolves under the resonance

offset field and dipolar field:

M (z,7,t) = Mysin(61 — vG127¢)e” 1276 exp{i[§ — poy Mo cos(61 — yvG1276)]t}

. —+o00
2 : .
= —§Moe“5t§ i T (— oy Mot)
m=—o0

X[ei[(m+1)677(m+n+1)'yGng] - ei[(mfl)éff(ernfl)'yGl‘rg]}
1 LI . .
= _QMOGZ&Z " [ Jm—1(—poyMot) + JmH(—uofyMot)]e’méTe_’(m+”)7GlleG
m=—o0

+o0o
_ Z i M, (@) Jm(_t/Td)efi(m+n)'yGlzﬁg eimé‘reiét? (687)

m=—0oQ
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where 74 = (o yMp)~!. The m = —n term in the sum is independent of position, and the

integrated average magnetization density is:

nrtq

My(r,t) = finMo(T)Jn(—t/m)e‘mé(ﬁ)%i‘s(ﬁ)t, (6.88)

where the relation J_,(z) = (—1)"J,(z) for integer n has been used.?> The results of this
experiment on protons in room temperature water at By = 7.04 T are shown in Fig. 6.2(b)
for n = +2 and n = +5. Eq. 6.89 indicates that dephasing of transverse magnetization
due evolution in an inhomogeneous B, field during the interval 7 is refocused into a single
echo at time t = n7. Unlike the continuous gradient version of the experiment (Fig. 6.2(a)),
the pulsed gradient version (Fig. 6.2(b)) refocuses all of the spatial inhomogeneity of the
magnetization before ¢ = 0, but only for the nth echo. The other echoes that are observed
in the continuous gradient experiment never form because the magnetization components
that give rise to them are dephased at the beginning of the detection interval and are never
rephased by another gradient. The echo envelopes in Fig. 6.2(b) are much more robust than
those in Fig. 6.2(a) because the dephasing is due to weak natural B, inhomogeneities rather
than strong applied magnetic field gradients. Note that if n < 0 (i.e., the gradient pulses
G and G2 have opposite signs), although the gradient dephasing is refocused at ¢t = 0, the
B, inhomogeneities do not form an echo during ¢ because the phase factor einld(@)Teid(n)t g

never independent of §(r) for 7 > 0, ¢ > 0. This is the “anti-echo” experiment, whereas the

n > 0 condition (i.e., gradient pulses of the same sign) selects the echo pathway.

25The evolution under the inhomogeneous z-field has been represented explicitly through the position-
dependent frequency § = d(r). This notation is not actually correct: the spatial averaging requires quantities
like exp[id(r)t] to be spatially integrated. The inhomogeneous evolution due to B (r) should really considered
at the level of Eq. 6.87 before the spatial integration is performed.
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If the interval between the two rf pulses is incremented as an indirect dimension,

Eq. 6.89 can be used to calculate the average transverse magnetization:
M (t1,t2) = —i”Mo(t—)Jn(—tg Jq)e Mot itz (6.89)

where t; is the time variable in the indirect dimension and ¢, is the direct time. The spin
system evolves at the frequency —nd during the indirect dimension and ¢ during the direct
dimension; this behavior is characteristic of a multiple-quantum correlation experiment
in which an n-quantum coherence in the indirect dimension is converted to —1-quantum
coherence for direct detection.?6 In fact, the 90°—G(1g)—t1—90°—nG1(7¢)—t2 pulse
sequence is exactly the n-quantum CRAZED experiment of Warren et al., which indirectly
detects n-quantum intermolecular multiple quantum coherence evolution. The multiple-
quantum NMR interpretation is that only one coherence in the indirect dimension is selected
via an n-quantum filter using standard pulsed field gradient coherence pathway selection.
The Fourier-transformed n-quantum CRAZED spectrum exhibits a cross peak at frequency
—nd in the indirect dimension with frequency § in the direct dimension. It is also possible
to generate cross peaks between spins in different molecules [302], e.g., protons in water
with protons in acetone. Note that the use of the weak coupling expression for the secular
dipolar field is appropriate when the chemical shift difference between the two spin species
exceeds |7Bqg| ~ |74|7!; the Bessel function arguments then go as J,(3t/74).

The multiple-quantum nature of the CRAZED experiment can be appreciated by

some simple density operator calculations. Starting with the initial density operator in Eq.

26 A p-quantum coherence evolves at frequency —pd under the resonance offset Hamiltonian H; /h= 1.
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6.57, the N-spin density operator at the end ¢; before the second rf pulse is:

N
p(t1) = H[

J=1

ij — nyj COS(5jt1 — ’YGleTG’) + szj sin(éjtl — ’)/GlijG)], (690)

N | =

where v; = 7 for a homonuclear species and Warren’s argument that evolution under the
dipole—-dipole Hamiltonian can be neglected during ¢; is in effect. The resonance offsets
0; can vary from spin to spin through the chemical shift if multiple chemical species are
present; even if there is only one species, the ¢; can still vary if By is inhomogeneous. The
vertical position z; of course varies from spin to spin. Consider only a single 3-spin term

from Eq. 6.90:

Bg(tl) = 2_(N_3)§3ij sin(d;t1 — leijg)fyk cos(dxt; — yGlszg)fyl cos(0it1 — vG1276).

(6.91)

This term arose from the term B (0) = —2_(N_3)C3fzjfzkle in the initial density operator.
This term contains +3- and +1-quantum coherences. Only the +3-quantum coherence will

end up passing a n = +3-quantum filter (G2 = 3G) filter:

B (ty) o< Iy 140y B0—1C1Gtantamal (6.92)

where the relation d; 405 +0; = 30 in the case of equivalent spins in a homogeneous magnetic

field has been used to emphasize the triple-quantum nature of the evolution. Returning to
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Eq. 6.91, the total density operator after the second rf and Go = 3G gradient pulse is:
Nl
ﬁ(tl,tg = 0) = H[ﬁlj + CIzj COS((Sjil — ’yGleTg)
j=1

—|—sz]~ sin(d;t1 — vG12j7q) cos(—3vG12j7¢q)

+C Iy sin(3;t) — vGz7e) sin(—37G1 2576 (6.93)

The 3-spin term of Eq. 6.91 has evolved to contain the component:

~

Bs(ti,ta =0) = 2_(N_3)§3fwjfzkle sin(d;61 — vG12j7q) cos(0kt1 — YG12,7a)

x cos(0t1 — YG127q) cos(—3vG127q). (6.94)

The discussion of §6.2.2 showed how a density operator term like I ij Zk.f 1 could be converted
into single-spin transverse magnetization .ij after two successive commutations with the
dipole—dipole Hamiltonians H g and H f)k. Quadrature detection selects out the —1-quantum
coherence which evolves at I _jei‘;jt2 in the direct dimension. The spatial averaging required
to find the position-independent terms in the density operator is somewhat complicated [76],
but the term that passes the triple-quantum filter is the +3-quantum coherence that evolved
as f+jf+kf+le*i35t1 during the indirect evolution time. Note that (n + 1)- and higher-order
spin terms in the density operator also generate n-quantum coherences during ¢; but require
two or more commutators using the same dipolar coupling to produce observable signal,
which is a negligibly small pathway. The general result is that n-spin terms in the initial
density operator lead to the nth multiple echo which gives the n-quantum CRAZED signal.

When multi-spin terms in the density operator or dipolar couplings are neglected, only the
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usual n = 1 Hahn echo is predicted.

No gradients. The experiment shown in Fig. 6.2(c) is an ordinary Hahn echo experiment
(or COSY NMR experiment if the delay 7 is instead incremented as an indirect dimension
t1). These data were taken with the sample arranged such that only the tip of the NMR
tube was in the active region of the rf coil; the water-glass-air susceptibility boundary at
the bottom of the tube makes a very inhomogeneous B, field within the water. This in-
homogeneity manifests itself as a line broadening effect in a conventional one-pulse NMR
experiment. During the interval 7 the transverse magnetization evolves in the presence of
the inhomogeneous offset field Bs(r). This will eventually lead to a complicated magneti-
zation distribution from which it is hard to calculate the dipolar field. A large simplifying

assumption is made here, which is that the local secular dipolar field is of the form:

By(r) = poas[3M.(r)z — M(r)], (6.95)

where «; is a position-independent proportionality constant. There is no real justification
for this assumption, except it is true in a uniformly-magnetized ellipsoid or in a sample
in which the magnetization is strongly modulated along one direction; it is not true in
a sample with an arbitrary geometry or arbitrary magnetization. Starting from initially

uniform magnetization M (0) = Mz, the magnetization after the two rf pulses is:

M (r,7+) = Mo cos[d(r)T]z + Mysin[o(r)7]z, (6.96)
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where Eq. 6.95 guarantees that the effect of the local secular dipolar field is zero during this
time because the magnetization is transverse and M (r) x B,(r) = 0. The magnetization
dephases during 7 due to the inhomogeneous By, field; if this dephasing is strong enough,
perhaps B(r) sees only a local contribution from the magnetization and Eq. 6.95 may be
valid. Assuming that the effective part of the local secular dipolar field during the detection

time ¢ is:

B,(r) = poas My cos[d(r)T]z (6.97)

the transverse magnetization density at time ¢ is:

M (r,t;7) = Mosin[d(r)7]exp{i[d(r) — poyasMocos[d(r)T]]t}
—+o00
- ZimMo(%)Jm(—a(;t/Td)eim‘s(f)Tei‘s(f)t, (6.98)
m=—00 5

where 74 = (uoyMp)~!. Evolution under B, inhomogeneity causes a dephasing of the

transverse magnetization which is refocused to form echoes at times ¢t = |m|7 for m < 0.

6.2.4 A comment on DDF effects in quadrupolar spin systems

Chapters 3, 4, and 5 deal almost exclusively with quadrupolar nuclei and their
dynamics and it is reasonable to consider how the analysis of such systems can be extended
to include distant dipolar field effects. DDF effects can be described in I = 1/2 systems
using a purely classical model because the average nuclear polarization can be described

entirely in terms of the classical magnetization vector. Quadrupolar (I > 1/2) nuclei,
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however, have more degrees of freedom and can support types of polarization other than
dipole polarization. A correct description of the quadrupolar nuclear dynamics must include
the effects of the nuclear dipolar field on these degrees of freedom. Quantum-mechanical
or semiclassical descriptions of distant dipolar field effects in multilevel systems have been
developed by other workers in the context of J-coupled spin-1/2 systems [306, 380, 381].
It seems that DDF effects in I > 1/2 systems have not been considered thus far in the
literature. At the least there has been one report of using Li-7 (I = 3/2) to detect the
dipolar field of a protonated solvent [297], although the data were not included and no
mention of the quadrupolar nature of Li-7 was made.

The analysis must be done using a quantum-mechanical or semiclassical formalism
since not all of the degrees of freedom of an I > 1/2 nucleus can be described classically.
It is convenient to use a basis of spherical tensor operators (see Appendix A) to represent
the nuclear angular momentum polarization. The density operator of a spin I nucleus can
be written in terms of (27 + 1)? spherical tensor operator components Tk,q of integer rank
0 <k <2l and order ¢ = —k,---,+k. Rank k = 1 operators correspond to nuclear
magnetization (¢ = 0 for longitudinal magnetization, ¢ = +1 for transverse magnetization).
In the Warren quantum mechanical picture multispin terms in the full N ~ 10?°-spin
density operator can be converted to observable single-spin terms by short-time evolution
under non-repeated intermolecular dipolar couplings (see §6.2.2). Mathematically speaking,
density operator terms like fmjf ., are converted to terms like fyj by a single commutation
with the dipolar Hamiltonian ﬁJDk o I ij »k; the spin operator I 2k 18 “removed” from the

density operator term (i.e., it is converted to ik). It is easy to show that in the general
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I>1/2,5>1/2 case only I; or S”Zj terms can be removed by a single commutation with
the heteronuclear dipolar Hamiltonian.?” Therefore one expects that heteronuclear DDF
effects will manifest themselves in systems containing at least one quadrupolar nucleus in
the same way as in spin-1/2 heteronuclear systems, if the quadrupolar nucleus is prepared
only in a state of magnetization (rank-1 polarization). Normal DDF H-1-H-2 (I = 1/2,
S = 1) correlation experiments at By = 7.05 T in an 80%/20% H20 /D50 mixture exhibited
no unexpected results (data not shown). Note that higher rank polarization terms will also
evolve under the dipolar field, but not into observable rank-1 polarization.

The situation is different in homonuclear systems. Here the term “homonuclear
system” will be taken to mean a single-species system in the strong-dipolar coupling limit;
dipolar field effects are so weak that the truncated weak-coupling (“heteronuclear”) dipolar
Hamiltonian applies to most multiple-component homonuclear systems. The full homonu-
clear secular dipolar Hamiltonian H {)k /h = wg"’ (3f zjf =1 ;e I ) contains extra “flip-flop”
terms that the heteronuclear secular dipolar Hamiltonian does not. The entire i ;e i  term
is usually neglected in the Warren treatment of homonuclear DDF experiments [76]. This
is justified when the spins are truly equivalent—i.e., when a single spin-1/2 species is con-
sidered and the spins are not “labeled” by their position in an inhomogeneous magnetic
field—because the multi-spin terms enter symmetrically into the equilibrium density opera-
tor and this symmetry is not broken by non-selective pulses. This is equivalent to neglecting

the term proportional to M in Eq. 6.21 in the absence of magnetic field gradients (see the

*"The commutator [Bn—o, Hi¥] = [TAZI;LTI;S;, 2hiw¥ I.:5.;] contains products like T,i;.é’zj = TkSq]TIS({, since
the multiplication of spherical tensor operators follows the rules of angular momentum addition, the spin-S

term of this product can only equal ig = TOSOJ if the Clebsch-Gordan coefficient (k,q;1,0/|0,0) # 0, i.e.,

k—1=0and g+ 0 = 0 such that Tquj = Tlsoj = S'Zj. An analogous argument may be used when removing
spin-I terms.
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discussion of DDF effects in the one-pulse experiment in §6.2.3). The commutator of density
operator terms like (fajfgk + fakfgj) with the ij zk Hamiltonian term does not remove
a spin operator when «, 8 € {x,y,z}. Since only the short-time (single commutator) dy-
namics are relevant to describe DDF effects in solution, the I - 1 ; terms in the dipolar
Hamiltonian do not lead to the development of observable single-spin terms in the density
operator, and therefore can be neglected. This is no longer the case in quadrupolar spin
systems because a single commutation with I i I ; can remove a spin operator from certain
symmetric density operator terms of the form (j—‘li,m@TIg,q;d)’ + f}];m;¢T/2,q;¢’)’ where lem@ is
a Hermitian combination of spherical tensor operators of a given [ and |m| (see Eq. 5.2).
As an example, consider a spin I = 1 homonuclear system in the absence of all
interactions except chemical shifts and long-range dipolar couplings. An analysis of the
relevant commutators shows that when the density operator contains only rank-1 (mag-
netization) spin operators the dipolar field dynamics proceed in the same manner as in a
spin-1/2 system, i.e., the I i 1 ; Hamiltonian terms can be neglected, which is equivalent
to neglecting the transverse dipolar field. A normal homonuclear Li-7 (I = 3/2) CRAZED
experiment at By = 7.05 T in nearly-saturated LiBr(aq) exhibited no unexpected results
(data not shown). However, the presence of the I i I ; terms in the Hamiltonian can affect
the dynamics when higher-rank polarization is present. These dynamics are not due to
evolution of the spins in some sort of “distant multipolar field”; rather, they are due to the
evolution of rank k > 1 polarization in the presence of the usual transverse secular dipolar
field. For example, DDF-mediated conversions of the type ¢ =0 < |g| = 1 < |q| = 2 are

possible for k = 2 polarization in the I = 1 system.?® This of course requires the system to

28This is a simplification because the phase of the transverse dipolar field (z or y) determines which
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be prepared in some mixture of transverse magnetization and rank-2 polarization. However,
these effects would be difficult to observe because rank-2 polarization is not directly mea-
surable. It can be shown for the general spin I case that no secular DDF effects can convert
k > 1 polarization into observable k = 1 magnetization. Therefore one would have to per-
form a 2D experiment that involves both a multiple-quantum excitation and a conversion
to observable signal; looking for small DDF effects during multiple-quantum spectroscopy
of a potentially low-+v quadrupolar nucleus is a difficult proposition.

Thus far the discussion of DDF effects in quadrupolar nuclei have focused on the
ability of I > 1/2 nuclei to support rank k& > 1 polarization; it would be interesting to
see what would happen if a quadrupolar coupling was included. The motionally-averaged
electric quadrupolar coupling is zero in isotropic but is non-zero in general in an anisotropic
medium. For example, the spectrum of an I = 1 nucleus in an oriented medium presents
a quadrupolar-split doublet (see §4). Goldman and Desvaux have investigated the cross-
precession of the components of a J-split doublet (I3 = 1/2, Iy = 1/2) in the presence of
each other’s dipolar fields in a variable tip-angle experiment [306]. Their analysis could be
applied to an I = 1 system to determine whether such a DDF cross-precession effect can be
observed between the components of a quadrupolar-split doublet.?? The DDF effect in the
J-coupled system was quite small even in a concentrated protic solvent: a small shift of the
resonance frequencies was observed and the intensity ratio of the two doublet components

deviated from unity by a maximum of 89%. The dipolar field would be even smaller

orAdef-Aq components can convert into each otherA, e.g., Tg,o polarization in an z-directed DDF evolves as
(LaiT3 0 + 12 T3,0) = (15,152 + 13 1,7 j5) under Hp.

29The theoretical analysis might best be done in a fictitious spin-1/2 operator basis [150] rather than in
a spherical tensor operator basis.
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in the case of a dilute nucleus that had a smaller gyromagnetic ratio than that of H-1.
Furthermore, it is important that the doublet splitting not exceed by too much the Larmor
frequency of the nucleus due to its own dipolar field; this may be related to the truncation
of the secular dipolar field by the frequency difference between the doublet components.
The maximum cross-precession effect was observed at rf pulse tip angles near 6 = 0 and
0 = 7; unfortunately these are the tip angles for which the transverse magnetization and
hence the observed signal is the smallest.

When investigating DDF effects in homonuclear quadrupolar systems it is difficult
to find a physical system in which the DDF is large, i.e., one that has a relatively high-vy
nucleus present at high concentration. For example, the I = 1 nuclei H-2 and N-14 can
be found at high concentrations in neat liquids but have low gyromagnetic ratios (recall
that the thermal equilibrium magnetization is quadratic in v and the low Larmor frequency
is also a disadvantage when inductive detection is employed). It might be advantageous
to try to observe a DDF cross-precession effect in the I = 3/2 nucleus Li-7, which has a
relatively high gyromagnetic ratio, vz,7/2m = 16.55 MHz/T. It also has a small quadrupolar
coupling in Li™ salts (e.g., the Li-7 linewidth is only a few Hz in LiBr(aq)), which leads to
sharp, intense lines. The small coupling also would result in a small averaged quadrupolar
coupling in an anisotropic medium, which is good for cross-precession investigations. It is
possible to find systems that contain Li in high concentrations, e.g., molten lithium acetate
(Li[O(CO)CH3]-2H20, m.p. = 70° C), although this would be an isotropic fluid. It might
be difficult to prepare an oriented system with a high Li concentration: a polar salt would

not dissolve in an organic liquid crystal, and high concentrations of Li*™ may disrupt the
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liquid crystalline phase of an aqueous bicellar solution. A concentrated aqueous solution of

a lithium salt prepared in a stretched gel may be feasible.

6.3 Indirect detection with the distant dipolar field

The homonuclear dipolar field experiments potentially could be modified so that
structural or contrast-enhanced image information about a mobile carrier nucleus in a spa-
tially inhomogeneous environment could be encoded via the carrier’s self-DDF. Some of
the experiments are discussed in a non-remote detection modality in Refs. [317, 318, 319,
320, 321, 322, 323, 324, 325, 326, 327, 328, 329, 330, 331, 332, 333, 334, 335]. Another
situation that might commonly arise in remote detection experiments is when some of the
carrier nucleus is bound and some is mobile, e.g., xenon in solution with some sample of
interest versus free xenon gas. In this case the distant dipolar field could be used to trans-
fer spectral information from the “bound” nuclei through space to the mobile nuclei via a
CRAZED-type experiment, which would obviate the need to take the xenon out of solution
before transport. However, many analytes of interest do not contain xenon, so when xenon
is the mobile carrier of choice it would make more sense to use a heteronuclear indirect
detection experiment in which the spectrum of an analyte heteronucleus is transferred via
its DDF to the xenon carrier. The DDF is significant on length scales of up to millimeters,
so there is no need for the analyte and carrier ever to come in contact with each other.
This section will introduce the basic DDF indirect detection experiment and explain how
it could be modified for use as an encoding module in remote detection experiments. Much

of the discussion is also applicable to homonuclear experiments.
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6.3.1 The basic indirect detection experiment

Bowtell [296] was the first to propose using the distant dipolar field to transfer
the indirectly-encoded NMR, spectroscopic information of an analyte nucleus to a sensor
heteronucleus on a different molecule for direct detection. He suggested that this method
could be used to enhance the detection sensitivity of a low-v or dilute analyte nucleus (i.e.,
one with low bulk magnetization) if the sensor nucleus was highly polarized, although some
signal per unit time was sacrificed by incrementing the analyte indirect time dimension
point-by-point rather than detecting in direct time. Intramolecular heteronuclear polariza-
tion transfers are routine in solution-state NMR using the J-coupling, but the ability to
perform intermolecular transfers through the DDF is a great advantage because the exper-
imenter has the freedom to add a probe molecule which contains high-+ nuclei that are not
present in the analyte molecule or are present in much higher concentration. In the context
of remote detection experiments, it is useful to have a probe that can act as a mobile carrier
of the NMR information and which is not required to come into physical contact with the
analyte.

Bowtell’s three-pulse experiments studied heteronuclear multiple spin echoes, but
he suggested a means by which frequency-domain spectra could be acquired. Augustine
and Zilm used slightly-modified versions of Bowtell’s pulse sequence to demonstrate P-31-
detected intermolecular heteronuclear correlation spectra of H-1 in solution [366, 382] and
gas-phase Xe-129-detected spectra of H-1 in methane [366]. Bachiller et al. [383] introduced
a four-pulse experiment that used heteronuclear double- and zero-quantum coherences to en-

code heteronuclear sum- and difference-frequency spectra in the indirect dimension. Warren
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et al. [77] have also considered a Bowtell-type three-pulse experiment from a theoretical per-
spective and critiqued its ability to provide significant sensitivity enhancement. Ardelean
et al. [384] used similar sequences to investigate the attenuation of heteronuclear DDF-
induced multiple echoes by diffusion. All these studies considered homogeneous mixtures
of the sensor and analyte, although He et al. have demonstrated homonuclear correlations
between two separated chemical species [302].

The basic version of the DDF heteronuclear correlation experiment considered here

uses the following three-pulse sequence (Fig. 6.3):

905 /]-G1 (1) —t1—1(903. , 905, °1-Ga (1) —t2—detect S(¢,), (6.99)

where [ is the indirectly-detected analyte nucleus and S is the directly-detected sensor
nucleus. The two spin-I rf pulses have phases ¢; and ¢9, the spin-S pulse has phase ¢3, and
the receiver phase is ¢,.. There are two z-gradient pulses of strength GG; and G5 and duration
Tcr; these pulses are employed in a specific ratio Go = k(G that will be discussed later.
Since this is a two-dimensional experiment, it is sometimes desirable to include a strong,
long “crusher” z-gradient pulse before the recycle delay at the start of the experiment to
dephase any leftover transverse magnetization from the last transient acquisition.

The evolution of the system under the pulse sequence in Fig. 6.3 will be calculated
including relaxation effects but excluding molecular diffusion effects, which are considered
in Ref. [296]. The sample will be considered to be a homogeneous mixture of the molecules
that contain spins I and S; the case in which the analyte and sensor are physically sep-

arated is discussed in §6.4.2. The resonance offsets of spins I and S are denoted d; and
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Figure 6.3: Pulse sequence for DDF indirect detection.

dg, respectively. The offset corresponds to the sum of the resonance detuning, chemical
shielding, and any intrinsic or susceptibility-induced spatial inhomogeneity of the B, field.
It will be assumed that ¢1 = ¢2 = ¢35 = ¢, = 0. The initial total magnetization density is
M = MT(0)+M5(0) = MIZ+ M;Z, where M{ and M are only the initial (not necessarily
equilibrium) magnetizations. The magnetization of spin I after the rf and gradient pulses

have been applied but before acquisition begins is:

MI(L t1,0) = fMé cos(drt1 — fyIGlleG)@—tl/TQIZ
+M6’ sin(drty — "YIG1Zng)e—t1/T21 [cos(—v1Gaozim)Z + sin(—y1Gazi7¢)Y],

(6.100)

where the gyromagnetic ratio of spin I is vr; the variable z; = z — zg is the vertical position

within the sample, where zy marks the bottom of the active region of the rf coil. The gradient
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pulse length 7¢ is assumed to be short enough that resonance offset evolution and relaxation
effects can be neglected during the gradient pulses. The transverse relaxation time of spin
Iis TQI ; any inhomogeneous dephasing that is normally included in the TQI * relaxation time
has been implicitly included in the position-dependent offset frequency d;(r). It has been
assumed that the evolution of the purely-transverse magnetization of spin I during ¢ is not
influenced by its self-dipolar field.

Note that the magnetization of the spin S at the same time is:

M3 (r,t1,0) = =My [cos(—vsGa217q)Y + sin(—vsGa2176)Z], (6.101)

which corresponds to a helix of pitch 27/(vsGa7g). The S-spin transverse magnetization is
completely dephased at the beginning of the detection interval, so this pulse sequence would
lead to no net signal if the dipolar field of spin I did not rephase the magnetization at some
point. In the absence of dipolar field effects the analyte and sensor nuclei are uncoupled
and the indirect detection sequence would give the same result as a one-pulse experiment
on spin S.

The z-component of I spin magnetization relaxes during ¢, to its equilibrium value

Mefq with the longitudinal relaxation time T} as:

MI(r,t1,ty) = —M{ cos(6rt; — ’y[Glleg)e_tl/Tge_tQ/Tll + MEIq(l - e‘tQ/TlI). (6.102)

If the spin system is initially prepared at thermal equilibrium, then MOI = Melq. During to the

longitudinal component of spin-S magnetization that develops due to Tls relaxation creates
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a secular dipolar field felt by spin I that is parallel to the z-axis, and thus does not affect
the evolution of M!. It could cause some precession of the transverse magnetization of spin
I, but this magnetization is not observed and does not contribute to the secular dipolar field
felt by spin S. The z-magnetization in Eq. 6.102 contains a cosine-modulated component
and an unmodulated component (M) = M (1 - e~2/T). Assuming that the modulation
length |27 /(y1G17¢)| is small compared to any sample dimension, the secular dipolar field of
spin I felt by spin S can be calculated using Eq. 6.26 upon first subtracting the unmodulated

component of magnetization (M/) from M/ according to Warren’s correction [363]:

ﬁfl = —g,ugMOI cos(drt; — *y[Glleg)e_tl/Tge_tQ/T{Z. (6.103)
This correction makes the implicit assumption that the dipolar field created by the uni-
form (unmodulated) magnetization is small compared to the field created by the strongly
modulated magnetization. If the contribution of the unmodulated magnetization is to be
included the result will depend on the sample geometry. In the case of an infinite cylinder
this contribution is %,queq(l — e 2/T1)Z (see Eq. 6.55). This factor is small for times
ty < T{. At longer times it may not have negligible magnitude, but it is independent of
the parameter ¢; and will cause only a small chirped resonance shift of the S spins, which
will be neglected here. Eq. 6.103 depends on the direct time to, so the S spins will evolve

in the presence of the DDF of the I spins with the dynamic phase:

to 2
a(tz;0) = _’YS/ dt [ - gMOM({ cos(0rty — y1Graa)e /T et 1]
0

2
= gfys,quéTlI cos(drt; — fyIGlleg)e*tl/Tg(l - e*tQ/Tll). (6.104)
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See Eq. 2.8 for a description of dynamic phases in the context of quantum-mechanical time
evolution.

If quadrature detection is employed in the direct dimension, only the transverse
magnetization component M? = M? + ZMZ;q is of interest. The transverse magnetization

evolves during to under a combination of the spin-S resonance offset and the spin-I dipolar

field as:
I I
Mf (£7 tl, t2) — _Z'Mégei[5st27’ysG2Zng+%uo’ysMéT{ COS((S[tl7’y]G1Zng)€7t1/T2 (1767t2/T1 )]eftQ/Tés
= 21! I 1 s
_ A rS -m, 1 _—t1/T: —to /T, imdrty idgta —to/T.
= —ZMO Z{l Jm[gT—Se 1/2(1fe 2/1)}6 1t gi0st2 2/Ts
m=—00 d
x e~ M GisGa)are } (6.105)

where the Jacobi-Anger expansion (Eq. 6.80) has been used and 757 = (uoysM{)~! is the
characteristic dipolar demagnetizing time of spin .S in the presence of the dipolar field of spin
I. The helix of spin S magnetization wound by the gradient pulse Go = kG1 is unwound
by the action of the spin I dipolar field if the relative gradient strengths are chosen such
that k = ny;/7vs, where n is an integer.3? In that case the spatially-averaged magnetization

density is equal to the m = —n position-independent component of Eq. 6.105:

I
M2 (ty,t9) = ="M ME T, [gT—ge*tl/Tz’ (1— et/ )}e*i”‘mle“st?e*fz/Tf . (6.106)
T
d

The relation J_,(z) = (—1)"J,(x) for integer n has been used. Eq. 6.106 is valid in a

homogeneous By, field; if the evolution frequencies d; and g depend on position, the factor

3%In this case the pitch of the helix of spin S magnetization after the second gradient pulse is an integer
submultiple of the wavelength of modulated spin I magnetization.
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et gidsta myst be replaced by its spatially-averaged value. The choice of n selects the
n-quantum spectrum of spin [ in the indirect dimension. The indirect spectrum corresponds

to the normal quadrature-detected spectrum of I when n = —1 and Gy = —(v1/7vs)G1

21! e t/T5 (1

MS(ty, 1) = MEJy [3 31— et/ )] P01t gidsta g —ta/T5 (6.107)

Td

This is the standard version of the DDF indirect detection sequence, which transmits the
information about the single-quantum spectrum of the analyte nucleus I to the sensor
nucleus S through the distant dipolar field. If the rotating magnetization of spin S is
detected by the current it inductively generates in an rf coil, the quadrature-detected signal
s OML(ty) . . lab

is S oc 57]52 The laboratory-frame rotating magnetization M*” can be generated
from Eq. 6.107 simply by replacing the offset frequency dg with the Larmor frequency wg ,
which includes the chemical shielding but excludes the resonance detuning. The signal after

transformation back into the rotating frame (i.e., after mixing the laboratory-frame signal

with the rf carrier frequency) is

Si MS 2 J [2 Tl 7t1/TI( eftQ/le):| ei(S]tl67t1/T21eiéstgef(tQ/t{%»tg/TQS)

03
arg iy
—to/TT
( _ _S _ LLII)JI |:2 T —t1/TI( e—tQ/T{) €i51t16i55t26—t2/T25,
2 T]. 1 — e_tQ/Tl 3 T
(6.108)
where the relation —== = Jo(z) — Ji(x)/x has been used. At high magnetic fields the

Larmor frequency |wf| ~ 10% Hz is orders of magnitude larger than |77|~1, 75|71,
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|T{|71, so the signal is approximately:

I
;T_ée—tl/Tg(l _ €_t2/T11)] ei51t1 €i53t26—t2/T257 (6109)

Sf_ o< iwy M§ Jy [
Td

which is proportional to M _‘E (t1,t2) in Eq. 6.107. This proportionality is usually taken for
granted in single-pulse NMR spectroscopy where the signal S o< 9M /0t due to a rotating
magnetization component of the form M, (t) = Mye™ is obviously proportional to M (t)
itself. The additional time modulation due to the dipolar field makes the proportionality
less obvious, but it is still valid.

The amplitude of the signal in Eq. 6.109 goes like M@ng[%%{e_tl/Tg(l - e_t2/T1[)],
where the argument of the Bessel function depends on the dipolar demagnetizing time T&g
and the analyte spin relaxation parameters T{ and T4. In the absence of relaxation this
amplitude is M Ji[3t2/77], which grows to be on the order of Mg’ for ta ~ 77. In this limit
the signal of a single point of the spin-I indirect spectrum is on the order of the single-shot
direct spin-S signal, which would be a great enhancement if the analyte is dilute or has
low polarization and the sensor is highly magnetized. In practice, the signal is rarely able
to evolve to its full relaxation-free value. Relaxation effects help to ensure that the Bessel
function argument is small. The dipolar demagnetizing time can also be quite long—e.g.,
7'&9 ~ 10° s for H-1 detection of a 1 mM C-13 labeled compound thermally polarized at
room temperature with By = 16.45 T—so even in the absence of relaxation it may not
be desirable to wait until the full signal develops. These factors and others that will be

described later limit the amount of signal that can be collected per shot, and most physical

systems will be in the limit where the Bessel function argument is small compared to unity.
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The Bessel function power series

+oo (_1)kx2k+n

Jn(z) = g P TR (6.110)
can be used to approximate the Bessel function in the x < 1 limit:
‘,L.Tl
In(2) = 5 (6.111)

where only the leading & = 0 term has been retained. The short-time approximation to the

signal in Eq. 6.109 is:
S_‘E x %iw()gvg,quéMégT{emﬁle_tl/Tgei‘sstze_tQ/TQS(1 — e_tQ/Tll), (6.112)

which is bilinear in the analyte and sensor nuclear magnetizations. The signal is scaled down
by a factor on the order of ;‘_F—;ée_tl/ T} relative to the spin-S' direct signal, and in addition to
the normal 75 relaxation in the direct dimension there is a factor of 1 — e~%2/ T{ that goes
like to/T{ at the beginning of the acquisition but grows to unity over a time long compared
to Tlf . It is not surprising that a large sensor magnetization Mﬁg and long lifetime T{ of
the modulated analyte magnetization are desirable, but in the short time limit the size of
the analyte magnetization MOI also determines the magnitude of the signal.

Bowtell [296] has made a detailed analysis of the prospects of sensitivity enhance-
ment using this type of indirect detection sequence. Although the direct detection of spin

I has the advantage that IV; signal averages could be performed in about the time it takes

to collect Ny spin-S transients indirectly without signal averaging, some of the advantage
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of direct detection is offset by the fact that in the indirect method the detection bandwidth
need be only wide enough to accommodate the spectrum of the sensor, which potentially
could be only a single line. The direct detection method collects signal across a bandwidth
that must accommodate the entire spectrum of spin I and therefore collects a commen-
surate amount of noise. On the other hand, indirect detection sequences are subject to
multiplicative noise termed “t; noise”, in which fluctuations in the experimental conditions
from transient to transient manifest themselves as noise in the indirect dimension of the
spectrum [7, §6.8.2]. Bowtell has suggested on the basis of sensitivity considerations that
intermolecular indirect detection may best be implemented through the nuclear Overhauser
effect [385], although the NOE does not act over a mesoscopic distance and the sensor and
analyte are required to be intermingled on a molecular scale.

Warren et al. [77] have raised some additional concerns about sensitivity en-
hancement that were not included in Bowtell’s estimates. If the sensor nucleus is highly
magnetized—which is desirable for sensitivity enhancement experiments—and if inductive
detection is employed, radiation damping can be significant as the transverse magnetiza-
tion of the sensor rephases under the action of the analyte dipolar field. The NMR signal is
reduced as the radiation damping torque returns the transverse magnetization to its equi-
librium orientation along z. A simple way to suppress radiation damping is to prepare only
a small amount of sensor transverse magnetization with a small tip-angle pulse; unfortu-
nately, less sensor magnetization results in less signal. Detuning the rf detection circuit also
reduces radiation damping but adversely affects the detection sensitivity. Radiation damp-

ing effects also can be largely suppressed by active electronic feedback techniques [386, 387]
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or by using quality factor-switching probes [388, 389]. As will be discussed in §6.3.2, the use
of remote detection methodology also can circumvent the radiation damping problem. A
more serious problem is the action of the transverse self-dipolar field of the sensor nucleus.
As the sensor magnetization rephases under the action of the analyte dipolar field, it creates
its own dipolar field which is not necessarily parallel to the magnetization. This field can
rotate the magnetization out of the transverse plane and cause a reduction of the NMR
signal. Warren et al. have suggested that these effects may be suppressed by employing e.g.
homonuclear dipolar decoupling sequences as is routine in solid-state NMR, experiments.
The effects of molecular diffusion may also have a deleterious effect on the sensitivity of
the DDF indirect detection experiment, particularly if a rapidly-diffusing species such as a
gas is used (e.g., Xe-129 as a sensor/mobile carrier for remote detection applications). For
example, the sensitivity enhancement that can be achieved by using gradient-modulated
magnetization distributions would be destroyed if the sensor diffuses over a distance larger
than the length scale of the magnetization modulation during the DDF encoding interval.
The two-dimensional Fourier transform of Eq. 6.112 with respect to the time vari-
ables t; and ¢y clearly generates cross peaks (d7,0g) at the offset frequencies of the analyte
and sensor nuclei, some examples of which will be presented in §6.4.3. The projection along
the indirect dimension of the spectrum is just the normal one-dimensional NMR, spectrum
of the analyte. In fact, the pulse sequence of Fig. 6.3 is often used as a basic element of
heteronuclear correlation sequences in J-coupled systems. The similarity between the stan-
dard heteronuclear correlation spectroscopy and the DDF version is perhaps evident upon

considering that the heteronuclear J-coupling and dipolar coupling Hamiltonians have the
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same form. Of course, the DDF version of the experiment yields a much weaker signal
because it arises from only the short-time contribution of small distant dipolar couplings.
In the context of remote detection the spectral information of the sensor nucleus is generally
not of interest, and recording only one point t5 = T of the signal is sufficient to generate a
one-dimensional data set S (t1;7") that maps out the analyte signal in an indirect, point-
by-point fashion. The time T can be determined experimentally in order to maximize the
dipolar field-induced signal.

The choice of relative gradient strengths Go/G1 = kK = —71/7s selects the —1-
quantum coherence in the indirect dimension (see Eq. 6.107). In some cases it may be
advantageous to select another coherence. For instance, the sign of the coherence (4n ver-
sus —n) can be important. If the analyte and sensor molecules are mixed homogeneously
and the By field is inhomogeneous on a length scale that is larger than the scale over which
the dipolar field is active, one expects that any given small volume of sensor molecules
experiences the same external field as does the nearby small volume of analyte molecules
responsible for creating the DDF felt by the sensor. Eq. 6.105 indicates that the inhomoge-
neous dephasing of an analyte n-quantum coherence during ¢; can be transmitted through

the DDF to the sensor nucleus at time to with a total phase equal to:

—ndrt1 + dsta = nyrBs(r)ti — vsBs(r)ta

= wy1[(1 = 0) Bo(r) — w/ /v1]tr = vs[(1 = 03%,) Bo(r) — wy /5]t

12

—ndVty + 0%ts + (nyrty — vsta) ABy(r), (6.113)

where By(r) = [Bo + ABy(r)]Z is the inhomogeneous external field and 69 = —v7[(1 —
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I

ol )Bo—w!l/vi] and 6% = —s[(1 — 05 ) By — w? /vs] are the inhomogeneity-free resonance
offsets of spins I and S respectively. The right-hand side of the last line of Eq. 6.113 has
used the approximation 1 — 0;5, ~ 1 because chemical shieldings are usually only ~ 103
ppm at best. Eq. 6.113 assumes that only analyte and sensor molecules at the same point r
are correlated through the dipolar field and hence experience the same field inhomogeneity
ABy(r), which is a reasonable assumption if B(r) varies on a longer length scale than the
dipolar field.3! The field inhomogeneities are refocused in a coherence transfer echo [390]
at to = n(yr/vs)t1 = kty if the sign of n is chosen properly. Coherence transfer echoes
of the inhomogeneous dephasing are well-known in intramolecular J-coupled systems in
which the two spins I and S obviously experience the same external field By(r). The sign
of the coherence order n determines whether the inhomogeneous dephasing is refocused:
since the —1-quantum coherence is detected on spin S, a +|n|-quantum coherence on spin
I must be used to form the echo if v7/vs > 1 and a —|n|-quantum coherence on spin [
must be used if v7/vs < 1. The echo is formed at a time during the acquisition that is
proportional to the indirect time %1, so the echo travels in the acquisition window as t; is
incremented. This leads to a characteristic shearing [7, §6.6.1] of the 2D NMR spectrum
along a skew axis of slope k with a projection along the indirect dimension that is not
free of the inhomogeneous dephasing. The echo and anti-echo pathways have opposite
signs of k and the respective cross peaks fall on opposite sides of zero frequency in the
indirect dimension; the peak that corresponds to the echo pathway is easily distinguished

by the shearing effect. A narrow, inhomogeneity-free line can be obtained in the indirect

dimension after applying a mathematical shearing transformation to the echo pathway peak.

31Note that if the analyte and sensor are physically separated, this assumption may not hold.
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Alternatively, the pulse sequence could be modified to include a delayed acquisition period or
to realign the coherence transfer echo such that it forms at a constant time in the acquisition
window [391, 392]; these techniques are heteronuclear predecessors of the more recent split-
t1 technique [142] used to remove the shearing effect in the MQMAS echo experiment (see
§3). If the sign of the coherence in the indirect dimension is chosen such that the echo
pathway is selected, the use of these methods may increase the resolution of the indirect
spectrum by removing the inhomogeneous broadening.

The resolution of the indirect spectrum can also be increased by choosing a co-
herence order |n| > 1. A spin-I n-quantum coherence evolves during t; at the frequency
—ndy, so the resolution of an n-quantum spectrum is |n| times that of the single-quantum
spectrum, assuming that the coherence relaxation rates (and hence the linewidths) are the
same. This phenomenon is discussed in §4 in the context of double-quantum line narrowing
in spin-1 systems. Note, however, that the intensity of a multiple-quantum line is less than
that of a single-quantum line, as can be seen from the J,-dependence of Eq. 6.105. Since
sensitivity seems to be the major concern in the indirect detection experiments, it may not

be worthwhile to seek higher spectral resolution with analyte multiple-quantum coherences.

Technical issues

Several issues regarding the implementation of the DDF indirect detection se-
quence should be discussed. The pulse sequence as diagrammed in Fig. 6.3 places the first
gradient pulse G; immediately after the rf pulse, but the signal as calculated above is the
same regardless of where the gradient pulse is placed within the ¢; interval. It is advan-

tageous to place the gradient pulse at the beginning of the ¢; interval if the analyte has
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a high enough magnetization that radiation damping may be significant. However, since
the rf channel of spin [ is used only for excitation and not for detection, the rf circuit
can be safely detuned to suppress radiation damping without loss of detection signal. The
disadvantage of putting the gradient pulse at the beginning of the indirect evolution time is
that the magnetization helix it creates can be partially destroyed by diffusion of the analyte
molecules if ¢; is long and the pitch of the helix 27/(7G17¢) is small. Furthermore, if the
dipolar field of the analyte is made large by the spatial symmetry-breaking of the gradient
pulse, the interaction between the analyte DDF and radiation damping in the excitation
coil may in time induce turbulent spin dynamics [351]. For these reasons, it may be more
desirable to place the gradient pulse at the end of the ¢; interval just before the second
spin-I rf pulse. Alternatively, a compromise can be made where the gradient pulse G is
split into two parts that are placed at the beginning and the end of the ¢; interval [363].

The signal in Eq. 6.112 gives an undesirable phase-twist lineshape [7, §6.5.1],[4,
§4.3.4] upon Fourier transformation. This lineshape contains dispersive components with
broad wings that can interfere with the resolution of closely-spaced resonances. Pure
absorptive-phase lineshapes can be obtained e.g. by the States hypercomplex method [143]
or other techniques [7, §6.5.3]. These methods require the collection of both the echo and
antiecho pathways, at the expense of including the inhomogeneous broadening inherent in
the antiecho signal [7, §6.5.2],[145].

The use of pulsed field gradients G2/G1 = k = nvyr/7vs automatically selects
the spin-I n-quantum coherence in the indirect dimension, but if no gradients are used all

coherences pass and are observed in the spectrum. This can be appreciated from a schematic
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density operator description of the pulse sequence of Fig. 6.3. If ¢p1 = ¢po = ¢p3 = ¢, = 0
(i.e., all rf pulses are along the rotating frame z-axis) and no gradient pulses are employed,
the I = 1/2, S = 1/2 initial density operator in Eq. 6.59 has evolved by the beginning of

the acquisition into:

N1 Ng

. 1. .
p(t1,ta = 0) ]HUH — (11 cos(8rt1) — ¢TI,y s1n(51t1)][51f — (98, (6.114)

The multi-spin terms in this product that contain |n| longitudinal spin-I operators {f 2}
and a single transverse spin-S operator S’yk evolve as spin-I |n|-quantum coherences during
t1 and are converted into transverse magnetization on spin S after the action of n dipolar
couplings H {)k during t2. For instance, single-quantum spin-/ signal arises from the evolution

of terms like
2_(NI+NS_2)CI<S COS(51t1)ij Ayk — —2_(NI+NS_1)CICS COS((S[tl)wgftQSxk (6.115)

under the action of ﬁ]Dk at short times to according to Eq. 6.62. Triple-quantum spin-/

signal can arise from evolution of terms like:

2—(NI+NS_4)(<I)3C CcOS (5[t1) Azljzmgyk -

27(N1+stl) (CI)BCS cosd (51t1)wg€w%€wg‘kt3gyk (6.116)

under the action of the dipolar couplings wgf , wl[’)“, and wp mk - Processes like these occur for

all coherence orders n leading to peaks at frequencies —nd; in the indirect dimension of the
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spectrum, although the higher-order peaks are less intense.

When the indirect detection experiment is performed without gradient pulses or
with only weak gradients that incompletely suppress undesired coherences, an alternative
method of coherence pathway selection must be used. It is particularly important to sup-
press the strong direct free induction decay of the S spins. This FID is the usual signal that
would follow a single rf pulse on the S spins and is not produced by DDF effects; therefore,
it is not modulated by evolution of the analyte spins during the indirect time dimension
and leads to a large zero-frequency artifact in the indirect spectrum. The obvious choice of
coherence pathway selection in the absence of pulsed field gradients is phase cycling of the
rf pulses. The direct FID is easily suppressed using a two-step phase cycle. This can be ap-
preciated by examining the evolution of the terms in the initial density operator that evolve
into observable heteronuclear DDF-induced spin-S signal or the direct spin-S FID. The set
of phases that will be considered is ¢1 = ¢2 = ¢35 = ¢, = 0 (see Fig. 6.3), i.e., all pulses
are along the z-direction in the rotating frame. Neglecting relaxation, the spin-S trans-
verse magnetization (corresponding to the direct FID) evolves from initial z-magnetization

p(0) S. according to:

(6.117)

where the final expression is the quadrature-detected signal in the direct dimension propor-
tional to e!*rT'r [ﬁSUr] (see §1.7). Using the same set of pulse and receiver phases, the spin-1

indirect evolution detected on spin S evolves from initial two-spin terms like 5(0) o I zjgzk



6.3. INDIRECT DETECTION WITH THE DISTANT DIPOLAR FIELD425

according to:

A a0 909! jg 903!

- g b1
1,; S —= —1yjS., — —1yj Sk cos(Ort1) —g;)o—: I.; Sy cos(0rt) ¢—2> _ng to cos(drty)e

idgto
)

(6.118)

where density operator terms that do not lead to observable transverse magnetization on

spin S have been omitted and only the short time evolution I 2j S’yk — —%w%f tggxk under the

heteronuclear dipolar coupling Hamiltonian H {)k has been included. If a second experiment

is performed in which the phases of the simultaneous spin I and spin S 90° pulses are

shifted by 7 radians so that they are in the —z direction in the rotating frame (i.e., ¢1 = 0°,

¢2 = ¢3 = 180°, ¢ = 0°), then the direct FID is:

90°7 A ¢ A 90T . ¢
SZ—I>SZ—1>SZ—I>Sy¢—2>
T

el5st2 7
S
90

7
2

and the indirectly-detected signal comes from terms like:

< 99T jog b 903

- of . S
I.;S. —= —1yjS., — —1yjS.1 cos(Ort1) 90—05> I.; Sy cos(0rt) ¢—2> —Zw% to cos(drty)e

(6.119)

idgto

(6.120)

A comparison of the two experiments shows that the pulse phase shifts invert the sign of the
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direct FID but do not change the indirect signal. Coaddition of the signals from these two
experiments therefore suppresses the direct FID but retains the indirect heteronuclear signal.
This result holds when relaxation is neglected; if relaxation is included, the 90%/—#;—90°/
sequence stores spin-I magnetization in the —z direction and the 90;1 —tl—QO%I sequence
stores spin-I magnetization in the 4z direction, and these two longitudinal magnetization
components relax differently.

The indirect signal in Eqgs. 6.118 and 6.120 becomes amplitude-modulated as
cos(Ort1) = (et 4 e~rl1) by incrementation of the indirect time variable and contains
the frequency components 4+4; in the indirect spectrum. This lack of frequency discrimi-
nation is a result of passing both the +1-quantum and —1-quantum coherences during ¢1,
and results in an indirect spectrum that corresponds to the superposition of the normal
quadrature-detected (—1QC) spectrum with its mirror image. As has been discussed al-
ready, pulsed field gradient coherence pathway selection naturally chooses either the +1QC
or the —1QC during t; depending on the relative sign of the gradient pulses; this frequency
discrimination is also easily implemented via a proper phase cycling scheme. Consider the
choice of pulse and receiver phases ¢1 = 0°, ¢ = ¢3 = 90°, ¢ = 0°; i.e., the simulta-
neous spin-I and spin-S 90° pulses are along the y-direction in the rotating frame. The

indirectly-detected signal develops according to:

S 90 s A s oA 905" o 4. to U g, . 5t
szzk —>_ijSzk —’I:ijzk s1n(51t1) 90—05> —Iszzk sm(éftl) ¢—> _ZWJD to Sln(éjtl)el S 2’
Yy s

(6.121)
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where again only density operator terms that eventually develop into observable spin-S
transverse magnetization have been retained, and the short time evolution under the het-
eronuclear dipolar coupling Hamiltonian H %)k is I ngxk — %w%f tQSyk. Coaddition of the
signals in Eqgs. 6.118 and 6.121 gives a net signal from the arbitrary spin pair j—k that is
proportional to —%w%ﬁ tae®1t1eist2 5 phase-modulated signal which corresponds to the se-
lection of the pure —1-quantum coherence on spin I during ¢1. Selection of the +1-quantum
coherence during t; can be achieved with the choice of phases ¢1 = 0°, ¢o = ¢3 = 90°,
¢, = 180°, where the 180° shift of the receiver phase corresponds to a multiplication of the
signal in Eq. 6.121 by ™ = —1; when this signal is added to the signal in Eq. 6.118, the net
result is —%w%k toe~Wrt1gista  The two-step phase cycle that achieves frequency discrimi-
nation in the indirect dimension does not suppress the direct FID; however, the two-step
FID-suppression and frequency discrimination phase cycles always can be combined into a
larger four-step phase cycle.

It may be concluded that when pulsed field gradients are absent or weak, sup-
pression of the direct spin-S FID can be achieved along with frequency discrimination of
the indirect spin-I signal by using a four-step phase cycle in which the first spin-I 90°
pulse phase and the receiver phase are held constant at ¢1 = ¢, = 0°,0°,0°,0° while the
phases of the simultaneous spin-I and spin-S 90° pulses are incremented together through
P2 = 3 = 0°,90°,180°,270°. This choice of phases selects the spin-I —1QC during ¢1; the
+1QC can be selected by inverting the receiver phase according to ¢, = 0°,180°,0°, 180°.
The spin-I +1QC and —1QC carry the same spectral information, but only one coherence

will result in the formation of a coherence transfer echo of the inhomogeneous broadening
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during t9, depending on the relative signs of y; and g. Note that signals of the form
eT01t1i0st2 o not yield pure absorptive-phase lineshapes upon Fourier transformation,
as was discussed earlier. The elimination of broad dispersive components from the two-
dimensional lineshape can be effected by adopting e.g. a hypercomplex acquisition scheme,

resulting in enhanced spectral resolution.

6.3.2 Proposed modification of the indirect detection experiment for re-

mote detection

The pulse sequence in Fig. 6.3 was developed for use with a conventional NMR
detection scheme. This sequence is easily modified to serve as an encoding module for a

remote indirect detection sequence:
90571t —G 905!,9055-G L 803!, 18055 —L o059 6.122
(905, [ —t1—G1(76)-1903, , 904, |-Ga(16)—5 (1805, , 18057 —5—9055],  (6.122)

as shown in Fig. 6.4. The analyte nucleus is designated as spin I and the mobile sensor
nucleus is designated as spin S. This sequence is similar to the basic DDF heteronuclear
correlation sequence, except that the sensor spin magnetization is not detected during a
direct dimension t9; rather, the dipolar field-mediated signal—which is zero immediately
after the creation of the analyte dipolar field at the end of the indirect time interval ¢;—is
allowed to develop for a time 7T into transverse magnetization on spin S before being stored
as longitudinal magnetization for transport and subsequent remote detection. The delay
T is chosen to maximize the DDF-encoded spin-S magnetization at the point when it is

stored for transport; the value of T' can be optimized experimentally.
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Figure 6.4: Modified DDF indirect detection pulse sequence for use as an encoding module
for remote detection NMR.

Simultaneous 180° pulses are applied to both spins at a time ¢ = T/2 that is
halfway between the creation of the encoded analyte dipolar field and the storage of the
sensor magnetization. As will be seen, these 180° pulses refocus the chemical shift evolution
of spin S at the storage time ¢t = T while retaining the dipolar evolution. The gradient pulses
are optional and may be used for coherence pathway selection or to enhance the dipolar field
for certain sample configurations, as will be discussed later. Phase cycling may be employed
if no gradient pulses are used or if they are too weak to provide complete coherence pathway
selection. The first gradient pulse is placed at the end of the indirect evolution period ¢; to
minimize the effects of molecular diffusion of the analyte and turbulent spin dynamics, as
is discussed in the “technical issues” portion of §6.3.1.

The magnitude of the stored longitudinal magnetization of spin .S at ¢ = T may be
calculated using the usual techniques. Consider the experiment in which all pulse phases are

equal to zero: ¢1 = ¢o = ¢3 = ¢4 = ¢5 = ¢g = 0. The analyte longitudinal magnetization
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that contributes to the heteronuclear secular dipolar field when ¢ < T'/2 is given by Eq.

6.102, and the 18031 pulse at ¢t = 7'/2 inverts this magnetization, such that:

T
Ml(r t,t< 5) = —M({ cos(drt; — WGlleg)e_tl/T;e_t/T{Jr Me]q(l — e_t/Tll),
I r I —t1/T] —t/T} I —t/T{ ——Ly/rf
M (r,ty,t> 5) = My cos(drt1 — yiGrzmg)e” "V 2e T+ M (T + e /71 —2e 2/

(6.123)

where the solution of the Bloch equations (Eq. 6.20) for the relaxation of longitudinal
magnetization M, (t) = My, + [M.(tg) — Megle” %)/t has been used. The longitudinal
relaxation may be neglected if it so happens that T' <« T’ 11 ; if not, at least the constant-
magnetization component contribution to the dipolar field presumably can be neglected, as
was discussed in §6.3.1. In the limit that the gradient modulation length |27/(v;G17¢)] is
small compared to any sample dimension, the secular heteronuclear dipolar field of spin [

felt by spin S is:

T 2 B
Bl(t < =) = —=po Mg cos(dt1 — fyIGlleG)efh/T{eft/T{g,

2 3
Blt> Ly = 42 oMl cos(Srt1 — G —t1/T3 o= t/Ti 7 6.124
By 5) = T3HodMy cos(Ort1 — 11Grz7G)e e zZ. (6.124)

The respective dynamic phases acquired by spin S during evolution during the intervals
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[0,7/2] and [T'/2,T] in the presence of the dipolar field of spin I are:

T/2 2 1 I
o,y(T/2;0) = —75/ dt [— §M0MOI cos(drt; — WGlle(;)e_tl/TQ e_t/Tl}
0
2 Il —t1/Td ~T/2T]
= —|—§’ysqu0 Tj cos(0rt1 — viGizm6)e 2(l—e 1),
T 2 I TI TI
Oy(T;T/2) = —75/ dt [—i— gNOMo cos(drt1 —’yIGlleg)e*tl/ 2et/ 1}
T/2
2
= —g'yg,quUITII cos(drty — WGlleg)e_tl/T?Ie_T/QTlI(1 - e_T/QTII).

(6.125)

If only the dipolar field was inverted at ¢ = T'/2 due to the inversion of the longitudinal
magnetization of spin I by the 18031 pulse, the total phase accumulated by the S spins at t =
T under the dipolar evolution would be ®4(7/2;0) + ®4(T;T/2) = 2vspuoM{T{ cos(ért; —
v1Grz7e)e /T2 (1 — e~ T/2T1)2 which would equal zero if the longitudinal relaxation of
spin I could be neglected (Tll — 00); l.e., the inversion of the dipolar field at ¢t = T'/2
would refocus the dipolar evolution at time ¢ = T. However, not only is the dipolar field
inverted at t = T/2, but at the same time the magnetization of spin S is rotated by
180° around the z-axis by the 1809 pulse. It can be shown that at t = T/2 the dipolar
evolution contributes a phase equal to ®4(7/2;0) — ®q(T;T/2) = 2yspuoMIT{ cos(5rt1 —
WGlleg)e_tl/T{(l - e_T/Tll) (which goes to %VS,uOMOITcos(éftl - 'yIGlleg)e_tl/T; as
TF — o0); i.e., the dipolar evolution of spin S continues for t > T/2 without refocusing.
As usual, the 180%° pulse refocuses any chemical shift/resonance offset evolution of the
spin S transverse magnetization in a spin echo at ¢t = T; the 180;1 pulse also creates an

echo of the spin I transverse magnetization, but this component does not contribute to
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the secular dipolar field and therefore does not affect the observed signal. The fact that
the simultaneous 180° pulses refocus the resonance offset evolution but retain the dipolar
evolution is easily appreciated from a quantum-mechanical perspective by transforming
into the toggling frame (§2.3.3) of the 180° pulses. Since a 1803 rotation of spin I or
spin S takes I, - —-I,or S, — —S’Z, respectively, the resonance offset Hamiltonians
I:Ig/h = 5]fz and ﬁf/h = 655'2 are inverted by the 180° pulses, but the heteronuclear
dipolar Hamiltonian H és J/h=>" ik ijDk I 2j S.x is unchanged. Since the resonance offset and
dipolar Hamiltonians commute with each other, it is easily appreciated that the inversion of
the resonance offset Hamiltonians leads to an apparent time reversal of the offset evolution,
while the dipolar evolution proceeds as usual.

A detailed calculation in the absence of molecular diffusion, radiation damping,
and sensor nucleus self-DDF effects shows that when all the pulse phases are equal to zero,

at t = T the DDF-encoding sequence stores the cosine-modulated component of sensor

transverse magnetization as longitudinal magnetization according to:
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2
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(6.126)
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where Tf = (poysM{)~t. If the storage pulse phase is shifted to ¢g = 90°, the sine-
modulated component of transverse magnetization is stored, and a similar Bessel function
expansion of the magnetization can be performed.

If the ratio of gradient pulse amplitudes is chosen to be Kk = G3/G1 = nvyr/vs,
only the following position-independent m = —n and m = +n components of Eq. 6.126

contribute to the net magnetization density:

Mg 21! ,
Mf(tl;T) = To{i*”J_n [g—}g(l — e*T/TII)e*tl/Tg] e~ T/T5 g=indty
Td
I
g [ _ ET_1(1 B e—T/T{)e—tl/Tﬂ e—T/TQSein(S]h}
3 7'5
I
— Mégjn [ET_}g(l o efT/le)eftl/TQI} e*T/TQS{ (_1)77’ [ineinéltl + Z’*ne*in(sltl} }’
37 2

(6.127)

where the relation J_,(x) = J,(—z) = (=1)"J,(z) for integer n has been used. The

n—1)/2

expression in braces is equal to (—1)( sin(ndrt1) when n is an odd integer and is

n/2

equal to (—1)"“ cos(ndst;) when n is an even integer. The single-quantum spectrum of the

analyte is selected by choosing |n| = 1. When n = 1 the stored net magnetization equals:

2T}

——(1- e_T/Tll)e_tl/Tg e T/T5 sin(dzt1). 6.128
3 Tds

MS(t;T) = Mosjl[

When the argument of the Bessel function is small either due to relaxation effects or by

simply not waiting until T" ~ 7'(‘19 , Eq. 6.128 may be approximated using Eq. 6.111:

M5 (t1;T) ~ M f(T) sin(87t1)e /73 (6.129)
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I
where the dimensionless amplitude factor f(7) = T—l(l — e /T e T/ 7Y < 1 explicitly

N 37‘f
depends on the value of the delay T', which may be optimized experimentally to maximize
f(T). Eq. 6.129 clearly demonstrates that the DDF remote detection encoding module
Eq. 6.122 encodes the amplitude-modulated free induction decay of the analyte spins [
in the longitudinal magnetization of the sensor spins S. This magnetization may then be
transported for remote detection.

Some significant differences arise between the basic DDF indirect detection exper-
iment and the remote detection version due to the fact that whereas the basic experiment
employs quadrature detection in the direct dimension 9, the remote detection experiment
does not detect the sensor magnetization during the T" delay and does not select a magneti-
zation component in quadrature. This latter factor is responsible for the lack of frequency
discrimination in the indirect dimension even when pulsed field gradients are employed, i.e.,
both the +nd; and the —nd; Fourier components are selected regardless of the relative signs
of the gradient pulse amplitudes. By convention, when quadrature detection is used only
the evolution of the —1QC is measured, and the +1QC is disregarded. The application
of the linear gradients G; (during the indirect time interval) and Go = kG1 = n(y1/7s)
(during detection) selects the coherence pathway p; = —npso, where p; is the coherence
order selected in the indirect dimension and po is the coherence order selected in the direct
dimension. Quadrature detection ensures po = —1, so the p; = +n coherence is selected
in the indirect dimension. However, the magnetization is not detected during the remote
detection DDF encoding sequence and both the po, = +1 and po = —1 coherences con-

tribute during the interval T'. Therefore two coherence pathways are selected: +n — —1
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and —m — +1. The gradient pulses do filter out the two additional pathways +n — +1
and —n — —1, as well as any additional pathways that would be present in the absence of
coherence pathway selection. The selection of a single coherence pathway can be enforced
by a proper phase cycling scheme, with or without concurrent pulsed field gradient coher-
ence pathway selection. Note that the analyte +1QC and —1QC carry the same spectral
information, but the selection of one or the other in the conventional version of the DDF
indirect detection experiment can result in the formation of a coherence transfer echo due
to cancellation of the analyte inhomogeneous evolution during t; by the sensor inhomoge-
neous evolution during ¢o. In the remote detection version of the experiment, however, the
180° pulse on spin S refocuses the inhomogeneous evolution of the sensor at time 7', which
therefore cannot be used to cancel the inhomogeneous evolution of the analyte during ¢;.
The fact that the magnetization is not detected over the course of the DDF indirect
detection encoding sequence (Eq. 6.122) is a consequence of the key feature of the NMR
remote detection modality, namely that the encoding and detection steps are separated.
The DDF encoding module provides an example of the potential advantage of the remote
detection technique over the conventional all-in-one NMR encoding-detection scheme. If
the conventional DDF indirect detection experiment (see §6.3.1) is performed using a highly
magnetized sensor nucleus—as is desirable for high detection sensitivity—the action of the
analyte dipolar field may create transverse magnetization of the sensor nucleus that is so
large that the radiation damping interaction with the rf coil may significantly torque the
magnetization out of the transverse plane. This results in a reduction of the observed

signal. Radiation damping effects can be suppressed by detuning the resonant circuit of
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the detection channel of the rf probe because the oscillating nuclear magnetization induces
a smaller current in the coil, which in turn creates a smaller magnetic field acting back
upon the spins. The disadvantage of detuning the detection circuit is that this decreases
the detection efficiency, which again results in reduced signal. However, if the experiment
is performed in a remote detection modality, the rf channel that serves the sensor spins
can be safely detuned without a loss of detection efficiency because this channel is not used
to detect the sensor magnetization.?> Rather, the DDF-encoded sensor magnetization is
stored as longitudinal magnetization, which then may be transported to a detector that is
not susceptible to radiation damping effects, such as an atomic magnetometer or SQUID
flux magnetometer. One adverse effect of detuning the sensor spin channel during the
DDF remote detection encoding sequence is a decrease of the S-spin rf pulse strength that
necessitates the use of increased pulse lengths, but this is only a minor problem if the
reduction of rf field strength is not too severe. The remote detection modality’s ability
to optimize the NMR encoding and detection steps separately may provide an answer to
the objection [77] (see §6.3.1) that radiation damping makes the DDF indirect detection
experiment infeasible, although this experiment still must contend with the deleterious
effects of the sensor spin transverse self-dipolar field.

The use of stopped-flow remote detection methodology also may be able to im-
prove the sensitivity of the DDF indirect detection experiment in the case that the analyte

longitudinal relaxation is slow. If the analyte longitudinal relaxation time 77 is long com-

32This is similar in spirit to techniques that use quality factor-switching probes, as discussed in Refs.
[388, 389] and references therein. The Q-switching experiments require special hardware, as do remote
detection NMR experiments. However, remote detection can be implemented using standard NMR probes
for encoding and using standard detectors; the extra hardware is necessary to transport the information-
bearing nucleus. @Q-switching techniques require modification of the probe itself.
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pared to the DDF encoding interval T', the analyte dipolar field is long-lived enough that it
should be possible to transport several volumes of sensor magnetization past the analyte for
encoding before the analyte dipolar field decays away. The use of several volumes of sensor
magnetization to encode each indirect point of the analyte spectrum could be advantageous,
i.e., the signals recorded from each volume could be coadded to enhance the sensitivity of
the experiment. When all other things are equal it is better simply to encode for a longer
interval T' since the DDF signal increases linearly with 7" under the conditions considered
in this work. However, it might be preferable to encode several volumes using a shorter
value of T' in order to minimize the amount of time that the effects of diffusion, radiation
damping, or the transverse self-dipolar field of the sensor could act. All of these factors tend
to decrease the observed signal. Note that it would also be possible to perform multiple ac-
quisitions per indirectly encoded point of the analyte spectrum in the case when the sensor
magnetization was static (i.e., not refreshed by flow), but only if the sensor magnetization
returned to its initial value between each acquisition. This would require Ty, TP < TY.
Whether or not flow is used, it also would be beneficial to encode multiple sensor volumes
per indirect point to enhance sensitivity anytime when the sensor transverse relaxation time
T 25 was very short. In that case no advantage could be gained by encoding for a time T that
is much longer than T: 25 because the sensor transverse magnetization would have decayed

away.
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6.4 Heteronuclear DDF indirect detection experiments using

Xe-129 as a sensor

The discussion in §6.1.1 outlined how the properties of Xe-129 gas make it an ideal
mobile carrier of NMR information in remote detection experiments. Some experimental
studies were performed to examine the suitability of hyperpolarized Xe-129 gas for use as
a sensor nucleus in distant dipolar field indirect detection experiments. These experiments
were not implemented in a remote detection mode; rather, they were conducted in a single
location with the pulse sequence in Fig. 6.3 to be used as a proof-of-principle for the DDF-
encoding module. Augustine et al. have already demonstrated hyperpolarized Xe-129 DDF
indirect detection using the protons of methane gas as an analyte [366]. Romalis et al. have
investigated dipolar field effects in hyperpolarized liquid Xe-129 [393, 348, 394, 359] and
gas-phase He-3 [370] but have not indirectly encoded NMR spectra using the dipolar field.
Augustine’s experiments were performed on a homogeneous mixture of xenon and methane
gases, but a homogeneous mixture is not ideal for remote detection experiments because
the carrier cannot easily be extracted from the analyte for transport. The experiments
described in this work were conducted in a coaxial tube-within-a-tube geometry, i.e., xenon
gas in the inner cylindrical tube was used to detect an analyte in the outer tube. In such a
geometry the analyte dipolar field at the location of the sensor spins falls off with distance
from the analyte magnetization; some of the subtleties of experiments that use this sample
geometry are discussed in §6.4.2.

The characteristics other than sample geometry that distinguish DDF-encoded

xenon remote detection experiments from the heteronuclear DDF experiments described
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above have to do with the mechanisms of producing and maintaining hyperpolarization and
the fast diffusion rate of a gas-phase carrier. The production of hyperpolarized xenon nuclei
by spin-exchange optical pumping is discussed in §6.4.1. The use of hyperpolarized nuclei
presents special problems if point-by-point indirect encoding is to be performed on the
same sample volume because the initial polarization is depleted by multiple rf pulses as the
polarization relaxes toward its comparatively small thermal equilibrium value; this problem
is discussed further in §6.6. Furthermore, the high diffusion rate of xenon gas can potentially
cause difficulties for DDF encoding since the remote detection sensor nucleus ideally should
remain static during its evolution in the presence of the spatially inhomogeneous analyte

dipolar field. This problem is discussed in §6.4.1.

6.4.1 Introduction to Xe-129 NMR

The many NMR studies using xenon, primarily in the gas phase, have established
the utility of this nucleus as a chemically inert probe of its local environment. Xenon
spectroscopy has proved useful in the study of such diverse topics as the gas flow in and
the structure of nanoporous materials and the specific or non-specific interactions of xenon
with hydrophobic sites in proteins. Xenon gas has also been used successfully in void-space
imaging and visualization of macroscopic gas flow. The review by Goodson [288] discusses
all of these experiments as well as many more applications of xenon NMR;; a comprehensive
review of xenon NMR experiments will not be attempted here.

Due to its high electronic polarizability xenon has a large chemical shift range,
which makes it a useful probe for spectroscopic studies. A more striking and widely utilized

property of xenon is that its nuclei (as well as those of other noble gases) can be polarized
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to a substantial fraction of unity via spin-exchange interactions with the highly-polarized
electrons of optically-pumped alkali atoms. The ability to create nuclear hyperpolarization
establishes the feasibility of NMR detection of gases, which have inherently low thermal
equilibrium nuclear magnetization due to the low number density of nuclei. Furthermore,
this hyperpolarization persists for a long time due to the typically long longitudinal relax-
ation times of noble gas nuclei.

Xenon has two NMR-active isotopes: the spin-1/2 Xe-129 isotope at 26.4% nat-
ural abundance (yxe129/27m = —11.86 MHz/T) and the spin-3/2 Xe-131 isotope at 21.2%
natural abundance (yxe131/27 = 3.52 MHz/T). Both nuclei can be hyperpolarized, but
in remote detection applications it is more practical to measure only the spin-1/2 Xe-129
isotope because of its larger gyromagnetic ratio and because the Xe-131 hyperpolarization
is quickly dissipated into its efficient electric quadrupolar relaxation channel [395]. Xe-131
also cannot be hyperpolarized as efficiently as Xe-129 due to its lower spin-exchange cross
section [396]. The Xe-129 hyperpolarization can persist for a long time due to the typically
long longitudinal relaxation times times of spin-1/2 noble gas nuclei; consequently, xenon
polarization can be maintained during transport over relatively long distances in remote
detection experiments. It is also possible to perform many NMR experiments on the same
volume of xenon by using up the polarization bit-by-bit if the length of the experiments are

much shorter than the longitudinal relaxation time.

Diffusion of xenon gas

Gases have much higher diffusion rates than liquids and it is necessary to consider

whether xenon gas diffusion is significant enough to destroy the sensor magnetization helix
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created in a DDF indirect detection experiment over the timescale during which the sensor
evolves in the presence of the analyte dipolar field. It is also necessary to consider the
effects of diffusion when multiple experiments are performed on the same batch of xenon
in the case where the excitation coil is too small to excite the entire xenon volume. The
characteristic diffusion coefficient of free xenon gas (90%-enriched Xe-129) at a pressure of

1 atm has been determined to be [397]:

Dxe=57x10"2cm?s™ 1. (6.130)

The diffusion coefficient of Xe-129 in a xenon mixture of natural isotopic abundance will
differ from the value for pure Xe-129, but this difference should be small since the masses
of the naturally-occurring isotopes of xenon differ from 129 by a relatively small fraction.
Ref. [398] has obtained a comparable result for the xenon self-diffusion coefficient.

The diffusion coefficient is ideally inversely proportional to the gas pressure, so at

room temperature it will be assumed to be:

Dyxe = (5.7x 1072 cm?s™ 1) /P, (6.131)

where P is the pressure measured in atmospheres.

Spin-exchange optical pumping of xenon is typically performed in the presence of
a buffer gas. As will be discussed later, the experimentalist has the option of using this
xenon—buffer gas mixture directly or of freezing out pure xenon. If the mixture is used the

xenon diffusion rate will be affected. The buffer gas mixture often contains a large amount
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of helium, which is a light atom with a high diffusion coefficient, and its presence increases
the diffusion coefficient of the mixture. The mutual diffusion coefficient of a xenon-helium
binary mixture is easily calculated in terms of the diffusion coefficients of the individual
components and such quantities have been measured long ago [399]. However, the quantity
that is actually of interest in xenon NMR experiments is not the mutual diffusion coefficient
of the mixture, but rather the self-diffusion coefficient of xenon in the presence of the buffer

gas. This coefficient may be calculated according to [400]:

-1
x 1—=x

Dxe/pa(z) = Dx +

6.132
°Dxe/Ba ( )

where x is the molar fraction of Xe in the mixture and 1—x is the molar fraction of the buffer
gas; Dx. is the diffusion coefficient of xenon alone and "Dy, /Bq is the diffusion coefficient
of xenon at infinite dilution in the buffer gas. Unfortunately, the diffusion coefficient of a
species at infinite dilution is not as commonly measured as the diffusion coefficient of the
pure species or the mutual diffusion coefficient of a binary mixture.

The effects of diffusion on dipolar field experiments can be considerable, particu-
larly if gradient pulses are employed [296, 401, 384, 402, 403, 404, 405]. Assuming that the
diffusion of the analyte can be neglected over the course of an encoding experiment, the
diffusion of the sensor nucleus (i.e., xenon) can be roughly estimated to be non-negligible
when the encoding interval T is long enough that /DT ~ d, where D is the diffusion coef-
ficient and d is a characteristic distance over which the analyte dipolar field varies. In an
experiment without gradient pulses d might be the distance over which the rf coil excites the

sample. In an indirect detection experiment with gradient pulses the characteristic distance
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can be taken to equal the pitch of modulation of the analyte and sensor magnetization,
d = 27 /|y1G17¢| = 27/|7sGarg|. The diffusion over T' = 1 s is on the order of /DT = 0.24
cm for pure Xe gas under standard conditions (Eq. 6.130), which is not negligible compared
to an rf excitation region of ~ 1 cm. The diffusion can be made slower by using higher gas

pressures.

Spin-exchange optical pumping of Xe-129

The electronic polarization of alkali metals in atomic vapors can be enhanced
almost to 100% via optical pumping with circularly polarized laser light [406, 407, 408].
The enhanced electronic polarization can be transferred to the nuclei of noble gas atoms
via dipole coupling-mediated spin exchange collisions. This means of producing nuclear
hyperpolarization is called spin-exchange optical pumping [409, 407, 410, 411, 251, 412,
413, 414], which is quite effective when applied to xenon [410] and has been used in recent
years [415, 416, 417, 418] to produce Xe-129 polarizations approaching 70% [416, 417, 418|.
The hyperpolarized xenon subsequently can be removed from the optical pumping mixture
if desired and used on its own (see e.g., Ref. [419] and many later studies by various workers).
Some good introductory references on spin-exchange optical pumping include the review by
Walker and Happer [412], the monograph by Knize et al. [251], the monograph by Appelt
[414], the brief review in Ref. [420] by Brunner, and the dissertation by Long [421]. The
review by Happer [407] is authoritative but advanced, as is the review by Appelt et al.
[413]. This section will describe spin-exchange optical pumping technique as well as the
experimental conditions that were used in this work. The experimental apparatus will be

described first in order to be used as an illustrative example in the subsequent discussion
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of the general technique. No effort will be made to discuss the variety of optical pumping
techniques; rather, the specific technique used here will be described.

Xenon hyperpolarization was achieved using a commercial continuous-flow spin-
exchange polarizer (MITI IGI 9800 Xe, Magnetic Imaging Technologies, Inc. (Polarean),
Durham, NC). Optical pumping of the D transition of natural isotopic abundance rubidium
vapor was performed in a ~ 70 cm?® cylindrical pyrex optical cell heated to 155-185 °C
(corresponding to an estimated number density of ~ 1-5 x 10 atoms/cm?® [414, 420])
using circularly polarized light from a 60 W c.w. diode laser array operating at 794.8 nm
(FWHM 1.35 nm). A magnetic field of ~20 G was applied parallel to the direction of laser
propagation using a Helmholtz coil pair. The cell was pressurized to ~70 psig (5.8 atm) with
a natural isotopic abundance mixture of xenon with helium/nitrogen buffer gas in a 1:10:89
Xe:Ng:He ratio, which corresponds to a total Xe partial pressure of ~44 Torr (11 Torr Xe-
129). Pure hyperpolarized xenon was isolated from the optical pumping mixture by freezing
in a liquid nitrogen-cooled cold finger in a ~500 G magnetic field. The remaining buffer gas
was evacuated from the polarizer manifold and pure xenon gas was recovered by thawing
the xenon ice. The polarizer was operated under conditions such that approximately 1 atm
of pure xenon could be produced in a 5 mm o.d. J-Young NMR tube per 15 minutes of
optical pumping and xenon collection. Final xenon polarizations were in the range of 1-10%
with 4-8% being typical.

The rubidium D; transition is between the |g = 5 2S; /2) ground state and an
excited state |[e = 5 2P, s2). The ground state is characterized by the electronic angular

momentum quantum numbers S, =1/2, Ly, = 0, and J; = 1/2, where J, = L, + S is the
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total ground state electronic angular momentum vector and L, and S, are the ground state
orbital and intrinsic spin angular momenta, respectively. The excited state is characterized
by Se =1/2, L. = 1, and J. = 1/2. Rubidium has two stable isotopes: Rb-85 (I = 5/2)
and Rb-87 (I = 3/2), and the total atomic angular momenta in the ground and excited
states are Eg =J st I and F, = J, + I, respectively. The values of F' can range from
|J 4+ I| to |J — I| in integer steps. The electronic angular momentum couples to the nuclear
angular momentum through the hyperfine interaction, which is dominated by a magnetic
dipole—dipole contact coupling Hamiltonian of the form ﬁhf /h = A(i 1 ). The typical
magnetic field applied to the Rb cell in a spin-exchange optical pumping experiment is not
strong enough to decouple the electronic and nuclear angular momenta.3? In this case the
good eigenstates of the atomic system are the eigenstates {|F,mp)} of F? and the ground
and excited states have (2F;+ 1) and (2F, + 1) magnetic sublevels, respectively. Ordinarily
this magnetic hyperfine structure would have to be included in any treatment of optical
pumping, but the presence of He buffer gas at a pressure of several atmospheres causes
enough pressure broadening of the Rb lines that the hyperfine structure is unresolved and
the optical pumping can be considered to occur between states of well-defined J, and Je.
This neglect of the hyperfine structure can be justified more physically. Collisions
between the polarized rubidium atoms and spinless buffer gas atoms (in this case the nearly

100% naturally-abundant He-4 isotope) perturb the Rb electron cloud and cause a ran-

33The Zeeman plus hyperfine coupling Hamiltonian of the atomic system is I—Alz,hf/h = —[wy g, + waz] +
A(i I ), where wy and wr are the respective electronic and nuclear Larmor frequencies. This Hamiltonian
has the same form as the NMR scalar coupling Hamiltonian (see Appendix D). The strong coupling limit
|A] > |ws — wr| has approximate eigenstates |F,mp;J, I) and the weak coupling limit |A| < |ws — wy| has
approximate eigenstates |J,m; I, mr). Since |wy — wr|/27 &~ |ws|/27 is ~56 MHz in a magnetic field of 20
G (.- /2m = —28 GHz/T) and |A|/27 for the Rb isotopes is on the order of GHz in the 5 ?S, 5 ground
state and hundreds of MHz in the 5 ?Py /» excited state [414], this system is located well inside the strong
hyperfine coupling regime.
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domization of the total angular momentum vector J, of the excited state [422, 423]. The
perturbations due to these collisions are sudden with respect to the reorientation of the
alkali nuclear angular momentum vector I, which therefore remains unchanged by the colli-
sions. Consequently the excited-state electronic angular momentum vector changes rapidly
with respect to the nuclear angular momentum vector. If the correlation time for electron
randomization is much shorter than the reciprocal excited-state hyperfine coupling constant,
7. < |Ae|™1, then the excited-state hyperfine coupling Hamiltonian f[ﬁf(t)/h = A (t)-1]
effectively averages to zero over the characteristic timescale of the electron-nucleus coupling
dynamics.?* Collisional de-excitation of the alkali atoms (which will be discussed later)
is also sudden with respect to the nuclear angular momentum dynamics, and under these
conditions the alkali nuclear polarization is conserved in the interval between electronic ex-
citation by a pumping photon and collisional de-excitation. Since the optical pumping only
directly affects the electrons and not the nucleus, the collision-induced decoupling of the
hyperfine interaction largely removes the nuclear spin as an actor in the optical pumping
cycle. The hyperfine interaction that is averaged away by fast electron randomization does
re-enter when considering spin relaxation; he alkali nucleus serves as a reservoir of angular
momentum and the recoupling of the hyperfine interaction in between alkali—alkali spin-
exchange collisions (which redistribute angular momentum among the hyperfine levels) is
known to help establish an internal spin temperature quasi-equilibrium among the hyper-
fine states [424]. The establishment of a spin-temperature distribution has been observed

to occur even in high-pressure spin-exchange optical pumping cells in which alkali—alkali

34This concept is similar to NMR heteronuclear decoupling of dipolar or indirect spin-spin couplings by
continuous-wave irradiation of one partner of the spin pair, although c.w. decoupling does not completely
randomize the nuclear angular momentum.
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spin exchange rates are smaller than the optical pumping or electron randomization rates
[425, 426, 414]. For further discussions of electron randomization, spin temperature distri-
bution, and the neglect of hyperfine structure in certain optical pumping experiments, the
reader is referred to Refs. [407, 427, 251, 412, 413, 414] (general), [428, 429, 422, 423],[32,
§5.6] (electron randomization), [424],[32, §5.5] (spin temperature), and [430],[215, §5.4] (spin
temperature and neglect of hyperfine structure).

The neglect of hyperfine structure results in a much-simplified picture of optical
pumping, and pumping of the alkali D; transition is particularly simple. In the case of
rubidium the process may be viewed as a selective excitation followed by de-excitation of
the valence electron in the system of four magnetic sublevels of the 5 2S; /2 = [Kr]5s! and
5 2P, /2 = [Kr]5p! electronic states (Fig. 6.5). Both rubidium isotopes can be considered
to be equivalent in this picture that neglects hyperfine structure. Following a relatively
standard notation, S = S g = J 9 denotes the ground state electronic angular momentum
vector and J = J, denotes the excited state electronic angular momentum vector. The
alkali D; optical pumping cycle can be reduced to three steps [412, 414]: (1) selective
depopulation of one of the two ground state magnetic sublevels by absorption of circularly
polarized light (longitudinal depopulation pumping); (2) equalization of the excited-state
sublevel populations by collisional mixing (J-randomization) mainly due to the buffer gas
(primarily helium); and (3) non-radiative quenching from the excited state by collisions
with nitrogen molecules, after which the ground state magnetic sublevels are repopulated
equally. Each of these three processes will be described in turn; the complete process is

5.35

diagrammed schematically in Fig. 6. The net effect of the optical pumping cycle is to

35Tt has been assumed that the nitrogen quenching distributes population to the ground state magnetic
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transfer population from one ground state sublevel to another, which results in a polarization
of the electronic angular momentum. This cycle is continually repeated during a continuous
pumping experiment, resulting in an accumulation of nearly all of the population in one
ground state magnetic sublevel and a ground state electronic polarization near 100%. This
electronic polarization then can be partially transferred to a noble gas nucleus through

spin-exchange collisions, which will be discussed later.

J-randomization
mJ=-1/2 €=—=————— mJ=+1I2
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Figure 6.5: Schematic of optical pumping of the Rb D; transition using circularly-polarized
light. The o4 pumping light causes a selective mg = —1/2 — mj ; = +1/2 transition.
The excited-state sublevel populations are equalized by electron-randomization collisions
with the buffer gas. Collisions with nitrogen non-radiatively quench the atoms from the
excited state; de-excitation populates the ground state sublevels equally. The net effect is
an accumulation of population in the mg = +1/2 ground state sublevel. If the relaxation
of the ground state polarization is slow, significant spin polarization can accumulate.

Circularly-polarized light has a well-defined component of intrinsic spin angular

sublevels equally rather than conserving the magnetic quantum number. It does not in actuality matter
which process occurs as far as the optical pumping is concerned if the excited-state sublevel populations are
equalized before the quenching collision occurs.
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momentum along the direction of light propagation: +h (ms = +1) for left-circularly po-
larized (o4) light and —h (ms = —1) for right-circularly polarized (o_) light [431],[432,
Appendix 1]. Absorption of o light resonant with the Rb D; transition selectively trans-
fers population from the |5 2S; /2, Mg = —%) magnetic sublevel of the electronic ground
state to the |5 2P, J2 My = —i—%) excited state sublevel in accordance with one of the well-
known atomic selection rules [414],[433, §15.2]: AL = 41, AS = 0 with AJ = 0 (not
0 — 0), Amj = +1.3¢ This process is called longitudinal depopulation pumping because it
is performed with the direction of light propagation parallel to an applied magnetic field.
The application of a magnetic field that is larger than stray inhomogeneous fields across the
pumping cell ensures that all atoms are polarized along the axis of circular light polarization.
The absorption of a pumping photon by the atom thus can be seen to conserve the longitu-
dinal component of angular momentum (Amgs = —1 for photon destruction combined with
Amj = +1 for the electron spin-flip). This transfer of photon spin to the atom is the basic
mechanism by which the alkali electronic polarization is increased. If a broadband laser
source such as a diode array is used, buffer gas collisions can also play an important role in
the pumping process by broadening the D; absorption line to a width that is comparable to
that of the laser source, which allows the efficient absorption of laser power [434, 422, 435].

The Rb 5%P, /2 excited state is initially nearly unpopulated at thermal equilibrium,
but optical pumping with o light selectively creates population in the mj; = +1/2 mag-
netic sublevel. This population, however, is rapidly distributed nearly evenly between the

two excited state sublevels due to destruction of the ensemble spin polarization by electron

*Optical pumping with o_ light works equally well and selects the transition |5 2S;/2; 5, ms = +1) —
|5 2P1/2,mJ =5 7%)
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randomization collisions with He-4 [428, 429, 422, 423]. This process is also called colli-
sional mixing. The collisional depolarization of the excited state ensures that the ground
state sublevels are equally repopulated by de-excitation. This de-excitation may include
spontaneous radiative emission (Huorescence): the |e,m; = +3) — |g,mg = —1) emission
inaS=1/2, J=1/2system occurs at twice the rate as the |e,m; = +3) — |g,mg = +3)
emission [407],[32, §3.8]. This repopulation pumping would ordinarily reduce the optical
pumping efficiency by preferentially returning excited-state population to the ground-state
sublevel from which it originated. If, however, the excited-state collisional mixing occurs on
a faster timescale than the fluorescence lifetime, the photon emissions from the two equally-
populated excited-state sublevels balance each other and the two ground-state sublevels
are repopulated equally. If the electron randomization is slow, a quenching buffer gas can
be added in order to ensure that the ground-state sublevels are populated equally by non-
radiative (collisional) de-excitation, as is discussed below. When the system is de-excited
without a preferential repopulation of the ground state magnetic sublevels, the ground
state polarization is created solely by the population imbalance produced by depopulation
pumping.3”

The role of nitrogen molecules in the buffer gas mixture is to non-radiatively de-

37Several sources provide various descriptions of the “average efficiency” of alkali-D; optical pumping over
one cycle of excitation and de-excitation (neglecting hyperfine structure) [408, 436, 412]. Imagine an initially
unpolarized atomic ensemble represented by four atoms, with two atoms populating each magnetic sublevel
of the 5281/2 ground state. Two o4+ photons will pump the two mg = —% atoms into the mg = —l—% sublevel
of the 5 2P /2 excited state, and electron randomization will distribute (in an average sense) one atom into
each excited-state magnetic sublevel. The ground state sublevels are repopulated with one atom each upon
de-excitation, so the average effect of the two pumping photons is to leave one atom in the mg = —% ground
state sublevel and three in the mg = —|—% sublevel, which is a net addition of one unit of angular momentum
(measured in %) and a population imbalance of two atoms. Therefore it can be said that on average it takes
two circularly-polarized photons to deposit one unit of angular momentum in the alkali vapor, or that each
photon deposits an average of a half unit of angular momentum with the other half of the angular momentum
being lost to translational motion after electron randomization. Alternatively, it takes an average of one

photon to polarize one atom fully (i.e., it takes two photons to create a population excess of two atoms).
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excite (quench) Rb atoms from the excited state via collisions [437, 438, 407, 439, 435].
Molecular nitrogen makes an ideal inelastic collision partner (as opposed to helium atoms)
because it can carry away a variable amount of energy in its vibrational and rotational de-
grees of freedom. This energy is eventually thermalized by equilibration with the nitrogen
translational degrees of freedom. Nitrogen quenching is used to reduce the effects of radi-
ation trapping. In the absence of rapid quenching the Rb atoms can return to the ground
state by fluorescence emission, which is not completely polarized and is resonant with the
D; transition. The multiple scattering and reabsorption of these photons in an atomic va-
por that is sufficiently optically thick is called radiation trapping [407, 440]. Since these
photons are not fully polarized and they scatter in various directions, their reabsorption
reduces the efficiency of the optical pumping, which relies on the atoms absorbing light of
a well-defined circular polarization and propagation direction. Radiation trapping can be
suppressed by adjusting the concentration of nitrogen in the pumping cell so that the Rb
excited state lifetime is reduced to a value that is less than the fluorescence lifetime, i.e., the
atoms are non-radiatively quenched before they can fluoresce. When spin-exchange optical
pumping is performed in cells that have a high noble gas density, the effect of quenching
gas on the final noble gas nuclear polarization has been found to be diminished because
the destruction of electronic polarization via alkali-moble gas collisions is fast enough to
compete with the depolarization due to radiation trapping [441].

The ground state electronic spin polarization can relax by several mechanisms,
the most notable of which are spin-exchange collisions with species that bear a nuclear spin

[407, 408, 251, 413],[32, §5.4],[442, 443, 444].3® A spin-exchange collision conserves the total

38There also exist so-called “spin destruction” interactions, e.g., anisotropic dipolar interactions during
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angular momentum of the system but not necessarily the individual angular momentum
components; the transfer of electronic polarization to another angular momentum reservoir
serves as a relaxation mechanism for the electron spin. Non-negligible cross sections exist
in typical spin-exchange optical pumping cells for both two- and three-body spin exchange
collisions.

The mechanism of three-body spin exchange is well understood [448, 449, 411,
450] and involves the formation of an alkali-atom-noble gas van der Waals complex in the
presence of a third body (typically a buffer gas atom or molecule) that carries away the
energy that is liberated upon complex formation. Collisions with molecular nitrogen have
been found to be efficient at initiating and terminating the formation of alkali-noble gas
van der Waals complexes, but other species in the gas mixture also can serve this role. Spin
exchange in long-lived alkali atom—heavy noble gas van der Waals complexes dominates the
contribution of binary collisions if the gas pressure is not too high [451, 452, 453].3° However,
in the work described here the total gas pressure is on the order of several atmospheres and
binary collisions dominate the spin exchange because frequent collisions with the buffer gas
severely limit the lifetime (and hence the Rb—Xe spin-exchange contact time) of the van

der Waals complexes [452, 454, 455].40 The duration of a binary collision is very short (on

alkali-alkali atom collisions that do not conserve total spin angular momentum [445, 446, 447],[32, §5.8].
39Heavy noble gases (such as Xe) form these complexes more easily than light ones because they experience
longer-range van der Waals forces due to their larger electronic polarizabilities.

“9The determination of spin exchange rates—particularly the relative contributions of binary and three-
body collisions—is not simple (see e.g., [450, 442, 454, 456, 455, 457, 458]) and it is difficult to find experi-
ments that were conducted both at high buffer gas pressure and low magnetic field. Cates et al. [454] have
estimated that spin exchange due to binary collisions dominates three-body spin exchange at greater than
~ 350 Torr total Xe pressure (compared to ~44 Torr in this work), but these experiments were performed in
the absence of buffer gas where the breakup of Rb—Xe van der Waals complexes is caused by collisions with
Xe itself. Rice and Raftery’s [455] high field experiments clearly demonstrate the dominance of binary spin
exchange collisions at buffer gas pressures of an atmosphere or more, and their results indicate that their
high field binary spin exchange rates are actually smaller than those at low field, which is consistent with
Ref. [457].
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the order of ps) but the collisions are frequent and the net spin transfer can be significant.
Most of the Rb electronic polarization lost in spin-exchange collisions with Xe is transferred
to rotational angular momentum of the relative motion of the two atoms [459, 452, 460],
largely due to a spin-orbit interaction of the alkali valence electron within the electron core of
the heavy noble gas atom.*! This spin-rotation exchange manifests itself as spin relaxation
because the rotational angular momentum vectors of the Rb—Xe pairs are randomly oriented
within gas, which causes an ensemble-averaged depolarization of the Rb electrons.

The electronic polarization of the rubidium ground state can also be transferred to
polarization of the nucleus of its collision partner, in this case xenon. From the perspective of
the rubidium electron this is a mechanism of spin relaxation, but from the perspective of the
xenon nucleus it is the mechanism by which nuclear hyperpolarization can be produced. The
mechanism of spin exchange is a hyperfine interaction between the rubidium electron and
the xenon nucleus during the collision. The hyperfine interaction is due to the direct dipole—
dipole coupling of the electron spin with the nuclear spin. Unlike the dipolar field effects
discussed elsewhere in this chapter which arise from the anisotropic long-range contribution
of the dipole field, the electron-nucleus hyperfine coupling is dominated [462, 412, 411] by
the isotropic contact contribution to the dipole field (see Eq. 1.37) since the probability
of finding the rubidium valence electron at the location of the xenon nucleus is quite high
(particularly due to exchange correlation effects) [463, 464, 465, 251, 412]. The theory of spin
exchange between polarized alkali atom electrons and noble gas nuclei is well understood

[463, 464, 465, 412], and the Hamiltonian for this type of spin exchange can be written as

4IThe mechanism of alkali-noble gas spin-rotation coupling is somewhat different when light noble gas
atoms such as He are involved [461].
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[412]:

ﬂs.e./h = OZ(R)[S

(S K_ +S_K4)), (6.133)

where S is the electron spin angular momentum operator for the Rb ground state, K
is the Xe nuclear spin angular momentum operator, and «(R) is the Rb—Xe hyperfine
coupling constant parameterized by the Rb—Xe interatomic distance R. The “flip-flop”
terms %(5@.]&' _ +S_K,)in Eq. 6.133 induce transfers of angular momentum between the
Rb electron and Xe nucleus [32, §5.4]; e.g., the 5LI%'+ term can induce the spin-exchange
transfer [mg = +3;mx = —3) — |mg = —3;mg = +3).

Not only is the Xe nuclear relaxation slow enough to allow substantial polarization
to build after numerous spin exchange collisions, but once the xenon is separated from the
rubidium its longitudinal relaxation can be on the order of minutes to hours (depending on
the external magnetic field strength and whether the cell is coated or otherwise designed
to protect against depolarizing wall collisions). This is enough time to allow the xenon to
be transported or for its hyperpolarization to be used up bit-by-bit in consecutive NMR
experiments. Xenon gas relaxation has been studied at high and low magnetic fields [466,
456, 467, 468, 455]; the dominant sources of relaxation in the absence of Rb tend to be Xe—
wall collisions as well as binary Xe—Xe collisions at high gas pressures and the formation of

Xe—Xe van der Waals complexes at low pressures. Xenon relaxation by diffusion through

magnetic field inhomogeneities also can be significant [464, 469, 470, 471],[32, §2.8]; this

428pin-independent quantum numbers have been neglected.
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mechanism may be important in low-field NMR applications but is negligible in the highly

homogeneous fields of modern high-field superconducting magnets.

Batch mode xenon NMR experiments

Cates et al. [472] first demonstrated that xenon could be frozen out of the optical
pumping gas mixture while still retaining its hyperpolarization. If a continuous-flow spin-
exchange hyperpolarization apparatus is used the freezing can be accomplished by flowing
the xenon/buffer gas mixture through a liquid nitrogen-cooled (7' = 77 K) cold finger until
sufficient xenon ice has accumulated. The remaining buffer gas is then evacuated from the
cold finger and a “batch” of pure hyperpolarized xenon gas can be recovered by thawing
the ice [473, 416]. The 1:10:89 Xe:Ng:He gas ratio of the optical pumping mixture has been
chosen to optimize xenon polarization so that the magnetization of pure xenon in batch
mode experiments is maximized.

The freeze-thaw batch method should be implemented with an awareness of the
relaxation properties of xenon polarization in the solid state [472, 473, 474, 475]. A natural
isotopic abundance mixture of xenon contains both the Xe-129 and Xe-131 isotopes; the
latter nucleus possess an electric quadrupole moment which couple to local electric field
gradients caused by lattice defects [476]. These quadrupolar couplings can be quite large and
cause rapid relaxation of the Xe-131 nucleus. If there exists a degeneracy between the Xe-129
energy levels and the levels of an appropriate Xe-131 transition, cross relaxation [477, 478]
of Xe-129 with fast-relaxing Xe-131 can significantly increase the relaxation rate of the Xe-
129. In fact, this mechanism may dominate the Xe-129 relaxation at temperatures below

20 K [473, 474, 479]. The experiments that are described in this chapter were performed
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with a ~500 G magnetic field applied to the xenon cold finger. This field corresponds to a
Xe-129 Larmor frequency of ~ 0.6 MHz, which should be large enough to render the cross
relaxation inefficient by breaking the degeneracy of the Xe-129 levels with the continuum®*?
of Xe-131 levels, assuming that the the Xe-129 Larmor splitting is greater than the Larmor
splitting plus quadrupolar splitting of Xe-131. Between temperatures of 20 K and 120 K and
at magnetic fields greater than 500 G the Xe-129 relaxation is dominated by nuclear spin-
flip scattering of lattice phonons mediated by the spin-rotation interaction [473, 474, 475].
However, at temperatures above 120 K as the xenon nears its melting point at 161.4 K the
Xe-129 relaxation appears to be dominated by fluctuations of the Xe—Xe dipolar couplings
due to vacancy diffusion, which can result in longitudinal relaxation times on the order of
seconds [475]. For this reason it is advantageous to thaw the xenon ice as rapidly as possible
to minimize the time it spends at temperatures near the phase transition.**

Nuclear relaxation times can be drastically reduced if the xenon comes into contact
with paramagnetic or ferromagnetic species, due to the large dipole couplings to unpaired
electrons. For this reason it is important to ensure that the hyperpolarization system and
sample cell are free of oxygen and that the joints in the vacuum lines are not made out of
steel. Furthermore, wall collisions can also serve as a major relaxation mechanism depending
on the composition of the sample cell. Most of the experiments described here used glass

sample tubes whose inner surfaces were coated with SurfaSil®, which is a siliconizing fluid

that has been found to reduce nuclear relaxation due to wall collisions [450, 480], probably

43There exists a continuum of levels over a finite range of quadrupolar couplings due to the random
distribution of the orientations of local electric field gradients in the lattice.

“The triple point of xenon is at 7 = 161.4 K and P = 0.8 atm, which indicates that the thawing of xenon
ice under vacuum at liquid nitrogen temperature is actually a sublimation process. However, if enough
xenon ice is collected to produce gas at a pressure of multiple atmospheres, the pressure during the thaw
can rapidly exceed 0.8 atm, causing the xenon ice to melt rather than sublime.
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by covering open oxygen sites on the glass surface and by reducing the duration of xenon
adsorption.

The batch method allows the creation of a finite volume of hyperpolarized xenon
gas which can then be used for a variety of purposes, including conducting DDF indirect
detection experiments. The indirect detection experiments are multidimensional experi-
ments that require an rf pulse on the xenon sensor nucleus for every indirectly detected
point. The hyperpolarization is continuously depleted over the course of the experiment
because not only is longitudinal magnetization lost after every pulse due to conversion to
transverse magnetization, but the non-equilibrium xenon hyperpolarization also relaxes to-
ward its thermal equilibrium value in the interval between pulses rather than return to its
initial value. A 90° rf pulse applied to a static volume of xenon would use up all of the
hyperpolarization, leaving only the relatively tiny thermal equilibrium polarization (which
grows in slowly with the time constant 77) for the acquisition of the indirect point; this
necessitates the use of small tip-angle pulse arrays which result in reduced signals. The

consequences of small tip-angle experiments are considered in detail in §6.6.

Flow mode xenon NMR experiments

Instead of using the freeze-thaw batch mode method, it is possible to use the output
of a continuous flow xenon polarizer directly. Such experiments in continuous- and stopped-
flow mode have been conducted in the Pines lab, but they were not used in this work. Only
dilute xenon gas is available in the current Pines lab flow mode experiments due to the
presence of buffer gases in the optical pumping mixture, as opposed to the batch method

which produces pure xenon gas. If flow mode experiments are to be performed it may be
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possible to maximize the xenon magnetization by increasing the fraction of xenon in the
mixture somewhat beyond the 1% level used in batch mode experiments; this may sacrifice
some polarization, but the magnetization is proportional not only to xenon polarization but
also to xenon concentration.

Since a fresh volume of xenon can be used for each indirectly encoded point, flow
mode experiments have the advantage that long, multiple-pulse experiments with large pulse
tip angles can be implemented without worrying about the hyperpolarization being depleted
by pulses or relaxation. The use of large tip angle (i.e., 90°) pulses allows an increase in
signal over the small tip angle schemes that must be employed in multi-pulse batch mode
experiments; however, this gain can be more than offset by the reduction in magnetization
caused by using a dilute xenon mixture. In practice, batch mode experiment of reasonable
length should yield a somewhat larger signal than a flow mode experiment using a 1% xenon
mixture; however, the situation may become comparable for very long experiments in which
the batch mode tip angle must be made very small. The flow method (and in particular
the stopped flow method) is by far ideal for remote detection experiments because flow is a
natural means of transporting encoded volumes of magnetization, as opposed to creating a
new batch of xenon for each indirectly encoded point. It should also be possible to create a
single large batch of pure xenon and then flow it until the batch is depleted, but thus far in
this laboratory the flow experiments have exploited the continuous-flow polarizer in order
to produce indefinite amounts of hyperpolarized xenon.

Perhaps the biggest disadvantage of using dilute xenon mixtures from the perspec-

tive of conducting distant dipolar field experiments is the increase in the xenon diffusion
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rate due to the large fraction of helium buffer gas. Dipolar field encoding experiments
require the sensor nucleus to be relatively stationary on the length scale over which the
analyte dipolar field varies during the course of the encoding. The use of stopped flow can
ensure that there is no bulk transport of the gas during the encoding step, but a large
amount of xenon diffusion into, out of, or within the encoding volume during this time can
effectively destroy the desired signal. Diffusion during the encoding step is likely a major
source of diminished signal even in the experiments on pure xenon discussed in this work
(for example, no signal was observed in preliminary DDF experiments involving xenon—He

buffer gas mixtures); any increase in the diffusion rate would only exacerbate the problem.

6.4.2 Geometric considerations for dipolar field encoding: coaxial sample

tube configuration

The examples and calculations of dipolar field encoding experiments presented
thus far have considered only the case in which the analyte and sensor spins are mixed
homogeneously. This configuration is not ideal for remote detection NMR, experiments
because it is difficult to remove the sensor from the analyte for subsequent transport and
detection. It may be particularly convenient to encode the sensor nucleus while flowing it
past the analyte without the two ever coming into contact with each other. Fortunately
the nuclear dipolar field acts through space and there is no requirement for the sensor
and analyte to be mixed. This feature of dipolar field encoding was first demonstrated by
Warren et al. [302, 317] in homonuclear CRAZED experiments that correlated the NMR
signals of separated species in a two-phase system of immiscible fluids and in a coaxial

sample tube configuration.
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The calculations of the heteronuclear DDF indirect detection NMR signals in §6.3.1
and §6.3.2 were based on the assumption that the sensor nucleus sampled the analyte dipolar
field over the same volume as the magnetization distribution that created the field, i.e., that
the sensor and analyte were intermixed. These calculations need to be modified in the case
that the sensor nucleus samples the analyte dipolar field over a volume that is external to
the analyte magnetization. A detailed modification of these calculations is not attempted
here, but the problem of the separation of analyte and sensor nuclei is explored qualitatively
via experiments and magnetic field calculations.

The pulsed field gradient version of the dipolar field encoding experiment relies
on the winding of the sensor magnetization into a helix with a pitch that is matched to
the wavelength of modulation of the analyte longitudinal magnetization; observable signal
arises as the sensor magnetization helix is unwound under the action of the analyte dipolar
field. Since it is this distant dipolar field that transmits the analyte spectral information to
the sensor nuclei, what really matters for the experiment is that the modulation wavelength
of the analyte secular dipolar field matches the pitch of the sensor magnetization helix after
the second gradient pulse. It is therefore crucial that the modulation of the analyte secular
dipolar field mirror the modulation of the analyte magnetization. This is easily shown to
be the case in homogeneous mixtures if the analyte magnetization is strongly modulated,
i.e., when the modulation wavelength is small compared to any sample dimension (see e.g.
Refs. [305, 366] and Egs. 6.25 and 6.26). Furthermore, as long as the strong modulation
condition is satisfied the size of the signal in homogeneous mixtures depends only weakly on

the actual value of the modulation wavelength [303, 317], at least until molecular diffusion
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can no longer be neglected as the characteristic diffusion length over the timescale of the
DDF encoding becomes comparable to the magnetization modulation wavelength.

The xenon-sensor DDF indirect detection experiments that were performed here
(see §6.4.3) used a coaxial tube geometry where a xenon sensor sealed in the inner tube was
placed in an analyte solution held in the outer tube. A schematic of this sample geometry
is shown in Fig. 6.6. At the beginning of the detection interval in the indirect detection
pulse sequence (Fig. 6.3) the combination of rf and gradient pulses has created in the coil
region a sinusoidally-modulated analyte z-magnetization in the outer tube and a sensor-
spin magnetization helix in the inner tube. The chemical shift evolution during the indirect
dimension affects the phase of the z-modulation but otherwise does not affect its spatial
distribution (neglecting By inhomogeneity) and will not be considered here. The question
to be resolved is, does the z-modulated analyte magnetization create a secular dipolar field
in the inner tube with a matching z-modulation? If so, the gradient dephasing of the sensor
transverse magnetization would rephase in the presence of the analyte dipolar field as usual,
producing an observable signal.

DDF indirect detection experiments with gradient pulses were performed using a
simple model system: the H-1 nucleus in benzene (CgHg) was used as the analyte in the
outer tube 10 mm o.d. outer tube and the P-31 nucleus in concentrated phosphoric acid
(H3POu4(aq)) was used as the sensor in the 5 mm o.d. inner tube (Fig. 6.6). The geometry of
this system simulated that of the xenon experiments but it was advantageous here to avoid
the use of hyperpolarized xenon gas both for reasons of convenience and to minimize the

effects of diffusion of the modulated magnetization, which can be rapid in the case of a gas.
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Figure 6.6: Schematic of typical coaxial tube geometry used in distant dipolar field inves-
tigations. The analyte was placed in the outer tube and the sensor was placed in the inner
tube. The outer diameters of the inner and outer tubes were 5 mm and 10 mm, respectively.
The wall of the inner tube was 0.9 mm thick.

The experiments were performed at 7.05 Tesla on a Varian Unity Inova spectrometer using
a Varian 10-mm broadband solution-state NMR probe. The customized 10-mm probe had
three rf channels: H-1/F-19, broadband, and Xe-129. The P-31-detected benzene spectra
were recorded for several values of the gradient-induced modulation using the DDF indirect
detection pulse sequence in Fig. 6.3. A plot of the integrated intensity of the indirect
dimension projection of the cross peak between benzene (H-1) and phosphoric acid (P-31)
versus the number of magnetization modulation wavelengths over the coil region is shown
in Fig. 6.7. The signal is seen to be attenuated when the magnetization modulation is large,
contrary to the the results obtained in homogeneous mixtures in which the signal levels off
to a constant non-zero value as the magnetization becomes strongly modulated [303, 317].
The source of this attenuation can be understood by considering the spatial dis-
tribution of the secular dipolar field of the analyte within the inner tube where the sensor
resides. Eq. 6.26 for the heteronuclear secular dipolar field is not valid for slowly varying

magnetization distributions or in regions outside the source magnetization volume; there-
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Signal

Figure 6.7: Plot of the intensity of the DDF-encoded H-1 spectrum of benzene as a function
of magnetization modulation wavelength using a separated P-31 sensor in a coaxial tube
geometry. The pulse sequence in Fig. 6.3 was used with 256 points in the indirect dimension;
the signal reported here (in arbitrary units) was the sum of the three points nearest the
maximum of the indirect dimension projection of the benzene (H-1)/phosphoric acid (P-31)
cross peak. G, denotes the strength of a 7¢ = 1 ms z-gradient pulse, which represents
either the first gradient pulse G7 which modulated the CgHg/H-1 magnetization or the
second gradient pulse G2 which modulated the H3PO4/P-31 magnetization. Gy = 27 /|y7d|
represents the z-gradient strength that would modulate either the H-1 or P-31 magnetization
by one wavelength over the rf coil length (d = 1.5 cm): G} = 0.157 G/cm or G3 = 0.387
G/cm. Theratio Go/Gy = G%/Gé was fixed to the value kK = —yg1/vp31 = —2.47. The ratio
G. /Gy equals the number of modulation wavelengths of H-1 longitudinal magnetization and
the number of turns of the P-31 magnetization helix over the distance d. A four-step phase
cycle was employed to suppress the direct P-31 FID and to ensure frequency discrimination
in the indirect dimension. A recycle delay of 6 s between transient acquisitions was used
and a 4 ms, 22 G/cm z-gradient spoiler pulse preceded each delay. This done to ensure that
the analyte and sensor magnetizations had returned nearly to their equilibrium values by
the time of the next acquisition; otherwise spectral artifacts can occur [481].

fore, simulations of this field were performed by numerically evaluating Eq. 6.157 in §6.5.
The integrals in Eq. 6.157 were evaluated using the MATLAB® [482] code in Appendix E.

The integration was not optimized; Riemann sums were performed over the entire range
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of radial and axial coordinates (only sums over points within the analyte magnetization
distribution are actually necessary). The coaxial tubes were taken to be of infinitesimal
thickness; the inner and outer tubes had diameters of 5 mm and 10 mm, respectively, and
the coil region was taken to be 15 mm high. The analyte magnetization volume was defined
by 2.6 mm < R < 5.0 mm and —7.5 mm < z < 7.5 mm, where R and z are the radial
and axial coordinates, respectively. The analyte magnetization distribution was taken to be
symmetric about the z-axis. In the real system the analyte magnetization above and below
the coil region is uniform, but this magnetization was neglected here. The secular dipolar
field was determined on a 30 mm high by 20 mm wide grid in the z—z plane made up of
squares 0.1 mm on a side; only points with = > 0 were calculated and the x < 0 points were
generated by mirror reflection. The secular dipolar field was evaluated at the center of the
grid squares and its amplitude was plotted in arbitrary units.

The field distribution in a vertical cross section of the tube (z—z plane) is shown in
Figs. 6.8 and 6.9 in the case of an analyte magnetization modulation of a half-wavelength
over the length of the coil region and in Figs. 6.10 and 6.11 in the case of a modulation
of three wavelengths over the coil region. The Lorentz sphere correction to the secular
dipolar field was not made in the region of the analyte magnetization and was not necessary
elsewhere, since this correction only yields the local field at positions that coincide with
magnetization source points. As can be seen, in both cases the overall vertical distribution
of dipolar field modulation matches the z-modulation of the analyte magnetization, and
one expects that a matched-pitch magnetization helix of the sensor spins in the inner tube

would successfully rephase under the action of the analyte field. The dependence on gradient
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strength enters because of the cancellation and attenuation of the dipolar field in regions
external to the analyte volume. The dipolar field falls off rapidly with distance from the
magnetization source. Furthermore, the volumes of analyte magnetization of alternating
sign may be approximated as adjacent uniformly-magnetized volumes of opposite sign whose
external dipolar fields tend to cancel each other. The result is that the analyte dipolar field
becomes attenuated near the center of the inner tube when the analyte magnetization
modulation wavelength (which characterizes the length scale of the magnetization volumes
of opposite sign) becomes comparable to or smaller than the distance from the analyte
volume to the center of the tube. In that case the parts of the sensor spin magnetization
helix near the center of the inner tube will not properly rephase because they do not feel
the analyte dipolar field, and will not contribute to the net signal. When the analyte
magnetization modulation wavelength becomes very short the analyte dipolar field hardly
penetrates into the sensor volume. This problem is only exacerbated upon accounting for
the finite thickness of the inner tube, which further separates the sensor from the analyte.
Note that the calculation of the signal in the DDF experiment is no longer as straightforward
as it was in §6.3.1; the time evolution of the sensor magnetization must be calculated for
every point in the sensor volume and the net signal is proportional to the integral of the
transverse magnetization over this volume.

One interesting point to note is that the dipolar field simulations indicate that the
sign of the analyte secular dipolar field in the inner tube is opposite that of the analyte
magnetization at the same vertical position z. This is easily understood by considering the

full dipolar field distribution; the field lines outside a volume magnetized in the +z-direction
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Figure 6.8: Plot (pseudocolor) of a vertical cross section of the secular dipolar field generated

by modulated analyte magnetization in the outer tube in a coaxial tube geometry (0.5
modulation wavelengths over the coil region).
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Figure 6.9: Plot (mesh) of a vertical cross section of the secular dipolar field generated
by modulated analyte magnetization in the outer tube in a coaxial tube geometry (0.5
modulation wavelengths over the coil region).
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Figure 6.10: Plot (pseudocolor) of a vertical cross section of the secular dipolar field gener-
ated by modulated analyte magnetization in the outer tube in a coaxial tube geometry (3
modulation wavelengths over the coil region).
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Figure 6.11: Plot (mesh) of a vertical cross section of the secular dipolar field generated by
modulated analyte magnetization in the outer tube in a coaxial tube geometry (3 modulation
wavelengths over the coil region).
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start out parallel to the magnetization at the top of the volume but curve around so that
they are in the —z-direction next to the volume. The sign of the dipolar field within the
inner tube is the opposite of what it would be if the analyte was magnetized in the same
direction but the analyte and sensor were homogeneously mixed. The analyses in §6.3.1
and 6.2.3 predict that this would result in a reversal of the sign of the indirectly detected
spectrum in a phase-sensitive experiment and a reversal of the sign of the odd-order echoes

(since J,(—z) = (—1)"J,(z) for integer n) in a DDF multiple echo experiment.

6.4.3 Experimental DDF indirect spectra using the coaxial tube geome-

try. Results and future prospects.

Distant dipolar field indirect detection was implemented using a hyperpolarized
Xe-129 gas sensor in the coaxial tube geometry using the pulse sequence in Fig. 6.3. These
experiments were performed to investigate the suitability of Xe-129 for dipolar field encoding
and were not incorporated into a complete remote detection experiment. The hyperpolarized
Xe-129 gas was produced by the batch-mode (freeze-thaw) spin-exchange optical pumping
method (see §6.4.1) at polarization levels of 1-10% and was stored in a SurfaSil®-coated
J-Young tube. The tube had an outer diameter of 5 mm and the length of the tube up to
the bottom of the valve was about 20 cm. This tube was filled with pure natural-abundance
xenon to a total xenon gas pressure of 3-5 atm and was placed in a 10-mm outer diameter
NMR tube that was partially filled with the analyte solution to be studied. The NMR
experiments were performed at 7.05 Tesla on a Varian Unity Inova spectrometer using a
Varian 10-mm broadband solution-state NMR probe. The custom-made 10-mm probe had

three rf channels: H-1/F-19, broadband, and Xe-129; the broadband channel was used for



6.4. HETERONUCLEAR DDF INDIRECT DETECTION EXPERIMENTS
USING XE-129 AS A SENSOR 469

Xe-129 detection due to its higher sensitivity. The batch mode experiments provide only
a finite reservoir of hyperpolarized gas; therefore, Xe-129 detection rf pulses of less than
90° were used in order not to use up all the hyperpolarization at once by converting it to
transverse magnetization.

The ideal analyte for a proof-of-principle experiment would have a high magne-
tization, i.e., a high spin density and polarization. Fig. 6.12 shows the indirect-dimension
projection of the Xe-129-detected DDF indirect H-1 spectrum of water (H2O) in the coax-
ial tube geometry at 7.05 T.%® The indirectly-detected spectrum reproduces the normal
directly-detected water H-1 spectrum at a resonance offset of ~ 200 Hz. It does, however,
exhibit a distorted (non-Lorentzian) lineshape with a broadened base. This distortion is
likely primarily due to the depletion of the hyperpolarized (non-equilibrium) Xe-129 longitu-
dinal magnetization over the course of multiple acquisitions due to conversion to transverse
magnetization by rf pulses and to a lesser extent 77 relaxation. This gradual depletion of
magnetization causes a non-exponential damping of the time-domain signal in the indirect
dimension, which leads to distorted lineshapes. This problem is considered further in §6.6
along with a proposed remedy. Since Xe-129 rf tip pulses of less than 90° were used there
was always longitudinal magnetization present during the experiment; part of the lineshape
distortion in the indirect dimension could also be due to a chirp of the Larmor frequency of
Xe-129 in the presence of its own gradually diminishing longitudinal self-dipolar field. Note
that this effect is not present in normal DDF indirect detection experiments that use 90°

sensor-spin pulses.

45The H-1 thermal equilibrium magnetization density at this field can be calculated according to Eq. 1.102
for I = 1/2 nuclei using vz1/2m = 42.6 MHz/T and a total H-1 concentration of ~ 111 M: po| M| ~ 286
1G at 7.05 T and room temperature. The Xe-129 magnetization is calculated in §6.7.2 to be \MX5129| =~ 80
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Figure 6.12: H-1 spectrum of water at 7.05 T detected indirectly via the distant dipolar field
using a separated Xe-129 sensor. Xe-129 small-tip pulses of 6 ~ 7/8 were used. A coaxial
sample geometry was used. A total of 512 points were taken in the indirect dimension
with a spectral window of 2048 Hz; a four-step phase cycle per indirect point was employed
to suppress the Xe-129 direct FID and to ensure frequency discrimination in the indirect
dimension. The sequence employed 7¢ = 1 ms z-gradient pulses at strengths G; = 0.33
G/cm and Go = 1.18 G/cm in the ratio kK = G2/G1 = —vH1/Vxe129 = 3.59. Xe-129 was
detected at 82.92 MHz during an acquisition time of 1 s with a spectral window of 2000
Hz. Residual Xe-129 net transverse magnetization was suppressed before each transient
acquisition by using a recycle delay of 2 s between acquisitions preceded by a 4 ms, 22
G/cm z-gradient spoiler pulse.

Another inherent disadvantage of batch-mode Xe-129 NMR experiments is the
restriction to small tip-angle rf pulses on the xenon channel, which leads to diminished
Xe-129 transverse magnetization and an accompanying reduction in signal, as well as to
the lineshape distortions caused by depletion of the reservoir of hyperpolarization. These
limitations may be overcome in the future by performing experiments in flow mode. The

use of flow—preferably stopped flow so that the bulk xenon gas is static during the DDF

1G under conditions that were similar (perhaps somewhat more favorable) than those used here.
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encoding interval—would allow the gas to be refreshed after each transient acquisition so
that full 90° Xe-129 rf pulses can be applied without destroying the hyperpolarization for the
next acquisition. Flowing the sensor nucleus is also the most natural mode of transport in
remote detection experiments; the alternative in batch mode is to encode one indirect point
in a fixed volume of gas and transport the whole sample to another point for detection.
However, flow mode experiments can have their own disadvantages, as was discussed in
§6.4.1. As implemented in the Pines lab using the commercial continuous-flow spin-exchange
polarizer, the Xe-129 optical pumping mixture contains mostly inert buffer gases that are
removed during freeze-thaw batch mode operation but are present in flow mode when using
the direct output of the polarizer. This dilution of the Xe-129 causes a reduction of the xenon
magnetization and hence of the signal. The Xe-129 magnetization can be greatly increased
by performing spin-exchange optical pumping at high xenon concentrations and/or by using
isotopically-enriched Xe-129 mixtures. The spin-exchange optical pumping of high pressure
xenon can result in enhanced magnetization due to an increase in spin density even as the
nuclear polarization decreases [441]. Another important reason to eliminate buffer gases
from the xenon mixture is the increase of the Xe-129 diffusion rate in the presence of low-
molecular weight species (see Eq. 6.132). Fast xenon diffusion during dipolar field encoding
can destroy any enhancements of the signal due to the use of gradient modulation of the
magnetization.

The distant dipolar field can be used to record indirect analyte spectra that have
a more complicated structure than just a single resonance; e.g., it is possible to observe a J-

coupled (scalar-coupled) analyte indirect spectrum. Other workers have considered the case
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of heteronuclear correlation spectroscopy in which two spin species interact with each other
through both intramolecular J-couplings and distant intermolecular dipolar couplings [380,
381]. The problem considered here is somewhat simpler, i.e., two intramolecular analyte spin
species that interact with each other through J-couplings and with a third sensor nucleus
through distant intermolecular dipolar couplings. The analysis of this system proceeds
analogously to the analysis in §6.3.1 except the analyte magnetization is modulated by the
J-coupling as well as by the chemical shift. Some difficulty was encountered when trying to
resolve J-modulated analyte spectra using a Xe-129 sensor due to the line broadening caused
by the gradual depletion of xenon hyperpolarization (see §6.6); therefore, the thermally-
polarized P-31 nucleus in concentrated phosphoric acid (85% H3POy4 in water) was used as
a sensor to acquire a proof-of-principle J-resolved spectrum. Fig. 6.13 shows the indirect-
dimension projection of the P-31-detected DDF indirect F-19 spectrum as well as the 2D
spectrum of 2,2,2-trifluoroethanol (CF3CH2OH) at 7.05 T. The same type of coaxial sample
tube geometry that was used in the xenon experiments was used here with the P-31 sensor
in the inner tube and the analyte in the outer tube. As can be seen, the lineshapes and
spectral resolution are better than those in the Xe-129-detected DDF indirect spectrum of
water. The signal-to-noise ratio was smaller in this experiment than it was in the DDF Xe-
129 detection of water (Fig. 6.12); both the analyte and sensor magnetization densities were
larger in the HoO/Xe-129 experiment than they were in the CF3CH2OH/H3PO4 experiment,
although the Xe-129 Larmor frequency was only 68% that of the P-31 Larmor frequency.6

The spectral intensity of the fluorine nuclei is distributed over a 1:2:1 triplet split by the

46The F-19 thermal equilibrium magnetization density can be calculated according to Eq. 1.102 using
Yr19/2m = —40.1 MHz/T and a total F-19 concentration of ~42 M: total uo|M2'?| ~ 96 uG at 7.05 T and
room temperature. The P-31 magnetization density can be calculated using yp31 /27 = 17.25 MHz/T and a
P-31 concentration of ~15 M: ,u0|M5131\ ~ 6 uG at 7.05 T and room temperature.
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F-19-H-1 scalar coupling constant 3.Jrz, as expected.
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Figure 6.13: F-19 spectrum of 2,2,2-trifluoroethanol at 7.05 T detected indirectly via the
distant dipolar field using a separated P-31 sensor: (a) is a trace of the indirect dimension
and (b) is a portion of the 2D spectrum (v is the indirect dimension (F-19) frequency
and vy is the direct dimension (P-31) frequency). A coaxial sample geometry was used. A
total of 512 points were taken in the indirect dimension with a spectral window of 1000 Hz;
a two-step phase cycle per indirect point was employed to suppress the P-31 direct FID.
The sequence employed 7¢ = 1 ms z-gradient pulses at strengths G7 = 0.38 G/cm and
G2 = 0.88 G/cm. An experimentally-optimized ratio of G2/G1 = 2.29 was used instead of
the predicted ideal value Go/G1 = k = yg1/vp31 = 2.47. P-31 was detected at 121.35 MHz
during an acquisition time of 1.5 s with a spectral window of 500 Hz. A recycle delay of
5 s between transient acquisitions was used and a 4 ms, 22 G/cm z-gradient spoiler pulse
preceded each delay.

It is clear from Fig. 6.12 that the signal-to-noise ratio in the Xe-129 DDF indi-
rect detection experiment is much less than what is routinely recorded in high-field direct-
detection NMR, experiments. Some loss of signal is of course expected due to the fact that
the magnetization of the Xe-129 sensor was smaller than the H-1 magnetization of the HoO
analyte; ideally a sensitivity enhancement would be sought by using a sensor that was more
highly magnetized than the analyte. However, the DDF indirect detection signal is even

much less than the direct Xe-129 free induction decay. As has been discussed previously in

various sections, the reduction of signal of DDF indirect detection compared to direct de-



6.4. HETERONUCLEAR DDF INDIRECT DETECTION EXPERIMENTS
USING XE-129 AS A SENSOR 474

tection can come from several sources, which are summarized below. Some of these effects
cannot be compensated by or even become worse upon using a more highly magnetized
sensor. In a remote detection experiment it is also possible to use a more sensitive detector,
but even the most sensitive magnetometers may not be able to compensate for the signal
losses.

The DDF indirect detection experiment is susceptible to a number of signal-
reducing factors. Molecular diffusion of the sensor during DDF encoding can destroy spatial
modulations of the magnetization that are desirable for coherence pathway selection and
creating large signals. This effect can be minimized by reducing the diffusion rate of the
sensor, e.g., by reducing the amount of light buffer gases in the Xe-129 gas mixture. Another
alternative would be to use a solution of Xe-129 in a nonpolar solvent (xenon is hydropho-
bic) as the sensor; this would decrease the xenon diffusion rate but also would decrease the
Xe-129 relaxation times, which may be undesirable in remote detection experiments if the
sensor transport period is long. The efficiency of DDF encoding can be reduced by the
effects of the sensor transverse self-dipolar field, which can rotate the sensor magnetization
out of the transverse plane. Radiation damping interactions between a highly polarized sen-
sor and a resonantly-tuned rf coil can have similar deleterious effects. Radiation damping
did not appear to be a significant problem in the experiments conducted here, but at any
rate its effects may be reduced in a remote detection experiment by using a detuned rf coil
for the encoding of the sensor. Radiation damping and self-dipolar field effects will become
larger if a more highly magnetized sensor is used in an attempt to increase sensitivity, e.g.,

an isotopically-enriched Xe-129 mixture at a higher polarization or pressure than was used
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here. The effects of diffusion, radiation damping, and self-DDF interactions take time to
develop; if the analyte 77 happens to be long, it may be possible to reduce these effects
on the DDF encoding in a remote detection experiment by using a short encoding time to
encode several volumes of sensor magnetization per indirect point of the analyte spectrum.
The signals from each of these volumes could be coadded to enhance sensitivity. Another
potentially serious problem in DDF encoding experiments is the effect of 1 noise, i.e., fluc-
tuations of the environmental conditions from experiment to experiment that show up as
noise in the indirect dimension [7, §6.8.2]. There is currently no good solution for the t;
noise or transverse self-DDF problems. One final problem is that the dipolar field may have
a long range a the molecular length scale but actually has a short range on a macroscopic
length scale; if the sensor and analyte are physically separated the sensor will not be able
to sample the full strength of the analyte dipolar field. This effect can be minimized by
using a thin-walled container to separate the sensor from the analyte.

Note that the Xe-129 experiments reported here were conducted in batch mode.
Xenon-129 remote detection experiments will likely be performed in flow mode, for which
several additional factors affecting the sensitivity need to be considered. Flow mode ex-
periments are able to provide an indefinite supply of hyperpolarized Xe-129 gas, whereas
batch mode experiments are limited to a finite reservoir of gas. Flow mode experiments
can be conducted using full 90° pulses on the Xe-129 without worrying about depleting the
magnetization reservoir or about T relaxation losses over multiple transient acquisitions.
This will lead to larger signals than in the batch mode small tip-angle scheme. However,

the xenon spin density is lower in a flow mode experiment if the buffer gases in the optical
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pumping mixture are not removed first, and this will reduce the signal as compared to a
batch mode experiment using pure xenon gas. It may however be possible to prepare a
batch of hyperpolarized Xe-129 gas by the freeze-thaw method and then use it for a (finite
duration) flow experiment. Note that if the direct output of the continuous flow polarizer
is used, the length of the indirect detection experiment is indefinite and signal can be ac-
cumulated by using extra acquisitions (at the expense of performing a longer experiment).
Also note that radiation damping and self-DDF effects would be expected to be larger in a
flow mode experiment compared to a batch mode experiment if larger tip angles were used
at the same Xe-129 spin density.

The DDF indirect detection experiments described above used analytes that were
thermally polarized in a high magnetic field on the order of Tesla. This restricts the remote
detection DDF encoding to take place in a high field environment unless a magnetic-field
prepolarization is performed or the analyte polarization can be enhanced past its thermal
equilibrium value, e.g., by direct optical pumping or spin exchange-optical pumping. Barros
et al. have performed intermolecular double-quantum coherence imaging of the protons in
water in a relatively low field of 16 mT (160 G) by using an Overhauser polarization transfer
from the electrons of a dissolved organic free radical, a technique that also requires the ability

to irradiate EPR transitions [483].
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6.5 Calculation of the distant dipolar field for cylindrically

symmetric geometries

Eq. 6.26 for the heteronuclear secular dipolar field is simple and local in coordinate
space but is not valid when the magnetization distribution varies slowly over the magne-
tization volume or at points exterior to this volume. The most efficient of the methods
discussed in §6.2.1 for calculating the secular dipolar field of an arbitrary magnetization
distribution seems to be the evaluation of the local equation in Fourier space (the heteronu-
clear counterpart of Eq. 6.24), where the conversion between coordinate space and k-space
and back again can be implemented via numerical Fourier transforms. However, the sample
geometries investigated in this work either involved a cylindrical tube or two coaxial tubes,
and the resulting magnetization distributions—or at least their secular contributions—also
possessed cylindrical symmetry. It is therefore worthwhile to investigate to what degree
the calculation of the secular dipolar field can be simplified in a system that has cylindrical
Symmetry.

A continuous magnetization distribution M (r) inside a volume V' bounded by a
surface S’ creates a macroscopic magnetic field that is given everywhere by Egs. 6.46 and

6.47 (reproduced here):

By(r) = po[M(r) — VO (r)], (6.134)
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where the effective magnetostatic potential is:

O (r) =—— [ &

1 2, : M(Zl) i/ d2 / ﬁ/ . M(Z/) (6 135)
ar Jy |r — 1’| A Jor ' '

Primed coordinates are source coordinates and unprimed coordinates are field coordinates;
n represents the unit vector outwardly normal from the surface S’. Note that the dipolar

field in Eq. 6.134 can be written as a functional of the magnetization density:

By(r) = By[M(r)]. (6.136)

The quantity of interest in NMR dipolar field experiments is not the full dipolar field,
but rather only its secular portion. In particular, the DDF remote detection experiments
primarily concern the heteronuclear secular dipolar field created by a magnetization distri-
bution M’ (r) of the analyte spins and experienced by the sensor spins. The discussion after
Eq. 6.22 indicates that the heteronuclear secular dipolar field is equal to the z-component
of the full dipolar field evaluated as a functional of only the z-component of the source

magnetization vector:
By*(r) = (By[M!(r)Z] - 2)Z. (6.137)

Note that this prescription for determining Eé’sec([) is not equivalent to evaluating Eq.
6.134 via Eq. 6.135 and then retaining only the z component of the resultant field. Eq.

6.137 can be used in conjunction with Eqs. 6.134 and 6.135 to write expressions for the
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heteronuclear secular dipolar field:

By*“(r) = o [Mf (r) — %fbﬁ’f(r)} Z, (6.138)

where

Q)%(T):—i By { 1 3M§(£')] +i/ld2£/w_ (6.139)

r—r 0z 47 r—r
!

It will be useful to expand the magnetization density in a cylindrical coordinate system:
M'(r) = M{(R, 6, 2)R + M{(R,§,2)0 + M!(R. ¢,2)Z, (6.140)

where E, é, and Z are unit vectors in the direction of increasing R = /22 +y?, ¢ =
tan~!(y/z), and z, respectively. If the analyte magnetization distribution is axially sym-

metric about z, it is independent of the azimuthal angle:
M'(r) = M'(R, 2), (6.141)

and furthermore the surface normal unit vector 7’ is also independent of ¢'. In that case

the evaluation of Eq. 6.139 involves the evaluation of integrals of the form

I= / d%’M (6.142)

r—r/|"

The surface integral in Eq. 6.139 is just a special case of Eq. 6.142 with a constraint on the
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integration boundaries. The volume integral can be written in cylindrical coordinates as

/V / B3y’ = / dR'R/ / d¢’ / dz, (6.143)

where the limits of integration constrain r’ = (R’, ¢/, 2') to be within the volume V’.

The key to evaluating Eq. 6.142 lies in determining an appropriate expansion for

|r —1/|~1. This function is a type of Green function, which is a class of functions that satisfy

the differential equation V2G(r, ') = —4763(r —r') [17, §1.10]. The function |r —r'|~! may

be written exactly in terms of cylindrical coordinates as:

1 1

=1~ \/RE+ R2—2RR cos(p— &) + (z — )2 (6.144)

This is not a particularly simple form; even the integration of |r — r/|~! alone with respect
to ¢ would be difficult. A standard technique is to expand the Green function as a sum of

spherical harmonic functions [17, §3.9]:

1 oo l 1 T‘l .
T 2 i@ )Y (0,9), (6.145)
- =0 m=— >

where 7 = /22 4+ y2 4 22, = cos '(z/r), and ¢ = tan—'(y/z) are the usual spherical
polar coordinates. The symbol r- (rs) denotes the lesser (greater) of r and r’. Eq. 6.145
becomes particularly simple in the case of axial symmetry about z because only the m = 0
term survives the integration in Eq. 6.142 with respect to ¢’; therefore, the double sum
is reduced to a single sum over [. This is, however, still an infinite sum, which may not

converge very quickly, particularly in the case of a magnetization distribution that differs
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significantly from a spherical geometry (such as a long cylinder). A common Green function

expansion in cylindrical coordinates is [17, §3.11]:

> oo
EEDS / dle ™= coslk(z — )| In(kR<) Kn(kR>),  (6.146)
0

r—r/| 7

m=—00

where I, and K, are the modified Bessel functions of the first and second kind, respectively,
of order m [484, §11.5],[241, §9.6]. The symbol R. (R-) denotes the lesser (greater) of R
and R'. In the case of axial symmetry about z only the m = 0 term survives the integration
in Eq. 6.142 with respect to ¢, which eliminates the sum over m. However, Eq. 6.146 is still
somewhat unsatisfactory because it involves an extra integral with respect to the variable
k over a product of trigonometric and Bessel functions.

Although it does not seem to have achieved wide use, there exists another compact

representation of the Green function in cylindrical coordinates [485, 486]:

m@=4Q 1 (x), (6.147)

1
m=3

1 o0
r—1'|  7vVRR 2.

m=—00

where @,,_1 is a Legendre function of the second kind*” of half-integer order m — % [484,
2

§12.10],[241, §8] and the variable x is defined by:

_RP+R*+(2—2)?
B 2RR ’

(6.148)

4TThese functions can be implemented in Mathematica® [242] for x > 1 as the Type 3 LegendreQ functions.
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where it can be seen that xy > 1. Eq. 6.147 can be used to rewrite Eq. 6.142 as

Q1 () f(R,2)

1 1 . ,
dS’r', ezm(¢—¢)
RN TR 2 :

m=—0oQ

2 ' ds! / rot
- ﬁ/ VldR d2' VR Q_1(x) /(R 2), (6.149)

where the definite integration with respect to ¢’ from 0 to 27 returns 27 times the m = 0
component, according to the relation fo%dqﬁ/ e~imd’ — 2m0m, 0, where m is an integer.
According to Eq. 6.138 it is not the integral Z (proportional to the effective mag-
netostatic potential) that matters when calculating the secular dipolar field, but rather its
derivative %% with respect to the field coordinate z. The limits of integration in Eq. 6.149
are independent of the coordinate z and therefore it is possible to differentiate under the
integral sign, where the only z-dependence of the integrand is within y:
0T 0 [ 2

oo 2 [ arwar R0 su.2)]

= 2 [ arar i | Loy s, (6.150)

The derivative may be found more simply after re-writing the Legendre function in terms

of an elliptic integral [241, §8.13]:4®

Q_1(x) = pK(n), (6.151)

“8The symbols x and p are used only in order to be consistent with Ref. [485] and do not represent the
magnetic susceptibility or magnetic dipole moment.
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where K is the complete elliptic integral of the first kind [484, §5.8],[241, §17.3], and

2 ARR/
—./ - 6.152
PV \/(R+R/)2+(z—z/)2’ (6.152)

where g is on the interval (0,1]. The derivative of the Legendre function may then be

written

9 _ on OK () O _ dp OK ()
5,9-100 = - K(u) +p o %—g[K(u)ﬂ/, 3 ]
= —%Z};Rf W [K(M)‘F%}, (6.153)

where FE is the complete elliptic integral of the second kind [484, §5.8],[241, §17.3]. The

derivative of y follows from its definition (Eq. 6.152):

op  z—2 4

= — .154
02~ 4rRR'" (6.154)
and the derivative of K follows from the identity [242]:
0K(Z) E(Z)-(1-2Z)K(Z)
57 = 50 -2)7 : (6.155)
Eq. 6.153 may be used to re-write Eq. 6.150 as
o1 1 / ! 1 n,,3 E(M) /)
R (2 — K et . 1
o [ [ a2 e [+ £ ). s

This expression allows for a more direct evaluation of the dipolar field in a system that
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has symmetry about the z axis; the three dimensional integration over source coordinates
has been reduced to a two dimensional integration. Note that an expansion of the Green
function in Eq. 6.22 would lead to an expression that is more complicated than the one that
is obtained here due to the cube root of |r — /| in the integrand.

As a concrete example, consider the case of two coaxial cylinders (tube-within-a-
tube geometry) with the analyte filling the space between the inner and outer cylinders.
The z axis defines the symmetry axis. The inner cylinder has radius R; and the outer
cylinder has radius Rs; the analyte magnetization M’ (r) is distributed from height 2 to
height 29 and is axially symmetric about z (Eq. 6.141). The volume V"’ is defined by the
simultaneous constraints Ry < R’ < Ry and 21 < 2’ < 29. The boundary surface S’ can
be split into four parts: an inner cylindrical surface at R’ = R; with n/ = —E, an outer
cylindrical surface at R’ = Ry with n/ = +E, a bottom annulus at 2/ = 2z; with 7/ = —Z,
and a top annulus at 2’ = 2z with ' = +2. According to Eq. 6.139 the magnetization at the
cylindrical surfaces does not contribute to the surface integral because the vector 7’ normal
to these surfaces is perpendicular to z. However, the magnetization at the top and bottom
surfaces does contribute. If the discussion is limited to the so-called “exterior problem”
in which the magnetic field is evaluated only at points r that are exterior to the volume
V/'—which includes points within the inner cylinder where the sensor nucleus is contained
in the tube-within-a-tube geometry—then M (r) and hence M(R, z) in Eq. 6.138 is zero
at the location of every field point. Eq. 6.156 can then be used in conjunction with Eqgs.

6.138 and 6.139 to write the following expression for the secular dipolar field exterior to the
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spins I in the tube-within-a-tube geometry:
f2 E(u)] OMI(R, )

I,sec _ ! _N,,3 12 z ) %
BY(R,z2) = 47r433/2/ dR/ { (2 — ) [K@HHJ = }

_Ho / dR’{ ! - (2 — 211} [K(MHIEEJMZI(R )}

o 1 fi2 ' _ 3 E(p2) I(pt
+47T4R3/2 /R1 dR {\/ﬁ(z 22)N2 K(M2)+1_M2 Mz(szQ) )

(6.157)

where p is defined by Eq. 6.152 and p1 and ps are equal to p when evaluated at 2’ = 21 or
2! = 29, respectively. The first integral is the volume integral over V' and the second and
third integrals are those portions of the surface integral over S’ that include only the bottom
or top annular surfaces, respectively. Eq. 6.157 is probably about as far as this problem can
be simplified analytically because the integrals are quite difficult. Unlike Eq. 6.26 which
is valid only when the magnetization is strongly modulated in one direction, Eq. 6.157 is
generally applicable for any axially-symmetric magnetization distribution. However, this
technique still seems to remain disadvantageous when compared to the numerical Fourier
transform—inverse transform technique because the equation is still nonlocal, i.e., a double
integral must be performed over all points (R',2’) within V' just to find the field at a
single point (R, z). These double integrations can be quite computationally expensive if
performed on a finely-discretized grid. One should also note that numerical integrations
in cylindrical coordinates are sometimes sensitive to the placement of the grid boundary.?

Ref. [485] found the compact Green function expansion (Eq. 6.147) to be insensitive to these

49 Additional errors can occur in the numerical integration if the magnetization distribution is axially
symmetric but spheroidal instead of cylindrical, due to the difficulty of properly representing the spheroidal
surface in a discretized cylindrical coordinate system.
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integration errors when calculating potential functions, but Eq. 6.157 actually utilized the
gradient of the potential (see Eqs. 6.134, 6.138), and the process of taking the derivative
may amplify these errors.

The computation can be made slightly easier if the analyte magnetization distri-
bution is independent of the distance R from the z-axis, i.e.,M(r) = M!(z), as is the case
in the DDF-encoding experiments described above where transverse magnetization is first
modulated by a linear z-gradient pulse and then one component is stored along the z-axis.
In this case the integration over R’ in Eq. 6.157 can be performed ahead of time given a
particular geometry, and then only a single integration need be performed for any further
choice of MI(z). As an example, consider the case of DDF encoding where the magneti-
zation distribution is sinusoidally modulated along z, which can be represented generally

as

MI(z) = M} cos(kz + ). (6.158)

For the purposes of this example the lower and upper limits of the reach of the rf and gradient
coils will be taken to be z; = 0 and 29 = d, respectively. For the sake of simplicity, further
assume that the parameters of the gradient pulse are chosen such that the z-component of

analyte magnetization vanishes at z; and zo, such that

M (z) = M{ sin(k,2), (6.159)
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nmw
kp=—, 6.160
x (6.160)

and n is an integer. In this case the z-magnetization vanishes at z; and 23 and so do

the surface integrals in Eq. 6.157. The exterior solution of the analyte dipolar field then

becomes
B*°(R, ) = B0 Fn ddz' cos(kn2')F (75 2) (6.161)
24 ) An 0 4R3/2 0 n 3 ) .
I/
where the relation 8]\%—2(,” =k, M{ cos(kyz) has been used, and

F(s2) = (2 — ) / "R

. \/1]37 w? [K(u) + ] . (6.162)

Note that Eq. 6.161 can be re-written as

kn °
By (Rz) =500 [ e cos(h VP52 — - ), (6.163)

—0o0

where the term in square brackets is a boxcar function defined in terms of the Heaviside
step function, h(z — x¢), which equals 1 when = > zy and equals 0 when = < z. The
boxcar function equals 1 when 0 < 2’ < d and equals 0 otherwise. The integral in Eq. 6.163
is just the Fourier cosine transform with respect to 2’ (and with fixed k;,) of the product of
F(7;z) and the boxcar function. The Fourier convolution theorem [484, §15.5] states that

this integral is just the convolution of the Fourier transform of F(z’;z) with the Fourier
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transform of the boxcar function. The Fourier transform of a boxcar function is known to

be a sinc function, but the Fourier transform of F(z’; z) is not readily calculated.

6.6 Depletion and diffusion of xenon magnetization during

multi-pulse batch mode experiments

The key difference between an ordinary point-by-point (or multidimensional) NMR
experiment and a batch-mode experiment on a hyperpolarized sample is that the hyperpo-
larization does not return to its initial value during the recycle delay between the transient
acquisitions. Rather, this non-equilibrium longitudinal magnetization is continuously de-
pleted both by relaxation to its comparatively small thermal equilibrium value and by
conversion to transverse magnetization by rf pulses. Consequently, only a finite number of
indirectly-encoded points can be acquired before the magnetization returns to its thermal
equilibrium value, which in the case of xenon gas is too small to be detected efficiently.
Furthermore, any decay of the magnetization over the course of a point-by-point experi-
ment results in a damping of the indirect time-domain signal that manifests itself as line
broadening in the frequency domain that decreases spectral resolution. The imaging com-
munity has developed variable tip-angle rf pulse schemes that counter these types of effects
by progressively increasing the fraction of longitudinal magnetization that is tipped into
the transverse plane in order to maintain the transverse magnetization after each pulse at
a constant value [487, 488, 489]. These schemes, however, have relied on the assumption
that the rf pulses always act on the same volume of magnetization, i.e., either the entire

sample resides within the rf coil or magnetization is not transported into and out of the coil
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region by molecular diffusion. Diffusion effects are expected to be considerable in gas phase
samples; a proper model of these effects can lead to the development of variable tip-angle
pulse schemes that can lead to line narrowing in the indirect dimension in point-by-point
batch-mode xenon NMR experiments. This section explores some simple analytic models of
the effects of one-dimensional diffusion on multiple-pulse experiments in cylindrical tubes;
the experiment considered here consists of an array of evenly-spaced pulses of constant tip
angle. Another possible approach to the problem of depleted magnetization might be to
use a model-free feedback experiment to generate the variable tip angles, but this approach
is not considered here. Note that this section only discusses the diffusion of xenon during
intervals in between the encoding of indirect points; it does not consider the substantial

effects of diffusion during the encoding step itself in DDF indirect detection experiments.

6.6.1 Limit of extremely slow diffusion

An ideal rf coil generates a homogeneous magnetic field near the coil in what
will be referred to as the “active” region of the sample and a negligible field outside this
volume. It may be assumed that only spins within the active region are affected by rf pulses,
and reciprocally, only the net magnetization of the spins within this region is subsequently
detected by the coil. The simplest situation to consider is the case in which the diffusion of
magnetized spins in and out of the active region is negligible over the timescale of the NMR
experiment. In other words, over the course of the point-by-point experiment only the same
set of spins is pulsed and detected. This is the same situation as would be encountered if
there was significant diffusion but the rf coil was large enough to include the entire sample

in the region of homogeneous rf field, because transport of magnetization between different
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parts of the sample would not change the net magnetization within the active region. The
variable tip angle scheme has already been solved for this case [489] and the result is reviewed
here.

Consider an experiment that consists of an array of N rf pulses with the same
phase and inter-pulse delay A. This situation could be considered to correspond to a series
of detection pulses in a point-by-point encoding experiment separated by a constant recycle
delay, where the maximum indirect evolution time is assumed to be negligible compared
to the recycle delay. The theoretical treatment is easily modified to include variable delays
between the pulses. The pulses are labeled by an index n ranging from 0 to NV — 1 and the
nth pulse has a tip angle 6,,. Initially it will be assumed that all the tip angles are equal,
0, = 0, as is the case in a normal point-by-point/multidimensional encoding experiment.
It will be assumed that € is on the interval [0,7/2]. Let M/ represent the longitudinal

magnetization within the active region of the sample at time ¢. The notation

tn = nA (6.164)

will denote the time of the nth pulse and ¢, and ¢, will denote the times just before and
just after the application of that pulse, respectively.

The initial longitudinal magnetization is:

M (ty) = M. (6.165)

After the first rf pulse of tip angle 0 is applied a fraction cosf of the initial magnetiza-
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tion remains along the z-axis and a fraction sin # is converted to transverse magnetization
which is assumed to be irreversibly dephased by T5 relaxation before the next pulse. The

longitudinal magnetization just after the first pulse is:

MA(tS) = Mo cos 6. (6.166)

The general relation between the longitudinal magnetization just before and just after an

rf pulse of tip angle 6 is:

M) = MA(t;,) cos 6. (6.167)

If longitudinal relaxation is neglected for the moment, the longitudinal magnetization fol-

lowing the delay A between the first and second pulses is:

MA(t7) = My cos 6. (6.168)

After the second pulse:

M (t]) = [Mo cos 0] cos @ = My cos® . (6.169)

For future convenience, make the definition:

a = cosb. (6.170)
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It is easy to see that a general recursion relationship can be written:

MMt ) = aM(t,), (6.171)

z

such that:

MA(t,) = a"M2A(ty) = [cos 6] M. (6.172)

If longitudinal relaxation during the inter-pulse delay A is to be included, Eq. 6.171 must
be modified:

MA(t

z n+1) = O‘Mf(t;)e_A/Tl + Meq{l - e_A/Tl], (6173)

where 77 is the longitudinal relaxation time and M., is value of the thermal equilibrium
magnetization. For experiments with hyperpolarized nuclei it can be assumed that the initial
magnetization is much larger than the thermal equilibrium magnetization, i.e., Mgy > M,;
in fact, M.q will be assumed to be so small as to be below the measurement threshold. In
that case:

MM, ) = aMA(t,)e ¥, (6.174)

z z

and

MA@ = a" M2 (tg)e /T (6.175)
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—A/Tl]n — e—nA/Tl — e—tn/Tl'

where [e The magnitude of the transverse magnetization

immediately following each pulse is:

|MA(tH)] = MA(t;,) sin . (6.176)
The signal detected after each pulse is therefore equal to:

S(th) = [Sosin fla™e /T (6.177)

where Sy is the signal that would be detected if the entire initial magnetization My was

tipped into the transverse plane. This signal can be written as

S(t+) = [Sosin fle /7, (6.178)
where
1 —Aq-1
7 [?ﬁm}
1 ~A -1
N {ﬁ+ln(cos0)} ’ (6.179)

where the relation a” = af"/2 = [l ]tn/A = exp[824,] has been used. The second term

in brackets in Eq. 6.179 is greater than zero since 0 < # < 7/2 and A > 0. It follows that
Eq. 6.178 predicts the signal after each evenly-spaced pulse decays exponentially with an
effective relaxation time 7 < T that approaches T for small tip angles. The decay is faster

than the longitudinal relaxation rate is due to the fact that longitudinal magnetization is
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continuously being depleted not only by relaxation but also by the succession of rf pulses. If
the array of rf pulses represents the series of detection pulses in a point-by-point experiment,
the exponential decay of Eq. 6.178 multiplies the indirect time-domain signal, resulting in an
effective indirect spectrum that is the convolution of the desired spectrum with a Lorentzian
of half-width at half-maximum 7.

Fig. 6.14 shows a comparison of the simulated depletion of the signal observed
immediately after each pulse in the case of a negligibly small tip angle (solid line), which
exhibits pure longitudinal relaxation, and in the case of a constant tip angle of § = 22.5°
in the presence of longitudinal relaxation with no diffusion (dotted line).

The extra line broadening caused by longitudinal relaxation and depletion of mag-
netization by rf pulses may be removed by adopting a variable tip-angle scheme. The
generalization of Eq. 6.171 to the case of variable tip angles 6, is:

M2 (t,) = anM2(,), (6.180)

z

where
oy, = €os O, (6.181)

The generalization of Eq. 6.175 is:

n—1

ML) = | TT ey Mz )e /™, (6.182)
§=0

The product in brackets reduces to a™ when all a; = « (for n > 0) and will be assumed to
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Figure 6.14: Simulated decay of observed signal in multiple-pulse, constant tip-angle batch
Xe NMR experiments in a long tube. All decay curves were normalized to an initial value
of 1 and calculated using a longitudinal relaxation time of 77 = 40 min. A total of N = 128
pulses equally spaced by the interval A = 60 s were used. The solid line indicates the
limit of negligibly small tip angles where the decay of signal is purely due to exponential
longitudinal relaxation. The rest of the curves were calculated using a constant tip angle
of § = w/8 = 22.5°. The dotted line indicates the limit of no gas diffusion. The dashed
line indicates the limit of fast diffusion with local equilibration of magnetization in the
infinite tube approximation using an active region length of 2d = 1.5 cm and a Xe diffusion
coefficient of D = 5.7 x 1072 em? s™! at 1 atm and room temperature (k; = 0.23). The
dot—dash line indicates the limit of fast diffusion with extended diffusion of magnetization
using the same values of d and D.

equal 1 when n = 0. The generalization of Eq. 6.177 for the signal immediately after the

nth pulse is:

S(t) = [Spsin 6, H:[ }*tn/Tl. (6.183)
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The signal immediately after the first pulse is S(tJ) = Spsinfp; the signal immediately
after every subsequent pulse can be maintained at this value by choosing the tip angles to

be solutions of S(t;}) = Spsin y [489]:

. sin 6 . sin g
6,, = sin~* ] =sin! [ . 6.184
n eftn/Tl H?;()l o ean/Tl H;Z:_Ol coSs 0] ( )
If there is no longitudinal relaxation (77 — o), Eq. 6.184 reduces to
1 1
O =tan ! | ——o | (6.185)
(N—=1)—n

Note that Eq. 6.185 predicts Oy_1 = 7/2, i.e., the final rf pulse uses up the remaining
longitudinal magnetization by tipping it 90° into the transverse plane.

Note that in any variable tip angle scheme there is a restriction on the number of
pulses that can be used depending on how much signal is desired. If the signal Sgcosf is
large, relatively few pulses can be applied before the magnetization is used up.

The preceding discussion only gave consideration to the situation in which the
xenon diffusion plays no role over the course of the experiment. The rest of the discussion

will focus on simple models of the role of diffusion.
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6.6.2 Limit of extremely fast diffusion with global equilibration of mag-

netization

Consider a cylindrical NMR tube of length 2L filled with xenon, with an active rf

coil region of length 2d. The ratio of the two lengths is

R=dJL, (6.186)

which is also the ratio of the tube volume affected by the rf coil to the total tube volume. It
will be useful to define a diffusion length A; that characterizes the distance over which gas
diffuses during some time ¢. The usual definition of the one-dimensional diffusion length is

[490]:

A = 2v/Dt, (6.187)

where D is the diffusion coefficient. If ¢ is discretized into increments of A, the following

quantity can be defined:

An = 2¢/D(nAA), (6.188)

which corresponds to the diffusion length over the time ¢, = nA. An “extremely fast
diffusion” regime can be roughly defined by the condition L <« A1, i.e., the gas diffuses
completely over the length of the tube during the interval A between pulses. This condition

actually is not expected to hold for typical xenon experiments: using a value of D =
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5.7 x 1072 ¢cm? s~! for 1 atm of xenon gas at room temperature (Eq. 6.130) and a long
delay A = 60 s yields A\; = 3.7 cm, which is smaller than the length of a typical NMR
tube, 2L = 15 cm. However, the “extremely fast diffusion” regime is the simplest to treat
theoretically, so it is worth mentioning briefly.

The same case as before will be considered: N rf pulses of constant tip angle 6
labeled from n = 0 to N — 1 that are evenly separated by intervals A. All net transverse
magnetization is assumed to be irreversibly dephased between pulses. Let M ;4 represent
the longitudinal magnetization in the active region of the tube and M represent the lon-
gitudinal magnetization in the rest of the tube. Only M ;4 is depleted by the rf pulses and

Eq. 6.167 still holds:

MAE) = MA(t;,) cos 6. (6.189)

The magnetization outside the active region is unaffected by the pulses:

ME@#H) = ME@). (6.190)

If the diffusion is extremely fast the longitudinal magnetization at time ¢, completely
equilibrates throughout the tube by time ¢, ;. This magnetization density is the volume-
weighted average of the magnetization density inside and outside of the active region. Let
Va4 = (2d)A and Vr = (2L)A — V4 be the volumes inside and outside of the active region,

respectively, where A is the area of the cross section of the tube. The following relation can
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be written:

M2V + ME(E) VR
Va+ Vg

MzA(tﬁﬂ) = Mf(tﬁﬂ) =

= [MA(t;)cosO]R + [ME(t:)](1 — R), (6.191)

where Egs. 6.189 and 6.190 have been used to write the last line. Since the extremely fast

diffusion ensures that M2 (¢;) = MZE(t;) at the point just before each rf pulse, it is possible

z

to write:

M (t,4,) = aM (1), (6.192)

where

a = Rcosf+ (1—-R)

= 1-2Rsin%*(0/2). (6.193)

The recursion relation in Eq. 6.192 is the same as in Eq. 6.171 and all the subsequent
results that follow from that equation hold here. Once longitudinal relaxation is included,

the signal immediately after each pulse is found to be:

S(t)) = [Sosinfle /7, (6.194)
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- [F+mal
R TP
1 —A -1
= |— . 6.195
{T1 * In[1 - 2R sin2(9/2)]] ( )

Since R is on the interval [0, 1] and 6 is on the interval [0, /2], the value of o in Eq. 6.193 is
on the interval [0, 1] and is always greater or equal to the value of o in Eq. 6.170. Therefore
the effective exponential damping of the signal in the extremely fast diffusion case (Eq.
6.194) has a longer time constant (i.e., closer to the intrinsic relaxation time 77) than in
the case where there is no diffusion (Eq. 6.178). This is to be expected: the longitudinal
magnetization within the active region that is depleted by rf pulses is partially replenished
by diffusional equilibration with fresh magnetization in the rest of the tube.

Note that 7 — T in Eq. 6.195 as § — 0. This indicates that an array of evenly-
spaced rf pulses of sufficiently small tip angle can be used to determine the intrinsic lon-
gitudinal relaxation time of the sample, 77, independent of the sample geometry (as long
as the extremely fast diffusion limit holds). The results of two or more constant-6 array
experiments with different finite values of 6 can be used to fit Eq. 6.195 to obtain 77 and
R. If these values are known, a variable tip angle scheme analogous to the one given by Eq.

6.184 can be implemented using the modified definition:

an =1—2Rsin?(6,,/2). (6.196)



6.6. DEPLETION AND DIFFUSION OF XENON MAGNETIZATION
DURING MULTI-PULSE BATCH MODE EXPERIMENTS 501

6.6.3 Limit of fast diffusion with local equilibration of magnetization

Although the “extremely fast diffusion” model is simple and indicates how molec-
ular diffusion can extend the “lifetime” of hyperpolarized signal, the diffusion rate of xenon
gas under normal conditions is not fast enough to place the system in this limit. If the dif-
fusion is somewhat slower, one can consider the “fast diffusion limit.” This limit is roughly
characterized by the condition d < A\; < L where the diffusion between pulses causes
the magnetization to equilibrate across the active region of the tube but not across the
whole tube. It will be necessary to consider the effects of diffusion on the magnetization
distribution in more detail. Once again the problem will be to follow the distribution of
the longitudinal magnetization M (z,t) in the active region of the coil over the course
of the tip angle array, where z denotes the position along the tube axis. The longitudi-
nal magnetization in the rest of the tube (i.e., outside the active region) will be denoted
MZE(z,t). The initial magnetization distribution is assumed to be uniform over the tube,
MA(2,0) = ME(2,0) = M.

Before tackling the diffusion problem head-on, imagine the case in which the lon-
gitudinal magnetization has some constant value M2(z,0) = M2 inside the active region
of the tube and another constant value M%(z,0) = M outside the active region. As-
sume for now that the active region is at the center of the tube so that its position defined
by —d < z < d) and the external region is defined by d < z < L and —L < z < —d.

The solution of the one-dimensional diffusion equation for the magnetization distribution
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everywhere in the tube at time ¢ is known analytically [490, §2.2.4]:

+o00

ey = ot 5 [ (2

m=—00

(6.197)

where erf(x) is the error function and A; is given by Eq. 6.187. If the diffusion is not
“extremely” fast, i.e., it is slow enough that the condition A; < L holds, the magnetization
gradient between the active region and the rest of the tube will not have time to fully
equilibrate over the length of the tube, 2L, during the time ¢. In this case the tube can
be considered to be effectively “infinitely” long. In this limit it does not matter whether
or not the active region is at the center of the tube. Under the same initial conditions the

magnetization everywhere in an infinitely long tube is:

M.(z,t) = ME + %(M;‘ — ME) {erf(d)\;j) + erf(d;—t 2)} (6.198)

If the diffusion is fast enough that A; > d, the argument of the error function is small near
the active region of the tube where |z| ~ d. In the limit z < 1 the error function may be

approximated as:

erf(z) = —=. (6.199)

2
I
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In this limit Eq. 6.198 becomes:

2d

M, (z,t) =~ MEF + NGy

(M2 — MEY = (1 = k) ME + kM2, (6.200)

z

where

(6.201)

Eq. 6.200 states that if the diffusion is fast on a timescale ¢ over the length d, the resulting
magnetization distribution is approximately uniform (i.e., independent of z) in regions near
the boundaries of the active region of the tube. In other words, in the fast diffusion limit
all of the active region is assumed to be “near” the boundary, and M[? is then taken to
represent the magnetization outside of but close to the active region. It will be assumed that
the diffusion of magnetization in parts of the tube that are far from the active region does
not contribute to the magnetization distribution near the active region. This assumption
results from the infinite tube approximation and breaks down when the pulse array is long
enough that the characteristic diffusion length over the course of the array is on the order
of the half-length of the tube, Ay_1 = 24/D(N — 1)A ~ L, in which case the full Eq. 6.197
must be used.

Now consider what happens when 6-tip angle pulses are applied at the times
t, = nA, where n ranges from 0 to N — 1. Relaxation effects will be neglected for now. The

condition of “fast diffusion” over the inter-pulse interval A, previously defined as A\ < L,
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is more accurately defined to be:

2d

ki = ——
! \/7_T)\1

<1, (6.202)

where A\; = 2v/DA. This defines the criterion under which the diffusion distributes mag-
netization approximately uniformly across the active region of the tube. The value of this
constant for a sample of xenon gas at 1 atm pressure and room temperature with an active
region of 2d = 1.5 cm is k1 = 0.23 for A = 60 s and ki1 = 0.46 for A = 15 s.

The longitudinal magnetization before the first pulse in the array is:

M2 (z,ty) = ME(2,t5) = M. (6.203)

After the first pulse:

MA(z,t§) = Moycosf

MZE(z,t§) = My, (6.204)

i.e., the pulse tips the magnetization inside the active region of the tube but does not
affect the magnetization outside the tube. Eq. 6.200 for the local magnetization in the fast
diffusion limit can be used to calculate the magnetization near the tube at time t; = A

before the next pulse:

MMz, t7) ~ (1= ki) Mo + ki Mo cos 6

MZE(z,t7) ~ (1 —ky)Mo + ki Mg cos 6, (6.205)
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MI(z,4]) is only defined for locations |z| ~ d near the active region. The position label
z will be suppressed from now on. It is apparent from these equations that magnetization
that is depleted in the active region of the coil by the pulse is partially replenished by local
equilibration with magnetization outside of but near to the active region.

After the second pulse the longitudinal magnetization distribution is approxi-

mately equal to:

MAEH) = [(1 = k1) My + k1 Mo cos 6] cos 6

MEtT) = (1 — k)Mo + ki My cos 6, (6.206)

and after diffusion over the interval A:

MAty) = (1—k)[(1 = k)Mo + kaMqcos 0] + k1 {[(1 — k1) Mo + ki Mo cos 0] cos 6}
ME(ty) = (1 —k)[(1 — k1) Mo + ki Mo cos 0] + k1 {[(1 — k1) Mo + k1 Mg cos 0] cos 6}

(6.207)

The recursive solution for the longitudinal magnetization inside the active region at time

t,.1 in terms of ¢, is:

MAt,,) = (1—k)ME@E]) + kMR
= (1= k) ME(t,) + ki M () cos 0
= [ki(cos® — 1)+ 1]M;4(t;)

= aMA(t;), (6.208)
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where the relation MA(t7) = ME(t;) has been used and

z

a = ki(cosf—1)+1

= 1 —2k;sin®(0/2). (6.209)

The inequality 0 < ao < 1 holds in the fast diffusion limit where d/\; < 1.
The recursion relation in Eq. 6.208 is familiar (see Egs. 6.171, 6.192) and once

longitudinal relaxation is included, the signal immediately after the nth pulse is found to

be:

S(t+) = [Sosin fle /T, (6.210)

where the effective decay constant of the signal is defined by:

_[, =T
T T, " lna
-1
1 -A
= = : . (6.211)
Ty In[l-— \/% 81112(9/2)]]

Since a may be presumed to be on the interval [0, 1] in the fast diffusion limit, In« is on
(—00,0] and 7 < T. The rf pulses still cause an effective exponential decay of the signal that
is faster than pure 77 relaxation alone, but diffusion again increases the effective relaxation
time of the magnetization somewhat by replenishing magnetization in the active region of
the tube that has been depleted by the rf pulses. Unlike the “extremely fast” diffusion

model, the “fast diffusion/local equilibration” model depends on parameters such as the
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diffusion coefficient and the absolute length of the active region of the tube. Note, however,
that these two models predict the same result if the tube length 2L in the extremely fast
diffusion model is replaced in the local equilibration model by the quantity /w1, which is
on the order of the diffusion length A; over the inter-pulse delay A. The physical content
of these two models is the same, the only difference is that the first model assumes that the
magnetization equilibrates over the entire length of the tube during A and the second model
predicts that the gas equilibrates only over the characteristic length /A1 < 2L during this
time.

Fig. 6.14 shows the simulated depletion of the signal observed immediately after
each pulse in the case of a constant tip angle of § = 22.5° in the presence of longitudinal
relaxation with fast diffusion (k1 = 0.23) in the local equilibration model (dashed line). The
signal decay—which is exponential—is slower than in the case of no diffusion (dotted line)
because the magnetization in the active region of the tube is continually refreshed by an

external—but local—reservoir of magnetization that is not depleted by rf pulses.

6.6.4 Limit of fast diffusion with extended diffusion of magnetization

The fast diffusion/local equilibration model predicts an apparent exponential damp-
ing of the signal in the periodic multi-pulse experiment. However, as will be discussed later
in this section, experiments performed in the fast diffusion regime indicate that the true
decay of the signal is non-exponential, and perhaps is biexponential. The failure of the
local equilibration model is most likely due to its inability to capture the long-time behav-
ior of the diffusion. In this model the magnetization distribution near the active region is

always uniform; as a result, as the magnetization near this region becomes more and more
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depleted, a magnetization gradient is established between this region and parts of the tube
that are somewhat farther away. Over the course of a long experiment with many pulses
this magnetization gradient may become quite large and physically one expects diffusion
to help to “average” this gradient. In order to fully explain the diffusion in the tube it is
necessary to develop a model that includes some features of long-time/long-range diffusion
throughout the tube.

The restriction that the diffusion after each pulse is local and occurs only over
a short time A will now be lifted. The diffusion will still be assumed to be slow enough
that the tube can be considered to be infinite, i.e., there will be no “reflections” of diffusing
magnetization that is incident on the top or bottom of the tube. It will be assumed that in
the fast diffusion limit the magnetization is approximately uniform across the active region
of the tube at the discrete times ¢, = nA. An rf pulse applied at t, therefore will be
assumed to “burn” a rectangular hole in the longitudinal magnetization over the length
of the active region of the tube, and the magnetization at the time of detection will be
assumed to be constant over the active region.

Eq. 6.198 can be used to track the diffusion of an initial square “plug” of magne-

tization over time in an infinitely long tube. Define a function g,(z) to be:

gn(2) = %[erf(d;j) +erf(d)\—:'z)}, (6.212)

where \,, is defined according to Eq. 6.188. Define another function o(z) to be:

o(z) =h(z+d) — h(z —d), (6.213)
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where the Heaviside step function, h(x — xg), equals 1 when = > xy and equals 0 when

x < xg. The boxcar function o(z) equals 1 when —d < z < d and equals 0 otherwise.
Since the magnetization distribution is to be tracked as a function of the incre-

mented time ¢, = nA, Eq. 6.198 can be used to describe the evolution in increments of A

of an initial rectangular magnetization distribution M,(z,0) = coo(z):

oo (2) 2 cogi(2) 2 coga(z) 2 cogs(z) 2 ... (6.214)

The preceding results can be used to follow the diffusion of magnetization while
relaxing the local equilibration condition. The inside/outside-the-active-region variables
MA(z) and ME(z) may be dropped in favor of using a function M,(z) that represents the

entire distribution. The evolution proceeds as follows. Initially,

M.(z,t5) = M. (6.215)

The effect of any rf pulse is to reduce the longitudinal magnetization that was in the active
region before the pulse by an amount cos 6 but leave the magnetization outside this region

unchanged. This action can be represented by the equation:

M, (z,t}) = M,(2,t,,) — (1 — cos0) M, (z,t,, )o(z), (6.216)

where the first term represents the magnetization distribution before the pulse and the

second term represents the “hole” burned in that distribution by the pulse. Therefore, after
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the first pulse the magnetization distribution becomes

M (z,t5) = Mo — My(1 — cos6)o(z). (6.217)

After diffusion for time A:

M, (z,t7) = My — My(1 — cos0)gi(z). (6.218)

After the second pulse:

M, (2,t]) = [Mo — Mo(1 — cos0)g1(2)] — (1 — cos 0)[My — Mo(1 — cos 0)g1(2)]o(2).

(6.219)

Thus far the treatment has been exact (in the infinite tube limit). An approximation must
be invoked in order to treat the diffusion analytically over the next interval A. The first
term in Eq. 6.219 can be propagated using Eq. 6.214. The second term representing the
magnetization hole is not easily propagated in a closed mathematical form. In the fast
diffusion limit it will be assumed that all positions —d < z < d inside the active region are
near enough to the region boundaries that the distribution g, (z) within the active region

can be treated as a constant using Eq. 6.199:

2d

ma(z), (6.220)

gn(2)0(2) = kno(z) =

and k, is defined in terms of A\, according to Eq. 6.201. Eq. 6.219 can be approximated



6.6. DEPLETION AND DIFFUSION OF XENON MAGNETIZATION
DURING MULTI-PULSE BATCH MODE EXPERIMENTS 511

using Eq. 6.220 as:

M, (2,t]) = [My — Mo(1 — cos0)g1(2)] — (1 — cos §)[Mo — Mo(1 — cos 0)k1]o(z).

(6.221)

The physical assumption is that the magnetization is “flat” across the active region before
the pulse is applied and consequently the cosf reduction of magnetization in that region
also results in a “flat” distribution, i.e., a “rectangular hole” is burned. Eq. 6.222 is easily

propagated through a time A according to Eq. 6.214:

M. (z,t5) = [Mo — Mo(1 — cos0)ga(z)] — (1 — cos 0)[My — Mo(1 — cos0)ki]g1(z).

(6.222)

After the third pulse the magnetization distribution becomes:

M. (2,5) =
{[Moy — My(1 — cos)ga(2)] — (1 — cos @) [ My — My(1 — cos0)k1]g1(2)}
—(1 = cosO){[Mo — Mp(1 — cosO)ga(z)] — (1 — cos0)[Mo — Mo(1 — cos0)k1]g1(z) }o(2).

(6.223)
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This may be approximated as:

M, (2,t5) = {[Mo — Mo(1 — cos8)ga(2)] — (1 — cos 0)[Mo — Mo(1 — cos 0)k1]g1(2)}
—(1 = cos0){[Mo — My(1 — cos0)ka] — (1 — cos0)[My — Mo(1 — cos0)k1]ki}o(z).

(6.224)

After diffusion for time A the distribution becomes:

M (z,t5) = {[Mo — Mo(1 — cos0)gs(z)] — (1 — cos0)[My — Mo(1 — cos8)k1]ga(2)}
—(1 = cos0){[Mop — My(1 — cosO)ks] — (1 — cos0)[My — My(1 — cos0)k1]k1}g1(2).

(6.225)

The general procedure is clear: the diffusion of the holes burned in the magnetization
distribution by each pulse is treated exactly, but each new hole is initially approximated as
being rectangular.

If the notation M (z; {gm}) is used to denote the dependence of the magnetization

distribution on the various g,,(z) functions at time ¢,

o, @ general recursive relationship for

the magnetization distribution at successive intervals can be written as:

M (2 {gm}) = M2 (2 {gm+1}) — (1 — cosO) M2 (23 {km })g1(2).- (6.226)

Only the magnetization inside the active region of the tube, MA(2) = M,(2)o(2), is de-
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tected. This magnetization distribution is:

MMz {gm D)o (z) = MMz {gmi1})o(2) — (1 — cos )M (z; {km})g1(2)a(2). (6.227)

Again approximate the magnetization within the active region as a constant using Eq. 6.220:

M (25 {gmPo(z) ~ M (2 {km})o(2)

M2 (% (k1 )o(2) — (1= cos O)M2 (% {kn k1o (2).

(6.228)

The magnetization within the active region alone is:

M ({km}) = M2 ({km41}) = (1 = cos 0)ki M7 ({km})- (6.229)

This is not yet a practical recursion relation since M7 ({ky,+1}) and M ({k,,}) are different
functions. The proper recursion relation can be obtained by working in a linear vector space

of the coefficients {k;,}. Define two N-dimensional column vectors g(z) and k:

1 1
91(2) k1
gz)=| 90 k=] ™ (6.230)
- 93{2) @3
gn—1(2) kn_1

The magnetization distribution in Egs. 6.215, 6.218, and 6.222 at the respective times t,
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t;, and t; can be written as:

M.(z,t5) = ¢"(z)-M? (6.231)
M.(z,t7) = g'(z) M} (6.232)
M.(z,t5) = g"(2)- M2, (6.233)

where g7 (2) is the transpose of g(z) (i.e., a row vector). The vectors M9, M?, and M? are:

Mo Mo My

0 —(1 — cos )M —(1 = cosO)[1 — (1 — cosB)k1] My
MO = M= 0 M2 — —(1 = cos 8) M
o o | 0 o 0

0 0 0

(6.234)

The next step is to seek a way to relate the vectors {M7} to each other. The necessary
relations are made through by Eqgs. 6.226-6.229. Eq. 6.226, which approximates the mag-
netization distribution at time ¢, , in terms of distributions at time ¢,,, may be written in
the vector notation as:

(=) MIT = [g7(2) - GT - MT) — (- cosO) (KT - MD)g"(2) -w],  (6:235)
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where the N x N-dimensional matrix G* that takes every g,,(z) — gm+1(2) is defined by:

100 00
00000
00100
00010
and the vector u; is given by:
0
1
u =0 (6.237)
0
0
Eq. 6.235 may be written as:
g'(2)- M3 = g"(2) - M, (6.238)
with
a=G" - (1—cos®)uk’, (6.239)

where u; kTis the outer product of u; and kT. The N x N-dimensional matrix representation
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of o is:%0
1 0 0 0 0
—(1 —=cosf) —(1—cosb)k; —(1—cosB)ka —(1—cosO)ks —(1— cosf)ky
_ 0 1 0 0 0
o= )
0 0 1 0 0
0 0 0 1 0
(6.240)

The definition of o can be modified to include longitudinal relaxation over the interval A:

o =[Gt — (1 —cosO)u kT ]e /T, (6.241)

It is clear from Eqgs. 6.238 and 6.241 that:

MY = o M7= (d)"M?

e

= (@)"e /T MY, (6.242)

where (e=2/T1)? = ¢=tn/Ti These results may be used in conjunction with Eq. 6.229 to

write a recursion relation in the vector notation for the approximation to the longitudinal

50The matrix a becomes very large if the number of pulses in the array, N, is very large; therefore it may
be difficult to manipulate o on a computer because of memory constraints. However, o is a sparse matrix

(i-e., most of its elements are zero) and sparse matrices can be implemented computationally with drastically
reduced memory requirements. If the implementation is, for example, performed in MATLAB® [482] the
matrix g can be defined by the following commands: n = 1:N-1; k = [1, d./sqrt(pi*D*n*Delta)].’; alpha =

sparse(1,1,1,N,N) + sparse(3:N,2:N-1,1,N, — (1 — cos(theta))*sparse(2,1:N,k.",N,N).
1,1,1,N,N 3:N,2:N-1,1,N,N 1 h * 2,1:N k.” NN
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magnetization within the active region at time ¢,1:

M (k) = KT M =T o MY =K ()" MY
= Molk" - ()" - uple™/™, (6.243)
where
1
0
u=| ° (6.244)
0
0
The signal after each pulse is:
S(t) = Sosin0[k" - (@)™ - ugle ™/, (6.245)

where Sy is the magnitude of the signal that would be detected after a 90° pulse applied to
the initial z-magnetization.

Fig. 6.14 shows the simulated depletion of the signal observed immediately after
each pulse in the case of a constant tip angle of 8 = 22.5° in the presence of longitudinal
relaxation with fast diffusion (k1 = 0.23) in the extended diffusion model (dash—dot line).
The signal decay is non-exponential and is slower than in the case of fast diffusion with
local equilibration (dashed line) because the magnetization in the active region of the tube

is continually refreshed by a possibly distant external reservoir of undepleted magnetization.
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Note that under the conditions considered here the diffusion nearly nullifies the depletion
of signal due to the action of rf pulses that have a fairly large tip angle, i.e., the pure
longitudinal relaxation limit (solid line) is almost recovered. The depletion of signal in the
limit of no diffusion (dotted line) is much more rapid.

Note that the extended diffusion model presented here can fail if the “infinite tube”
approximation fails, i.e., the total length of the experiment is long enough that the diffusion
of the magnetization gradient created in the active region of the tube diffuses far enough to
reflect off the top or bottom of the tube. This occurs when Ay_1 = 2/D(N — 1)A ~ L if
the active region is at the center of the tube. If the infinite tube approximation fails a full
treatment using Eq. 6.197 is necessary.

Eq. 6.245 can be used to generate the a variable tip angle scheme to generate a

constant signal over the pulse array if the tip angles #,, are chosen according to:

O =sin! | —— 7§u192_1 : (6.246)
where
a =G —(1—cosbp)uk”, (6.247)

n

and the product is time-ordered such that @ matrices with lower indices j act first:

a =20 a -aa. (6.248)
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The predictions of the fast diffusion/extended equilibration model (Eq. 6.245)
were checked against an experimental measurement of the decay of Xe-129 signal in a long
(~20 cm) tube. The length of the active region of the tube near the rf coil was 2d ~ 1.5
cm. Fig. 6.15 shows the measured signal decay versus the predicted decay of Xe-129 at
a pressure of P = 0.9 atm during an array of 200 constant tip-angle pulses of § ~ m/8
spaced by 60 s (k1 = 0.217). The Xe-129 longitudinal relaxation time in this tube was
measured to be 71 = 32.4 minutes in an experiment that immediately preceded the diffusion
experiment. The experimental measurement of the signal decay including diffusion effects
agrees reasonably well with the predictions of the model; e.g., both predict similar non-
exponential decays. The agreement between the experiment and the model becomes very
good if an effective relaxation time of 7" = 25-26 minutes is used in the model. One possible
explanation for the inability of the model to describe the experimental results completely is
that the “infinite tube” approximation failed because the bottom of the tube is only 2 cm
from the center of the active region of the tube (i.e., the distance to the bottom was only
about the size of the active region itself). In that case “reflections” of the magnetization off
the bottom of the tube during diffusion must be considered. It would then be possible for a
volume of depleted magnetization to diffuse out of the active region of the tube and reflect
off the bottom of tube to return once again to the active region, which would accelerate
the observed signal decay as compared to the case in which boundary reflections can be
neglected. If the accelerated decay manifested itself as an effective exponential relaxation,
this may explain the discrepancy between the model and the experiments.

It is interesting to observe that a Fourier transform of the experimentally-observed
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Figure 6.15: Measured decay of signal in a multiple-pulse, constant tip-angle batch Xe
NMR experiment in a long tube compared to a model that incorporates fast diffusion effects
causing an extended equilibration of magnetization. The experimental data are plotted with
a solid line and the results of the model (Eq. 6.245) are plotted with a dash-dot line; the
initial signals are normalized to 1. The 5 mm o.d. J-Young tube was ~20 cm long and the
rf coil (about 1.5 cm high) was centered ~2 cm from the bottom of the tube. The pulse
array used constant tip-angle pulses of § ~ 7/8 spaced by 60 s. The Xe-129 longitudinal
relaxation time was measured to be 77 = 34.2 min in a prior experiment that used fewer,
more widely spaced pulses with smaller tip angles in order to minimize the depletion of
longitudinal magnetization.

signal decay in Fig. 6.15 reproduces the same type of distorted (non-Lorentzian) lineshape
observed in the Xe-129-detected DDF indirect H-1 spectrum of water in Fig. 6.12.51 The dis-

torted lineshape in Fig. 6.12 appears to be primarily due to the depletion of non-equilibrium

51Some care should be taken when comparing the Fourier transform (FT) of the data in Fig. 6.15 with the
indirect spectrum in Fig. 6.12. The FT of the data in Fig. 6.15 has width of much less than 1 Hz because
the decay occurs over the timescale of tens of minutes, whereas the width of the HoO resonance in Fig. 6.12
is on the order of tens of Hz. It is important to remember that the spectrum in Fig. 6.12 was acquired
indirectly (point-by-point), i.e., an increment of t; between two indirect points that might be on the order
of milliseconds could correspond to seconds or minutes of experimental time while a transient acquisition
(or multiple acquisitions if phase cycling is employed) plus recycle delay is performed. Therefore the slow
relaxation of Xe-129 can manifest itself as a much more rapid damping of the indirectly-detected signal.
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Xe-129 longitudinal magnetization due to T relaxation and conversion to transverse mag-

netization by rf pulses.

6.7 Detection of nuclear magnetization by atomic magne-

tometry

This section reports the results of a measurement of the nuclear magnetization
of Xe-129 with a frequency-modulated nonlinear magneto-optical rotation (FM NMOR)
atomic magnetometer. Unlike the other parts of this chapter, the work described here is
not related to developing a dipolar field encoding module for remote detection NMR. It is,
however, related to the possibility of developing an optical atomic magnetometry detection
module for remote detection NMR, and thus is appropriately included in this chapter.
Furthermore, atomic magnetometry as applied to the detection of nuclear magnetization
may be viewed as the use of atomic electrons to measure the distant dipolar field of the target
nuclei. In this case the electrons and nuclei are not coherently manipulated using rf pulses
as the nuclei are in the DDF encoding experiments described above, but a discussion of
magnetometric techniques is certainly germane to a discussion of the potential applications
of the nuclear dipolar field.

Atomic magnetometers have existed for a long time; thirty-five years ago Cohen-
Tannoudji et al. first used atomic magnetometry to detect nuclear magnetization in an
experiment that utilized a Rb-87 magnetometer to detect the Larmor precession of optically-
pumped He-3 gas in a separate cell [491]. The work reported here [492] used the FM NMOR

atomic magnetometer built by the Budker group in the UC Berkeley physics department,
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which is further described in Refs. [493, 232, 494, 281]. The Romalis group at Princeton has
also constructed a sensitive atomic magnetometer using a small-volume (0.3 cm?®) magne-
tometer cell [495]. Atomic magnetometers compete well with SQUID flux magnetometers
[111] in terms of sensitivity to small magnetic fields and do not require expensive electronics
or cryogenic temperatures for operation. Modern atomic magnetometers can achieve sensi-
tivities of better than 10~ G/v/Hz (see Refs. [493, 110, 495] and references therein), i.e.,

in the sub-femtotesla range for a measurement time of one second.

6.7.1 The Berkeley FM NMOR optical pumping magnetometer

The Budker lab magnetometer measures the rotation of the plane of linearly-
polarized laser light passed through an alkali-vapor magnetometer cell. The angle of optical
rotation in the FM NMOR experiment is simply proportional to the magnetic field when that
field is along the direction of the light propagation. Optical rotation due to the presence of a
magnetic field component along the direction of light propagation is also known as Faraday
rotation or the Faraday effect. The Berkeley technique takes advantage of ultra-narrow
dispersion-lineshape resonances in the magnetic field dependence of the optical rotation
[496, 493]; several such resonances in the frequency-modulated version of the experiment
are shown in Fig. 6.16. As can be seen from Fig. 6.16 the magnetometer response has
a linear dependence on deviations of the magnetic field from its value at the center of a
resonance; changes in the magnetic field on the order of 4G can result in optical rotations
of 1073-1072 rad.

The version of the magnetometer used in this work utilized a 10-cm diameter

paraffin-coated spherical magnetometer cell containing Rb-87 at room temperature (~101°
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Figure 6.16: Measured dispersive FM NMOR resonances in the Rb-87 D line as a function
of applied bias field at a laser modulation frequency of 2, = 200 Hz. The amplitude of the
longitudinal bias field equals Q /(grpp), where Qp is the Rb electronic Larmor frequency
in the presence of the bias field, gr is the g-factor of the F' = 2 sublevel of the 525, /2 Rb-87
ground state, and pup is the Bohr magneton. The central resonance occurs at 2, = 0 and
the “satellite” resonances occur at Qp = £Q,,/2.

atoms/cm?® number density) and no buffer gas.’> The apparatus is shown in Fig. 6.17.
The atoms were subjected to frequency-modulated 4 W diode laser light whose mean
frequency €y was locked to the Iy = 2 — F, = 1 hyperfine transition within the Rb Dy
(528, /2= ’p, /2) line using a technique involving an auxiliary Rb vapor cell (not shown).

The optical rotation was measured using a polarizer and analyzer oriented at ~45° relative

52The low Rb density keeps the atomic medium optically thin under resonance conditions, allowing for
the transmission of most of the incident laser light. It also reduces the influence of depolarizing Rb—Rb
spin-exchange collisions which interfere with the magnetic precession of atomic alignment (see the discussion
below). The use of spherical optical cells is advantageous in magnetometry applications because the self-
dipolar field due to a uniform magnetization of the Rb atoms would be zero in this geometry (after making
the Lorentz sphere correction, see the magnetostatic calculations in §6.2.1). The use of spherical cells may
not be as important for the Berkeley FM NMOR magnetometry technique because the optical pumping
primarily creates atomic alignment (see the discussion below) which does not correspond to magnetization.
Additionally, any macroscopic magnetization would be proportional the Rb density, which is is low.
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to each other (a balanced polarimeter); the transmission through the analyzer was recorded
using two photodiodes in a scheme that allows the acquisition of in-phase and quadrature
(90° out-of-phase) signals. The magnetometer cell was surrounded by a four-layer magnetic
shield that suppressed external magnetic fields by a factor of ~109.
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Figure 6.17: FM NMOR atomic magnetometer used for detecting Xe-129 nuclear magneti-
zation. The abbreviation B, refers to the bias magnetic field applied across the Rb vapor
cell and PD1 and PD2 refer to photodiodes used to detect the optical rotation.

The source of the nonlinear magneto-optical rotation (NMOR) can be understood
as follows (see also Ref. [110]). A nonlinear optical effect involves at least two light-atom
interactions, e.g., the absorption of a photon changes the atomic polarization and hence
changes the optical properties of the medium, which are subsequently probed by a second
atom-photon interaction. In the case of the NMOR magnetometer the linearly polarized
laser light tuned to the F;, = 2 — F, = 1 transition optically pumps the Rb atoms into

an aligned state, where the axis of alignment is along the direction of light polarization.

Atomic alignment is the analog of what is known as quadrupolar order in NMR (see §5).
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Define the direction of light propagation to be in the +z-direction and the light polarization
to be along the z-axis. Atoms that are aligned in a particular direction (e.g., along the -
axis) will not further absorb light polarized in that direction, but will absorb the orthogonal
polarization (i.e., along the y-axis).’® This differential between absorption coefficients of
orthogonal light polarizations is called linear dichroism. If there is a magnetic field in the
z-direction (parallel to the light propagation) the atomic alignment axis will precess in the
x—y plane around the magnetic field. This causes a rotation of the axis of linear dichroism,
which in turn rotates the plane of polarization of the light during its transmission through
the atomic vapor [221]. At higher light powers the combination of the Zeeman effect due
to the magnetic field along z and the quadratic Stark effect due to the light field along
x causes periodic interconversion of the atomic polarization of alignment along the z-axis
into orientation (analogous to magnetization in NMR) along the z-axis and back again
[232, 221, 240] (see §5). The presence of atomic orientation parallel to the direction of
light propagation creates circular birefringence, i.e., the indices of refraction and hence the
phase velocities of right- or left-circularly polarized light components differ. This causes a
relative phase shift of the two components as the light passes through the atomic medium,
which rotates the plane of linear polarization. The NMOR due to both linear dichroism
and circular birefringence requires the creation of ground state polarization (coherence) via

optical pumping.®*

53This is a generalization; the actual effects can be more complicated.

54In addition to these two mechanisms of nonlinear optical rotation there is also a mechanism of Faraday
rotation that is linear, i.e., the atoms need not first be polarized (aligned or oriented) by the light in order
to exhibit optical rotation when probed [110]. The presence of a magnetic field along z causes a splitting
of the hyperfine sublevels due to the Zeeman effect, and the resultant detuning of the components from
the zero-field resonance causes a difference in the indices of refraction for right- and left-circularly polarized
light. This circular birefringence leads to a rotation of the plane of light polarization; there is also a linear
circular dichroism effect that induces ellipticity of the light. The light power used in the magnetometry
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The NMOR magnetometer described above uses the same laser beam to con-
tinuously optically pump (polarize) the system while simultaneously probing the optical
rotation. Once an atom is optically pumped the paraffin coating of the magnetometer cell
enables the polarization to survive many wall collisions before its polarization is probed
as it transits the laser beam again. The long lifetime of the ground-state polarization is
the source of the ultra-narrow resonances in the magnetic field dependence of the optical
rotation. The extreme narrowness of these resonances is what makes the magnetometer so
sensitive to small changes in the magnetic field; a sharp line results in a large change in
optical rotation given a relatively small change in magnetic field. Alternatively, the long
lifetimes of the ground state coherences allow them to evolve for a long time in the magnetic
field and therefore cause the light to acquire a relatively large angle of rotation when the
atomic polarization is probed.

The latest generation of the Berkeley NMOR magnetometer utilizes a frequency
modulation of the laser in the presence of a bias magnetic field applied parallel to the
direction of light propagation. Fig. 6.16 depicts the measured FM NMOR resonances as
a function of bias field when the modulation frequency is set to €,,,/27 = 200 Hz. The
central resonance is the zero field resonance and the “satellite” resonances occur at the
condition €, = 2|Qy|, where Qf, is the Larmor frequency of the ground state electrons in
the presence of the bias field.?® The source of this resonance in the case of linear dichroism is

the modulation of the optical properties of the atomic medium at frequency 227, due to the

experiments is strong enough that the NMOR dominates the linear magneto-optical rotation.

55The Larmor frequency is Q7 = grupB, where B is the value of the bias magnetic field, the Landé
g-factor of an electron in the Fy; = 2 hyperfine level of the Rb-87 5 281/2 ground state is gr = 1/2, and
the Bohr magneton is up/2m = 1.4 MHz/G (or 14 GHz/T). Therefore it can be seen that the condition
Q= 2|01 is satisfied when B = £140 pG for Q,, /27 = 200 Hz.
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Larmor precession of atomic alignment.®® The theory [232, 281] of alignment-to-orientation
conversion (the source of circular birefringence in NMOR) has not been fully developed yet;
this effect may not contribute to the FM resonances. During the magnetometry experiments
the bias field was fixed to B, = 140 uG and the laser modulation frequency was locked to
the center of the €, = 2€);, resonance, leading to values of €2,, ~ 200 Hz in the presence of
the net field inside the magnetic shield. The net field was a combination of the dominant
bias field, the field to be measured, and any other residual magnetic field contributions.
The optical rotation was measured using lock-in detection at the first harmonic of the
modulation frequency €2,,. The optical rotation was not measured on the in-phase channel
that exhibits dispersive lineshapes—for which the optical rotation is zero at the centers
of the resonances—but rather on a m/2 phase-shifted (quadrature) channel that exhibits
absorptive lineshapes, for which the optical rotation is maximal at the centers of the FM
resonances [494]. The FM technique is useful because it can extend the dynamic range
of the magnetometer so that it can detect magnetic fields below the puG range on top of
a background field (such as Earth’s field) on the order of even ~ 1 G, rather than just
detecting uG or smaller deviations from zero field. The use of a dominant bias field also
renders the scalar NMOR magnetometer linearly sensitive to magnetic fields parallel to the
direction of light propagation (Faraday effect) and relatively insensitive to transverse fields
(Voigt effect) [493]. The ability of the FM technique to measure resonances away from the

zero-frequency resonance also can help to avoid some low-frequency noise.

56 Atomic alignment, having the transformation properties of a rank-2 spherical tensor, returns to its
original state after every half-Larmor period during rotation about the orthogonal magnetic field, which
causes the modulation at frequency 28y, .
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6.7.2 Detection of hyperpolarized Xe-129 gas by atomic magnetometry

The FM NMOR magnetometer was used to detect the nuclear magnetization of
hyperpolarized xenon gas produced by the batch spin-exchange optical pumping method
described in §6.4.1. The basic magnetometer apparatus had to be modified slightly to
accommodate the xenon experiments. The hole in the magnetic shielding permitted the
introduction of a custom sapphire sample tube closed with a spring-loaded titanium valve;
the overall dimensions of the tube were 6.4 mm outer-/4.8 mm inner-diameter by 140 mm
long. The tube was designed to operate at gas pressures of up to 30 atm and the tube
materials were chosen to ensure a long xenon relaxation time [497]. A piercing solenoid
was built to accommodate the sample tube (Fig. 6.17) in order to avoid depolarization of
the xenon spins as they were moved from the laboratory magnetic environment (Earth field
~0.5 G) to the zero field environment within the magnetic shield. The tube was inserted
into the part of the solenoid that was outside the magnetic shield and the DC solenoid field
was increased to ~ 2 G (large enough to dominate any Earth field contributions) before
the tube was pushed inside the shield. Once the sample tube was in place next to the
magnetometer cell the solenoid field was reduced to 0.45 G, which was small enough to
induce an almost negligible magnetic field due to the magnetic susceptibility polarization
of the tube (primarily from the titanium valve), but large enough that the xenon spins
remained magnetized along the tube axis during the course of the measurement. The
ability to apply a magnetic field to the xenon while it is within the magnetic shielding is
important for magnetic resonance experiments (not reported here). The constant magnetic

field produced by the solenoid at the position of the magnetometer cell (i.e., the “leakage
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field”) was reduced by a factor of ~2 x 10° (as determined by an auxiliary measurement)
compared to the field inside the solenoid. This leakage field was smaller than and mostly
transverse to the 140 uG bias field at the position of the magnetometer cell and therefore the
FM NMOR measurement was largely insensitive to it. An internal coil set was used to null
the leakage field during the xenon experiment in order to make sure it did not contribute
to the measurement.

The version of the FM NMOR magnetometer described here was not designed with
the intent to measure xenon nuclear magnetization, so it is not geometrically optimized for
maximum sensitivity. Even when the sample tube is optimally placed the xenon dipolar
field falls off rapidly over the 10-cm diameter cell. A calibration solenoid of the same
dimensions as the sample tube that generated a known current was used to measure a
geometric suppression factor of ~5000 that is equal to the ratio of the macroscopic dipolar
field inside the sample tube to the average field sensed by the magnetometer.

Hyperpolarized Xe-129 gas in the range of 4-8% polarization and ~5 atm total
xenon pressure was produced in a natural abundance xenon mixture using the Pines lab
MITTI spin-exchange polarizer by the batch mode (freeze-thaw) method. NMR investiga-
tions of the xenon in the custom sample tube were performed at 7.05 Tesla on a Varian
Unity Inova spectrometer using a Varian 10 mm broadband solution-state NMR probe. The
custom 10 mm probe had three rf channels, H-1/F-19, broadband, and Xe-129, where the
broadband channel was used for Xe-129 detection due to its higher sensitivity. The longitu-
dinal relaxation time in the sapphire tube was measured to be T} ~ 45 minutes at 7.05 T.

The Earth-field 77 was estimated to be < 15 minutes by allowing the xenon magnetization
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to relax outside the magnet and periodically returning it to the magnet for measurement.®”

When the FM NMOR measurements were conducted, immediately after thawing
the hyperpolarized xenon gas was carried by hand from the chemistry complex to the
magnetometer in the physics building (~ 5 minute transport time).’® Fig. 6.18 shows
an example of the measurement of the longitudinal relaxation of Xe-129 magnetization
by atomic magnetometry. The measurement time was about 3 s per data point and the
calculated initial average magnetic field across the magnetometer cell was 10-20 nG with
a signal-to-noise ratio of about 10. An exponential decay of the signal was observed with
a time constant of 13.9 £+ 1.5 minutes that was attributed to longitudinal relaxation in the
near-zero-field environment. The sample tube was moved in and out of position near the
magnetometer cell (always remaining within the magnetic shield) in intervals of about one
minute near the cell and one minute removed from it. The geometric suppression factor was
about two orders of magnitude higher when the tube was away from the cell than when the
tube was positioned optimally, which rendered the observed signal effectively zero during
these times. This movement of the sample tube caused a modulation of the magnetization
signal which made the signal easier to discriminate from slow background drifts (which were
subtracted from the data in Fig. 6.18). Fig. 6.18 exhibits a small (< 1 nG) average offset
from zero field due to the magnetic susceptibility contribution of the sample tube to the
observed field.

An estimate of the size of the dipolar field of the Xe-129 sample is consistent

with the measured value. The macroscopic magnetic field inside a long cylinder of uniform

57Care should be taken not to accidentally depolarize the sample, e.g., by bringing it too close to an active
computer monitor.
589peedy transport was ensured by the efforts of J. Granwehr.
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Figure 6.18: Measurement of the nuclear magnetization of Xe-129 gas as a function of
time by atomic magnetometry. The discrimination of the Xe-129 longitudinal relaxation
from the background signal was aided by moving the sample approximately every minute
to a position of near-zero sensitivity of the magnetometer 14 cm away from the position of
optimum sensitivity. The slow drift of the background signal due to temperature-related
changes of the residual magnetization of the magnetic shielding was subtracted from the

data. The small < 1 nG offset of the decay curve from zero magnetic field was due to the
diamagnetic susceptibility contribution of the sample tube.

magnetization M = MZ is B = ugMz, where the local Lorentz field correction has been
neglected. The macroscopic magnetization of N identical spin-1/2 nuclei may be calculated
according to Eq. 1.104 using yxe129/2m = —11.86 MHz/T (or —1.186 kHz/G) and typical
values of the polarization (¢ = 0.05) and spin density (N/V = xP/kpT = 3.2 x 10%°
atoms/m? for an ideal gas with pressure P = 5 atm, temperature 7' = 298 K, and Xe-129
mole fraction x = 0.264), resulting in a magnetic field of |B| ~ 80 uG inside the sample
tube. Therefore the average field sensed by the magnetometer is estimated to be =15 nG

when the factor of ~ 5000 geometric suppression factor is accounted for. This calculation
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used the value of the magnetization immediately after polarization; the value to which the
magnetization has relaxed by the time it has been carried to the magnetometer is expected
to be somewhat smaller, perhaps ~ 10 nG depending on the travel time. A 10% initial
polarization would correspond to an average field of &~ 20 nG. These values are consistent
with the experimental results (Fig. 6.18).

As was noted earlier, the FM NMOR magnetometer used in this work was not
optimized for xenon measurements. In particular, the geometric suppression factor can
be increased by some three orders of magnitude by using a smaller magnetometer cell
located as close as possible to the xenon sample. Furthermore, the magnetic noise observed
within the magnetic shield in this work was some two orders of magnitude higher than
the projected intrinsic sensor noise of the instrument of 10~'* G/v/Hz or less [493, 494].
This noise can be suppressed by employing a gradiometric arrangement of magnetic sensors.
A next-generation FM NMOR, gradiometer is already under construction; it employs two
small (1-cm diameter by 1-cm length) cylindrical magnetometer cells in gradiometric mode
within five-layer pu-metal magnetic shielding. It is hoped that Xe-129 remote detection
experiments (not necessarily dipolar field-encoded) can be carried out with this new atomic

magnetometer.

6.8 Conclusions

This chapter reviewed the effects of the nuclear distant dipolar field (DDF) in
solution-state NMR and examined the feasibility of performing NMR remote detection ex-

periments that used the DDF to encode the spectral information of an analyte of interest
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in the magnetization of a nearby mobile sensor nucleus. The principle of the recently de-
veloped remote detection detection method is to separate the NMR, encoding and detection
steps both physically and temporally so that each step can be optimized independently;
the NMR information is transported from the encoding region to the detection region by
means of a mobile carrier nucleus such as hyperpolarized Xe-129 gas. The original version of
the remote detection experiment was not able to encode spectral information of an analyte
other than the carrier nucleus itself. The use of a DDF encoding module would for the first
time allow remote detection spectroscopy to be performed on a potentially arbitrary ana-
lyte; the long-range nature of the dipolar field permits this encoding to take place without
having to mix the mobile carrier with the analyte. Remote detection experiments were not
actually performed in this work, but a detailed theoretical and experimental analysis of the
prospects of DDF-encoding remote detection was conducted.

The theory of the distant dipolar field in solution was reviewed using both the
classical and the quantum-mechanical formalism. The DDF phenomena were interpreted
classically as the dynamics of the bulk nuclear magnetization in the presence of a macro-
scopic magnetic field created by the nuclear paramagnetism. The quantum-mechanical
interpretation ascribes these dynamics to the evolution of the nuclear polarization due to
the short-lived coherent action of a macroscopic number of nuclear dipole—dipole couplings.
DDF effects in highly-magnetized samples were seen to be the cause of some interesting nu-
clear spin dynamics such as resonance shifts and multiple spin echoes, which were described
theoretically and illustrated with the results of some H-1 NMR experiments on water.

An analysis of the basic version of the heteronuclear DDF indirect detection ex-
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periment (invented by previous workers) was conducted; the predicted signal was calculated
and the limitations of this technique were reviewed. The DDF indirect detection experi-
ment forms the cornerstone of the DDF remote detection encoding module; it is the means
by which the spectral information of an analyte nucleus is transferred through the analyte
dipolar field to a sensor heteronucleus. A modification of the basic DDF indirect experiment
for use as an encoding module in remote detection NMR, experiments was proposed and its
advantages and limitations were discussed.

The remote detection experiments that have been conducted to date have used
hyperpolarized Xe-129 gas as the mobile information carrier, so an investigation of the
use of xenon in DDF experiments was conducted. The process of spin-exchange optical
pumping of Xe-129 was reviewed and the relative merits of the batch-mode xenon NMR
method (which was used in the proof-of-principle experiments here) versus the flow-mode
method (which has been used in remote detection experiments) were compared. Some new
insights were developed about the nature of DDF experiments in which the analyte and
sensor are physically separated (i.e., a coaxial tube geometry). The interpretation of exper-
imental measurements of the DDF indirect detection signal as a function of magnetization
modulation wavelength in the coaxial tube configuration was aided by a qualitative anal-
ysis using a computational method for calculating the dipolar field that is applicable to
cylindrically-symmetric geometries. This method has not been used thus far in other NMR
DDF studies. A new theoretical model incorporating the effects of rf pulses and gas dif-
fusion was developed to explain an unexpected decay profile of xenon hyperpolarization in

batch-mode experiments in a long sample tube. The model was compared to experimental
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results with some success and a technique for increasing the indirect-dimension resolution
of DDF-encoded xenon spectra in such samples was proposed.

The H-1 NMR spectrum of water was detected through the proton dipolar field in a
batch-mode experiment using a separated hyperpolarized Xe-129 gas sensor in a coaxial tube
configuration at a magnetic field of 7.05 T. The linewidth of the indirect spectrum of water
was unfavorably broad due to the depletion of xenon hyperpolarization in the batch mode
experiment, so a P-31 sensor was used in a proof-of-principle acquisition of a .J-resolved F-19
spectrum of 2,2,2-trifluorethanol in the coaxial tube configuration. Although in principle the
use of a highly magnetized sensor nucleus such as hyperpolarized Xe-129 gas could permit
the sensitive detection of a weakly-magnetized analyte, the observed sensitivity of the DDF
indirect detection experiments was quite low when compared to direct NMR detection.
The DDF encoding method is limited by the long times that are required to encode indirect
spectra of dilute analytes with full sensitivity. The experiment was also predicted to be
susceptible to the effects of diffusion of the sensor, self-dipolar field nutation of the sensor,
radiation damping of the sensor, multiplicative noise in the indirect dimension, and the
limited range of the dipolar field. All of these effects tend to reduce the sensitivity of the
experiment; a few but not all of them could likely be eliminated or reduced by the use of
remote detection methodology and careful experimental design. One other drawback of the
DDF encoding method is that it requires not only the sensor but also the analyte to be highly
magnetized, which means that the DDF encoding must be conducted by polarizing the
analyte at high magnetic fields unless another source of creating high nuclear polarizations

is available. At this time it is difficult to foresee an application in which DDF-encoded
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remote detection spectroscopy would be superior to direct NMR detection. The DDF
encoding method proposed here does however remain as a novel extension of the remote
detection NMR methodology.

In addition to the DDF remote detection encoding module described above, ex-
periments were conducted to assess the ability of an optical atomic magnetometer built by
a physics group at Berkeley to detect nuclear magnetization. Atomic magnetometry has
applicability as a detection module for the remote detection NMR experiment; in particu-
lar, it is performed at low magnetic fields, obviating the need for high-field superconducting
magnets if the nucleus can be sufficiently polarized by an alternate means. The Berkeley
magnetometer was successfully used to measure the T} decay of ~5%-polarized Xe-129 gas
at ~5 atm total xenon pressure with a signal-to-noise ratio of ~ 10 using a detection time of
3 s per point. It is estimated that this demonstrated sensitivity can be improved by two to
three orders of magnitude by using an optimized gradiometer; the prospects of implementing
a remote detection experiment using this type of detection module are promising.

Finally, a brief digression on the theory of DDF effects on quadrupolar (spin I >
1/2) nuclei was made. This topic has not been explored in the literature. It was found that
DDF effects in these systems should be identical to those observed in spin-1/2 systems when
the only nuclear polarization present is in the form of magnetization, but some interesting
dynamics may occur when the quadrupolar nuclei are prepared in a state of polarization
that corresponds to a combination of classical magnetization and higher-rank polarization.
Some speculations were made about the feasibility of observing these effects experimentally;

the prospects are daunting.
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Appendix A

Spherical tensor operators and the

Wigner-Eckart theorem

The spherical tensor operator formalism is very useful in the quantum theory of
angular momentum, particularly when rotations are concerned. The concept of spherical
tensors will be introduced in a series of abstractions from the more familiar concept of
Cartesian tensors, and this formalism will be extended to describe quantum-mechanical
spherical tensor operators. Afterward, the Wigner-Eckart theorem will be described as an
example of the utility of the spherical tensor operator formalism. Appendix B will discuss

the properties of spherical tensors under rotations.
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A.1 Cartesian Tensors and Dyadics

As a first introduction to tensors, we first consider the example of the classical
energy of a magnetic dipole moment interacting with a locally induced magnetic field. This

energy may be written as:
Usp=-p"-g-By=—p" B (A1)

where p is the magnetic dipole moment vector (represented by a column vector, where the
row vector ET is its transpose), By, is the vector of the externally applied magnetic field,
and ¢ is a tensor that describes the ability of B, to cause the local environment induce a
magnetic field BY ;, = - B, at the position of the magnetic dipole. Eq. A.1 is the completely
classical version of the usual NMR chemical shielding Hamiltonian. This equation does not
make reference to any particular coordinate system, but it can be cast into a representation

in terms of its Cartesian components if some Cartesian coordinate system {z,y, z} is chosen:

U, = — Z i 035 Boj, (A.2)
i,j€{z,y,2}

~T ~T
where the vector and tensor components are defined by p; = i - pu, Boj = j - By, and

~T ~ ~ ~ -
oij =1 -g-j. The vectors ¢ and j are Cartesian unit basis vectors from the set {z, Q,Z}-
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Using this notation the vectors and tensors can be written in terms of their components as:

W=
7
B, = ZBOJZ

J
~'~
0= oyl (A3
ihj

where ZTE is the outer product between the vectors ZT and z When the tensor ¢ is written
in this way, it takes in a vector from either side and returns a scalar (i.e., a number), which
in this case is the energy U,. This is due to the direct product structure of this definition of
a. Note that the tensor g is described by two independent Cartesian indices, the vectors p
and B take one Cartesian index each, and the scalar quantity U, has no Cartesian indices.
These entities are referred to as rank-2, rank-1, and rank-0 Cartesian tensors, respectively.
A rank-n Cartesian tensor has n Cartesian indices, and as a rule can be combined with n
vectors (rank-1 tensors) to form a scalar (rank-0 tensor) through a process called tensor
contraction. Egs. A.1 and A.2 demonstrate how a second-rank Cartesian tensor g can take
in two vectors u and B to form a scalar U, by contraction. In fact, Eq. A.1 also shows
how a rank-1 tensor and another rank-1 tensor can be combined to give a scalar through a
special case of tensor contraction: i.e., the ordinary dot product ,L_LT' BY 4

There is another way to reach Eq. A.2, which begins with a definition of ¢ in

terms of direct products (or dyad products) of the Cartesian basis vectors rather than in

terms of outer products. The direct product of i and Z [29, §10.1] is written Z@i = ;_}1

If the reader is more familiar with linear algebra manipulations through the Dirac notation of quantum

~ ~T ~T~ ~T <
mechanics, the following associations may be helpful: ¢ — [i), i — (i|, 3 j — [i){j], 2 — &, -j = (il4),
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The double-underline notation is to show that this product can be treated as a second-rank
Cartesian tensor, since it has two Cartesian indices. A second-rank Cartesian tensor formed
from two vectors is called a dyadic. Two second-rank Cartesian tensors can be contracted to

give a scalar; for instance, the sums over two unit dyadics in three-dimensional space can be

contracted as Y-, (m@n)": Y, ; (i®)) = pI— m" )@ j) = > mnsij Om,idnj = 3,
which is just a number. The colon represents a generalization of the dot product between
two vectors to a scalar product between two second-rank tensors. Returning to the equations
for U,, we write g (which is a second-rank tensor but not necessarily a dyadic) as a linear
combination of the Cartesian basis dyadics Q, and make a dyadic out of the two vectors p

and Bj:

Bop = By@p= (ZB(MZ> ® (ZM;D = ZBOZ',UJ' i®j)
i J Y]
= 2 Bonii
1,J
g =

0]

where the vector and tensor components are defined as usual. This is an alternative defini-

tion of the quantities in Eq. A.3. Now Eq. A.1 can be rewritten as:

U = —(Bo)": g, (A.5)

~T ~ ~ ~ ~~

i -g-g—(i6lj), i®j =1ij — i) ®|j) = |i j). This analogy is not meant to be taken literally because
these Cartesian tensors are objects in real space, not in a quantum-mechanical Hilbert space. Furthermore,
quantum Hilbert spaces have some properties such as the dual-space relation between bra and ket vectors
that do not apply to vectors in real space.
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which of course recovers Eq. A.2:

Uy = — Z i Boj 0ij, (A.6)
i7j

where the following relations hold:

B": A=) BjiAy, (A.7)
1,J
BT =Y " B(ioj), (A.8)
1,]
where in this case B = —Byu.

|

There is no difference between Eq. A.2 and Eq. A.6, since the vector or tensor
components are just numbers and may be taken in any order within the sum. The direct
product method of writing Cartesian tensors is more general than the outer product method
because it can be generalized to tensors with ranks higher than two. For instance, in this way
a product of n vectors on the left can be contracted with a rank-n tensor on the right—much
like the dot product between two vectors—whereas the outer product definition of a second-
rank tensor only accepts one vector from the left and one from the right, and there is no
good way to deal with how a third- or higher-rank tensor accepts vectors. This ambiguity
about how to form Cartesian tensors suggests that it might be more straightforward to
work directly with the tensor components, since the component equations A.2 and A.6 are
equivalent regardless of how the tensors were constructed. In fact, it makes sense to define
a vector (first-rank Cartesian tensor) v as the set of three components {v;} (i € {z,y,z2})

and to define a second-rank Cartesian tensor A as the set of nine components {A4;;}, where
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the actual numeric values of the components depend on the choice of coordinate system.
In order to pursue this idea further, consider the components {u;} of a vector (first-
rank Cartesian tensor) u, and in particular how these components respond to a rotation of
the system. For instance, a positive 90° rotation about the z-axis takes the unit basis vectors
T — Y,y — —,and z — z, and thus uy — uy, uy — —uy, and u, — u,. Therefore it may
be concluded that the components {u;} of a first-rank tensor u transform under rotations
in the same way as do the unit basis vectors {Z} Next, consider some dyadic (second-rank
Cartesian tensor) A = u ® v, where u and v are both vectors. The Cartesian components

~~ ~T ~
of this dyadic are A;; = (1j)7: A=4 -A-j = wvj. Under the same 90° rotation about the

z-axis the unit dyadics transform as zz — Lﬂ, Lﬂ — —ﬁ, Tz — Q_E’ etc. It can easily be
seen from the definition of the {A;;} in terms of u; and v; that Ay, — Ayy, Azy — —Aya,
and A,, — Ay, etc., which mimics the form of the transformations of the unit dyadics
{;:} = (Z(Xi)} These transformation rules hold even for second-rank tensors A that are not
dyadics (i.e., that are not necessarily made from two vectors). Upon extending the analogy,
the Cartesian components of a third-rank tensor are found to transform under rotations as
do the basis tensors {(Z®z® k)}, and so on for higher-rank Cartesian tensors. Therefore a
rank-n tensor in three-dimensional Cartesian space can be thought of as a collection of 3"

components that transform into each other as do the rank-n unit basis tensors.

A.2 Spherical Tensors and Tensor Operators

The problem of representing a Cartesian tensor in terms of its Cartesian compo-

nents has already been considered, and the discussed now turns to the problem of generating
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the spherical components of Cartesian tensors. These components can be grouped to form
sets of spherical tensors, and it will be seen how the spherical tensors can be considered
to be stand-alone objects defined by their rotation properties, without making reference
to a definition in terms of Cartesian tensors. Finally, the concept of spherical tensors will
be extended to include spherical tensor operators, which are sets of quantum-mechanical
operators that obey the same transformation rules under rotations in the quantum Hilbert
space as do the spherical tensors under rotations in real space. The theory of these operators
is deeply rooted in the quantum theory of angular momentum [20, §5],[498],[45, §3.10],[29,
§15.3],[499, §11],[500, §17],[484, §4.4]. A good, concise description of spherical tensors and
tensor operators as they apply to NMR is given in Appendix A of the text by Mehring [8];

see also Appendix B.5 of TI text by Schmidt-Rohr and Spiess [9].

A.2.1 Spherical Tensors

Section A.1 discussed the projection of Cartesian tensors A onto a set of Cartesian
basis vectors, thus generating the Cartesian tensor components. The same procedure can be
used to project a Cartesian tensor onto a set of spherical basis vectors in order to generate

the spherical components of that tensor. The spherical basis vectors are:

€10 = z

- 1 . .
€141 = $ﬁ(£i2@, (A.9)

where here i = v/—1 is the imaginary factor. The three spherical components of a vector u

(a rank-1 Cartesian tensor) can be written as u,o = EJ{ o-wand up 41 = EJ{ 41U, in analogy



A.2. SPHERICAL TENSORS AND TENSOR OPERATORS 607

to the definition of the Cartesian components of u. The transpose has been generalized to
a conjugate transpose since the spherical unit vectors are complex. Eq. A.9 can be used to
relate the three spherical components of u to the three Cartesian components of u: w19 = u,
and w141 = :F%(um + iuy). Note that the spherical basis vectors in Eq. A.9 transform
into each other under rotations as do the spherical harmonics Y7 g and Y3 41, and so do the

spherical components of u.? For example, a positive 90° rotation about the y-axis takes

Z=¢g— L= _%@1#1 — 517_1) and uy o — —%(ULH —uy,—1), and the same rotation
takes YLQ — _%(Ylflrl — Yl,fl)-

In order to project out the spherical components of a second-rank Cartesian tensor,
the spherical basis tensors in the direct product space must first be formed. The spherical
harmonics Y] ,,, can be considered to be objects that bear total (orbital) angular momentum
[ and a component of angular momentum m along some quantization axis, as may be verified
by applying the angular momentum operators [2 and [, in the coordinate representation to
a spherical harmonic function. Therefore, the spherical basis vectors can be considered to
be objects that carry angular momentum [ = 1 with m = 0,4+1. A set of spherical basis

tensors € can be created by combining two of these [ = 1 basis vectors according to the

)

2In fact, the [ = 1 spherical harmonic functions Yi ., are just proportional to the spherical components
of the position vector r = x Z + y § + 2 Z (Ref. [500] §17).
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quantum-mechanical rules of angular momentum addition [501, Appendix Al:

1

~ -~ -~ - ~ - 1
e = —=(e1 16 1+€ 16141 €10€10)=——F=@z+yy+zz
€00 \/5( 1,+1 €1,—1 1,—-1 €1,41 1,0 1,0) \/5(— vy zz)
€ G €1,-1€1,41) (G-
€ = —(e €1_1—€1_1€ =——((Ty—y=x
€10 V2 SG1+181,-1 &Q-18.+1 /2 TYy—yxr
~ 1 . S 1o —— ~
e = +—(e €10— €10€ =—lzx—2z2)F+i(zy—y=z
€41 ﬁ(_l,il €10~ &0 _1¢1) 9 (Zz-12) (=y QZA)]
~ 1, - - - |
€0 6(2§1’0 €10 €1 4+1€1,-1—€1.-1€141) = 6[3Q —(Zz+yy+ Zz)]
e (@41 B0 + B Bunn) = Fo[(BZ + EE) £i(FE +23)
e = —(e e €10€ =F-[(zz+zz)ti(yz+z
o4l /2 €141 €10 T €10 61,41 gN\LE T &L Yyzrzy
~ ~ o~ 1. USRS
€., = Gubn= Sz -yy +izy+ya), (A.10)
where €11 €12.m2 = €1m1 @ €12.m2, and the indices L = |ly + lof,...,|l1 — Iz, M =
+L,...,—L obey the rules for the addition of two angular momenta [; = 1 and I, = 1. Not
surprisingly, the nine basis spherical tensors e can be written as linear combinations of

LM

the nine basis Cartesian tensors Z_z The {EL,M} transform into each other under rotations
as do the spherical harmonics {Y7 ar}. The L = 1 spherical basis tensors in Eq. A.10 have
a different form from the [ = 1 basis vectors in Eq. A.9 because the tensors are written in
the combined [; ® [, direct product space.

The spherical components of an arbitrary second rank Cartesian tensor A may
be generated by projecting A onto the spherical basis tensors: Ay a = f_cj M: A, in direct

)

analogy to defining the Cartesian components as A;; = (ﬁ)T A. The spherical components
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are found to be:

Aop = —%(Am Ayt A
Ap = —%(Axy — Aya)
Ay = _%[(Aza: — Agz) Ti(Azy — Ays)]
Ay = ([ EBA — (Aea + Ay + A.2)
Aar = Fpl(Au + Au) EilAy + Ay
Aoso — %[(Am — Ayy) £i(Any + Ayl (A.11)

These nine spherical components of A are written in terms of the nine Cartesian components.
The {A a} transform under rotations as do the spherical basis tensors in Eq. A.10 and
also as do the spherical harmonics {Y7 »/}. In fact, in the case that A = r ® r (such
that A;; = ij, where 4,j € {x,y,2}), then Ap s o< Y7, p(0,¢), where the spherical polar
coordinates (6, ¢) are those that describe the orientation of the position vector r itself. Note
that if A is a dyadic, the {Ap, as} act like the {Y7 s} only under rotations in the combined
direct product space. For example, if A =r; ® ry, then the Ay s acts like Y7, a/(6, ¢) only
if r; and r, are rotated together, not independently. In this case (6, ¢) are coordinates that
describe the joint system, since the (01, ¢1) and (02, ¢2) of r; and ry are not independent.
Reiterating the ongoing theme, the generalized definition of a spherical tensor is a
set of components {7}, 4} that transform into each other under rotations as do the spherical
harmonics {Yj4}. The rank of the spherical harmonic (or spherical tensor component)

k can range from 0 to oo in integer steps, and a spherical tensor of a given rank k has
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(2k+1) spherical components of order ¢ ranging from —k to +k in integer steps. It is
important to distinguish between the use of the word “rank” as applied to Cartesian tensors
and the word “rank” as applied to spherical tensors. The rank n of a Cartesian tensor
indicates how many Cartesian indices are needed to describe the tensor, or how many vectors
can be contracted with the tensor to form a (rank-0) scalar. The word rank as applied
to spherical tensors is terminology borrowed from the language of spherical harmonics,
since the spherical harmonics Y, 4(6, ¢) are defined in terms of the Legendre polynomials
Py (cosB) of rank k. A rank-0 (scalar) Cartesian tensor has one Cartesian component and
can be written in terms of a the single component of a rank-0 spherical tensor, and the
three components of a rank-1 (vector) Cartesian tensor can be written in terms of the
three components of a rank-1 spherical tensor. However, Eq. A.11 showed how a rank-2
Cartesian tensor can be decomposed into one rank-0, three rank-1, and five rank-2 spherical
components,? and here the meaning of the word “rank” begins to diverge. The situation
is more complicated when relating higher-rank Cartesian tensors to the spherical tensors
[502]. However, it should be stressed that the definition of spherical tensors in terms of
their rotation properties is internally self-consistent, and no reference to Cartesian tensors
(dyadics or otherwise) need be made, unless the Cartesian representation is convenient.
Some interesting properties of spherical tensors will be mentioned at the end of §A.2.2; and
the transformation properties of spherical tensors under rotations will be discussed further

in Appendix B.

3In the language of group theory, a spherical tensor of rank k transforms as an irreducible representation
of the rotation group. In other words, a group of spherical tensor components of a given rank is the smallest
set of components that obey all the symmetries of the rotation group. Cartesian tensors transform reducibly,
since they can be broken down into irreducible sets of (rank-k spherical) components, cf. Eq. A.11.
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A.2.2 Spherical Tensor Operators

The discussion of spherical tensors has so far alluded several times to the quan-
tum theory of angular momentum. For instance, if the spherical harmonics Y, (0, ¢) =
(0, ¢|l, m) were considered to be wavefunctions, they would be eigenstates of the orbital an-
gular momentum operator. In fact, the eigenstates of orbital angular momentum |/, m) can
be shown to transform into each other under quantum-mechanical rotations in the Hilbert
space as do the spherical harmonics Y} ,,(6, ¢) under rotations in real space. Now, consider
an operator in the state space of some quantized angular momentum I, where the eigenstates
of I ? are |I, m) with m being the projection of the angular momentum onto the quantization
axis. The angular momentum quantum number I can be integral or half-integral (compare
to the spherical harmonics, which have integer rank). The eigenstates of angular momen-
tum form a complete basis set in the state space of z 2, in the sense that any operator in this
space can be written in the general form A = me Apn|I, m){I,n|. By now, it should not
be surprising that linear combinations of the |I,m)(I,n| can be found that transform into
each other under rotations as do the spherical harmonics, in light of the fact that the in-
dividual angular momentum eigenstates transform this way. In fact, |I,m)(I,n| represents
an operator that can be decomposed using the rules of angular momentum addition into a
linear combination of operators Tk,q ofrank k = |I —1I|,...,|I + 1] =0,...,2I and order
q= —k,...,+k, with m = n +¢q. The {Tk,q} have integer k and g and are called spher-
ical tensor operators'; they transform into each other under rotations as do the spherical

harmonic functions {Y} ,}. The state space of an angular momentum I can be completely

!More accurately, they are the order-g components of the rank-k spherical tensor operators.
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described by the (21 + 1)? spherical tensor operators that range from rank k = 0 to k = 21
with ¢ ranging from —k to +k. These operators are often conveniently written using the

set of operators {1, 1., 1,1 } [8],[198],[503],[504]. A few such operators are listed below:

T2,:|:1 = q:_(jzj:t + I:I:Iz)
R 1.
Io 49 = 2 2
~ 1 ~ A
Ty = ,/TO[MS —{3I(I +1) =1} L]
. 1 /3 _ .. . .
Tsar = Fp\ oUEle + LelD) = {21(1 + 1) + 1} 4]
R 1 /3 .. o »
T340 = —\/j(fzfi +131)
2V 4
A 1 /14
Tsas = F=y/=13 A12
5,43 $2\/; i (A.12)
. — k) 2k ! .
where these operators can be normalized via T}, , < %[(2]{ + (12)?_{ T f)l)% (Qk)']l/Q Th.q

such that Tr[Tg’quvq] =1 [198]. The T}, are also orthogonal such that TT[T]I,#,T]C’(I] =0
(where k # k', ¢ # ¢'), so that the spherical tensor operators form a complete set of basis
operators in the state space of the angular momentum I, and any operator in this space
can be written in the form A = Zk, g Ck,qu,q- The similarity between the spherical tensors
in Eq. A.11 and the spherical tensor operators in Eq. A.12 may be observed by noting that

if A=u®u, thene.g. Agg= \/%[SUZUZ — (ugug +uyuy +uzu;)| = \/g[Sug —u-u|, whereas
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TZ,O = \/%[?JAZZ —1- i] for an angular momentum I, where I1-I= I(I+ 1)1

The concept of spherical tensor operators can be extended to systems of multiple
angular momenta by forming higher rank tensor operators from angular momentum vector
operators through the formalism of angular momentum addition, in much the same way as
was used for the spherical tensors of §A.2.1. This formalism is the most useful in the case of
two coupled angular momenta due to the difficulty of coupling multiple angular momenta,
but attempts at the general case have been made [505]. Only the case of two angular

momenta will be considered here. The second-rank Cartesian tensor operator? Z =1 s ®1

can be decomposed into nine rank k < 2 spherical tensor operators Télf) 8]:

. 1 . .
T(g,le) = _\/;(ll'lZ)

T1(,162) = —%\/g(fufz —N_I)

T1(,1£21) = %(lefﬁ - filfz2)

T2(,162) - \/g(?’le—fz? - L iz)

Tz(,lﬁ) = q:%(jzlfiQ + Ii1.0)

WY = Siale (A.13)

The analogy to Eq. A.11 should be clear upon substituting Iy =1, + i.fy and L ~i2 =
fwlfxg + fylfyg + le.fzg. However, the T,ilq’Q) operators do not form a complete basis set
in the (21; 4+ 1)(2/2 + 1)-dimensional joint Hilbert space, even upon including operators of

up to rank k = 2(I; 4+ I3). It is often more convenient to use the basis of spherical tensor

2Here the direct product combines two Cartesian vectors into a second-rank Cartesian tensor.



A.2. SPHERICAL TENSORS AND TENSOR OPERATORS 614

product operators {T,Sq) TIE,QEI,}, or products of the symmetric/antisymmetric combinations
of the single-spin tensor operators [220]. However, in the special case of two coupled spin-
1/2 nuclei, the [(2I1 4+ 1)(2I5 +1)]? = 16 operator matrix elements can be written in a basis
of the nine Té}q’m joint operators of rank k < 2, plus the seven distinct single-spin operators
T,ilg and T,ng) of rank k£ <1 (noting that To(lo) = T}% =112y [7, §2.1.10].3

The spherical tensor operators have many interesting properties. The most im-
portant properties are treated in separate sections: the Wigner-Eckart theorem is discussed
in §A.3, and the behavior of spherical tensor operators under rotations is discussed in Ap-

pendix B. Additionally, the following commutation relations hold:

[jz, Tqu] = q Tk,q (A.14>
e, Ty = VE(k+1) —q(g£1) Thger (A.15)

Here it is understood that if the joint spherical tensors T, ]51(1,2) are used, then I=1.+1,

and fi = fil + fig. The spherical tensor operators also obey the relation:
(Thg)" = (-1)" Ty, (A.16)

i.e., they are not Hermitian.
Some other useful identities apply to both spherical tensors and spherical ten-

sor operators. The spherical tensors couple according to the rules of angular momentum

3The convention AV = AW g 1, B® =i g B(Q), and AMB® = A g BA) g employed, where
here the direct product combines the Hilbert spaces of the two angular momenta.
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addition:

Tkaq = Z <l17 mi; l27 m2|k7 Q> All,ml Bl27m2 (Al?)
mi,m2
All,mlBl27m2 = Z(ll,ml;lg,m2|k,q> Tk7q, (A.18>
k.q

where (l1,m1;l2, malk, ) is a Clebsch-Gordan coefficient. Eq. A.17 can be used to generate

Eq. A.13 from Eq. A.12. Two second-rank tensors can be contracted according to:

2 +k

BT A=Y " (-1)?Big Ar g (A.19)
k=0q=—k

where we have already seen in §A.1 that BT : 4 = ), ; BjiAi; in Cartesian coordinates.

Note that the labels A and B can be exchanged without changing the sum.

A.3 Wigner-Eckart Theorem

The Wigner-Eckart theorem is used to aid in the evaluation of the matrix elements
of spherical tensor operators in the basis of the eigenstates of angular momentum. Let
|a; I, m) be an eigenstate of a quantized angular momentum 1 , where a denotes all the
quantum numbers that label the state other than those of angular momentum. As usual,
the order-¢ component of some rank-k spherical tensor operator Ty, is denoted T k,q- The

Wigner-Eckart theorem states:

(a’;I’,m’\Tk,qla;I, m) = (I',m/;k,q|I,m){c/; I || Ty, | o I), (A.20)
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where (I',m’; k,q|I, m) is a Clebsch-Gordan coefficient and and the quantity (o/; I’ || T, ||
a; I) is called the reduced matrix element of Tp.* The physical content of the Wigner-
Eckart theorem is as follows. The left side of Eq. A.20 is a matrix element connecting two
(possibly different) angular momentum states via the operator Tk,q- The right side of the
equation is a product of two terms. The reduced matrix element (o; I'||T}||a; I) depends on
a and o (and also on I, I’ and k) and carries the dynamical information of the system, i.e.
one must typically solve the Schrodinger Equation to determine the part of the eigenstate
that depends on the variables a and o/.> Also, any physical constants that distinguish one
vector operator from another can be included in the definition of T).. The reduced matrix
element carries no dependence on m, m/, or ¢, which bear the geometric information.
Here “geometric information” refers to the components of the angular momenta I and I’
with respect to a particular direction (e.g., m = 0 specifies the I, component of angular
momentum, if z is the quantization axis), and also to the directional components of Ty
All the geometric information on the right side of Eq. A.20—the information about
the angular distribution—is contained in the Clebsch-Gordan coefficient (which, conversely,
does not depend on «). The Wigner-Eckart theorem that within a particular manifold of
angular momentum states the matrix elements of all operators T;W of a given rank and
order are proportional to each other, where the proportionality constant is determined by
the reduced matrix elements. For instance the angular momentum operator I and the
magnetic moment operator ji are proportional to each other within some manifold of states

{]a; I, m)}, because both can be represented by rank k& = 1 vector operators. Also, since

4Some statements of the Wigner-Eckart theorem differ in their definition of the reduced matrix element
by a factor of (2I + 1)1/2.

SFor instance, a could label the nuclear ground state, which must be found by solving the appropriate
multi-nucleon Schrédinger Equation in an appropriate nuclear potential.
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many Hamiltonian operators can be written simply in terms of Cartesian tensors, a spherical
tensor decomposition of the Hamiltonian (e.g. via Eq. A.19) followed by the application of
the Wigner-Eckart theorem rapidly allows the Hamiltonian to be written in terms of matrix
elements of the angular momentum operator. Some examples are the magnetic dipole-
dipole coupling Hamiltonian, in which the two nuclear magnetic moments may be related
to angular momentum operators; or the electric quadrupolar Hamiltonian, in which the

electric quadrupole moment of the nucleus may be related to its angular momentum.
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Appendix B

Rotations and spherical tensors

The theory of rotations is very important in NMR for several interrelated rea-
sons: the evolution of nuclear polarization in the presence of a static magnetic field is
formally equivalent to a time-dependent rotation about the field at the Larmor frequency;
the rotating and tilted frame transformations that are widely used in calculations involve
time-dependent and static rotations, respectively; rotations are used to write anisotropic
interactions expressed in a molecule-fixed coordinate system in terms of laboratory-fixed co-
ordinates; techniques such as magic angle spinning utilize an experimentally-induced sample
rotation to average away certain spin interactions; etc. The spherical tensor formalism is
truly powerful in two contexts: they provide an elegant means of expressing the geomet-
ric dependence of the matrix elements of operators when used in conjunction with the
Wigner-Eckart theorem (see Appendix A), and their transformations under rotations can
be expressed extremely simply. A brief summary of rotations and their effects on spherical

tensors is presented here. The quantum-mechanical theory of rotations is quite elegant by
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itself, but the emphasis here is on their practical use. Most of the references cites in Ap-
pendix A contain discussions of rotation theory; specialized texts on angular momentum
theory such as the one by Zare [20] typically have the most detailed descriptions.

The angular momentum operator component I-7is the generator of infinitesimal
rotations about n in the Hilbert space of the spin I [29, §12],[45, §3.6],[28, §17-3],[20, §§],[499,
§8]. The quantum mechanical operator for a finite rotation by angle # around n may be

written in terms of the angular momentum operator as

Ry (x) = exp[—ix(L - n)]. (B.1)

As usual, the angular momentum operator I has been taken to be dimensionless. All
rotations will be assumed to be counterclockwise about +7 when x > 0. For example,
the operator exp(—z’ﬂfx /2) generates a 90° counterclockwise rotation about +z. Rotations
are assumed to be active, i.e., a system is rotated while the coordinate axes remain fixed;
it is also possible to achieve the same physical result by making a passive rotation of the

coordinate axes while the system is fixed. Rotation operators are unitary:

RR™ =1, (B.2)

a property which is related to the fact that the norm of a vector (or of any other operator

that describes the system) is preserved under rotation and a rotation can be undone by a
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subsequent “reverse rotation.” Quantum-mechanical states |¢)) are rotated according to

[0') = Ra(x)[¥) (B.3)

A" = Ry (x)AR (x). (B.4)

For example, the Cartesian components I, fy, and I, of the angular momentum vector

operator I transform under rotations as

Rx(X)ij;I(X) = fx

Ry()L.R*(x) = Iycosy—Lsiny
]%Z(X)jxﬁgl(X) = I, COSX+fy sin y
Rx(X)—fyR;l(X) = .fy Cosx+fz sin x

Ry(X) ngjl(X) = jy

R.()I,R;M(x) = Iycosx —Ipsiny
R.(X\)L.R;*(x) = L cosx— I,sinx
Ry,()L.R,'(x) = ILcosx+ I sinx
R.(LR'(x) = L, (B.5)

which are exactly the relations one expects for the transformation of the components of

a vector under rotations. Eq. B.5 can be proven by multiplying the matrix representa-
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tions of these operators or by using a theorem for the rotation of spherical tensor operator
components that will be presented later.

Three coordinates are necessary to specify a rotation in three-dimensional space,
e.g., the rotation angle x and the polar coordinates (0, ¢) that describe the orientation of
n. It is often more convenient to parameterize the rotation operator by the three Euler
rotation angles. Any rotation can be characterized in terms of three successive rotations
that each involve one angular coordinate. These so-called Euler angles may be used to
relate a coordinate system (z,y,z) that is fixed in space (e.g., the laboratory frame) to a
coordinate system (X,Y,Z) that is fixed to the system that is rotated (i.e., the body-fixed
frame, which for example could be a molecule-fixed frame).! The three Euler rotations that
carry the space-fixed frame into the body-fixed frame are [20, §3.2]: (1) a rotation by angle
a about x that carries the (z,x,z) frame into a new frame (2',y/,2'); (2) a rotation by /3
about the new coordinate y’ that carries (2/,y,2') into (2”,y",2"); and (3) a rotation by =y
about 2" that carries (2”,y”,2”) into (X,Y,Z). Note that z coincides with 2z’ and that 2"
coincides with Z. Each of the three Euler rotations can be written in the form of Eq. B.1

and the net rotation is their product:

R(, 8,7) = exp(—iyIn) exp(—iB1,) exp(—ial,), (B.6)

where, as usual, the operations are ordered such that operators that act first go on the right
side of the expression. Eq. B.6 is an alternative parameterization of Eq. B.1. The ordering

of the operators in the product is crucial because in general rotations do not commute with

! Zare [20] uses the opposite convention of (X,Y’,Z) for the space-fixed frame and (z,y,z) for the body-fixed
frame.
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each other. It is often more convenient to write the rotation in terms of space-fixed axes

20, §3.2]:

R(a, 3,7) = exp(—ial,) exp(—iB1,) exp(—iyL,). (B.7)

This expression can be derived from Eq. B.6 with the aid of an identity involving unitary

rotations of functions of operators:

U0~ = fUAUT), (B.8)
which can be derived by inserting appropriate factors of UU~! into a power series expansion
of f (/1) This identity may also be used to rewrite Eq. B.1 in terms of the polar angles

(0, ¢) that specify the direction of n in a space-fixed coordinate system:

_ 1L by mixk +i0Dy g +ig L (B.9)

where the relation 1 = sinf cos ¢ Z + sin#sin ¢ y + cos § zZ has been used. Zare’s book [20]
contains useful (¢, 0, x)-parameterized matrix representations (Eqgs. 3.36, 3.37) of the rota-
tion operator which relates the space-fixed coordinate system to the body-fixed coordinate
system in real space (i.e., as opposed to spin space).

The fundamental relation that describes the Euler angle-parameterized rotation
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of a spherical tensor operator T} , is

k

R(aaﬁaV)Tk,qé_l(aaﬁaV) = Z D((Iii)q(aaﬁa’y)j—‘k,q’a (B]'O)
q¢=—k

The Wigner rotation matriz element D((]{C)q(oc, B,7) is

DY (@, 8,%) = (k. ¢ | (e, 8,7k, 0), (B.11)

where the {|k, ¢)} are normalized angular momentum eigenstates. Eq. B.7 may be used to
write Eq. B.11 as

D) (e = ol ), B2

9.9

where the reduced Wigner rotation matrix element is
(k) _ 1 —iBl,
dy o (B) = (k,d'le™" |k, q). (B.13)

The reduced Wigner rotation matrix elements are tabulated in many sources, e.g., Table
3.1 of Ref. [20].

Eq. B.10 holds for any spherical tensor, although the representations of the spher-
ical tensor and the Wigner rotation matrix will vary according to the dimensionality of the
Hilbert spin space or whether the rotations take place in a Cartesian space (real space)
instead of spin space. In fact, Eq. B.10 may be considered to be the definition of the com-

ponents of a rank-k spherical tensor Tj. This equation is extremely useful because of this
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generality: e.g., the expression for the rotation of a rank-1 spherical tensor is the same no
matter whether that tensor is written in the space of a spin-1/2 particle, a spin-1 particle,
two coupled spin-1/2 particles, or even represents a rank-1 spherical harmonic function.
Only the representations of the spherical tensor and Wigner rotation matrices are needed
to determine the effects of the rotation.

An important result of Eq. B.10 is that the spherical tensor rank k is conserved
under rotations; only the components ¢ are interconverted. This has an important conse-
quence: rank-k polarization of a spin I cannot be converted to any other rank under the
action of a magnetic field alone. This can be appreciated from the following argument.
Imagine that a magnetic field B = Bn is applied to a spin I that initially possesses rank-k
polarization, i.e., take the difference density operator to be p?(0) o T kI 4~ The evolution in

the presence of the magnetic field is given by

ﬁ(t) _ e_iﬁzt/hf)(O)e_iﬁzt/h

= explinsBt(L-n)] T}, exp[—ini Bt(L - )]

= Ru(—wit) T}, Ry (—wit), (B.14)
where H 7 = —h*y[B(i -n) is the Zeeman Hamiltonian and the Larmor frequency is w; = 7 B.
Eq. B.14 corresponds to a time-dependent rotation of the polarization about direction of
the magnetic field n at the Larmor frequency wy. According to Eq. B.10, this evolution
conserves the spherical tensor rank of the polarization. This is a general result for the
angular momentum dynamics of any system subjected to a Hamiltonian that contains only

rank-1 spherical tensor operators (i.e., components of I ). This conservation is exemplified



625

by Eq. B.5, where the components I, fy, and I, of the rank-1 vector operator I—which can
be written as linear combinations of spherical tensor operators T{ ,—were seen to transform
into each other (and only each other) under rotations. Another consequence of Eq. B.10 is
that rf pulses cannot be used to excite multiple-quantum coherences (MQCs) from initial
magnetization in a spin I system if the only other interactions present are Zeeman/chemical
shift interactions. This is because all the Hamiltonians contain only rank-1 spin operators,
because magnetization is proportional to (i ) and thus corresponds to rank-1 terms in the
density operator, and because MQCs by definition correspond to Tk,q polarization terms
with |¢g| > 1, which in turn implies & > 1. However, the rank of the polarization can be
changed if the spin evolution takes place under a combination of the magnetic field of an
rf pulse and a Hamiltonian that contains spin operators higher than rank 1 such as the
quadrupolar Hamiltonian. This problem is discussed in detail in terms of MQC conversion
and orientation-to-alignment conversion in §5 and in other chapters of this dissertation.
Multiple quantum coherences can also be created in coupled spin systems by the use of rf
pulses in conjunction with dipolar or scalar coupling interactions.

Eq. B.10 results in some other important relations involving z-rotations. For
example,

R.(0) T, RV (x) = e T etiXle = gmaf] | (B.15)

where R.(x) = R.(x,0,0) = R.(0,0, x) in the Euler angle parameterization and d((;f)q 0)=1

according to Eq. B.13. If T kI o represents a density operator element for rank-k, coherence

order ¢ polarization in the Zeeman basis, it can be seen that a z-rotation conserves not
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only polarization rank but also coherence order. The coherence order-dependent phase
factor exp(—ixq) that is gained upon rotation is what allows coherence pathway selection
to be implemented via phase cycling and pulsed z-gradient selection techniques. Eq. B.15
also holds for a non-selective z-rotation R.(x) = exp(—ixIz) acting on a product operator
spherical tensor operator T,Sq’Q) in the joint spin space of I; and I (see Appendix A.2.2),
where here fz = le + fzg is the z-component of total angular momentum j = L + 1\2. A

special case of Eq. B.10 is the invariance of Tk@ spherical tensor components to z-rotations,

ie.,
Ro(x) Tep R () = €70 T e = T, (B.16)
This is a consequence of the relation [f Z,Tk,(]] = 0 (see Eq. A.14). The convenient inter-

pretation is that a T;“O term in the density operator represents a generalized “longitudinal
polarization” that does not evolve in the presence of a z-directed magnetic field.

Eq. B.10 also finds use in NMR when relating the spatial tensors of some interaction
(e.g., electric field gradient tensor for the quadrupolar coupling, chemical shielding tensor,
etc.) in the molecular (crystallite) frame to tensors in the laboratory frame:

k
AP =Y DL 8y ) AT (B.17)

k,m >
m=—k

where the laboratory and molecular frames are related through the Euler angle-parameterized
rotation operator R(«/, 3',7"). This type of relation is useful in solid state NMR when stud-

ies on random powders or single crystals are performed. The Cartesian spatial tensors may
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be diagonalized in their own so-called principal axis system (PAS); the spherical compo-
nents in this frame take especially simple forms. If multiple interactions are present per
molecule, e.g., a nucleus that experiences simultaneous chemical shielding and quadrupolar
coupling interactions, it is useful to transform the spatial tensors in the various PAS frames

into a common molecular frame such that

k

AN =Y D) (. B, ALY (B.18)
p=—k
k k

ARE = > N DB (o, B4 D) (0, B,7) AR, (B.19)
m=—k p=—k

where Eq. B.17 has been used to write the last line via the two consecutive rotations PAS

(a,8,7)

MOL (a,7ﬂ/7/y/)

LAB. This type of procedure is reviewed in Mehring’s text [8, §2.3].
The molecular and PAS frames can be taken to be coincident if there is only one relevant
interaction per molecule. Further rotations can be added; e.g., in the case of sample spinning
a third time-dependent rotation can be added: PAS — MOL — ROT — LAB, where ROT
can be written in terms of Euler rotations that relate the molecular frame to the rotor-fixed
frame [8, §2.6]. Similar transformations between frames of spin tensor operators can be
made, although in NMR a frame in which the spin quantization axis is along z is almost
always chosen. Note that some care must be taken when relating spin tensor operators in
different frames to each other; i.e., the components of the angular momentum operator in
a body-fixed frame exhibit anomalous commutation relations [20, §3.4, §5.1].

A few other useful identities involving rotations are included here. The Wigner
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rotation matrix elements satisfy the following relations (see e.g. [45, §3.6]):

dy)0) = d) () (B.20)
a0 = (~)m'd® o) =d, . .0) (B.21)
0 _ Am .
Dm,0(¢7970) - 2l+1Yl,m(97¢) (B22)
@ — 4 —imaeo
dmo(®) =\ g7 Yim(0,9)e (B.23)
D(0,0,0) = dip(0) = Picos ), (B.24)

where Y] ,,,(0, ¢) is a spherical harmonic function and Pj(cos ) is a Legendre polynomial.
The matrix representation of the I = 1/2 rotation operator in the [I = 1,m = 1)
basis is [45, §3.5]:

) e et/ 2 cos(8/2) —e UM/ 25in(3/2)
D) (a, B,7) = : (B.25)

eti@=/2gin(3/2)  eti@tN/2cos(3/2)



629

Appendix C

Time-dependent perturbation
theory via a power series expansion

of the time development operator

A common quantum mechanical problem is the solution of the time evolution of
a system subject to a small time-dependent interaction in the presence of a large, time-
independent interaction. This solution can only be approximated if the total Hamiltonian
is homogeneous (§2), and typically a perturbative solution is sought. In some texts the
generation of the expressions for transition amplitudes can be quite mathematical and com-
plicated, involving sets of differential equations for the coefficients of the wavefunction pro-
jected onto a particular basis set [85, XIII.B|. Methods based on the Dyson series of the time
development operator in the interaction frame are more elegant [45, §5.6],[272, XVII.1,2].

The Dyson series is usually obtained by the iterative solution of an integral equation. At the
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beginning of §2.2 it was mentioned that the Dyson series can also be obtained by a power
series expansion of the exponential form of the time development operator.! Since series
expansions of exponential functions are very familiar to even beginning physics students, it
may be useful to repeat the derivation of some of the standard equations of time-dependent
perturbation theory using the series expansion.

Consider a time-dependent Hamiltonian

H(t) = Hy + V (1), (C.1)

where || Hy || > || V'||. The solution of Hy is presumed to be known:

Ho|n) = E,|n), (C.2)

where the {|n)} are the eigenstates of Hy with corresponding eigenvalues E, = hw, =
(n|Hy|n). We wish to find the probability that the system starts out in some state |i) at

time tp and ends up in some state |f) at time ¢. The transition probability is:

Pyoi = |Ap = (10 (1) |3) 7, (C.3)

where Ay is the transition amplitude. We will assume that |i) and |f) are eigenstates of
Hy with eigenvalues F; and Ey, respectively. If H(t) is homogeneous (i.e., [H(t), H(t')] #

0, usually due to [Hy, V()] # 0), then the time development operator U(t;t) must be

!Obviously, this is the reverse process of the summation of the Dyson series to form an exponential
operator [506, §17.2].
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approximated. It is advantageous to make a transformation into the interaction frame of
Hy such that the effective Hamiltonian is shrunk from the size of || Hy || to the size of || V||
and any series approximation of the resulting time development operator will be valid for

longer times. From §2.3.2 we find that:

Ult;to) = Up(t) Ut to) = e~ Hlolt=to)/ T{exp[—% /tdt’ V() (C4)

to

where T is the Dyson time-ordering operator, the interaction frame transformation is defined

by Ur(t) = e—iHo(t=t0)/h anq the interaction frame effective Hamiltonian is
V(t) = U7 (1) V(t) Up(t) = eFiflolt=to)/h 7 (4) g=ifot—to)/1. (C.5)

It can be seen from Eq. C.4 that the exponential operator to be approximated (7 (t;to) has
an argument involving an integral over ‘?(t), which is of the order V, so that the series
expansion of the exponential will involve powers of V. If a interaction frame transformation
was not applied, the expansion would involve powers of H , which is of the much larger order
of Hy. Eq. C.4 also cleanly separates the time evolution due to Hy and ﬁ(t), even if these
operators do not commute with each other.

An exponential function may be expanded in a Maclaurin series as e ~ 1 + x +

x? + %xzﬁ + ... =Y 2 ,2"/nl. This expansion can be used in operator form on the

D=
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interaction frame time development operator U (t;to) in Eq. C.4, such that:

Otsto) = e Mot/ pli [(%) /tdt/ V(K] +%[(%) /ttdt' ?(t')]2+

where this series was also stated in Eq. 2.17. This equation can be cast into matrix element
form by inserting factors of the identity 1 = > |n)(n| appropriately, where the {|n)} are

chosen to be eigenvectors of H,.

Apei = (0G0
<f|e—z‘ffo<t—to>/ﬁ{i () [ v
(3 ZT /t dt /todt V(")) (nlV ()]
= %@ S / at" / dt”/t at V(") al VY V()] + . iy
s t- to>{5f (5 )/ at V()] +
t

12

]. - " t [ ", = /
(= E T .
+ 2| FL / t /todt an (t )Vm (t )]

n

d
0
1 - /AN /
+— T /dt / dt/dt Vit YW (£ ) Vi (8 )}+...} (C.7)
0 to to

/

3

,T
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where 67; = (f]i) is a Kronecker delta function, and from the definition of V(t) in Eq. C.5:

Vo = (n|V (t)|0) = elnw =) Y7 (1), (C.8)

where Wpn = wy — wy = (n|Ho/hln) — (n!|Ho/hn') and Vi (t) = (n|V(t)|n'). Inserting
Eq. C.8 into Eq. C.9 transforms back out of the interaction frame and gives (we take tg = 0

for more compact notation):

1 /—2\3 t " t ” t r mn " . " " . ! ’
+—= %) T / dt / dt / dt et Vi (t) enn'™ Vo (t) e“n'st Vi s (t )]
’ 0 0 0

+} (C.9)

In principle, this is the final result of the time-dependent perturbation theory. However, it
may be more convenient for computational purposes to eliminate the formal Dyson time-
ordering operator 1" by building the time ordering directly into the limits of integration. This
approach also recovers the standard result of the Dyson series, which is developed by the
iterative solution of the integral equation for [7 (t;to). As an example, consider the second-
order term in the expansion of f}(t;to), which is %(%)QU\T{]:O dt"j;todt/ XL/(tN)‘L/(t/)}]i).
The integrand is symmetric around ¢ = ¢, such that equal contributions are given to the
integral for t' >t and t <t (wherety <t,t <t), and the integral is equal to just twice

the contribution of either part. However, the restrictions ¢ > ¢  or ¢ < ¢ imply a time
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ordering. Therefore %T{ ftto dt” ftf;dt/ [--]} = % X 2 fti dt” fti/dt/[' -], where the limits of
integration restrict ¢y < t < ¢’ < t. It can be demonstrated that for the n"-order term in
the expansion, the time ordering operator can be removed by an appropriate time-ordered
restriction of the integration domain, which happens to be smaller by a factor of 1/n! than

the total integration volume (see e.g. Eq. B-19 of Ref. [123]). Therefore Eq. C.9 can be

written in Dyson series form:

Ay = e_i“’ft{(Sf’i—i— [(%) / o eiwﬁt'vﬁ(t’)}
0
G e v v

_Z 3 t " tm " t// A m " . " " . / i
+<?) Z [/ dt / dt / dt eWwrnt an(t )ezwnn/t Vot (t )e“"n’ft Vn’f(t)
n,n’ 0 0 0

+} (C.10)

where 0 < t < t’ < " < ... <t for tg = 0. This is the textbook result for the transition
amplitude via time-dependent perturbation theory, stated up to third order in the pertur-
bation. Note that the time-dependent phase factor e~™7* is lost upon taking the square
modulus to find the transition probability (Eq. C.3). A truncation of the perturbation se-
ries at any order gives an approximation to the transition amplitude. Unlike the Magnus
expansion (§2.2), this approximation of the time evolution will not be unitary. Eq. C.10

can also be written with some of the time dependence explicitly divided up into intervals
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such that

Ay = {e_iwf(t_t0)5f7i+ [(%@) /tdt' e—iwf(t_tl)Vfi(t,)e_iwi(t/_to)}
to

HF) 3] / at’ / @t 1=y (1) e () et )

_Z 3 Z t " t/// " t// !
+ <—> [ / dt / dt / dt
h n,n' to to to

1"

> 67iwf(t7tm)vfn(t/”) efiwn(t/llft”)vnn/(t )efiwn/(tuft,)vn,f(t’) efiwi(tlfto):|

+} (C.11)

where the initial condition is now t = t9. Eq. C.11 may be compared to Eq. XVII.24
in §XVILI.2 of Messiah [272], which contains an intuitive graphical interpretation of this

perturbation series.
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Appendix D

Dynamics of two J-coupled

spin-1/2 nuclei

This Appendix will present equations for the time evolution of some of the density
operator components in a J-coupled system of two spin-1/2 nuclei in the presence of a
magnetic field. These equations are exact and therefore valid over the full range between
the strong and weak coupling limits. The Hamiltonian for the two-spin I-S system is a

sum of Zeeman and J-coupling contributions:
f[ = ﬁzﬂ-ffj = h(WIjZ+WSSZ+WJz'S),

where wy = 2mJ is the J-coupling constant in angular frequency units (it will be assumed
that wy > 0), and wy and wg are the Larmor frequencies of spins I and S, respectively. This
Hamiltonian could represent a laboratory-frame spin system in a magnetic field By = Byz

with w; = —vyBy and wy = —vyBy, or a homonuclear rotating-frame spin system where w;y
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and wg represent the resonance offset frequencies of the two spins. The quantization axis
is along z, the direction of the magnetic field.

The Hamiltonian H can be diagonalized to give the following eigenfrequencies:

= 1( +ws) + .
wp = 5 wr + wg 4wJ
1 1

wy = 5\/(011 —ws)?+w) - 197
1 1

w3 = —5\/(WI—WS)2+W3_ZWJ7
1( n )+1

w. = —=\W w —Ww

4 5 (Wi +ws) + wy

If a mixing angle is defined as 6 = %tanfl[wj/(wj —wg)] [7, §2.1.9], the corresponding
eigenstates are [1)1) = H+), [12) = cos OH+—)+sinO|—+), |1)3) = — sin OH—)+cos f]—), and

;S: ,mszi%>.

N|—
N[

[14) = |-—), where the Zeeman eigenstates are [£+) = |I = 3, m; = +
The addition of the J-coupling interaction to the Zeeman interaction mixes the |+—) and
| —+) Zeeman eigenstates, or alternatively, the addition of the magnetic field to the J-
coupled system breaks the isotropy of spin space and mixes the singlet and triplet total
angular momentum eigenstates with zero projection on the quantization axis. Note that
the individual z-components of angular momentum I > and S‘z are constants of the motion
since [I,, H] = 0 and [S,, H] = 0. This implies that the system is invariant to rotations
of either spin about the z-axis. A corollary of these facts is that the z-component of total
angular momentum is also a constant of the motion since [(I, + S.), H] = 0. The total

system is therefore axially symmetric about the z-axis and invariant to rotations in the

combined space, i.e., in which both spins are rotated by the same angle about the z-axis.
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The dynamics of the density operator are given by:
ﬁ(t) — e_iﬁt/hﬁ(O)e—Hﬁt/h. (Dl)

This equation may be solved easily in the eigenbasis of the Hamiltonian. Some expressions

~ A

are given for the evolution of the fw, fy, fz, Sz, Sy, and S, single-spin magnetization

~

components, e.g. [,(t) = e—th/hfmer{t/h‘

A. General case:

~ 1 ~
I(t) = 3 [sin? O(cos wiat + coswst) + cos? B(cos wast + cos wist)| I,
1 .
+§ [sin2 6(sin wyat + sin wsyt) + cos? 6 (sinwagt + sinwist)] 1,

N

1 .
+§ cos 0 sin f[cos wiat — coswsyt + cos wagt — cos wist]Sy
1 . . . . . A
+§ cos @ sin f[sin wiat — sinwsat + sinwast — sinwi3t] Sy,

L. 9 2 £oa
+§[51n 0(coswiat — coswsyt) — cos” B(cos waat — coswist)]|21,S,
1. . 2 . . 2 . . 2 A
+§ [sin” f(sin wiat — sinwaat) — cos” O(sinwost — sinwizt)]21,S.

1 SN
+§ cos 0 sin O[cos wiat + cos wzat — cos wagt — coswist]21, S,

1 .
+§ cos @ sin f[sin wiat + sinwsat — sinwast — sinwy3t]21,.5,
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1 A
3 [sin2 0(cos wiat 4+ coswsyt) + cos? 6(cos wast + coswist)] 1,

1 .
—3 [sin? O(sin wyat + sinwsat) + cos? O(sin wost + sin wist)] I,

1 .
+§ cos 0 sin f[cos wiat — coswszat + coswaat — coswist]Sy

1
—5 cos 0 sin @[sin wiat — sin wsyt + sinwagt — sin wi3t]Sy

N

~

1 A
+—[sin? f(cos wiat — coswsyt) — cos? O(cos wayt — cos wizt)]21,S,

1 A A
- [Sin2 O(sin wiat — sinwsyt) — cos? 0(sin wogt — sinwyst)|21,.5,

1 N
+§ cos 6 sin f[cos wiat + cos wzat — coswast — coswist]|21, 9,

1 SN
~3 cos 0 sin f[sin wiat + sin wzgt — sin woyt — sinwy3t|21,S,

1 .
1 3 + (cos? 26 — sin” 20) + 2sin? 26 cos wast] I,

1 2 .2 .2 A
+Z[1 — (cos” 260 — sin” 20) — 2sin” 260 cos wast] S,
-+ sin 6 cos f[sin wggt]2(fxgy - fygx)

1 .
+§ sin 260 cos 20[1 — cos wast]2(15 S + IySy)



640

1 A
5 [sin2 0(cos wiat 4+ coswsyt) + cos? 0(coswaat + cos wist)] Sy

1 ~
+§ [sin? O(sin wiat + sin wgt) + cos? O(sin wayt + sin wyst)] S,

A

1
+§ cos 6 sin O[cos wiat — cos w3yt + cos wagt — coswist],
1 . . . . . -~
+§ cos 0 sin f[sin wiat — sinwsat + sinwast — sinwist]l,

1.5 9 .
+§ [sin® O(cos wiat — cos wsyt) — cos® O(cos waat — coswist)]|21,Sy
1. . 2 . . 2 . . S
—|—§ [sin” f(sin wiat — sinwaat) — cos” O(sinwoat — sinwist)]21,.Sy

1 n A
+§ cos 0 sin O[cos wiat + cos wzat — cos wagt — cos wist]21,S,

1 SN
+§ cos 0 sin Osin wiat + sin wsat — sinwoyt — sinwy3t]21,S,

1 A

5 [sin2 O(coswiat + coswsat) + cos? 6(cos wast + coswist)]Sy
1 -2 . . 2 . . N

—3 [sin® O(sin wiat + sin wsat) 4 cos” O(sin waat + sinwist)]Sy

~

1
—|—§ cos f sin §[cos wiat — coswzat + coswast — cos wyst]ly
1 . . . . . -
—3 cos 0 sin O[sin wiat — sin wsgt + sin waoyt — sinwist] 1,

Lrsin2g 20 21,8
+§ [sin” f(cos wigt — coswaat) — cos” §(cos waat — coswist)|21..S,
1. . 2 . . 2 . . 2 A
—3 [sin® (sin wiat — sin wsgt) — cos” O(sin weyt — sinwyst)|21,S,

1 n A
+§ cos 6 sin f[cos wiat + cos wzat — cos wast — cos wyst]|21, S,

1 A A
—3 cos 0 sin O[sin wiat + sin wzgt — sin waeyt — sinwy3t|21,.S,
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N 1 N
S.(t) = 1[3 + (cos? 260 — sin? 26) + 2sin® 26 cos wost] S,
1 2 -2 -2 7
+Z[1 — (cos” 20 — sin” 20) — 2 sin” 26 cos wast| 1,

— sin 0 cos O[sin wost]2(1,,S,, — I,5,)

1 .
—3 sin 260 cos 201 — cos wa3t]2(1; Sy + 1ySy)

B: Case w; =wg =wg, H = hwo(l, + S.) + Hy:

This case could represent either a chemically-equivalent homonuclear spin pair in
the rotating frame with a resonance offset, or any homonuclear spin pair in the laboratory
frame at a low magnetic field where chemical shifts are negligible. In this case the Zeeman
Hamiltonian is proportional to the z-component of total angular momentum I, + 5., which
commutes with the J-coupling Hamiltonian (as do all components of total angular momen-
tum, since Hj is isotropic in the combined spin space). Therefore [f[ Z,I;T J] = 0, which is
not the case when the spins are inequivalent. Of course, the z-component of total angular
momentum is still conserved.

When the spins are identical the mixing angle reduces to: 0 = w/4 = cosf =
\/m, sinf = \/m, cos20 = 0, sin20 = 1. The eigenfrequencies are: wi = wy + wy/4,
wo = wy/4, wy = —3ws/4, and wy = —wp + wy/4, such that wis = wy, wiy = Wy — wy,

W94 = Wp, W13 = Wy +CU], and w23 = Wyj.
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%[2 cos wot + cos((wo + w)t) + cos((wo — wy)t)| L

4&[2 sin wot + sin((wo + wy)t) + sin((wo — w,)t)] 1,

+£[2 cos wot — cos((wo + wy)t) — cos((wp — wJ)t)]gx

%[2 sinwot — sin((wo + wy)t) — sin((wo — w)B)]S,
1

—i—Z[cos((wo + wy)t) — cos((wo — wy)t)|21, 5.

—i—i[sin((wg +w)t) — sin((wo — wy)0)]20,S.

"‘i[— cos((wo 4 wy)t) 4 cos((wo — wy)t)]2L. S,

e sin(w 4 w2)1) + sin(wo — w)DRLS,

3[2 cos wot + cos((wo + wy)t) + cos((wo — wy)t)] Iy,
_i[z sin wot + sin((wo + w,)t) + sin((wo — wy)t)| L
%[2 coswot — cos((wo + wy)t) — cos((wo — wy)t)] Sy
—2sin gt — sin((wo + w,)) — sin((wo — w3
+i[cos((wo +wy)t) = cos((wo — wy)t)]21,5;
—i[sin((wo +wi)t) = sin((wo — wy)t)]20.5,

4&[— cos((wo 4 w)t) 4 cos((wo — wy)t)|2L.5,

—i[— sin((wo + wy)t) 4 sin((wo — wy)t)|21.5,
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1 1 .1 Lo
5[1 + coswt], + 5[1 — coswyt]S, + §[SiHWJt]2(I$Sy

1 N
1[2 coswot + cos((wp + wy)t) + cos((wo — wy)t)] Sz

1 N
—1—1[2 sin wot + sin((wo + wy)t) + sin((wg — wy)t)]Sy
—|—i[2 cos wot — cos((wo + wy)t) — cos((wo — wy)t)| s,
%[z sinwot — sin((wo + wy)t) — sin((wo — w)O,

—_

—|—Z[cos((w0 +wy)t) — cos((wo — WJ)t)]szSx

2 sin((wo -+ w7)t) — sin((wo — w215,

%[f cos((wo 4+ wy)t) 4 cos((wo — wy)t)|2L, 5.

1

5 [ sin((wo + wy)t) + sin((wo — wy)t))21,S,

1 A
Z[Z coswot + cos((wo + wy)t) + cos((wo — wy)t)]Sy

_3[2 sinwot 4 sin((wo + wy)t) + sin((wo — w)t)]Sx
%[2 coswot — cos((wo +wy)t) — cos((wo — w)t)] 1,
&[2 sinwot — sin((wo + wy)t) — sin((wo — wy)t) L
+i[cos((wo +wy)t) — cos((wo — wy)t)]21. 5,

1

= [sin((wo + w))t) — sin((wo — wy)t)]21.S,
"‘i[— cos((wo + wy)t) + cos((wo — wy)t)|21, S,

—i[— sin((wp + wy)t) + sin((wp — wJ)t)]Qfch’Z

—1,5,)
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—_

~ 1 N A 1 PN A A
S.(t) = 5[1 + coswt]S, + =[1 — coswt]l, — §[Sinwjt]2(IxSy —1,5;)

\V)

C: Case wy=wg =0, H=Hj;

This is the case in which the two spins are indistinguishable by their chemical
shifts, and only the J-coupling between them remains. It could represent the case of a
chemically-equivalent homonuclear pair in the rotating frame, when the rf frequency is
exactly on resonance. It could also represent any two-spin system in the laboratory frame
at zero field, in which case even heteronuclei become “chemically equivalent” spins (of
course, heteronuclei can be distinguished at zero field when a magnetic pulse is applied).
It could also represent the case of a chemically-equivalent homonuclear pair in the rotating
frame, when the rf is exactly on resonance. The J-coupling Hamiltonian represents a scalar
quantity in the combined two-spin space, so it commutes with all components of the total
angular momentum I + S: [(I, + S.), Hy] = 0, [(I, + 5,), H;] = 0, and [(I, + S.), H;] = 0.
The components of total angular momentum are therefore constants of the motion in the
absence of a magnetic field, and the eigenstates of the system are the eigenstates of total
angular momentum. It follows that the J-coupled spin system in zero field is isotropic and

therefore invariant to all rotations in which both spins are rotated by the same angle about

the same axis. Evolution under this Hamiltonian is called “isotropic mixing”.

1 A 1 - 1 o 4 A
I(t) = 5[1 + cosw st + 5[1 — coswt] Sy + i[siant]2(IySz —1.5y)
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o 1 ~ A PN A A
I,(t) = 5[1 + coswt]ly + =[1 — cosw ]Sy + = [sinwt]2(1.S; — 1,S>)
A 1 .1 .1, L
I(t) = 5[1 + coswt|1, + 5[1 — coswt]S, + §[s1ant]2(IxSy —1,5:)
. 1 | . ‘ L
Sy(t) = 5[1 + coswt]Sy + 5[1 — coswt|l, + §[Slant]2( Sy — 1,5>)
) 1 .1 .1 .
Sy(t) = 5[1 + cosw ]S, + 5[1 — coswyt] L, + §[s1ant]2(Ix . —1.53)

S.(t) = %[1 + coswyt]S. 4+ =[1 — coswt] I, + %[Siant]Q(fygcg — 1,S,)

N[ —
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Appendix E

Simulation of the distant dipolar
field for cylindrically-symmetric

geometries (Matlab code)

% DDF simulator -- 2D for axial magnetization symmetry
% Jeffry T. Urban

clear all;
close all;

time = clock;

% Initialize simulation volume

Nr = 100; % Number of grid points in radial (cylindrical) direction
Nz = 300; 7% Number of grid points in z direction

Lr = 1.0; 7% Length of simulation cell in radial direction (cm)

Lz = 3.0; 7% Length of simulation cell in z direction (cm)

dr
dz

Lr/Nr; 7% size of radial grid increment

Lz/Nz; % size of longitudinal grid increment

MO = 1; % Magnetization prefactor
epsilon = 1e-9; % Small factor to avoid divergences
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% Definition of coaxial cylinders (defined between z = -d/2 and z = +d/2)
R1 = 0.50; % Radius of inner cylinder in cm

R2 = 0.25; 7% Radius of outer cylinder in cm

d = 1.5; 7% Length of cylinder in cm

nt = floor(Nzx(1+d/Lz)/2 + 1/2); Y z-index for top of cylinder
nb = ceil(Nz*(1-d/Lz)/2 + 1/2); ' z-index for bottom of cylinder
kz = 1.0/d; Y% z-modulation wavenumber

%kz = epsilon; % no modulation (kz = 0)

% Define z-directed magnetization density

% Define grid variables

r = dr/2:dr:Lr-dr/2; 7 Radial coordinate: center of grid squares

»r = epsilon:dr:Lr; % Radial coordinate: edge of grid squares

z = -Lz/2+dz/2:dz:Lz/2-dz/2; 7’ Longitudinal coordinate

hz = (z>=-d/2) + (2z<=d/2) - 1; 7 Defines cylinder volume in z-direction
hr = (r>=R1) + (xr<=R2) - 1; 7 Defines cylinder volume in radial direction

% Define z-magnetization
psi = 0;
WMz = (MO*cos(2xpixkz*z + psi).*hz)’*(ones(1,Nr).*hr);
% Cosine-modulated z-magnetization Mz(z,r)
DM = (-(2xpixkz)*MO*sin(2*pi*kz*z + psi).*hz)’*(ones(1,Nr).*hr);
% dMz/dz for cosine-modulated Mz
Mz = (MO*sin(2*pixkz*(z+d/2) + psi).*hz)’*(ones(1,Nr).*hr);
% Sine-modulated z-magnetization Mz(z,r)
DM = ((2*pi*kz)*MO*cos(2*pixkz*(z+d/2) + psi).*hz)’*(ones(1l,Nr).*hr);
% dMz/dz for sine-modulated Mz
% Define magnetization projections at boundary surfaces
t = Mz(at,:);
%Mt = (MO*cos(2*pixkz*(d/2) + psi))’*(ones(1,Nr).*hr);
% n.Mz(zt,r) for cosine-modulated Mz
/nMb = (-MO*cos(2*pixkz*(-d/2) + psi))’*(ones(1,Nr).*hr);
% n.Mz(zb,r) for cosine-modulated Mz
nMt = (MO*sin(2*pi*kz*(d/2+d/2) + psi))’*(ones(1l,Nr).x*hr);
% n.Mz(zt,r) for sine-modulated Mz
nMb = (-MO*sin(2*pixkz*(-d/2+d/2) + psi))’*(ones(1,Nr).*hr);
% n.Mz(zb,r) for sine-modulated Mz

zl = z;
rl =r;
z2 = z’*ones(1,Nr);

r2 ones (Nz, 1) *r;
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% Calculate DDF, heteronuclear (z-component only)
% Point 2 = source, point 1 = field

% Calculate volume integral
for(nri=1:Nr);
for(nzl=1:Nz);
u = sqrt((4*xri(nrl) .*r2)./((r1(nrl) + r2).72 + ...
(z1(nzl) - z2).72)) - epsilon; % mu
[K,E] = ellipke(u); % Define complete elliptic integrals
F = (z1(nz1)-2z2) .*(u."3).*(K + E./(1-w)); % Integrand
Iv(nzl,nrl) = dz*drx(-1/(4*pi))*(1/(4*ri(nrl)~(3/2)))*
sum(sum((1./sqrt(r2)) .*F.*DM)); 7’ Riemann sums
end;
end;

% Calculate top and bottom surface integrals
for(nri=1:Nr);
for(nzl=1:Nz);
ut = sqrt((d*ri(ar)*r)./((r1i(arl) + r).72 + ...
(z1(nzl) - d/2)°2)) - epsilon; % mu at top surface
ub = sqrt((4*ri(nri)*r)./((ri(nrl) + r)."2 + ...
(z1(nzl) + d/2)7°2)) - epsilon; % mu at bottom surface
[Kt,Et] = ellipke(ut); % Complete elliptic integrals/top surface
[Kb,Eb] = ellipke(ub); % " " "/bottom surface
Ft = (z1(nz1)-d/2).*(ut.~3).*(Kt + Et./(1-ut));
% Integrand for top surface
Fb = (z1(nz1)+d/2).*(ub."3).*(Kb + Eb./(1-ub));
% Integrand for bottom surface
Is(nzl,nr1) = drx(1/(4*pi))*(1/(4*ri(nr1)~(3/2)))* ...
sum((1./sqrt(r)) .*(Ft.*nMt + Fb.*nMb)); % Riemann sum
end;
end;

Hz = Iv + Is; ¥ H-field (volume + surface integral); H = -grad(Phi)
Bz = Mz + Hz; % B-field

% Reflect the magnetization/dipolar field across x = 0

Mz_symm = [fliplr(Mz) ,Mz];
Hz_symm = [fliplr(Hz),Hz];
Bz_symm = [fliplr(Bz),Bz];

r_symm = [-fliplr(r),r];

% Plot
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figure;

pcolor(r_symm,z,Mz_symm) ,shading flat;
hcolormap(’gray(16)°);

xlabel(’x (cm)’,’Fontsize’,12, ’FontWeight’,’bold’);
ylabel(’z (cm)’,’Fontsize’,12,’FontWeight’,’bold’);
figure;

pcolor(r_symm,z,Bz_symm) ,shading flat;
%colormap(’gray(16)°’);

xlabel(’x (cm)’,’Fontsize’,12, ’FontWeight’,’bold’);
ylabel(’z (cm)’,’Fontsize’,12, ’FontWeight’,’bold’);
figure;

surf (r_symm,z,Bz_symm) ;

%colormap(’gray(16)’); brighten(-0.25);

xlabel(’x (cm)’,’Fontsize’,12,’FontWeight’,’bold’);
ylabel(’z (cm)’,’Fontsize’,12, ’FontWeight’,’bold’);
figure;

mesh(r_symm,z,Bz_symm) ;

hcolormap(’gray(16)°’); brighten(-0.25);

xlabel(’x (cm)’,’Fontsize’,12, ’FontWeight’,’bold’);
ylabel(’z (cm)’,’Fontsize’,12, ’FontWeight’,’bold’);

’done’
etime(clock,time)



