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Abstract

During summer 1997 experiment €94-018 measured the deuteron
tensor polarization in D(e,e’&) scattering in Hall C at Jefferson Labo-
ratory. In a momentum transfer range between 0.66 and 1.8 (GeV /c)?,
with slight changes in the experimental setup, the collaboration per-
formed six precision measurements of the deuteron structure function
A(Q?) in elastic D(e,e’d) scattering . Scattered electrons and recoil
deuterons were detected in coincidence in the High Momentum Spec-
trometer and the recoil polarimeter POLDER, respectively. At every
kinematics H(e,e’) data were taken to study systematic effects of the
measurement. These new precise measurements resolve discrepancies
between older data sets and put significant constraints on existing
models of the deuteron electromagnetic structure.
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1 Introduction

The six A(Q?) measurements presented in this thesis were part of experi-
ment €94-018, the Measurement of the Deuteron Tensor Polarization [2, 3],
at Thomas Jefferson National Accelerator Facility (JLab). It was necessary
to measure A(Q?) to determine from the tensor polarization observable
the individual form factors. The experimental setup was modified such, that
the collaboration was able to perform the A(Q?) measurement with a sys-
tematic uncertainty of ~4% and 1% statistical error.

The analysis of the elastic D(e,e’d) data and the extracted deuteron struc-
ture function A(Q?) in a Q? range between 0.66 and 1.8 (GeV /c)? provide a
crucial test for any model of the deuteron.

1.1 Deuteron Wave Functions

An important goal of nuclear physics is to understand nuclear structure in
terms of the underlying nucleon-nucleon (NN) interaction. The deuteron,
as the smallest and simplest stable nucleus, is an ideal candidate for the
investigation of our ability to calculate nuclear properties starting from the
NN interaction. The attractive “long” (r > 2fm) and “intermediate” (0.8 <
r < 2fm) range of the NN interaction are reasonably well described by boson
exchange potentials, however the short-range repulsive part (r < 0.8 fm) is
still poorly understood.

The deuteron’s ground state properties yield information about the char-
acter of the nuclear force. The nonrelativistic Schrodinger equation can be
solved with a high degree of accuracy. Various modern potential models sug-
gest a tensor force component in addition to the central potential. They all
predict that the tensor force causes the deuteron to have a small admixture
of a 3D, state in addition to the dominant 3S; state. Therefore, the deuteron
wave function can be written as

¥ = RyY/\§ + R Vi (1)

with Ry = u/r and Ry = w/r the S— and D-state wave functions, respec-
tively, normalized such that [5°[u? + w?dr = 1, and Y}§i the spin-angle
functions. Characteristic shapes of the deuteron radial wave functions are
shown in Fig. 1 for the Argonne V-18 potential model [4]. For r larger than
the range of the interaction potential, the wave functions u(r) and w(r) are
L =0 and L = 2 exponentially decreasing “free wave” solutions correspond-

ing to the binding energy Fg, with o = \/%EB(MH + M,) = 0.23161 fm™ ',

u(r) X Age " (2)
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The constants Ag and Ap are the asymptotic S— and D—wave amplitudes,
which are normally given in terms of Ag and the asymptotic ratio n = Ap/As.

The presence of the repulsive core of the NN interaction is reflected by
the sharp decrease of the S—state wave function at small r. This region is
poorly understood due to lack of knowledge of the short range-range part of
the NN interaction.

1.2 Electron—Deuteron Elastic Scattering

Various probes are used to investigate the internal structure of nuclei. Hadrons
have the advantage of large cross sections because they interact strongly. The
complication of the unknown nucleon structure and the reaction mechanism
lead to difficulties in the interpretation of the results. When using an elec-
tromagnetic probe on the other hand, the interaction can be computed in
the framework of quantum electrodynamics (QED).

In elastic electron-deuteron scattering, the energy of the scattered rela-
tivistic electron Ey is given by

E. = fE.. (4)
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E. is the incident electron energy and f the recoil factor

- (5)
- 1+%sin2%€’

f

which takes into account the finite mass of the target nucleus. 6, and My are
the electron scattering angle in the lab frame and the target mass, respec-
tively. As energy and momentum of the scattering process are conserved, the
four-momentum ¢ = (§,w), carried by the virtual photon, can be expressed
as a function of incident and scattered electron energy and the electron scat-
tering angle:

O
Q*=q?%—w?=4F,E, sin® 5 > 0. (6)

The virtual photon is “space-like”. In the normal convention qi is negative.
For the sake of simplicity Q*> was introduced. It is related to the kinetic
energy of the deuteron T} via

QZ

T:Ee_Ee’: . 7
d 2M;y (7)

In the one-photon-exchange or first Born approximation, the electron-deuteron
unpolarized elastic differential cross section can be written as [5]

dQ.

where the Mott cross section describes the scattering of an electron off a
pointlike spinless particle according to

d a? cos? &
<£> VTS ©)
Mott e Sy
Here « is the fine structure constant and c=h =1 .
The longitudinal and the transverse structure function A(Q?) and B(Q?)

(Fig. 2) are determined in cross section measurements. They can be expressed
as combinations of the three Sachs form factors of the deuteron:

AQ) = GAQ) + g GH(Q) + 506G (@) (10)
BQY) = n(1 + )G (@), (1)
with 7= &

AMZ
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The structure functions A(Q?) and B(Q?) can be separated by varying
the longitudinal polarization € of the virtual photon, given by

€= [+ (27/Q?) tan® 17 (12)
between 0 and 1 while @Q? is kept fixed (Rosenbluth separation).

In order to separate the relative contributions of G¢(Q?) and Gq(Q?)
(Fig. 4) from A(Q?), a third observable has to be measured, e.g. the tensor
polarization t, (Fig. 3) which describes the state of spin orientation of an
assembly of particles. The general relations between the tensor polarization
variables and the deuteron form factors are

1 [8 8 1 0
tyg = ———=— | =nGcGo + =1°G% + =n(1 + 2(1 tan? —)G? 13
w= =5 [§1GeGa + §PGh + gl + 20wt 1G] (13
t S + 7 si 2 be 1/2G G cos’l% and (14)
2= 1T g mbeces Ty an
1 0
oy = ————nG? ith I, = A(Q?) + B(Q?) tan? =. 1
22 2\/§IOUGM w1 0 (Q)+ (Q) an 9 (5)

While t59 shows a strong ()* dependence, t5; and ty are relatively Q? in-
dependent and therefore of less importance for the separation of the form
factors.
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The normalization factors of the form factors (Fig. 4) are chosen such
that at Q@ =0

Ge(0) =1, (16)
Gq(0) = M3Qq = 25.830, (17)
Gum(0) = (Ma/Mp)pa = 1.714  in units of uy, (18)

with M, the proton mass, Qg4 = 0.28590(30) fm” the quadrupole moment, 14
the magnetic moment of the deuteron and py the nuclear magneton. The
position of the node of G¢(Q?) is very sensitive to various corrections such
as meson exchange currents (MEC), relativistic effects, isobar currents (IC)
and possible quark degrees of freedom (Sec. 4.4). High precision experimental
data are necessary to study these effects and thus to probe the short range
NN interaction.

Figure 4: Deuteron form
factors Gc(Q?), Gu(Q?)
and Gq(Q?), based on
NRIA calculation by
B. Henning [6] using the
PARIS  potential, Si-
mon proton and Galster
neutron form factors.

Form Factors

\\\\‘U‘\\\\\\

I R R PRI R B
0O 02 04 06 08 1 12 14 16
Q? / (GeVic)?

5[
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In elastic unpolarized e—d scattering, the recoil deuterons are tensor polar-
ized. This experiment was part of a measurement of the tensor polarization
t99. The recoil deuterons were transported to a liquid hydrogen target, the
recoil polarimeter POLDER, [2, 7, 8], where they underwent the secondary
1H(J: 2p)n reaction which allowed for the determination of the tensor pola-
rization. The cross section for this secondary reaction is

0'(9, d)) = 0'0(9)[]. + 2Zt112T11(9) + tgoTQO (9)
—+ 2t21T21 (9) COS ¢ + 2t22T22(9) COS 2¢] (19)
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where t;. are the polarization coefficients of the beam, in this case of the
recoil deuterons, and 7} the analyzing powers. oy is the cross section of the
unpolarized beam and ¢ the angle between the normal to the reaction plane
and the spin axis of the incident particles. The anayzing powers Ty, and
the unpolarized cross section oy, were obtained in calibration experiments
performed at the Laboratoire National SATURNE [2,9], France, having used
d beams with known intensity and polarization.

The theoretical understanding of the form factors will be discussed based
on the nonrelativistic impulse approximation (NRIA) model. The main as-
sumptions of the NRIA model are that the virtual photon interacts with
the individual nucleons in the deuteron, and that the electromagnetic form
factors of the nucleons in the deuteron can be described as the ones of free
nucleons. The deuteron form factors G¢(Q?), Gq(Q?) and Gy(Q?) can be
written in terms of the isoscalar nucleon form factors and the integral over
the S— and D-state wave functions as

Ge = (G}, + G3)C, (20)
Gq=(Gp + G“)CQ, (21)
M.
Gy = Md((Gp +GY)Cs + = (Gg + GO, (22)

p

where GE™ and G2 are the electric and magnetic form factors of the proton
(neutron), respectively. The deuteron structure is described by Cy, Cq,
C}, and Cs which can be calculated in good approximation from the non—
relativistic deuteron wave functions u(r) and w(r):

Crp = 70[u2(7") +w2(M]jo (%) dr, (23)

Ca=— [wlutr) - 2 ps (L) ar, (24

Co= /{ )= 3o ( )+ Jur)Vau(r) +w ()i (9 ), (25

() s B

with j; the spherical Bessel functions.
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ments. The total error of the fit to the world data is shown by the hatched
band.

1.3 Motivation

Figure 5, the ratio of the form factors to a fit, gives an overview of previous
measurements of A(Q?) which differ by as much as 40% from each other.
They are going to be discussed in Sec. 4.3. The different models shown
reproduce the data quite well, although with increasing Q* deviations of
up to 30% occur. The TA is successfully reproducing A(Q?) up to Q* ~
0.3 (GeV/c)®. Above, the predictions of many nonrelativistic models have
to be augmented with corrections originating from meson—exchange currents
(MEC) and relativistic contributions. The present treatment of MEC’s is still
incomplete and somewhat model dependent. Several relativistic treatments
of the IA [22,23] and more sophisticated models [24-26] have been published.
A detailed discussion is given in [27].



8 1 INTRODUCTION

In summary, the current situation is unsatisfactory. In addition to theo-
retical discrepancies among various models, there are inconsistencies between
available data sets. Precise measurements are important in order to resolve

the situation.



2 Experiment

2.1 Overview

The data analyzed in the present work were taken on isolated days during
experiment €94-018 between April and September 1997. JLab provided con-
tinuous wave (CW) unpolarized electron beams with energies up to 4 GeV
and currents of 80 A for D(e,e’d) runs and 20 A for H(e,e’) calibration
data. We used the High Momentum Spectrometer (HMS) to detect the scat-
tered electron and the recoil polarimeter (POLDER) for the detection of the
coincident deuteron or proton. The specific kinematics are summarized in
Table 1.

Label Q2 Ee ge gd Td
(GeV/e)? | GeV | deg | deg | MeV /nucleon

I 0.659 1.4118 | 35.82 | 60.5 86.7

II 0.787 1.6455 | 33.60 | 60.5 104.2
ITI 1.021 2.0980 | 29.93 | 60.5 134.9
v 1.187 2.4464 | 27.63 | 60.5 156.7

\Y% 1.516 3.2477 | 23.36 | 60.5 199.8
VI 1.797 4.0463 | 20.33 | 60.5 237.3

Table 1: Kinematical setups of D(e,e’d): 0, is the nominal HMS angle.

2.2 Accelerator

JLab utilizes two superconducting radio frequency (RF) linear accelerators
(LINAGs), each 240 m long, combined with two recirculating arcs (Fig. 6). A
thermionic gun delivered electrons leaving the cathode through a hole of 1 mm
in diameter at an energy of 10keV. They were then rastered with horizontal
and vertical frequencies of 749 MHz and 499 MHz over a collimator with three
holes, one for each hall (Fig. 7). After having split the continuous beam into
consecutive beam bursts of ~1.67 ps width, it is recombined and accelerated
in 18 cavities to 45 MeV (corresponding to 400 MeV LINAC energy). Next the
beam is injected into the LINAC with its 2x160 Nb-cavities (Fig. 8) which
are driven by clystrons at 3x499 MHz=1.497 GHz. In 1997 the electrons
gained 400 MeV per LINAC. The two arcs consist of five (east) and four
(west) separate lines, one for every path. The recirculated electron beam is
placed on top of itself in each of the two LINACs.
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The electron beam is not truly continuous. But as the dispersion of flight
times in the spectrometer amounts to a few nanoseconds, the beam de facto
has a quality that approaches the one of a CW beam. The energy dispersion
of the beam §E/F is better than 10~ and the angular emittance is less than
2x107? mrad.

2.3 Hall C Beamline

After acceleration the electron beam is ejected from the south LINAC into
the 42m long Hall C arc which consists of eight identical dipoles, twelve
quadrupoles, eight sextupoles, eight pairs of beam correctors, and several
monitors measuring beam profile and position in order to determine the beam
energy (Section 2.3.4). The Arc steers the beam to Hall C. The total deflec-
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Figure 8: Left: Cavity with five cells. Right: Sine shaped potential and
electric field at t = Ons and t = 0.333 ns.

tion angle is 34.3°. After the Arc, beam current (Section 2.3.2), profile and
direction (Section 2.3.1) are monitored (Fig. 9).

2.3.1 Beam Position Measurement

The beam position monitor (BPM) is an non-intrusive device with a spatial
resolution of 1.23 mm [28]. It consists of a cavity with four antennae located
at +45° relative to the horizontal axis (Fig. 10). The intensity of the pick-up
signal is proportional to the distance from the antenna to the beam. The
position of the beam is determined from the ratio of the signals from opposing
antennae. During our experiment BPM HOOA did not work properly. The
beam direction was therefore only monitored with Superharp scans.

The Superharp incorporates a tungsten wire which is moved through the
beam by a stepper motor (Fig. 11) [29]. A shaft encoder reads the absolute
position of the wire, and therefore of the beam, with an accuracy of £200 pm.
As the movement of the wire through the beam leads to a disruption of the
latter, this device can not be used continuously.

2.3.2 Beam Current Measurement

The beam current measurement system [30-32] in Hall C consists of two
different types of current monitors.

The beam cavity monitor (BCM) is a cylindrical wave guide. The
beam passing through excites resonant modes that are picked up by wire
loop antennae. The power in the antennae is proportional to the beam cur-
rent squared. For certain modes the signal is insensitive to the beam position.
The frequency of a mode depends on the size of the cavity which is chosen
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INSIDE HALL C ARCOVE ARC SECTION
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BPM: HOOA 3.455

Figure 9: Schematic of Hall C beamline with major monitoring instrumenta-
tion shown.

such that the resonance frequency (fy1p) is identical to the RF frequency. As
the measured quality factor Q = fy;0W/Pq, the ratio of stored energy to
dissipated weighted power, varies with material and length of the cavity, the
BCM measurement shows a temperature dependence of ~0.25%/°C. During
€94-018 the temperature of the cavity was constantly monitored and stable
within £0.2°C. The uncertainty in the temperature of the readout electron-
ics, located in the electronics room, also leads to an error of ~0.3%/°C. As
the temperature in the electronics room was stable to £1°C, this introduced
an uncertainty of £0.3%.

However, a cavity alone does not allow for an absolute current measure-
ment as the power output depends on factors like surface finish which can
not easily be quantified. It therefore needs to be calibrated.

The parametric current transformer (Unser monitor) [33-35] is used
to calibrate the gain of the cavity. The Unser monitor has an extremely
stable gain, but drifts in its offset (~1pA/24h). The monitor consists of
two toroids and associated electronics. One of the toroids (Fig. 12) measures
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Figure 10: Schematic of a BPM. Figure 11: Schematic of a Superharp.

the AC, the other the DC currents. An AC modulator is used to drive the
toroid along its hysteresis curve, which is symmetric in the absence of DC
fluctuations. In the presence of the latter, however, the hysteresis curve is
biased and loses its symmetry. A feedback loop restores the symmetry by
delivering a DC current which is then measured. The gain of the Unser
monitor was measured before, during and after the experiment. It was found
to be stable to 1.3 x 107,

2nd harmonic
magnetic

< modulator
I I AN S Output to

Preamp/
+ Level Shifter

AC current
transformer —

2nd harmonic AC
MW\ demodulator |*~| modulator

Nulling
Amplifier —

Figure 12: Schematic of Unser monitor.

BCM calibration runs were taken during every kinematical setup. The
beam was alternately turned off, to measure both the offsets of both the
Unser monitor and the BCMs, and to calibrate the gains of the BCMs using
the known gain and the measured offset of the Unser monitor. The Unser
monitor has an accuracy of 0.2 A which results in an uncertainty of 0.25%
for D(e,e’d) runs (1% for H(e,e’)). Adding the temperature and the Unser
uncertainty in quadrature, the overall uncertainty on the total charge is 0.4%
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(1%).

2.3.3 Beam Rastering System

During experiment €94-018 only the fast raster (FR) was in operation. It is
designed to prevent damage to the targets and reduce local boiling in the cryo
targets. The FR magnets are located 25 m upstream of the target (Fig. 9).
They are driven sinusoidally by 16 kHz in the vertical and 22.9kHz in the
horizontal direction. The raster size was set to 1.0 mm in both x and y
during all A(Q?) runs.

2.3.4 Beam Energy Measurements

The standard way to determine the beam energy is to measure the total field
integral [ Bdl required to bend the beam through the Hall C Arc (Fig. 9).
Extensive studies using kinematic information [32, 36, 37] confirmed the Arc
measurement and ensured its reliability. Due to the uncertainty of the beam
direction of +0.5mrad and its vertical position' of +£1.5mm (Table 17), a
kinematic check of the beam energy measurement could not be performed
with reasonably small errors.

After the experiment it was discovered that the cycling procedure for the
Arc dipoles used during the experiment was different from the one used when
the dipole fields were initially mapped. The energy measurements assumed
a cycling up to I,,.; = 300 A while in reality the dipoles were ramped up to
Lnaz = 225 A only. As as result the beam energy was overestimated (Fig. 13)
and a correction ranging from 0.085 to 0.191%, depending on kinematics
(Table 2) was applied. The correction has a relative uncertainty of 20%
because the field as a function of the current is based on a single measurement,
performed after the experiment was completed.

During the Arc measurement, which is not done continuously, all correc-
tor magnets are turned off. Position and direction of the beam are measured
at the beginning, middle and end of the Arc. With the precise knowledge
of the | Bdl field integral and the absolute position of the beam, the beam
energy can be determined with an uncertainty of 6E/E <1 x 1072, This
uncertainty is based on random variations of the beam energy measurements
over the last five years [38]. During data taking the beam position in the
middle of the Arc was constantly monitored and ensured to be stable within
+2mm. This position offset leads to an additional uncertainty of 5 x 1074,

'A 1mm vertical beam offset at the pivot results in a 0.08% dispersion and thus mo-
mentum offset at the focal plane of HMS.
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magnetic field B of an Arc dipole has an uncertainty of 20%.
magnet as a function of Lyqz.

Adding the uncertainties in quadrature, the beam energy uncertainty be-
comes 1.2 x 1073,

2.3.5 Targets

Both cryo and solid targets were accommodated in an aluminum scattering

chamber of 123 cm diameter. Window materials used are listed in Table 3.
For the A(Q?) experiment we only used the short hydrogen and deuterium

cryo cells and the dummy target. Fig. 15 gives an overview of the cryo cells

Label | Er. / GeV | 0E/E / % | EGO" / GeV
I 1.4130 20.085 1.4118
0,11 | 1.6470 -0.088 1.6455
111 2.1000 -0.096 2.0980
TV 2.4490 -0.105 2.4464
v 3.2520 -0.133 3.2477
VI 4.0540 -0.191 4.0463

Table 2: Overview of the beam energy correction due to an incorrect cycling
procedure. The absolute error on the corrected beam energy is 0.12%. At kin
0, only H(e,e’p) coincidence data were taken.
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Window / mm D(e,e’d) H(e,e'(p))
HMS + POLDER HMS POLDER
0.1524 Kevlar,
0.0381 Mylar L= Visjos/or b-1v N/A
0.2032 Al Vasjooer - VI | V- VI 0

Table 3: List of scattering chamber window materials used. On June 16th,
due to radiation damage, the scattering chamber window towards POLDER
started leaking. All chamber windows were replaced. H(e,e’p) coincidence
data were taken at kinematics O , all other hydrogen data come from single
arm measurements.

used. Table 4 lists crucial dimensions and offsets for each target [39,40].

Cell Block

Figure 15: Schematic view of
Dy and Hs target cell. The flow
diverters have the purpose of
reducing local boiling by induc-
ing turbulent flow.

Exit Window

Entrance

Flow Diverters

Since the cell exit windows were convex, the beam position and its direc-
tion at the target affected the effective target length. Having had a sinusoidal
Imm amplitude fast raster, a (2.64+0.6) mm radial and a (1.4+0.3) mrad an-
gular offset, the effective target length for both cryo targets was only de-
creased by 0.03%. Angular and radial beam offsets at the target are described
in more detail in Section 3.12. No correction was applied.

To estimate the effect of localized boiling in the target, D(e,e’) and H(e,e’)
data were analyzed with suitable electron identification and tracking parame-
ters selected. By examining the dependence of the normalized yield on beam
current we estimated the localized boiling in the target (Fig. 16) to decrease
the deuterium density by (1.7£0.5)% when running with a beam current of
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D,

Hy

Dummy

Cold Length / cm

4.45+0.01

4.53+0.01

4.00+0.04

Entr. Win. / cm

0.007140.0003

0.007140.0003

0.096040.0003

Exit Win. / cm

0.0114£0.0005

0.010440.0005

0.096740.0003

Side Walls / cm

0.013+0.005

0.013£0.005

N/A

Width / cm

6.73£0.08

6.73£0.08

N/A

Density / g/cm?

0.1670+0.0013
(T=22K, p=1.379bar)

0.07230£0.0005
(T=19K, p=1.655bar)

27.19940.004
27.697£0.005

x Offset / cm 0.00£0.02 -0.13£0.02 N/A
y Offset / cm -0.02£0.02 -0.04+0.02 N/A
z Offset / cm -0.1+0.03 0.06£0.03 N/A

Table 4: Critical dimensions and quantities of cryo and dummy targets. For
the entrance window, Al5052 was used (Ezit window: Al3003). The survey
coordinate system is assumed, which means +x for beam left, +y for beam
up, +z along the beam.

80 1A and a raster amplitude of £1 mm. For the hydrogen target, where we
ran at 20 4A only and no correction was applied.

Chemical gas analyses were performed before and after the experiment.
The purity of the hydrogen gas was always found to be higher than 99.8%
where the largest contaminations were nitrogen and oxygen which are both
frozen onto the surface of the heat exchanger at the operating temperature of
19K. Thus the contamination in the target cell is negligible. No correction
is applied.

In contrast to the hydrogen loop, the deuterium loop had to be topped off

Label I
Purity / % | 98.71

IT
98.81

I1I
98.71

IV
98.60

v
98.52

VI
98.41

Table 5: Deuterium purities in view of the fact of the increasing hydrogen
contamination. Kin II was measured first. The absolute uncertainty of the
Dy purity is 0.3%.

by roughly 0.14 bar every month. Unfortunately, the refill bottle was con-
taminated with 2.03% hydrogen and 0.47% deuterium hydride. Although
hydrogen has not liquefied at 22 K and 1.38 bar, the solubility of hydrogen
gas in liquid deuterium was estimated [42] to be close to 100%, e.g. a 2%
hydrogen contamination in the gas phase leads to a 2% hydrogen impurity
at 22K and 1.38 bar. Logbook records allowed us to determine the top-off
dates as well as the amount of gas added. The steplike decrease of the deu-
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terium purity could only be determined inaccurately with a systematic error
of ~25% leading to a total systematic uncertainty of the deuterium purity
of 0.3%. Table 5 lists the estimated deuterium purities used in the analy-
sis. Kinematics IT was measured first. Due to uncertainties in temperature
(0.5%), localized boiling (0.5%) and deuterium purity (0.3%), an overall un-
certainty of 0.8% (0.7% for Hy) was applied to the final calculation of the

effective target length.
2.4 Electron Spectrometer

The electrons were detected in the QQQD High Momentum Spectrometer
(HMS) (Fig. 17), operated in a point-to-point tune.

Detector
Hut

Target .
Chamber Quadl  Quad2 Quad3  Dipole ) X)‘\

-

il

Figure 17: Side view of the HMS.
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The magnetic field of the dipole was regulated using NMR probes located
in a region of uniform field. The quadrupoles were set to the desired strength
by chosing the appropriate current.

Wo908 TT \
~N

Figure 18: Schematic view of the HMS collimator.

The angular acceptance of the experiment was defined by a rectangular
tungsten collimator located in a movable slit, placed in front of the HMS
at a distance of 127.6 cm from the beam-target interaction point (Fig. 18).
The design of the experiment was such that the phase space of the deuteron
spectrometer covered both the angular and the momentum acceptance of the
HMS. At the same time, the HMS collimator was chosen such as to guar-
antee that all electrons passing the collimator would (if the had the right
energy) reach the focal plane detectors. Thus the solid angle of the experi-
ment (Sec. 3.8) was simply given by the dimensions of the HMS collimator.
No Monte Carlo simulation was needed.

The HMS is equipped with two drift chambers, two pairs of scintillator
arrays, a threshold gas Cerenkov detector and a lead glass electromagnetic
calorimeter (Fig. 19).

e The HMS drift chambers (DCs) provide track information. Both
consist of six planes of sense wires (Fig. 20). They cover an active area
of 113 cm vertical and 52 cm horizontal, respectively.

e The scintillator arrays generate the trigger for the electronics. Each
pair consists of 16 scintillators arranged in the horizontal and 10 in
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Figure 19: Side view of the HMS detector stack. The scattered electrons pass
from left to right.

the vertical direction, 75.5cm and 120.5 cm long, respectively. All are
1 cm thick and 8 cm wide overlapping on each side by 0.5 cm with their
neighbours.

The electron trigger [32,43] was provided by a coincidence between 3
out of 4 scintillator plane signals (Fig. 21). A “good” hit in a plane
was defined as a coincidence between at least one signal from a positive
and a negative end of any bar of this plane.

e Both Cerenkov detector and Pb glass calorimeter are used to reject
pions. The current experiment used only the Pb glass calorimeter for
reasons explained in Section 3.1.

Momentum Resolution dp/p 0.1%
Angular Reconstruction (in plane) +1mrad
Angular Reconstruction (out of plane) | £1 mrad

Table 6: Summary of important HMS performances [{4].

Further information on design, calibration and performance of the various
detector elements can be found elsewhere [32,36,37,43,45,46].

2.5 Deuteron Spectrometer

The purpose of the Q;Q2sQ3D deuteron spectrometer (Fig. 22) [2,47] was
to transport the deuterons to the secondary Hy target, where, via H(d,2p)n



2.5 Deuteron Spectrometer 21

\
U

L
\\

L

/\...-/'
/_-k.—/

'\
y 5mm
overl ap

>,

X

u v y

Figure 20: Schematic diagram of Figure 21: Schematic diagram of a
DC layout. pair of scintillator arrays.

charge exchange, the tensor polarization of the deuterons was measured using
the POLarimetre ¢ DEuton de Recul (POLDER) [2,7,8]. The deuteron arm
was fixed at 60.5°. It had an out-of-plane (in-plane) angular acceptance
of 130 mrad (£80mrad) and a momentum acceptance which completely
overlapped the HMS momentum acceptance. In order to reduce multiple
scattering the transport channel was filled with a 775 cm long helium bag.

\, e

Target\\\ Quad 1 Quad 2 Quad 3 Dipoye
Chamber Sextupole

Helium Bag

Figure 22: Schematic top view of deuteron spectrometer. In the polarimeter
hut, only the scintillators and MWPCs used for A(Q?) are plotted.

For kinematics I-III, a coincidence between the scintillators S1 and S2,
both read out on two sides, started the time-of-flight (TOF) TDC, stopped
by the corresponding electron triggering the coincidence. For kinematics [V-
VI, only S1 was in the trigger. Large sliding scintillators T1 & T2, located
in front of the whole detection apparatus (Fig. 23, Table 7) were mainly
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~
Figure 23: Schematic Qflo
view of deuteron detec- >
tion setup. ﬁ

d

used during the optimization procedure after a kinematics change. They
were moved into the hadron beam during kinematics VI in order to measure
the acceptance mismatch between the two spectrometers (Sec. 3.10) and the
intrinsic hadron detection efficiencies of the S1 and S2 scintillators (Sec. 3.5).
The analog signals of the detectors permitted additional discrimination
between deuterons and background protons of the same momentum. Two
multiwire proportional chambers (MWPCs) allowed a determination of the
deuteron (and proton) distribution. More details can be found in [2].

Active Area | Thickness | Distance to S1 | TOF trigger
cm? mm cm
S1 20.0+£15.0 1.00 0 [-IT1
S2 | circular, 144.0 2.00 46.6 -1V
T1/2 20.3+61.0 6.35 102.8 VI

Table 7: Dimensions of deuteron detectors. Trigger: Kin I-III, ST and S2 in
coincidence; kin IV-VI, S1 only; kin VI (run 15832) T1+T2 only.

2.6 Data Acquisition

Physics data acquisition at JLab was accomplished with the CEBAF On-
line Data Acquisition (CODA) routines [48]. They ran on and controlled
a network of front end controllers, known as Readout Controllers (ROCs).
In addition to the data from the spectrometers, information from beamline
sources, scalers and various databases were collected into the data stream.
For further information the interested reader is referred to [2,32,36,43].
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3 Extraction of the Differential Cross section

We have measured the elastic differential D(e,e’d) cross section at six mo-
mentum transfers. To study the systematic effects of the experiment, six
inclusive H(e,e’) and one exclusive H(e,e'p) differential cross section mea-
surements were also performed.

A differential cross section is defined as the probability of a projectile
with energy F to interact with a target and to be detected in a solid angle
element d{) at a certain angle . It can be written as

do number of good coincidences

—(FE,0) = 27

dQe( ) Qe - Ne - nNq - e (27)
c

with £ the luminosity and e the total efficiency (trigger, tracking, radiative
corrections, mismatch, deuteron loss, dead time, finite acceptance correc-
tion).

Sections 3.1 through 3.12 discuss the inputs of Eqn. 27. Only non-
standard experiment specific procedures are going to be discussed. The
interested reader is referred to [32, 36,37, 43] where the HMS is described
in extensive detail.

3.1 Tracking Cuts

The event reconstruction of the HMS generated focal plane (27, yyp, ', and
Yy, with 2 parallel to central ray,  downwards and 7 left) and target quanti-
ties (0 = (Precon — Po)/Po With pg and precon the central and the reconstructed
momentum respectively of HMS; 1, the horizontal position at the target;
x},. and y,,,. the tangents of the out—of- and in—plane scattering angles).

Due to the fact that the present experiment used the short (Table 4)
targets and a small collimator (Fig. 18), the scattered electrons only illumi-
nated the central 30% of the HMS acceptance. In the final analysis, no cuts
on reconstructed quantities other than a cut on § were used.

There are no reconstructed quantities on the hadron side.

3.2 Electron Identification Cuts and Background Re-
jection
In addition to electrons, the HMS detected mostly pions having the same

momenta. They were rejected by requiring the detected particle to have an
energy fraction E.,/p greater than 0.6 deposited in the calorimeter. E.y is
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the electron energy, measured by the calorimeter. For the inclusive hydrogen
runs, this cut was rejecting pions only between 68% and 95% (1-20 level for

a pion energy resolution of AE/E = 0.45/,/E(GeV)) [49,50]. However, as
the /e ratio was smaller than 1072 for these runs, a calorimeter cut rejected
all pions (Fig. 24). For all coincidence runs, the /e ratio was smaller than
10~* and a calorimeter cut would not have been necessary (Fig. 25).
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No cut on the Cerenkov signal was applied as the analysis showed that the
electron detection inefficiency, the probability to misidentify an electron as a
pion, was larger than the 7/e ratio. Figure 24 shows a calorimeter spectrum
of inclusive particles (a 4% § cut has been applied to both curves.). While the
red curve represents pions as well as electrons, the blue hatched distribution
only shows particles which have no or a single photo electron in the Cerenkov
counter. We clearly see the peak to the right which represents the missed
electrons (0.058%). The rare events to the left are pions (0.038%). Figure 25
shows the same plot for D(e,e’d) data. Having applied a coincidence timing
cut in addition to the § cut, all pions could clearly be rejected without a
calorimeter cut.
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3.3 Selection of the e—d coincidences

To discriminate e—d from quasielastic e—p coincidences, we applied

e a time-of-flight (TOF) cut. The hadron starts the TDC which is
stopped by the coinciding electron. The TOF difference between ed
and ep coincidences varied between 30ns at kin I and 13ns at kin VI
(Fig. 26). The TOF cuts were determined by looking at the derivative

7000 1500 L
6000 | 1000
5000 b 500. Kin M, TOF cut
4000 qé
L o
[ LL 0
3000} e :
[ B
2000} i
1000 '1000:
L 4 et L A M) Ml - I E 1 A ST IR A AP B B
1250 1300 1350 1400 1450 1500 1550 1600 1650 1700 15050 1300 1350 1400 1450 1500 1550 1600 1650 1700

TOF / 0.1ns/channel TOF / 0.1ng/channel

Figure 26: Raw TOF spectras of kin Figure 27: TOF derivatives (For-
Iand VI ward difference between each bin of

the raw TOF spectras) as a function
of the TOF.

of the TOF distribution (Fig. 27). Accidentals were subtracted apply-
ing a TOF cut on either side of the e-d peak, each cut having half the
width of the main TOF cut.

e a dE/dx energy loss (or ADC) cut on the S2, S1 or T14+T2 (for run
15832) scintillator signals of POLDER (Fig. 28). The ADC cut was
optimized by looking for a decrease in the number of e-d coincidences
in the TOF peak while increasing the ADC cut (Fig. 29).

e an electron momentum cut in order to discriminate the quasielastic e—p
coincidences. Fig. 30 and 31 show that a TOF and a dE/dx cut alone
did not eliminate all e-p coincidences. In case of kin VI, we see that
the smallness of the pathlength differences between slow protons and
fast deuterons were leading to a slight ep contamination in the ed TOF
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Figure 28: Raw ADC spectra of kin Figure 29: Number of remaining ed
V, Iand VI coincidences as a function of the
ADC cut, no § cut was applied.

peak. The finite angular acceptance of the spectrometer and the angu-
lar dependence of the scattered electron momentum had been corrected
for by Taylor—expanding the momentum of the scattered electron p(6)
around fyrs leading to deor (App. B). A momentum cut at 4% was
applied to all runs (Section 3.9).

3.4 Electronic and Computer Dead Time

There are two types of dead time. First the electronic dead time which results
from events missed because the logic modules are busy processing previous
events. During A(Q?) data taking the electronics deadtime was always less
than 0.5%. Its determination is discussed in more detail in Appendix A.

The second type is the computer dead time. It is due to the busy state of
the data acquisition system caused by “slow” data transfer over the network.
The computer dead time is simply given by the relation 1-(pretrigger /trigger)
where the trigger and pretrigger rates were measured using “deadtime-free”
scalers. This correction was in the range of 0.5% to 7.8% for the coincidence
runs with acquisition rates between 6 and 97 Hz and between 7.9% and 20.2%
for the inclusive H(e,e’) measurements. By varying the prescale factors, a
study of the computer dead time was performed. The effective number of
events per unit charge after applying the dead time correction was constant
within 0.2% [51]. Therefore, the systematic uncertainty for all runs is 0.2%.
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3.5 Trigger Efficiency

Coincidences can be lost due to inefficiencies in the scintillator paddles and
drift chambers of HMS or in the detectors on the hadron side.

The electron trigger only required 3 out of 4 scintillator planes to fire.
For each plane the efficiency was determined to be greater than 99.5%. The
total efficiency of the trigger was therefore

— — 4 31 _ 4 _
E>3/4 = €3/4 T E4/a = 5 0.995°(1 — 0.995) 4 0.995" = 0.99985. (28)

The intrinsic efficiencies of the three hadron detectors S1, S2 and T1+4+T2
were determined following the procedure used for the HMS. No correction

S2 S1 T1+T2
e/ % | 99.95+0.05 | 99.86+0.14 | 99.95+0.05

Table 8: Deuteron detector efficiencies.

for trigger inefficiency was applied.

3.6 Tracking Efficiency

Each chamber had two planes measuring the horizontal position y and four
planes measuring primarily x. The final momentum and angular resolution
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(Table 6) were given by the combination of drift chamber resolution, error
in the vertex reconstruction, multiple scattering effects, wire position uncer-
tainties and errors in drift chamber positions and angles.

The tracking efficiency is the ratio between “good” events with a track
and “good” events, which required

e a 3 out of 4 hardware electron trigger, as described earlier in Sec-
tion 3.5.

e at least one hit inside and no hits outside the fiducial region of 3 out
of 4 scintillator planes (Fig. 32). A plane fulfilling this condition was
called “clean”. The fiducial region was in both hodoscopes given by the
scintillator paddles 6-11 in x and 4-7 in y. The size and the location
of the fiducial region were determined by maximizing the contribution
from elastically scattered events while minimizing the contribution from
non—elastically scattered events. For all kinematics more than 97% of
elastically scattered electrons used in the final analysis were covered by
the fiducial region.

e both good Cerenkov and calorimeter signals to reject all pions.

e a coincident deuteron, selected by a TOF and a ADC cut (Fig. 33).

9000 - -

Fiducial Areas
(Sweet Spots)

ADC channel Tl/2

Incident
Particles

Hodoscope
N Planes

1000}: e T
1350 1400 1450 1500 1550 1600 1650
TOF / 0.1ns/channel
Figure 32: Fiducial area as defined  Figure 33: TOF and ADC deuteron
by scintillator planes of the HMS.  cut of D(e,e’d) run 15831 to kine-
There are 16 vertical (10 horizontal) — matically constrain the focal plane

paddles in x (y) in total. Wllumination of coincident electrons.

The tracking efficiency was checked by looking at its dependence on the size
of the fiducial region and on the number of clean planes required (Table 9).
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In the right column, the fiducial region was opened up completely; all 16
vertical and 10 horizontal paddles were in the fiducial trigger. The tracking
efficiency did not drop below (97.5+0.35)% for the largest fiducial area pos-
sible, regardless of the fiducial trigger used, because mainly the central part
of the HMS acceptance was illuminated due to the kinematic constraint of
elastic scattering; this restriction reduces edge effects. The tracking efficiency
of the fiducial region used in the analysis (left column) drops to 97.5% when
requiring no clean plane in the fiducial trigger (0/4). In this case the effi-
ciency must be independent of the defined fiducial area; indeed, the results
obey this requirement. At 3 or more clean planes, the tracking efficiency
stabilizes. An increase of the fiducial area by a factor of 4 (middle column)
does not change the tracking efficiency significantly.

Fid. Area x/y 6-11, 4-7 3-14, 2-9 1-16, 1-10
Fid. trigger || 0/4 | 3/4 | 4/4 || 0/4 | 3/4 | 4/4 | 0/4 | 3/4 | 4/4
ew [ % 97.5 | 98.5 | 98.5 || 97.5 | 98.3 | 98.4 | 97.5 | 97.5 | 97.5

Table 9: Tracking efficiencies ey of D(e,e’d) run 15831 as a function of the
size of the fiducial region and the number of clean scintillator plane signals
in the fiducial trigger. For example a fiducial trigger labelled 3/4 means that
the event must have 8 or more clean planes. Statistical error <0.35%.

The reliability of the tracking algorithm was ensured by looking at the
variations of the corrected electron yields #gTe_ while changing the various
tracking criteria, e.g. varying the maximum number of hits between 15 and
35. The yield varied around the mean within a range of less than 0.1%.
The systematic tracking uncertainty was determined by looking for wrong
decisions ? of the tracking algorithm using the single event display (SED) [52].
No tracking error was found while checking 500 electrons of the D(e,e’d) run
15831 event by event which gave an upper limit of the systematic uncertainty
of 0.2%. To get the total tracking uncertainty of 0.4%, the statistical error
of 0.35% and the systematic uncertainty of 0.2% were added in quadrature.
The fiducial efficiencies varied between 98.0% and 99.4%.

3.6.1 Wrong y},,, Selection

There were some events which could not be reconstructed because of poor
track information. Some electrons did not produce hits in all six planes of a

2Tt was looked whether the tracking algorithm found a track when it was supposed
to, not necessarily the correct track, and whether it did not find a track when it was not
supposed to.
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chamber. As one y information per chamber is needed to form a track, we
requested at least five out of six planes to fire. If a single plane had more
than 25 hits, a track was not fit. It was checked with the SED (Fig. 34)
that the inefficiency of the chambers was mainly caused by events where all
16 channels of a discriminator card, due to noise, fired or where a knock-on
electron produced another short track and therefore clusters of wires were
firing in one chamber. Since both of these conditions occurred for good
electrons, these losses were corrected for (Sec. 3.6).

Figure 34: D(e,e’d) electron of run 15831, passing through the detectors from
bottom (DC1 and DC2) via hodoscopes to top (Pb glass calorimeter). The
tracking algorithm would not have been able to resolve the ambiguities caused
by ringing cards in the u and v planes of DC2. The event was ignored. The
lost electron had to be corrected for.

In the y},, spectras, tails reaching to £50mrad were observed (Fig. 36),
caused by events with badly reconstructed y’fp information. Figure 35 shows
that a ringing card in the second y plane of DC1 had mislead the algorithm.
The blue track, with the bigger x?, was not selected. A close examination
with the SED revealed that the blue track should have had precedence over
the red one.

In up to 0.3% of all HMS triggers, the tracking algorithm found more
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Figure 35: Run 15831, the electron passed from bottom to top DC1 and DC2,
two hodoscopes and Pb glass calorimeter. As the yf plane of DC1 had noisy
wires, the algorithm found two tracks selecting the one with the lowest x>
(red). This selection is wrong.

than one track. The ambiguities were mostly caused by multiple ringing
y cards and therefore badly reconstructed y’fp Jtar informations. For such
events the x}p Jtar would be unaffected by such behaviour. In all these cases
the track with the lowest x? was chosen. This led to tails in both y, and
Viar- As the small collimator and the short cryo targets constrained the
electrons to illuminate only the central part of the focal plane, no cut on any
reconstructed quantity other than § was applied to the data. The wrong y;,,
and yj,, informations did not affect the results as they are not used in the
analysis.

3.7 Aluminum Target Window Subtraction

In order to remove counts coming from the aluminum endcaps of the cryo
targets, data were taken with a “dummy” target of identical length and
9.3 times thicker windows (to get a similar luminosity). The luminosity
normalized dummy counts were then subtracted from the regular data. The



32 3 EXTRACTION OF THE DIFFERENTIAL CROSS SECTION

10%
10 © Figure 36: v, distribution of run
’ 15831.  The reconstructed track
from fig. 35 (red) has a vy, di-
Wrong Angle  |Correct Angle rection of —29mrad. The correct
Ul (blue) track corresponds to a i,
L angle of —12 mrad.

004 -002 O 002 004
Yo /rad

aluminum background varied between 0.2-1.1% for coincidence runs and 0.3—
4.9% for H(e,e’) data (Fig. 37 and 38). The systematic uncertainty was too
small to be considered.

3.8 Correction for finite acceptance and extended tar-
get

To compare to theory and other data, it is necessary to correct the cross
section measured over an experiment—specific finite acceptance and extended
target to that of a pointlike acceptance and target. Therefore every i*" bin
of the ¥-distribution corresponds to a different 9% (v;).

By integrating over the target length [ as well as the solid angle df2, the
correction factor ¢ was calculated:

S 00, y))did'dy
[ 1] %2 0,)didx'dy

with 190 = 19(l = O,l’l = O,y' = 0) = GHMS-

World data for A(Q?) and B(Q?) are used to calculate the differential cross
sections in Eqn.29. The correction does not require an absolute knowledge
of the cross sections. The correction factor ¢ normalizes the cross section
to both a point acceptance and a pointlike target. The product of the solid
angle and the extended target acceptance for a specific kinematics is then

given by [dQ2/c.

(29)
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Figure 37: Kin VI D(e,e’d) dummy  Figure 38: Kin VI H(e,e’) dummy
subtraction. subtraction.

For the case where offsets in angle from the nominal one are present
(known beam and target misalignments) these offsets can also be accounted
for when calculating the numerator of Eqn.29. Table 10 gives the correction
factors applicable for the case of the small collimator used for the cross section
measurements. The correction increases when going to a longer target cell
and a larger acceptance. The thickness of the collimator (6.345 cm) reduces

Label 0 I IT I1I IV \Y VI
H(e,e’p) | 1.009 | 1.009 | 1.010 | 1.012 | 1.012 | 1.014 | 1.014
D(e,e’d) - 1.018 | 1.017 | 1.017 | 1.020 | 1.028 | 1.029

Table 10: Correction factor c taking into account all known offsets.

the correction factor by less than 0.05% in the case of D(e,e’d) (0.01% for
H(e,e’p)). Table 11 shows the correction factors calculated for a pointlike

Label 0 I IT I1I IV \Y VI
H(e,e’p) | 1.009 | 1.009 | 1.009 | 1.011 | 1.011 | 1.013 | 1.013
D(e,e’d) - 1.015 | 1.015 | 1.015 | 1.0180 | 1.024 | 1.024

Table 11: Correction factor c calculated similarly to Table 10, but requiring
a point target (1=0). 1.2mrad beam angle correction is again included.
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target. As the target offsets along the beam are small (Table 4) and therefore
negligible, the correction factors displayed in Table 11 originate from the
finite solid angle only. The correction has a relative error of 10% including
the solid angle uncertainty.

The nominal solid angle df2 is given by the dimensions of the collimator
and its distance from the target (Eqn.30).

2x1.01lcm x 2 x 5.621cm
dS) =
(127.6(:rn)2

= 1.396msr (30)

3.9 Radiative Correction

A major drawback in the use of the electron as a probe of nuclear structure
is its tendency to radiate during scattering processes. The radiative effects
require corrections, which are (in principle) exactly calculable. Both the
one-photon [53-55] and the two—photon [56,57] exchange corrections have
been derived. Unfortunately, there is little information available on the un-
certainty of these calculations. Experimentally, one has checked the radiative
corrections by extrapolating form factors to momentum transfer zero, where
F(0) is known. These checks lead to an estimated accuracy of less than
1% [58].

8 layers of CEREX around target cell / cm 0.0051
air gap between chamber and HMS / cm 15
HMS entrance window (Kevlar/Mylar) / cm | 0.0381/0.0127

Table 12: Materials used for external radiative corrections calculations (See

also Table 3, 4).

Following equations I1.6 and II.9 of [53], the one-photon exchange ra-
diative corrections for both deuterium and hydrogen have been computed
for § cuts between —1% and —10%. Tables 3, 4 and 12 list all materials of
relevance for the radiative corrections. The calculations were split into pre—
and post—scattering contributions. Preradiation was assumed to happen in
the first half of the cryotarget (l;,/2).

The quality of the correction was checked by dividing the number of elec-
trons in a 0 cut by the corresponding radiative correction. The yield stayed
well within a +£1% error band, the systematic uncertainty of the correction,
over the full range of 0 cuts (Figs. 39 and 40). For kin IV-VI, where the TOF
and the dE/dx cut are not 100% efficient anymore (Sec 3.3, Fig. 26-31), this



3.10 HMS/POLDER Acceptance Mismatch

1.05; ‘
1040
103}

[y

o

=
—

14
©
©

=

Normailizea vieid
[uy

098"

097}
[ @ knl O kn2 A

0.96 -

[ ¢ kin4 = kins

kin3

* kin6é

0.957w\HH\HH\HH\HHMHw\mm\mm\mm\m

-0 9 8 -7 6 5 -4 -3 -2
d-cut/ %

Figure 39: Quantitative check of ra-
diative corrections for D(e,e’d) runs
with statistical errors.
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Figure 40: Quantitative check of ra-
diative corrections for H(e,e’) runs
with statistical errors.

check is only valid for relatively tight § cuts (2% to ~6%). Thus the ¢ cut
is needed to discriminate all e-p events.
Table 13 lists the multiplicative corrections for all our kinematics.

Label | D(e,e’d) | H(e,e’) and H(e,e'p)

0 N/A 0.8373

I 0.8354 0.8384

IT 0.8341 0.8371
III 0.8323 0.8351
1Y 0.8311 0.8339

\Y 0.8290 0.8259
VI 0.8217 0.8243

Table 13: Radiative correction factors calculated for a -4% ¢ cut.

3.10 HMS/POLDER Acceptance Mismatch

The deuteron spectrometer (Fig. 22) has been optimized to focus the maxi-
mum number of deuterons on the Hy, POLDER target located 44 cm behind
S2. The deuteron distributions on S2 (Fig. 41), triggering scintillator for kin
[-1I1, and on S1 (Fig. 42), shows that 1-3% of the deuterons were passing
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outside the active region of S2/1 and therefore have been missing the trigger.
These events had to be corrected for.

100 10

75F

, Ye/cm
o
T
, Yg/Cm

Figure 41: Kin I deuteron distribu-
tion reconstructed at S2. Coordinate

Figure 42: Kin VI deuteron dis-
tribution reconstructed at S1. Co-

system: +x s horizontal towards
bigger scattering angle, +y up. Cir-
cle indicates active area of scintilla-
tor S2 (r=6cm).

ordinate system: +x 1S horizontal
towards bigger scattering angle, +y
up. Rectangle indicates active area
of scintillator S1 (20 x 15cm?).

For kin I, II, V and VI, the deuteron transmission factors were determined
by simulating the deuteron channel phase space. A deuteron event generator
(GLORIA, developed for [27,59]) and a ray—tracing code (SNAKE, [60]) were
used. Both of the codes were extensively used during the design of the Ty
experiment. The results are listed in table 14. On average, more than 90% of
the loss occurred at S2, half of the remaining 10% were lost in the transport
channel itself and the rest passed outside S1.

In the case of kin I+II, where no experimental verification was possible,
the simulated corrections were used while for kin III and IV, the data were
corrected with transmissions of 97.3% and 98.0%. For kin V and VI, the losses
at S2 were measured and found to agree with the simulated results, therefore
the measured transmissions were used. The good agreement between mea-
sured and simulated loss confirms that we have a fair understanding of the
HMS/POLDER acceptance mismatch. The systematic uncertainty of 0.5%
is added in quadrature to the statistical error of 0.5% of the measured loss
leading to 0.8% total uncertainty of the correction.
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Label | Simulated total Loss | Measured Loss

% of S2 / %

I 97.3£0.2 N/A

11 97.2+0.2 N/A

I11 N/A N/A

v N/A 98.040.3

\Y 98.040.2 97.5+0.4

VI 96.4+0.2 96.040.5

Table 14: Simulated total loss of deuteron channel and measured geometric
inefficiency of S2 with statistical errors.

3.11 Deuteron (and Proton) Absorption

To reach the POLDER detectors, deuterons (and protons for kin 0) had
to pass through a number of different types and thicknesses of materials
(Table 15). On their way, they could interact in various manners. The weakly
bound nucleus could either break up, which means it would have been lost,
or it could scatter elastically. In the latter case, if the scattering angle were
small, the deuteron could survive. In the cryo target, where 2/3 of the hadron
losses occur, the two processes were treated separately (Sec. 3.11.2). In all
other materials, any interaction was equated with loss (Sec. 3.11.1), therefore
Otot = el + Oinel Was used.

Material

Thickness / cm

Density / g/cm?

Cryo target, Dy or Ho
Target cell wall, Al
CEREX insulation, C;5H,0O3N,
Kevlar, Cg5Hg3012N3 (I-V)
Mylar, CsH40, (I-V)
Al (VI)

Air gap, 80%N2, 20% 02
He bag, Mylar
He gas
He bag, Mylar
Air gap
S1 NE*102, CHng

4.11
0.0146
0.0058

0.015
0.0038
0.02
20
0.03
775
0.03
20
0.1

0.167 or 0.723
2.72
1.602
1.47
1.39
2.72
0.001293
1.39
0.0001785
1.39
0.001293
1.032

Table 15: Materials used to calculate hadron losses. Beam offsets (Table 17)

were added to the target thickness.
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3.11.1 Deuteron Loss occuring after the target

The inelastic cross section oy, is equal to the sum of diffraction (ogg),
proton and neutron stripping (o, mstr) and absorption (o,hs) cross sections
(Tables 24-29).

Knowing the total cross section of all materials o;, the total loss £ of
deuterons can be written as

E=1- Ze“”l”’iNL/Ai ~1 =Y (1 (oilipiNi/A)) (31)

)

with [ the thickness, p the density, N7, Avogadro’s number and A the mol
mass. For composite materials, 0 was the weighted sum of the total cross
section of every element, e.g. for Mylar (CsH405), 0ypt = 5 X 04c +4 X 0qy +
2 X 040.

3.11.2 Elastic d—d (p—p) Scattering in the Target

The elastic scattering in the target was treated differently. For the deuteron
case, the angular distribution 92 (6) was taken from the Serber model (App. C),
which takes into account the nuclear part of the elastic scattering only; and
for the proton case it was taken from the partial wave analysis code SAID.
For every origin z along the electron beam and all initial directions ¥ and ¢,
the loss £(z, 9, ) of a hadron scattering elastically off a hadron in the target

1S

£(z,0,0) =1 — e o@D RIPNL/A A, o(z,9,0) L pNL/A (32)
following Eqn. 31 with
(2,0, ¢) = / %(9) sin 0 df do. (33)

dr—ace(z,9,p)

The integration of Eqn. 33 is performed over the entire sphere excluding
the acceptance acc(z, v, @) of the deuteron spectrometer, thus the limits of
integration are a function of z, ¥ and ¢.

The loss £(z, 9, ¢) was then folded with experimental hadron distributions
Ny (2,0,0) in order to get the total loss

ST J&(2,9,0)n(2,9, ) dzdd dp
tar — z 9@ (34)
o I n(z9,0)dzdddy

29 $

of elastically scattered hadrons.
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The momentum of elastically scattered hadrons drops by 1.5% at a scat-
tering angle of 10°. This shifted momentum is well within the momentum
acceptance of POLDER , so that it is not necessary to modify the outlined
calculation to take it into account.

Label 0 I Im |l iv,] v | VI
tar /04 110.03 ] 0.86 | 0.67 [ 0.41 | 0.30 | 0.17 | 0.12
far /07 110.00 | 4.28 | 3.60 | 2.84 | 2.56 | 2.23 | 2.12

te / % [ 0.63]1.56 [ 1.52 | 1.46 | 1.15 | 1.09 | 1.01
| ot / % ]| 0.66 | 6.70 [ 5.79 | 4.71 [ 4.01 | 3.49 [ 3.35 |

Table 16: Total losses of protons (Kin 0) and deuterons. &% is the loss
of elastically scattered hadrons in the target, &2 is the inelastic loss in the
rest

target, £o' is the total loss in all other materials except the target.

Table 16 gives an overview of the different losses calculated. The deuteron
cross section calculations (App. C) have a relative systematic uncertainty of
20% [61] which is the uncertainty of the deuteron absorption correction.
The proton absorption is based on proton—nucleus cross section data found
in [62-64] and a SAID calculation of the angular distribution of elastic p—p
scattering. The relative uncertainties of the total reaction cross section mea-
surements, and thus the uncertainties of the proton absorption correction,
are <5%.

3.12 Beam Angle and Offset

A picture of the Hy cell exit window (Fig. 43) , exposed to beam during
this and the following experiment, clearly indicated both a vertical and a
horizontal offset in the beam position.

Figure 43: Picture of H, target exit
window when looking upstream. The
radius of the inner (middle) circle
is 2.12 (6.35)mm. The large brown
square shows discolouring caused by
the beam.

Using three Superharp scans (Table 17), we could determine an average
beam position and direction at the target which were in good agreement
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with the offsets of the large discoloured spot visualized in the exit window
picture. The consistency of the offsets was later double checked and verified
with W2-plots (Fig. 44 and 45). The Superharps have been surveyed with
an accuracy of 200 ym. This leads to an angular uncertainty of 0.3 mrad and
a position uncertainty at the target of 0.5 mm.

Scan Position Offset / mm | Angular Offset / mrad
y x y/ X
04/14/1997 2.5 -2.0 1.1 -1.5
08/20/1997 1.8 -1.9 0.7 -0.9
09/12/1997 | 2.0 1.6 0.8 1.2

| Mean offsets | 21 | -15 | 09 [ -1.2 |

Table 17: Beam position and direction at the target, determined with Super-
harp scans. Coordinate system assumed: positive x for beam left, positive y
for vertically up.

200
180} 02}
1601 i
140 0.1; A Hydrogen
[ N r
120 = * Deuterium
100 ,\_Ez 0 -
60[- -0.1fF sty !
¥ i * * 4
40+ * *
20F 02}
P S NSRS R [
8o o005 0 0.005 0.01 0 TR TR VAR VARV
(Wemy)/my Label
Figure 44:  Invariant mass of Figure 45: Relative ratios of in-
D(e,e’d) kin VI. variant masses with statistical er-
rors. The systematic uncertainty is
0.26%.

Fig. 45 shows the relative deviations between the invariant mass W and
the target mass, which should be 0 for elastic scattering, plotted for each kine-
matic setting. Propagating through the systematic uncertainties of AE/E =
1.2 x 1073, Ap’/p'=1.1x107% and Af=1 mrad results in an absolute system-
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atic error AW in the order of 5MeV or 0.26%, which is almost two times
larger than the maximum offset encountered (kin V+VI, Fig. 45).

3.13 Spectrometer Angle

In the scattering angle range of the experiment (20°-35°) the optical axis of
the HMS was mispointing by <0.4 mm while the magnets showed a maximum
displacement of 0.3 mm [37] which is neglectable. Inclusive H(e,e’) scans had
been performed to calibrate the HMS angle. The angular offsets determined
by the scans are <0.9 mrad [43]. To get the total systematic uncertainty of
the scattering angle of 1.0 mrad, the beam (Section 3.12) and the HMS angle
uncertainty were added in quadrature.

3.14 Systematic Uncertainties

Here the systematic uncertainties, mentioned elsewhere in this work, are
summarized. The sources of uncertainty, shown below in table 18, were
added together in quadrature to estimate the total systematic uncertainty,
listed in table 19.

D(e,e’d) H(e,e) Section
Charge Measurement 0.4 1.0 2.3.2
Beam Energy, AE/E:1.2><1O_3 0.76-1.39 0.75-1.82 | 2.34
Target Density /Boiling/Purity | 0.5/0.5/0.3 | 0.5/0.5/0.0 | 2.3.5
PID Efficiency, Tracking 0.4 0.4 2.4,3.6
Scattering Angle, Af=1mrad 1.6-3.4 1.5-3.8 3.13
Acceptance and Target Correction 0.15 0.15 3.8
Radiative Correction 1.0 1.0 3.9
Acceptance Mismatch 0.8 0.8 3.10
Hadron Absorption 1.4-0.7 0.1 3.11
Computer Dead Time 0.2 0.2 3.4

Table 18: Systematic uncertainties (in %) in the extraction of do /dS).

Label 0 I

IT III

IV

VvV VI

D(e,e’d)

N/A 270 2.72 282 296 3.50 4.16

H(e,e’)

247 235 255 294 324 390 4.53

Table 19: Total systematic uncertainty (in %) data.
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4 Results and Discussion

In the following three Subsections, H(e,e’), D(e,e’d) elastic cross sections and
A(Q?) values are presented.

The beam energies quoted have been corrected for energy loss. The scat-
tering refers to the center of the target. The values for Ej,ss are listed in
Table 20.

D(e,e’d) H(e,e’)
Eloss / MeV | 0.902-0.931 | 0.802-0.835

Table 20: Calculated enerqy loss of the electron beam before interaction.

4.1 Electron-Proton Elastic Cross Sections

At each kinematical setup, H(e,e’) data were taken. In addition, one H(e,e’p)
elastic cross section (kin 0) was measured. Results are listed in Table 21.

Label E 0 do/dQ | Agiar | Dgyst
GeV | deg | nb/sr | % %
0 1.6447 | 23.62 | 268.80 | 0.3 2.7
I 1.4110 | 35.82 | 40.30 0.3 2.6
II 1.6447 | 33.58 | 31.24 0.2 2.8
I11 2.0971 | 29.93 | 20.01 0.4 3.2
IV | 2.4455 | 27.63 | 15.14 0.3 3.9
\Y% 3.2468 | 23.36 | 10.24 0.4 4.2
VI 4.0451 | 20.33 | 7.85 0.4 4.8

Table 21: Electron-proton cross section results.

Figure 46 shows our cross section results relative to a fit. Having used the
world’s supply of o, , data in a range of 0.03 (GeV/c)? around the desired
Q?, an L/T two parameter fit was performed [65]. Recent models are also
plotted relative to the fit. The agreement is good and verifies that we have
a reliable understanding of the systematic effects of the experiment.

4.2 Electron-Deuteron Elastic Cross Sections

Results and uncertainties are listed in Table 22. Figure 47 shows the ratio
between our D(e,e’d) data points and a fit to previous and the JLab Hall C
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Figure 46: Electron-proton cross section results, normalized against a fit to
previous data.

data which are on average 10% higher than the preliminary cross sections of
the JLab Hall A experiment [66,67]. The latter were not considered when
having performed the fit. The data are further discussed in the following
section.

4.3 Extraction of A(Q?)

A(Q?*) was extracted from the cross sections using the Rosenbluth formula
(Section 1, Eqn. 8). Although B(Q?) is at least one order of magnitude
smaller than A(Q?) and its contribution is further reduced by the tan?(6,/2)
factor, it was subtracted using B(Q?) values from a fit to the world data [71].
The results are listed in Table 23. Fig. 48 shows our A(Q?) values relative to
a fit to previous data. Our results are in agreement with all but the lowest
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Figure 47: FElectron-deuteron cross section results, normalized against a fit
to previous [10, 12-1/4, 16, 68-70] and the JLab Hall C data. The JLab Hall
A data [66,67] were not included when having performed the fit.

SLAC data point (Arnold et al.) [14] smoothly approaching the DESY data
(Galster et al.) [13] towards lower Q*. They are ~5% higher than the two
highest Q* points of the ALS experiment (Platchkov et al.) [17]. Our results
clearly disagree with the CEA (Elias et al.) [12] and the preliminary JLab
Hall A [66,67] data , which are ~10% lower than our results over the whole
Q? range covered by our experiment. The CEA data were measured with
background contributions which might have been overestimated (Fig. 49).
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Label E 0 dO'/dQ Astat Asyst
GeV | deg | pb/st | % %
I 1.4109 | 35.82 | 76.04 | 0.8 3.1
IT 1.6446 | 33.58 | 42.68 0.8 3.1
IIT | 2.0970 | 29.93 | 18.97 | 0.9 3.2
IV | 2.4454 | 27.63 | 11.71 1.0 3.3
V 3.2467 | 23.36 | 4.75 0.9 3.8
VI | 4.0450 | 20.33 | 2.46 1.1 4.4
Table 22: Electron-deuteron cross section results.
Label E 0 Q2 O Mott B (QZ) A(QQ) AAstat AAsyst
GeV | deg | (GeV/c)? | nb/sr | x107¢ | x107% | % %
I 1.4109 | 35.82 0.659 230.795 | 53.125 | 323.9 0.8 3.1
II 1.6446 | 33.58 0.788 220.088 | 22.289 | 191.9 0.8 3.1
IIT | 2.0970 | 29.93 1.021 215.326 | 4.5754 | 87.78 0.9 3.2
IV | 2.4454 | 27.63 1.187 218.877 | 1.7093 | 53.38 1.0 3.3
\Y% 3.2467 | 23.36 1.513 245.884 | 0.2623 | 19.31 0.8 3.8
VI | 4.0450 | 20.33 1.797 278.936 | 0.0062 | 8.823 1.1 4.4

Table 23: Overview of extracted A(Q?) values. The B(Q?) values come from
a fit to the world data [71].
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Figure 48: A(Q?) data (e present experiment) [10-17, 66, 67] relative to a
fit to previous and the JLab Hall C data. The fitting procedure is described

in [T1,72].
Figure 49:  Deuteron momentum
distribution at Q* = 0.63 and

0.88(GeV/c)?. The deuteron was de-
tected in a spectrometer while the
coincident electron was tagged by a
lead-Lucite shower counter [12]. Us-
ing the calculated width of the elastic
peak, the authors estimated the (un-
specified) background, indicated by
the straight lines, which was sub-
tracted.
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F16. 3. Examples of deuteron elastic peak data. The momentum
spectrum N{) of the deuteron elastic peak at momentur trans-
fers of 4.0 and 4.75 F! meesured over a single angle hin are shown
in arbitrary units, with momentur: $ denoted by spark-chamber
channel number. The data have heen correcied for the efficiencies
of 1he spark chamber. The solid lines show fits of the resolution and
hackgreund functions 1o the data.
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4.4 Comparison with Theory

Much theoretical work has been devoted to the calculation of the deuteron
structure functions. This allowed for testing descriptions of the MECs, ex-
tracting the electric form factor of the neutron, looking for other degrees of
freedom such as nucleon—-resonances or quarks and understanding relativistic
effects. Our data are going to be compared to some recent nonrelativistic
and relativistic model calculations in the following sections.

4.4.1 Nonrelativistic Calculations

In the impulse approximation (IA), a virtual photon is exchanged between the
electron and an individual nucleon within the nucleus. The electromagnetic
form factors of the nucleon are assumed to be the same as for free nucleons.
Nonrelativistically, the coupling of the photon to the charges yields to the
form factors as Fourier transformations of the appropriate densities (Eqn. 8).
A(Q?) has been calculated in the NRIA for various NN potential models. In
a nonrelativistic limit field—theoretical language, the NN potential is derived
from an effective Lagrangian by fitting np data for 7' = 0 states and np and
pp data for T = 1 states. The isospin dependence of the NN interaction

Figure 50: The current produced
by meson exchange: (a) the | _ | |0
meson—in—flight current, (b) the — [ &5 HA

pair term current, (c) The first—
order contribution to the two—
body electromagnetic current op-
erator from the A resonance in
the intermediate state. (a) (b) (c)

is introduced by the exchange of isospin—1 particles between nucleons. To
these IA results the contributions of MECs have been added. While isovector
m— and p-MEC contributions (Fig. 50) are model independent and can be
derived from the NN potential, isoscalar mpy-MECs depend purely on the
phenomenological approach. Another MEC contribution which is not directly
related to the NN potential comes from the isobar excitation in the two—
nucleon system. Recent models also apply relativistic corrections.

The NN potentials the JLab Hall C data are compared with (Fig. 51)
have been developed over the past fifteen years. They all incorporate the
main features of the NN scattering data. As phaseshift equivalence does not
imply equal potentials or wave functions, the predicted structure functions
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Figure 51: A(Q?) results compared to nonrelativistic model calculations [18,
19, 21, 73-75], discussed in the text. For clarity only previous data from
[12-15, 17] are shown.

do still differ (by 20%). The data agree best with calculations using the
Argonne v18 potential [75] which is an extended version of the v14 potential.
It has a charge—independent as well as a charge-independence breaking part
and is fit to the binding energy, pp, np and low-energy nn scattering data.
The Hohler parametrization is used for the nucleon form factors. The fact
that the v18 curve is ~10% lower than the JLab Hall C data implies that
the nonrelativistic picture with perturbatively added MEC and relativistic
corrections might still be incomplete. A 30% change of the electric form
factor of the neutron would result in a 6% change in A(Q?) in the Q? range
presented.
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4.4.2 Relativistic Calculations

At the A(Q?)’s of interest here nuclear systems are probed with energy and
momentum transfers comparable to the nucleon mass. The “usual” nonrela-
tivistic description of the nucleus may no longer be reliable. Relativistically
covariant models have to be developed. In Fig. 52 the data are compared
with a relativistic quasipotential one-boson—exchange model (RIA) of Hum-
mel and Tjon [22,76] and a solution of the Bethe—Salpeter equation using
the Gross approximation (CIA) of Van Orden, Divine and Gross [77]. The
RTA used Hohler nucleon form factors while the CIA curves were calculated
with quark model form factors [78]. Results of a very recent RIA calcu-
lation from Phillips and Cohen [79,80] using an equal-time formalism are
also shown. The nucleon form factors used come from Mergell, Meissner and
Drechsel [81]. The agreement between the full model calculations (MEC in-
cluded) and the data is reasonable. The three full calculations agree within
20% and the curves are of similar shape.

5 Summary

In Hall C of JLab, we have successfully performed a measurement of the
longitudinal structure function A(Q?) in the momentum transfer range be-
tween 0.66 and 1.8 (GeV/c)?. These new A(Q?) data do resolve discrepancies
between older data sets and will put significant constraints on models of the
deuteron electromagnetic structure.

The A(Q?) results were compared to theoretical models based on non-
relativistic (NRIA) and relativistic (CIA and RIA) impulse approximations
with and without MECs included. The agreement between the full (MEC
included) nonrelativistic calculations using the Argonnev18 potential and
our A(Q?) data is good. The CIA and RIA predictions all underestimate the
structure function over the whole Q?-range of the experiment which indicates
that they lack a good control of the different MEC contributions. Including
the mpy MECs leads for all theories to better agreement between data and
theoretical calculations.



50 5 SUMMARY

16— RIA, mtpy, wey (Tjon, Hummel) e JlabC
L - RIA mpy * Elias
P RIA A Arnold
— CIA, py (VanOrden) Platchkov
14 * Galster
¢ Smon

RIA

| - CIA
- — RIA, npy(PhiIIips)+

Aexp/ Afit

) H““Hr‘ -
1 12 14 16 18 2
Q*/ (Gevic)’

R T T T BT T B
02 04 06 08

o

Figure 52: A(Q?) results compared to relativistic model calculations [22, 76,
77], discussed in the text. For clarity only previous data from [12-15,17] are
shown.
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A Electronic Dead Time

When a trigger is received, the electronics sets a gate, {=30ns wide. During
the time interval ¢, any incoming triggers, separated by less than 30ns, are
ignored.

Suppose the mean time between events is 7. If an event opens a gate of
width t, then the mean number of additional events which occured during
this gate is /7. As the gate width is orders of magnitude smaller than the
mean time between events, the number of gates N ,c,s is to first order slightly
smaller than the total number of events Ni:

Nmeas = Niot - (1 — /7). (35)

Having used three additional scalers with gate widths 60, 90 and 120mns,
we could easily determine the total number of events at t=0. During the
experiment, electronic dead time corrections were always less than 0.5%.
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B Reduction of Kinematic Broadening

The only reconstructed quantity used for the extraction of the cross sections
was § = 2O=P0 Ty order to improve the momentum resolution a correction
was applied which eliminated kinematic broadening of the discrete momen-
tum peak caused by the finite spectrometer angular acceptance and the an-
gular dependence of the scattered electron energy. Starting with the known
kinematic relation

Pbveam
0) = : 36
p( ) 1 + QpSijm SinZg ( )

Peor, the corrected momentum, was first order Taylor-expanded in the follow-
ing way:

pear = p(0) + 3y 7500)| (60— 0) 4+ 37)
with %p(e) - —p;f) sin . (38)
The corrected relative momentum J,.,, then becomes
Seor = 100 - (p— - 1). (39)
Do
037, 0.37;
0.365§ 0.365f
0.36f : 036?
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Figure 53: 0-0 correlation of kin VI. Figure 54: §.0p-0 correlation of kin
Calorimeter, TOF and dE/dz cut VI. Calorimeter, TOF and dE/dx
have been applied. cut have been applied.

Fig. 53 and 54 show the § — @ correlation before and after having applied
the kinematic correction. The corrected momentum 4., does hardly show a
f correlation anymore.
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C Deuteron cross section calculations

C.1 Theoretical Considerations

The different possible cross sections — elastic, diffraction, proton and neu-
tron stripping and absorption — were calculated within the Serber model,
developed by Serber [82] and Glauber [83] to describe the breakup of the
deuteron. This model has in the recent past also been used successfully to
describe the breakup of exotic nuclei — halo nuclei — which have proper-
ties, which are quite similar to the deuteron: weak binding energy and large
spatial extension, see [84] and [61] and references therein.

In the Serber model, the interaction with the target is described by a so
called profile function S;(b) for the proton and the neutron, which depends
only on the impact parameter b. In the eikonal approximation the profile
function is given by integrating the interaction potential along the beam
axis: .

S0) = exp|— [a:v(E+ 22)] (40)

At the energies studied, it is assumed that the interaction potential is

proportional to the density and the forward scattering amplitude:

V,(r) = —%hv [i + o] (Zrowy + Nrow, ) p(r). (41)

Similarly, (by exchanging Z and Np) for S, the profile function is given as

-

S, (B) = exp {_71 11— i6] (Zr0wy + Nrow,) pt(b)} | (42)

with py(b) the density of the target integrated along the beam axis.

For the parameter o, which is the ratio of the real to imaginary part of
the forward scattering amplitude, we have used the parameterisation as given
by [85], which is based on the SAID program. For the nucleon-nucleon cross
section, we have used the parameterization of [86]. A similar Table of the «
parameters can also be found in [87]. For the densities of the targets we have
used the tabulated values of [88].

For the deuteron wave function we have assumed a simple s-state wave
function in a Wood Saxon potential (ro = 1fm, a = 0.5 fm). The depth has
been chosen to reproduce the experimental binding energy (B = 2.226 MeV).

The different nuclear reaction processes can now be calculated in the fol-
lowing manner: The differential and total cross section for elastic scattering
are given by

dow. _ |a(K )

dQKL_ (27r)2 ’

(43)
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with
a(B1) = [@Rie R [ aroy(7)(Sy(b)Salbn) = Den(7) ,  (44)

where b, = R, +7,b, = R| — 7, and
Oel. = /dZEL

The total interaction cross section consists of four different subprocesses: The
inelastic scattering of the deuteron, also called diffraction is given by

2

/ &t (7) (S, S — 1)éo(F)

(45)

Odiff. = /dQﬁL [/d?’?”%(ﬁ* |SpSn|2 ¢0(ﬁ—‘/d3r¢0(ﬁ*5p5n¢o(ﬁ

2] . (46)

In addition there is absorption, where either the proton or the neutron reacts
with the target and is therefore not seen in the forward direction. One can
distinguish neutron-stripping, where the proton remains in the final state,
proton-stripping with only the neutron in the final state and the absorption
of both nucleons, that is, neither proton nor neutron in the forward direction.
The respective cross section are

On—str. = /dzgn |:]- -

O se. = [ @ [L=[S,B)]] [ droo [SuGf a) (49)
7. = [ 8, [1= |86 [ oo [1 = [s.60 [ (09)

A simplification of the full Serber model has been used quite often: Here
one defines a interaction potential for the whole deuteron. This approxima-
tion was used by [86] to describe the interaction of stable nuclei. In this
approach we can no longer distinguish between the different interaction cross
section mechanism. The combined profile function in this case is then given
by folding the deuteron density with the interaction potential

Vo(r) = [ dpp(a)Vx (7 - 7)) (50)

—

Sn(bn)

| [drooy s, s 1)

Sy ()

and therefore
_1 — T —
So(8) = eap | S-Ar(up + w) [ Eapn(@)p® 1) (51)

For the deuteron density we have used a fit of the form

r

exp(—Ar) (52)

PD (7") - co— 1T + 02T2
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with the parameters fitted to reproduce the density as calculated from the
PARIS deuteron analytic wave function [89]. The elastic and interaction
cross sections in this picture are given by

dog.  |a(K )P

L , 53
PR, (n) )
with . . L
WKL) = / ER e RS, 1) (54)
and B
G, = /d?RL 1S — 12 (55)
o = /d?EL (1 - 150 (56)

The use of this approximation is well justified for strongly bound nuclei, but
its use for halo nuclei has been criticized in [90], due to the correlation of the
movement of halo-nucleon and core in this case. This critic is of course even
more valid in the case of the deuteron. Detailed listings of all 0., (F) and
do/dQ(#) distributions used are listed in App. C.

C.2 Results of Deuteron Cross Section Calculations

Elastic as well as interaction cross sections, calculated using the (full) Serber
model, and the total cross sections, calculated with the (simplified) Glauber
model, are given in the Tables below.

Using the Serber model we are giving the decomposition of the interaction
cross section into different absorption channels as well.

EJA | o1  0Oa  Otot | Odif  Opstr Onstr  Oabs
MeV mb mb

60 200. 67.0 267 | 26.0 75.1 T75.1 24.62
88 158. 49.8 208 | 22.0 60.4 60.4 15.43
104 | 141. 42.1 183|194 549 549 12.55
135 | 119. 30.8 150 | 14.8 47.8 47.8 9.30
158 | 109. 249 134 | 12.1 44.5 445 7.98
202 | 976 176 115|874 41.0 41.0 6.71
239 |1 93.1 14.1 107 16.99 399 399 6.30
280 | 91.2 11.7 103|583 39.6 39.6 6.20

Table 24: D(d,X) cross sections, calculated with the full Serber model.
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EJA | o1  0ad  Otot | Odiff  Opstr Onsir  Oabs
MeV mb mb

60 275, 129. 404 | 43.0 90.8 90.8 50.4
88 234. 109. 343|395 79.5 79.5 36.3
104 | 217. 99.0 316 | 36.2 74.8 74.8 31.2
135 | 190. 79.5 270|294 682 682 248
158 | 176. 67.4 2431249 649 649 21.9
202 | 160. 504 2101 185 61.3 61.3 19.0
239 | 153. 41.2 194 | 15.0 60.0 60.0 18.1
280 | 150. 34.8 185 | 12.6 59.7 59.7 17.9

Table 25: *He(d,X) cross sections, calculated with the full Serber model.

EJA | o1 0a  Otot | Odiff Opstr Onsir  Oabs
MeV mb mb

60 556. 359. 915 | 57.6 163. 163. 173.
88 494. 328. 822 | 54.8 151. 151. 136.
104 | 465. 309. 774 | 51.4 146. 146. 121.
135 | 423. 269. 692 | 43.4 139. 139. 101.
158 | 400. 239. 639 | 37.7 135. 135. 91.9
202 | 372. 190. 562 | 28.9 130. 130. 82.0
239 | 360. 160. 520 | 23.8 129. 129. 78.5
280 | 355. 137. 492 | 20.1 128. 128. 77.7

Table 26: '2C(d,X) cross sections, calculated with the full Serber model.

EJA| o1 0 Ot | Odif  Opsir  Onstr  Oabs
MeV mb mb

60 612. 405. 1017 | 58.7 176. 176. 201.
88 545. 372. 917 | 56.3 164. 164. 159.
104 | 515. 352. 867 | 53.0 159. 159. 143.
135 | 469. 310. 779 |45.1 152. 152. 120.
158 | 445. 278. 723 | 39.3 148. 148. 109.
202 | 415. 223. 638 | 30.3 143. 143. 98.2
239 | 403. 189. 592 | 25.0 141. 141. 94.3
280 | 397. 163. 560 | 21.2 141. 141. 93.3

Table 27: "N(d,X) cross sections, calculated with the full Serber model.
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E / A o1 Oel Otot Odiff  Opstr  Onstr  Oabs
MeV mb mb

60 | 682. 465. 1147 |59.1 192. 192. 237.
88 | 608. 429. 1027 | 56.5 181. 181. 189.
104 | 575. 407. 982 | 53.1 175. 175. 169.
135 | 525. 360. 885 | 45.0 168. 168. 143.
158 | 498. 323. 821 | 39.2 164. 164. 130.
202 | 466. 260. 726 | 30.2 159. 159. 116.
239 | 453. 220. 673 | 249 157. 157. 112.
280 | 447. 190. 637 | 21.0 157. 157. 111.

o7

Table 28: %0(d,X) cross sections, calculated with the full Serber model.

EJA| o1  0a  Oiot | Odif  Opstr Onstr  Oabs
MeV mb mb

60 897. 629. 1526 | 61.1 245. 239. 351.
88 805. H83. 1388 | 61.3 230. 224. 289.
104 | 766. 559. 1325 | 59.2 224. 218. 264.
135 | 709. 511. 1220 | 52.7 215. 210. 230.
158 | 678. 474. 1152 | 47.2 211. 206. 214.
202 | 641. 404. 1045 | 37.6 206. 201. 196.
239 | 625. 3b53. 978 | 31.5 204. 200. 189.
280 | 618. 312. 930 | 26.9 203. 200. 188.

Table 29: 2"Al(d,X) cross sections, calculated with the full Serber model.

Table 30: H(d,X) cross sections, calculated with the Glauber model.

E/A o1 Oel Otot
MeV mb

60 |99.6 46.1 145.
88 | 75.7 33.9 109.
104 | 67.4 284 95.8
135 | 57.0 20.3 77.3
158 | 52.4 16.2 68.7
202 | 47.7 11.3 59.0
239 | 46.1 8.98 5H5.1
280 | 45.7 7.47 53.2
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E/A o1 Oel Otot
MeV mb

60 212, 97.2 309.
88 160. 67.4 228.
104 | 142. 55.0 197.
135 | 119. 38.1 158.
158 | 110. 30.0 140.
202 | 99.8 20.6 120.
239 | 96.4 16.2 112.
280 | 95.5 13.4 109.

Table 31: D(d,X) cross sections, calculated with the Glauber model.

EJ/JA| o1 04 Ot
MeV mb
60 300. 190. 490.
88 242. 154. 396.
104 | 220. 134. 355.
135 | 192. 102. 294.
158 | 179. 84.7 263.
202 | 165. 61.0 226.
239 | 160. 49.0 209.
280 | 159. 41.0 200.

Table 32: *He(d,X) cross sections, calculated with the Glauber model.

E/A o1 Oel Otot
MeV mb

60 598. 445. 1043.
88 509. 398. 908.
104 | 474. 371. 846.
135 | 427. 316. 744.
158 | 405. 277. 682.
202 | 381. 215. 596.
239 | 372. 179. 551.
280 | 370. 152. 523.

Table 33: '2C(d,X) cross sections, calculated with the Glauber model.
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EJ/A| o1  0a O
MeV mb
60 656. 495. 1151.
88 562. 446. 1008.
104 | 525. 418. 943.
135 | 475. 361. 836.
158 | 451. 319. 770.
202 | 425. 251. 677.
239 | 416. 210. 626.
280 | 414. 180. 594.

Table 34: "N(d,X) cross sections, calculated with the Glauber model.

EJ/A| o1  0a O
MeV mb
60 726. 55H4. 1281.
88 624. 502. 1126.
104 | 584. 472. 1056.
135 | 530. 410. 940.
158 | 504. 364. 868.
202 | 476. 288. 764.
239 | 466. 241. 708.
280 | 463. 207. 671.

Table 35: '0(d,X) cross sections, calculated with the Glauber model.

EJ/A| o1  0a O
MeV mb
60 956. T745. 1701.
88 834. 678. 1512.
104 | 786. 644. 1430.
135 | 721. 580. 1301.
158 | 690. 532. 1223.
202 | 656. 447. 1104.
239 | 645. 387. 1032.
280 | 642. 339. 981.

Table 36: 2"Al(d,X) cross sections, calculated with the Glauber model.
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