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Management Summary
1. DOE Approval

The DOE approval for the annual renewal of the research grant to the Stanford Project
on the Productivity and Injectivity of Horizontal Wells was received in early March 1994.
The Project formally commenced on March 10, 1993. Mr. Thomas Reid is the DOE Project
Manager in Bartlesville and Mr. John Augustine is the DOE Contracts Officer in Pittsburgh.

2. Industrial Affiliates Program

The DOE Project operates in association with an Industrial Affiliates program on horizontal
wells, for which oil company membership has also continued during 1994. The membership
during this year comprised the following organizations:

Amoco (USA)
AGIP (Italy)
ARTEP/IFP (France)
BP Exploration (USA)
Chevron (USA)
INTEVEP (Venezuela)
Marathon (USA)
Norsk Hydro (Norway)
Petrobras America (Brazil)
Texaco (USA)
Union Pacific Resources (USA)

3. Project Goals

The Project has eight principal goals to be studied and developed over a five year period.
These goals are as follows:

TASK 1: Advanced Modeling of Horizontal Wells - Develop special gridding techniques and
associated averaging algorithms for accurate simulation of HW-performance.

TASK 2: Investigate and Incorporate the Effects of Reservoir Heterogeneities - Study im-
pacts of various types of heterogeneity and develop methods for incorporating their
effects in both fine grid and coarse grid models.

TASK 3: Develop Improved Methods for Calculating Multi-Phase Pressure Drops
within the Wellbore - Plan, execute, and interpret two-phase flow experiments at
an oil company research facility, and use results to analyze/validate a new two-phase
model.

TASK 4: Pseudo-Functions - Define improved methods for computing two-phase pseudo-
functions for effective relative permeabilities for coarse grid blocks near an HW - de-
termine sensitivities to heterogeneities, flow conditions, skin factors, etc.
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TASK 5: Develop Multi-Well Models - Develop numerical techniques and software in a
parallel computing architecture capable of interactively coupling multiple detailed HW-
models to a large scale reservoir simulator.

TASK 6: Test HW-Models with Field Examples - Work with affiliate’s member companies
to establish HW-modeling capabilities from field measurements, particularly for patho-
logical problem cases.

TASK 7: EOR Applications - Provide and implement practical HW aspects into modeling
of EOR processes - miscible gas, steam displacement, in-situ combustion.

TASK 8: Application Studies and Their Optimization - Seek field opportunities for HW’s
and study their best implementation in various reservoir scenarios e.g., multiple later-
als, hydraulic fracture variants, etc.

Tasks 1, 2, 3, 4, and 8 were the primary focus of activities scheduled for 1994, and the
annual report is therefore written around these five tasks, which are also ongoing in 1995.
Some of our principal achievements are summarized below.

4. Large-Scale Flow Loop Experiments

The funding from the Industrial Affiliates Project is mainly expended on a series of large scale
experiments in an outdoor flow loop being conducted at the Marathon Research Center in
Littleton, Colorado. Contractual arrangements have continued with Marathon to undertake
these experiments, for which a substantial part of the costs (~ 50%) is born by Marathon.
The arrangements to allow air or nitrogen injection through the manifolds for the perforations
have been successfully completed, and also to allow two-phase core flows along the 100 ft
acrylic wellbore model. New Rosemount DP-gauges have been installed and have given
results with good accuracy and reliability. A range of two-phase flow experiments with
both air/water and nitrogen/oil combinations have been completed. Results over the central
section of the acrylic wellbore appear to be good, but there are indications of end effects
associated with having pipe diameter changes from 4 to 6 inches at inlet and outlet to the 6
inch diameter test section. Some further end effects are also caused by the use of a mixing
T-junction for core two-phase flow which is not too far removed from the inlet. The rig
is undergoing further modifications to improve these features. Another major modification
currently being made is to the offtake pipework and separator designs to allow use of a higher
capacity compressor for gas flows. Preliminary design work has also been undertaken to set
up experiments with a slotted liner within the wellbore, using a porous packing to create
dispersed radial flow to the slots of the liner.

5. Improved Theoretical Modeling of Two-Phase Flow within the Wellbore

Analysis of the Marathon measurement using two of the industry preferred two-phase flow
correlations, namely the Beggs and Brill method, and the Dukler, Wicks and Cleveland
method, have been made. The measured pressure drops are larger under two-phase condi-
tions than the theoretical predictions, due to the fact that the inflow from the perforations
disturbs the boundary layer and flow patterns. The predicted two-phase pressure drops can
be artificially matched by increasing the effective roughness of the smooth acrylic wellbore.
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The development of a new “analytic” two-phase pipeflow model has continued under
Professor Aziz at Stanford. Most of the major features in this model have been programmed
and various aspects of its dealing with six possible two-phase flow regimes are now being
tested. A large two-phase flow data bank with international information is being assembled
for parameter assessments and accuracy checking. The problems of dealing with two-phase
cross flow entry from perforations will be a difficult future challenge to add to this new
analytically based development.

6. Generalized Gridding Methods

The work on developing a 3D-generalized Voronoi gridding code has progressed well. Meth-
ods have been programmed which allow a tessellation, or Delaunay triangulation, to be
produced for assignments of node points, picked in any user desired manner to describe the
primary geological features of a reservoir, and its deviated wells. The triangulation in 3D is
based on tetrahedra, for which perpendicular bisectors of the edges then lead to the definition
of Voronoi blocks. Thus variably sized blocks with polyhedral shapes result, whose spacing
and size allow close definition of flows near wells with arbitrary contours, and the effects of
tilted faults, primary stratigraphic layerings, etc. to be properly represented. Two different
forms of algebraic approximations (one finite-element type with face centered points and the
other block centered finite-difference type) are being tested, with promising initial results.

7. Coning and Cresting Methods

The work commenced in 1993 on investigating semi-analytical methods for predicting the
critical cresting rates of horizontal wells has progressed further. We have developed a new
semi-analytical theory for calculating critical cresting rates. The new method has been shown
to be accurate by extensive simulation studies using the Eclipse code. Six previous analytical
methods developed over a period of some 30 years are shown to have various limitations, with
the most recent method being in error by a factor of about 23 in the critical rate. We have
further confirmed that time to breakthrough for a horizontal well flowing at super critical
rates is an important attribute of its cresting characteristics. For the breakthrough time,
a simple adaptation of the analytical results by Papatzacos, et al. for wells with infinite
spacing, gives acceptable agreement with simulation results for wells with finite spacing.
This work is being published in a paper to an international symposium.

8. Effects of Heterogeneities on Flow Performance

Studies have continued on the effects of severe heterogeneities (e.g. discontinuous shale dis-
tributions) on flow distributions in 2D reservoir problems with horizontal wells. The main
intent of this work is to find techniques for successfully upscaling fine grid solutions of the
heterogeneous problem to coarser grid sizes which are typically used in field models. The
normal industry techniques led to significant difficulties, with negative effective transmis-
sivities apparently being required, which are unacceptable to reservoir simulators. Ad hoc
fix-up procedures to avoid the negative values resulted in predicted pressure and flow dis-
tributions from the coarse grid solution with serious errors. A new upscaling procedure has
been devised based on calculating the streamlines for the fine grid flows. The results are
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used to give a positive dissipation procedure for determining fluxes, and consequently ef-
fective transmissivities, for modified coarse grid boundaries. This new upscaling procedure
avoids the occurrence of negative values and yields accurate results at the coarse scale.

The above developments for single phase flow have been extended to two-phase flow.
Knowledge of the streamlines is used to infer the two-phase fluxes at the modified coarse
grid boundaries. The use of Buckley-Leverett solutions scaled along the streamlines gives
estimates of pseudo-relative permeabilities and average saturations within each coarse grid
block. The adaptability of these techniques is now being tested for problems in which well
flow rates change and/or new well positions come into operation.

9. Calculation of Contributions to Total Skin Factor

Variations in skin factors for horizontal wells can be an important feature affecting the in-
flow distribution along the well. As a first step in understanding the primary contributions
to skin factor, a computer code has been written which follows the semi-analytical/empirical
equations and rules set out in a review paper by Thomas, et al. for calculating skin factor
contributions to well performance. The features dealt with include perforation geometry,
mud invasion, crushed zone, partial penetration, and well deviation. Gravel packing and
non-Darcy flow effects can also be predicted. For an example case, the damaged region,
crushed zone, and partial penetration significantly dominated the other contributions. This
work is being viewed with regard to possible extension to look at more detailed modeling
methods for joining the two-phase flow in the wellbore to the main grid blocks of a reservoir
simulator. The HOSIM code obtained from Norsk Hydro has been set up and may be
developed further for these purposes.

10. Factors Influencing Gas/Oil Ratio History in a Field Application

Studies have been undertaken by a visiting scholar from Norsk Hydro on sensitivity of the oil
and gas production history to various aspects of the modeling assumptions. A 3D-model was
set up for a reservoir with a horizontal well placed slightly above a water/oil contact, with
a gas/oil contact at a higher level. The slightly simplified reservoir description was taken to
be representative of a real field application. The water breaks through quickly because of
the adjacent contact near the well, but gas breakthrough is delayed by characteristics of the
cresting behavior. The primary sensitivity investigated was that due to wellbore two/three-
phase wellbore pressure drop. Based on the homogeneous pipeflow model in the Eclipse code,
inclusion of the wellbore pressure drop caused the gas breakthrough position to move from
the center to the heel of the well. However, the subsequent changes in producing gas/oil
ratios were rather small. For this application, the main significance of the results could be
in designing completion, or recompletion policies.

11. Affiliates Progress Review Meeting

An annual review meeting for member companies in the Stanford Horizontal Well Project
was held at Stanford on September 22-23, 1994. This meeting was well attended and member
companies made presentations on their horizontal well interests and activities on the second
day. The next meeting is scheduled for October 19 and 20, 1995, to be adjacent to the SPE
Fall Meeting, for the benefit of travel arrangements for overseas members.
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12. Presentations at Conferences, etc.

A review paper was written by invitation and presented at the Canadian SPE/CIM/CANMET
international meeting on horizontal wells, March 20-24, 1994. A presentation entitled “Three

Dimensional Voronoi Grids in Reservoir Simulation” was made at the Third Geosciences

Conference organized by the Society of Industrial and Applied Mathematics, February 8-10,

1995, San Antonio, Texas. A paper entitled “Comparative Aspects of Coning Behavior in

Horizontal and Vertical Wells” has been prepared for presentation at the European IOR

Conference in Vienna, May 15-17, 1995.



1. Detailed Well Model for Reservoir Simulation
(Task 1)

Research work by Ph.D. student Santosh Verma
Advisors: Profs. Khalid Aziz and John Fayers

1.1 Objective

The objective of this Task is to develop a three-dimensional reservoir simulator based
on generalized Voronoi grids which honor horizontal/deviated wells, local flow geometry,
faults, major heterogeneities, anisotropy, etc. There are difficult geometrical/logical prob-
lems associated with automatic generation and visualization of the gridding geometry in 3D,
which forms a significant aspect of this Task. The mathematical formulation for the flow
simulation should take into account'such a complex gridding scheme. Pressure and flow
calculations in a wellbore (obtained from a wellbore simulator) will be coupled with similar
reservoir variables.

1.2 Introduction

One of earliest methods used in reservoir simulation to obtain flexibility in gridding
was local Cartesian grid refinement (LCGR). Figure 1.1 shows the use of fine grids inside
a coarse grid. LCGR can thus be used in regions which require finer resolution. A sharp
saturation front, a region of widely varying petrophysical properties, flow geometry near a
wellbore, etc., are cases where LCGR can be used. Some disadvantages of this method are

e Lines connecting grid points in the coarse region to those in the refined are not always
orthogonal to the boundary between them.

o Potential gradients at the coarse-fine block boundaries become dependent on potentials
of a few more blocks than is the case for a regular grid, thus increasing the bandwidth
of the Jacobian matrix.

e The error reduction and time saving from LGGR is not always as attractive as might
have been expected, in comparison with the complete fine grid solution.

To obtain radial flow geometry near a well, hybrid local grid refinement [1] is quite
popular. Figure 1.2 shows such a grid. These grids provide an accurate flow description
very near the well. They also result in a very simple well model. Orthogonal curvilinear
grids are used in the well region and Cartesian grids are used in the reservoir region. Some
disadvantages of this method are

e Irregularly shaped blocks (pseudoblocks) are used at the boundary of the well and
reservoir regions. These pseudoblocks give rise to the use of two different grid points
to compute flow between the pseudoblock and curvilinear grid and that between pseu-
doblock and Cartesian grid.




AN

e
¥
e

f’.x

z

«

Figure 1.1: Cartesian Local Grid Refinement

¢ Some approximation is needed to handle transmissibility at the interface.
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Figure 1.2: Hybrid Local Grid Refinement

Both the Cartesian and hybrid LGR require a base grid which is Cartesian. Hence
it becomes difficult to align the grid to conform to varying facies, horizontal wellbores, etc.,
even in the horizontal plane. Use of Voronoi grids has been proposed to tackle this problem
by Palagi [2].

Use of Voronoi grids facilitates the specification of grid points anywhere inside the
domain. Grids are locally orthogonal, hence enabling a reasonably accurate computation of
interblock transmissibility for heterogeneous but isotropic permeabilities (this may not be a
clear advantage in an anisotropic permeability field).
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Figure 1.3: Voronoi Block Boundaries Aligned Along Bed Boundaries

A practical and easy way was proposed to generate the grids in the horizontal (bed-
ding) plane by Palagi. The location of grid points is determined using modules. Voronoi
blocks which conform to this distribution of grid points are then constructed. The Voronoi
grid methods implemented previously have several limitations. These methods have been
developed for heterogeneous but isotropic reservoirs and used only for the horizontal (bed-
ding) plane. Variations in properties in the vertical (dip normal) direction are handled by
dividing the reservoir into layers with the same horizontal grids used in all the layers. The
algebraic approximation of flow equations for schemes using Voronoi grids, as used today,
lack 3-D flexibility in modeling horizontal/inclined wells which may pass through layers of
strongly varying properties. Heterogeneities, faults, local flow geometry, etc., which are not
normally of two-dimensional nature cannot be modeled with the existing numerical schemes.
The complex geology in Figure 1.3 (only a cross-section is shown) is an example where the
existing numerical schemes are unsuccessful, but Voronoi grids are shown to represent very
well the geological features in the figure.

One of the major factors which can’t be ignored when dealing with vertical flow is the
permeability anisotropy. Given a fine scale geostatistical realization of reservoir properties,
the upscaling process to obtain coarse homogeneous grids may result in anisotropic and asym-
metric permeability tensors which vary from block to block. The numerical approximation
presented in this report is able to deal with this problem.

1.3 Mathematical Model for Voronoi Grids

Eq. 1.1 represents the application of the conservation law to an arbitrary component
¢ in a control volume V with an external area A:




p=1

Np o Np
_ c“-“dA=—-/ o Spp AV 1.1
jézwp”p n EY, V;“’p p® (1.1)
where
3, = —KVo (1.2)
K is the permeability tensor. For a symmetric tensor the following relationship is true:
EV®.-#=Kin-V® (1.3)

Our first method is based on a node centered finite difference approximation of the Eq. 1.1
which results in Eq. 1.4

N. N, N, N,

n b V i P n n P n
Z Z(TwCP’\p)ij(‘Dp,j - (I’p,i) = Ab% 2[(""01’5?‘?5) - (wCPSP¢) ]i + X:(“)cp%a)i-H (1-4)
j=1p=1 p=1 p=1

In the above equation N, is number of neighbors of block ¢, N, is number of phases in the
system, T is transmissibility, w., is product of mass fraction of component ¢ (i.e. z, ) in
phase p and density of the phase, ), is mobility of phase p, ®,; is potential in phase p at node
7, Vai is volume of block ¢, S, is saturation of phase p, ¢ is porosity at node ¢ and g, is the
source/sink term for node 7. For simplicity, we will assume that 2., is 1 and perform volume
balance at standard conditions; the conservation equation Eq. 1.4 can then be written as
(dropping the phase subscript p)

Np .
D (TN)5(2; — 8) = (SRt — Sy g (1.5)

The LHS of Eq. 1.5 can also be put in the form

Nn Npa
> ()‘ij > (Ti ‘I’k)) (1.6)
i=1 k=1

where N,y is the number of nodes whose potentials affect flow along connection j. For
isotropic permeability and orthogonal grids a unique transmissibility term can be defined
for each surface (of control volume V) which when multiplied with (®; — ®;) gives the flux
across surface ¢j. The expression for T in such a case is given by:

T, = (%) ) (1.7)

where A is the area open to flow, D is the distance between grid nodes and k;; is the
permeability between the ¢ and j blocks. Methods for finding k;; for an isotropic system are
described by Palagi [2].

When permeability is an anisotropic tensor and/or grids are nonorthogonal then the
potential difference (®; —®;) also affects flow between some of the other surfaces. However, if
the tensor is symmetric, i.e. Eq. 1.3 is true, then control volume surfaces can be oriented in a
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Figure 1.4: Generalized Pebi Grid Example

manner that a unique transmissibility can again be found so that potential difference between
nodes across surface ¢j again determines flow only across that surface [4]. Heinemann [4]
describes how to generate control volumes and expressions for T by using Eq. 1.3. The grids
used in this method are popularly called generalized perpendicular bisector (GPEBI) grids.
Figure 1.4 shows such a grid. Upstream weighting of mobilities can be easily used in such
a scheme. However, the application becomes cumbersome when the principal axes of the
permeability tensor change from block to block.

To construct GPEBI grids the region is first triangulated. Each triangle (Tetrahedra
in 3D) is assumed to possess homogeneous properties. For small anisotropy this scheme may
work quite well. However when the permeability becomes highly anisotropic, it may not be
possible to define a control volume using the GPEBI approach. This is quite evident from
the sequence of grids shown in Figure 1.5. As the value of k,/k, reduces it is observed that
the circumcenters move towards the boundary of triangular element and when it crosses
the boundary, the control volume boundaries can no longer be uniquely defined and they
criss-cross each other. In our example, this occurs at k,/k, = 0.2, which can readily be
appropriate to a real reservoir.

Other schemes (CVFE [5], see Figure 1.6) which maintain the flexibility of grids and
do not run into the problem faced by GPEBI grids have been proposed, but it has been
difficult to formulate them to use upstream weighting of phase mobilities.

Another fundamental disadvantage of both GPEBI and CVFE methods is in the esti-
mation of block average saturations. Such block averaging may lead to numerically incorrect
results when the triangles surrounding the grid node have strongly varying permeability
values.

To overcome the above-mentioned problems, Voronoi grids are used in a new approach
in the current study. It is assumed that properties inside each grid cell are homogeneous
but may be anisotropic. The flow at a surface is constrained so that the velocity normal
to the surface (i.e. in the direction of the connections) is the same on both sides of the
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Figure 1.5: Generalized Pebi Grids



Figure 1.6: CVFE Grid

surface. Figure 1.7 shows 6 nodes and Voronoi blocks around those nodes. It is assumed
that flow in A9 is dependent on the pressures at the nodes 1, 2 and 3 only. The A has
three different permeability regions. A generalized harmonic averaging approach is used
to compute internode transmissibility in the A, subject to the above mentioned velocity
constraints. The constraints give the following equation:

P, Ry, Ry, Riys Py
Py | =| R Ry R P, (1.8)
P, Rs1 Rs Ras Ps

After solving for pressures P,, P, and P, and putting them into the flux equations one obtains
the equation:

Qa Tal Ta2 Ta3 P 1
Q| =|Tu Toe Tis | | P (1.9)
Q. Ta T Tea P;
Using the above equation the conservation equation for block 7 can be put in the form
N. Ny
> (Aj > (T Pk)> = Accumulation (1.10)
j=1 k=1 H

Details of the derivation are given in the Appendix. The LHS of Eq. 1.10 corresponds to
flow along all the connections associated with a grid node. Figure 1.8 shows a very simple
example of nodes and the connections associated with the nodes. Advantage is taken of
special features of this equation to simplify its computation in the C++ program which has
been developed.

As is evident from Eq. 1.10 , in our formulation (as in the case of CVFE) flow at
each connection does not depend only on fluid potentials at adjacent points. Because of
this, it will take more time (as compared to a generalized PEBI grid [4]) to assemble the
Jacobian matrix. But the structure of the Jacobian matrix is identical. Since, most of the
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time (normally 80-90 %) in any simulation is taken by the iterative solver, the computer time
of the current scheme will not increase significantly. Upstream evaluation of the mobility at
any surface is based on the sign of the flux function

Nn
F=3% TP (1.11)
k=1
a function which is a linear combination of the potentials affecting flow across that surface.
As is evident from the detailed derivations shown in Appendix this scheme can be used for
asymmetric permeability tensors as well. It also has no restriction on the angles of the tetra-
hedra generated by a triangulation code, other than the requirement that the triangulation
be Delaunay.

1.4 Generation of Voronoi Grids

Palagi [4] presented a Voronoi grid generation scheme on a plane. The scheme used
to generate the grids in three-dimension is presented in this section. The C++ code which
implements this scheme is now complete and is being optimized.

For a set S = {p1,p2,...,Pn} of n points in Euclidean 3-space, R3, the associated
Voronoi diagram is a sequence V(p,), V(p2), ..., V(pn) of convex polyhedra covering 3-space,
where V(p;) consists of all points of 3-space having p; as the nearest point in the set S (see
Avis and Bhattacharya [6]). Thus

V(pi) = {ZL‘ € Rd : d(:c)pi) S d(:z:pj)) .7 = 1,2,...,72} (112)

where d(z, p;) denotes the Euclidean distance between the points z and p;.

As a starting point, the Delaunay triangulation of a set of points is constructed using
a special code ghull [7]. The set of tetrahedra thus obtained is used to generate sets of tetra—
faces, tetra—edges and tetra-nodes. These objects contain all the connectivity information,
e.g., a tetra—edge object contains the number and id’s of tetrahedra it is connected to, the
number and id’s of tetra—faces it is connected to and the id of the two nodes at the end of
the tetra—edge.

One Voronoi block is associated with each node. The faces of the block lie on the
perpendicular bisector (PEBI) planes of each of the edges connected to the node. The
intersections of the PEBI plane of an edge, with the PEBI planes of the other edges connected
to the node, completely describe the geometry of the face on that edge. In the interior of
the domain these intersections are the circumcenters of the tetrahedra connected to the
edge. However, when any of these circumcenters, as well as the centers of the tetra—faces
associated with the edge lie outside the boundary of the reservoir, then the Voronoi block
faces formed have to be adjusted. This is done by finding the intersection of the PEBI planes
with the boundary tetra faces and the boundary tetra edges. Figure 1.9 shows the generation
of Voronoi Blocks in 3-D. The problem starts with allocation of 9 points in both the top
and bottom planes. The figure shows the triangulation, Voronoi grid edges and faces from
three viewpoints. A simple case of Voronoi grids in 3D is shown in Figure 1.10. The figure
shows grids around 6 nodes. All the edges of the resulting grids are shown in the left figure.
The Voronoi block surfaces are shown in the figure on the right. Voronoi blocks around a
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Figure 1.10: Example of 3D Voronoi Grids

Figure 1.11: Voronoi Grids Around Horizontal Well
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horizontal well are shown in Figure 1.11. The grids in the near-wellbore region allow radial
flow. The surface appearance of the grids is also shown in the figure.

A challenge in this work is to align the Voronoi polyhedra along layers, faults, hori-
zontal wells, etc. Figures 1.12 and 1.13 show in 2D the alignment of Voronoi Blocks along
major reservoir features, such as layers, faults and horizontal/deviated wells. The actual
grid in 3D can have polygonal shapes around the well axis which approximate cylindrical
flows, e.g., hexagons. Such grids are shown around the deviated well. Figure 1.13 shows how
the gridding can be efficiently done for dual-lateral wells drilled to drain from two different
layers. The base Delaunay triangulation of the nodes in Figure 1.12 are given in Figure
1.14. To generate the Voronoi polygons in Figures 1.12 and 1.13, the nodes were placed in
a direction normal to the layer and fault boundaries on both sides and equidistant from the
boundaries. Thus it was possible to achieve the objective of aligning Block boundaries along
layer boundaries. This results in better estimates of homogeneous properties inside a block.

1.5 Algebraic Approximation Scheme

A second algebraic scheme [8] which uses tetrahedra in 3D or triangles in 2-D as
control volumes is described below. Figure 1.15 shows two such triangles for the 2D-case
with a common interface be.

In this face-centered scheme flux continuity is honored across each face. Flux across

bc is c
Qbe, = —h,,c/b B, AdL = —A (5, - 7) (1.13)
Where velocity is given by _
Up = ~Xpe, [k VO] (1.14)
L koo @z +  kyy O
Up = —Ape,, ( kye ®p +  kyy @, ) (1.15)

® inside A is obtained from a linear interpolation of face pressures. Hence gradients are
given by:
@x = AII(QI - @3) + A12(®2 - @3) (116)

Qy = A21(@1 - @3) + A22(¢2 - @3) (117)

Putting the expression for gradients in Eq. 1.15 and the resulting expression for velocity in
Eq. 1.13, flux across bc in A is given by

Qzlm,, = Abe, [T13( @1 — ®3) + To3(D2 — 33)) (1.18)
and flux across bc in A\, is given by

Qbe, = Abey [To4(®3 — @) + T35(®3 — 5)] (1.19)
The T terms in the Eq. 1.18 and 1.19 are

Tiz = ng(kpey Art + kuyy Aoy )+

1.2
ny(kyzx An + kyy, Aar) (1:20)
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Schematic of a Layered Reservoir with Fault and Well Profile
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Schematic of a Layered Reservoir with Fault and Well Profile
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Figure 1.16: Algebraic Approximation: An Example

T23 = nx(kx:z;; A12 + k:cy1 A22)+

ny(kyz, A1 + kyy, A) (1.21)
Equating the fluxes in the two triangles gives rise to a flux continuity equation:
NP NP
> @b, + Q4 =0 (1.22)
=1 p=1
which leads to a 5 point algebraic approximation for potentials involving ®,, ..., ®5. The

Material Balance Equation for each A in two—phase flow is given by

fo-d[g-()], e
=1 t BP BP j
where ¢, Sp, and B, are at the barycenter.

Figure 1.16 shows an example of such a grid. There are 8 triangles and 16 faces. The
unknowns in the system are 16 pressures and 8 saturations (2 phase problem). There are 16
flux continuity equations and 8 material balance equations. The flux continuity equations are
5 point in 2-D and 7-point in 3-D. The material balance equations are 9 point in 2-D and 16
point in 3-D. This scheme also handles a full and asymmetric permeability tensor. Compared
to this scheme, a regular Cartesian grid will have 9 points in 2-D and 27 points in 3-D. The
Cartesian scheme is conceptually much simpler, but it has poor ability to accurately deal
with spatially complex reservoir properties and varying well trajectories. The location of
the pressure nodes for the Voronoi grid scheme and the triangle scheme are shown in Figure
1.17. The circles denote Voronoi pressure nodes while the triangles denote the triangular
control volume pressure nodes.
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1.6

Figure 1.17: Pressure Nodes for Voronoi and FCD Schemes

Status of Fluid Flow Simulation Code

C++ code to simulate 2D flow in Voronoi grids is complete. Number of test cases

have been run to debug the code. Test runs with Cartesian grids ( which can be handled by
Eclipse and Imex) give results identical to Eclipse and Imex. Cases with full and anisotropic
tensors have also been tested. Code to simulate 3-D flow in Voronoi grids is now being
written and is expected to be complete in three more months. The numerical stability of
triangular/tetrahedral control volume scheme is still to be tested.
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Appendix: Derivation of Interblock Transmissibility for Voronoi
Grids

3

Figure 1.18: Derivation of Generalized Harmonic Averaging

Refer to Figure 1.18 for the derivation of interblock transmissibility for Voronoi grids. Flow
rate across connection a—d is

QOa = - 4 ‘-/‘E) * ﬁad dL = _Aa.df/"o : ﬁad
= Au [%xnzad + %ynyad] (124)
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A positive value of @) signifies flow into the block while a negative value signifies flow out of
the block.

Single phase velocity in region 0 is estimated by:

-

Vo = —[koV R

kzz‘o on + kzyo PyO ]
- 1.25
Kyzo Poy + Kyyo Pyo (1:25)

To estimate the pressure gradients in the above equation we assume that pressure varies
linearly in region 0. Hence we have the equations

Pa=P0+(ma"'$0)on+(ya_y0)Pyo

Pb == PQ + (:L‘b — $0)Px0 + (yb - yo)Pyo (126)
Which gives
Py _ [(@—20) Wa=0) ] [Pa—Po
Py, (26 — o) (¥ — %0) P, — P
_l_ (yb—yO) (yO_ya) P,—-PF
Dy [ (o—2) (Ta—20) || Po—Fo (1.27)
where
Do = zo(ya — ¥) + zo(¥ — %0) + 5(¥0 — ¥a) (1.28)
Hence we can write Eq. 1.27 as
P, Aw An || - B
[ Py ] [ Ao An ] [ P, — B ] (1.29)

In a similar manner we get expressions for regions 1 and 2. For region 1

s

Vi = —[kVP]

- _ [ kﬂ-‘zlpm +kxy1Py1 ]

1.30
kye Poy + kyyy Py, (1.30)

Pa =Pl+($a_$1)P$1 +(ya_y1)Py1
P. =P +($c-$1)P:c1 +(yc—y1)Py1 (1'31)

Hence

ARl PR e

-

- 52 ] [RR]
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where

D1 = z1(ya — ¥c) + To(ye — 11) + ze(1

Hence we can write Eq. 1.32 as
Pz1 — BOO BOl Pa._Pl
Pyl BlO Bll Pc_Pl
For region 2 the equations are:

—

Vo = —[kVP)

— l: kx:z:z P, z2 + k:cyz-p J
k.—/ivz P, T2 + kyyz P, Y2

Pb=P2+($b—$2)Pzz+(yb_y2)Py2
P.=P+ (z.— z2) Py, + (% —y2)Py,

Hence
AR Eee ]
= L (we—v) (w2mw) || B-
D, [ (332 —mc) (:Db—:z;z) } [ P.— P,
where

|

D2 = 372(yb - yc) + xb(yc - y2) + $c(y2 -

Hence we can write Eq. 1.36 as

Py, Coo Cor - P
Py, Cio Cn P P,

We thus have the following equations for the gradient:

Pry = Aw(P. — Po) + Ani(P, — Ry)
Pyy = A1o( Py — Po) + Au(Py — By)
Py, = Boo(P, — Py) + Boy(P. — Py)
Py, = Bio(F, — P1) + B;;(P. — P)
Pr, = Coo(Ps — Po) + Coy (P, — P,)
Py, = Cio(P, — P) + C11 (P, — Py)

|

- ya)

Py
P,

Py

Ys)

(1.33)

(1.34)

(1.35)

(1.36)

(1.37)

(1.38)

(1.39)

(1.40)

We want velocities normal to the interfaces to match at the points a,b and c. Hence we form

three constraint equations:
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At a:
Vb’ﬁad=1/1'ﬁad

(1.41)

where 7,4 is outward normal with respect to point 0 on the face ad. Expanding the above

equation we get:

(V"'° = Vz )nzad + (Vyo - V;n)nyad =0

and putting in the terms for the velocities we get

Ngog [Rzzo (Aoo (Pa — Po) + Ao (P — Ro)) +
kzyo (AIO (Pa_P0)+A11 (Pb—Po))—
kzz, (Boo (Po — P1) + Bny (P.— P,)) —
kzyx (BIO (Pa - Pl) + By (Pc - Pl))] +

LT [kyro (A-OO (Pa - PO) + A01 (Pb - PO)) +
kyyo (AIO (Pa - PO) + An (Pb - Po)) -
kyz; (Boo (Pe — P1) + Boy (P — P)) —

kyy (Bro (Pa—Pi)+ By (P.— Py))] =0

(1.42)

(1.43)

We now arrange the above expression in terms of the coefficients of P, P, P, P, and P;.

Coeflicient of P, is:

MOa = nzad(AOO k:z::r:o - BOO k:r::cl + AlO kzyo - BlO ka:yl) +
Nyea(Aoo kyzg — Boo kyzy + Aro kyyo — Bio kyy,)

Coefficient of P, is:

Moy, = (Aot kzgy zgy + A1 koyo Nzy + Aot Byzo Nyay + A11 kyyo ny,,)
Coefficient of P, is:

My, = —By; km Ngoa — By k:cyl Ngog — By kyz1 Nyea — By kyy; Ny
Coeflicient of Py is:

MOO = n:cad(_AOO kz:co - AOI kza:o - AIO k:z:yo - All k:cyo)
+nyad(_A00 kyzo — Aot kyzy — Ar0kyy, — Anx kyyo)

Coeflicient of P is:

Mo = nz,,(Boo kzey + Boi kzzy + Bio kzy, + By kay, )
+ny,,(+Boo kyz; + Bo1 kyzy + Bio kyy, + Bia kyy, )
Coefficient of P, is My, = 0.0:

At b: . .
Vo flpa = Vo« ipg

(1.44)

(1.45)

(1.46)

(1.47)

(1.48)

(1.49)

where 7ipy is outward normal with respect point 0 on the face bd. Expanding the above

equation we get:

(Vzo - sz )nzbd + (V;Jo - V;/z)nybd =0

21
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and putting the terms for the velocities we get

Nayo(Kzzo (Aco(Pa — Po) + Ao (P — P)) + kzyo(A1o( P — Po) + Aun(P — R)) -
kzzy(Coo(Po — Po) + Cou (P — P)) — kzy, (Cro(Py — P2) + Ci1 (P, — P))) +
Typa(Fyzo (Aoo(Pa — Po) + Aor (B — Po)) + kyyy (Aro(Pa — Po) + A1 (P, — Py)) —

kyz,(Coo( Py — P2) + Cor(Pe — P3)) = kyy, (Cro(Ps — P2) + Cra(Pe — P))) =0 (1.51)

We now arrange the above expression in terms of the coefficients of P,,P,,P., Py and P,.

Coefficient of P, is:
Mo = 1y (Aoo kasy + A1 kayy) + 1y, (Aoo kyey + Aro Eyyo)
Coefficient of P, is:

Mlb = n:z:bd(AOI kzzo - COO k:z:xg + All ka:yo - CIO k:cyz) +
Nypa(Ao1 yzy — Coo kyz, + A1 kyy, — Cro kyy, )

Coefficient of P, is:
M, = _Cﬂl kng Ny — 011 kl‘yz Nrpy — C'01 kyzz Nypa — Cll kyy2 Typa
Coefficient of P, is:

Mo = ngy (—Aoo kzzy — A kzzy — A1o kzyo — A kry,) +
Typa(—Aoo kyzo — Aot kyey — Aro kyyo — Anx kyyo )

Coefficient of P, is M;; = 0.0;
Coefficient of P, is:

M12 = nzbd(COO ka::cg + CO] ka:zg + C'10 k:vyg + Cll ka:yg) +
g0 (Coo by, + Cot kys, + Cro kyy, + Crt by,

At c:
Vi'ncd=‘/2'ncd

(1.52)

(1.53)

(1.54)

(1.55)

(1.56)

(1.57)

where 7.y is outward normal with respect point 1 on the face cd. Expanding the above

equation we get:
(Ver = Voo )aey + (V3 — Ve )yea = 0

and putting the terms for the velocities we get

Nzoy(kzzy (Boo(Pa — P1) + By (P. — Py)) + kzy, (Bio(P, — Pp) + By (P, — P))—
kzz,(Coo(Py — P2) + Cor(P: — Py)) — kgy, (Cro( Py — Py) + Cuu(P. — P))) +
nycd(kyz1 (BOO(Pa - Pl) + BOI(Pc - Pl)) + kyyx(BIO(Pa - P1) + Bll(Pc - Pl)) —

(1.58)

kyz2 (Coo(Ps — P2) + Cor(Pe — P)) = kyy, (Cro(Py — Py) + Cia(P. — P,))) =0 (1.59)
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Coefficient of P, is:

M3a = 1z ,(Bookzs, + Biokzy, ) + ny(Bookys, + Biokyy, ) (1.60)
Coefficient of P, is:
M3y = 1z, (—Cookoz, — Crokay,) + nyco(—Cookye, — Crokyy,) (1.61)

Coefficient of P, is:

M,. = ng_(Borkzz, — Corkzz, + Biikzy, — Crakzy,) +
nyca(BC'lkyzx — Corkyz, + Buikyy, — Cllkyyz) (1~62)

Coefficient of Py is My = 0.0.
Coeflicient of P is:

M21 = nzcd(—Bookle - BOlkz.m - BlOk:cyl - Bllkzyl) +
nycd(_Bookyz'x - BOI kyan - Blﬂkyyl - Bllkyy;) (1-63)

Coefficient of P, is:

M22 = nzcd(COOkzzz + COI ka::cz + Clok:cyg + Cll k:z:yg)
Nyea(Cookyz, + Corkyz, + Crokyy, + Crikyy,) (1.64)

The three velocity constraint equations can thus be put as follows:

Moo Moy, Mo, P, My My Moy B
M. My M P, | =—| My My My P (1.65)
M2a M2b MZc Pc M20 Mll M22 PZ
P, Moe Moy Mo 17 [ Moo Mo Mo ][ Bo
P | =~ | My, My Mg My M,y My P (1.66)
P, My My My My My M P,
Simplifying the above equation we get (the R matrix is obtained numerically):
P, Roo Roy Ro Py
Py | =| Bio B B2 P (1.67)
P, Ry Ry Ry P,

We have thus obtained P,, P, and P, in terms of Py, P, and P,. We will use this information
to derive expressions for single phase flow across each interface in the triangle. From Eq.
1.24 and 1.25 we get

Qoa = Acd [(kzzo Pro + kayy Pyo) npy + (Kyazo Pro + Kyyo Pyo) 1y, (1.68)

In a similar manner we also get the following expressions:

Qob = Abd [(kzzo Poo + kuyo Pyo) Rayy + (Ryzo Pro + kyyo Pyo) 1y,
Q1 = Aad [~ (koo Por + kayy Py1) Moy — (Fyay Poa + kyy, Po) g,
Qic = Acd [(kze, Po1 + kzy, Py1) oy + (Kyzy Por + Eyyy Pia) 1y}
Q2 = A [— (Kzoy Pz + Koy, Py2) Mgy — (Byza Poz + kyy, Py2) 1y
Q2c = Aad [— (kzwy Pra + kzy, Pya) gy — (kyzy Pr2 + kyyy Pyz) 1y ) (1.69)
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Putting the expressions for the pressure gradient from Eq. 1.29 in Eq. 1.68 gives us
Qoa = ToaoFPo + Toa1 Pr + Toa2 P2 (1.70)

where
TOaO = Aad [ AOO(kzzonzad + kyzonyad)(_l + R00)+
AOl(kzzonzad + kyzonyad)(—l + Ryo)+
A10(EzyoTzy + kyyoTya)(—1 + Roo)+
All(kzyonrad + kyyonyad)(—l + Rlo) ]

TOal = Aad [ Am(kxzonzad + kyxonyad)RO1+
Ao1(kzzoNoea t EyzoRyes) Bt (1.72)
AIO(kzyo UM + kyyo nyad)R01+ .
All(kﬂ:yo Nzag + kyyonyad)Rll ]

T0a2 = Aad [ AOO(kx:z:on:cad + kyzo nyad)R02+
AOI (kxzona:ad + ky:ronyad)R12+ (1 73)
AlO(kzyon-'L‘ad + kyyonyad)R02+ .
A1 (FzyoNaay + EyyoNyos) Faz |

In a similar manner we can get all the flow terms in Eq. 1.69. They are

(1.71)

Qov = TosoFPo + Tos1 P + Tosa Pa
Q10 = T100Fo + T1a1 Py + Th02 P2
Q1c = Th1oFPo + T1a PL + Tha P2
Q2 = TopoPo + Tonn Py + Tope Po
Q2c = TocoPo + Toa P + Toco Po (1.74)

The transmissibility terms in Eq. 1.74 are as below:

AOl(kxa:Ona:bd + ky:conybd)(_l + R10)+ (1 75)
Azo(kzyonizy, + kyyony)(—1 + Roo)+ )
)(-

As1(kzyonzyy + Eyyoniy,,)(—1 + Rio) |

Ton = A [ AOO(ka::cOna:bd + kyxonybd)RO1+
AOl(k:::COna:bd + kyzOnybd)R11+
AIO(ka:yOna:bd + kyyOnybd)R01+
All(kxyonxbd + kyyonybd)Rll ]

T0b2 - Abd [ AOO(k:czOnzbd + kyzonybd)R02+
AOl(ka::cOnzbd + ky:Onybd)R12+
AIO(kxyOna:bd + kyyonybd)R02+
All(kl‘yonicbd + kyyonybd)RU ]

Tla.O = Aad [ _BOO(kle nxad + kyl‘l n‘yad)Roo
—Boi(kzz1nz,y + kyz1ny,,) Rao
—Bio(kry1 Mgy + kyy1ny,q) Roo
_Bll(kxylnzad + kyylnyad)Rm ]

(1.76)

(1.77)

(1.78)
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Tiar = Awd[ Boo(kzz1nz,y + kyz1ny,,)(1 — Ro1)+
Bo1(koz1ne,y + kyz1ny,,)(1 — Ba)+
Bio(kzyiTizay + kyying,,)(1 — Roi)+
By (kzy1Tizay + kyying,,)(1 — Ra1) |

Tz = Awd | —Boo(kzs1mz,y + kyz1my,y) Roz
—Bo1(kzz17z04 + kyz1ny,,) Roz
—Bio(kzy1z,y + Eyyimy,,) Ros
—B11(koy17z,y + kyyiiy,,) Rz ]

Tiwo = A Boolkzzinz, + kyz17y.,) Roo+
Boy(kzz1nz, + kyo17y,,) Root
Blo(k:cylnzcd + kyylnycd )R00+
Bi1(kzyinz g + kyyiny.s) oo |

Tia = Aw| Boolkzzanzy + kyziny,)(—1 + Ror)+
BOl(k:m:lnzcd + kyxlnycd)(_l + R21)+
Bio(koyinz,y + kyyiny,)(—1 + o1 )+

By (kzy1nz,y + kyying,)(—1 + Ra) ]

T1c2 = Acd [ BOO(k:z:a:l Ny + kyzlnycd)ROZ'*'
Boi(kez1ne,, + kyo1my,,) Roat+
Bio(koyinze, + Kyyiy, ) Roat
Bui(keyinze, + kyyiny,, ) Roo ]

Tgbo = Abd [ —Coo(ka::ﬂnzbd + ky:z2nybd)R10
—COI(ka:zZna:bd + ky$2nybd)R20
—010(k$y2n$bd + kyy2nybd)R10
—Cr1(kzyanz,, + kyy2rty,,) Roo |

Tgbl = Abd [ “‘COO(ka::canbd + ky:ﬂnybd)Ru
—Co ( kzz2 Ngyg T kyﬂnybd ) Rxn
’—Clo(ka:y2nxbd + kyy?nybd)Ru
—Cu1(kzyanay, + kyyony,q) Ra |

T = Apg | Coolkzanzy, + kyzany,,)(1 — Ri2)+
COl(k:cz2nzbd + kyxznybd)(l - R22)+
Cro(kzy2nzy, + kyy2nty,,)(1 — Riz)+
Cll(kl‘y?nxbd + kyy2nybd)(1 - R22) ]

Toco = Aca| —Coolksz2ns,y + kyz2ny,,)Rio
_COI(kz:ﬂn:ccd + kyxznycd)R20
—Clo(k:cy2n-'vcd + kyy?nycd)Rlo
—Cha(kzy2noy + kyyariy.,) Rao |

T2C1 = Acd [ _COO(kzzZn.zcd + k‘y-‘ﬂnycd)Ru
_001(k:c:c2n:ccd + kyz2nycd)R21
—Cro(kzy2nzy + kyyany..) By
—Cra(kzy2noey + kyyoriy.,) B |
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(1.79)

(1.80)

(1.81)

(1.82)

(1.83)

(1.84)

(1.85)

(1.86)

(1.87)

(1.88)



T2c2 = Acd [ COO(kz:ﬂna:cd + kyz2nycd)(1 - R12)+
COl(ka:aﬂna:cd + ky:z:?,nycd)(l - R22)+
Cro(kayanize, + kyyory,,)(1 — Ru)+
Cu1(kayano,y + Eyyoriy,,) (1 — Raz) |

Since Qoa = Q1a, Qop = Q2 and Q1. = Q2. we need to use only three of the six
equations in Eq. 1.74. Thus Eq. 1.74 can be written in the following simple form

(1.89)

Qa TaO Tal Ta2 P 0
Qo |=|Too T Tie | | P2 (1.90)
QC TcO Tcl Tc2 P 2
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2. Comparative Aspects of Coning Behavior in
Vertical and Horizontal Wells (Task 1)

Reserach undertaken by Dr. Sepehr Arbabi and Professor John Fayers.

2.1 Introduction

Horizontal wells offer many attractions [1] compared to vertical wells, where the
primary consideration is usually the relative productivities under single phase flow conditions
[2, 3]. It is only when reservoirs have many non-communicating layers or have low vertical
permeabilities that the vertical well may be more attractive. For cases where the reservoir
has a moderate number of isolated layers, there may still be preferable opportunities for
horizontal wells, by using stepped, or multi lateral configurations, or by creating hydraulic
fractures. A secondary consideration for choosing horizontal wells (HWs) is in circumstances
where vertical coning (or “cresting” describes better the shape of the fluid interface) may
offer advantages in the critical rate at which a well can be operated to avoid breakthrough
of gas from a gas cap, or water from a bottom aquifer, or both [4]. For example, operation
of a field may have caused a gravity gas tongue to develop below a major shale in a reservoir
zone, for which a horizontal lateral is to be drilled whose length, depth and flow rate should
be designed to limit the timing and magnitude of gas breakthrough.

In this paper we examine a plethora of semi-analytical methods for calculating critical
cresting rates, which yield a very large range of uncertainty for HWs. We show by using
numerical simulation that none of these methods gives very reliable results. For vertical wells
(VWs), the critical coning behavior is physically a better resolved problem and the available
correlations span a narrower range of uncertainty. However, along with other authors [5],
we find in comparison with simulations that it is only the elegant, but more complicated
Wheatley’s method [6] that gives reliable results for VWs. We use a strategy similar to
Wheatley’s ideas to obtain a new analytical theory for critical cresting rates in HWs, which
is shown to give excellent agreement with our simulations.

The HW critical cresting rates calculated by the new method tend to give results
towards the lower limit of the range of the previous methods, and these rates are apparently
not particularly attractive in comparison with equivalent VW critical coning rates. For
example, for HWs with infinite spacing Papatzacos et al. [7] have shown that a finite critical
rate does not exist. A more important measure of cresting performance is found to be the
time to breakthrough at supercritical flow rates. Here, the simulation results show very
considerable advantage to HWs compared with VWs. We show that the Papatzacos et al.
dynamic analysis for HWs with infinite spacing can be made to match closely our simulation
results for a moderate spacing by a simple ad hoc correction to their formulae.
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Table 2.1: Data for horizontal well gas cresting example (based on Example 8-7 of Joshi

[13])

Well length, L 500 m
Well location, A, 22 m below GOC
Oil column, A 22.1m
Reservoir length, 2z, | 804.6 m
Oil viscosity, g, 0.42 x 1072 Pa—s
Oil FVF, b, 1.1 res m3/m3
Density difference, Ap | 0.48 gm/cm®
Well radius, r,, 0.1m
Permeability, &, 0.069 um?
Permeability, &, 0.069 and

0.0069 um?

2.2 Summary of Existing Methods for Calculation of Critical
Cresting Rates

An important factor in determining the economics of horizontal wells is the assess-
ment of the breakthrough time and subsequent two-phase production behavior. Because
the breakthrough will tend to be induced towards the heel of the well, due to the effects of
wellbore pressure drop, we might expect the post breakthrough behavior of GOR or WOR,
to increase more dramatically for HWs than for VWs. The first step in this respect is to
evaluate the potential cresting attributes of HWs under the assumptions that the anisotropic
reservoir is uniform, and that simplified boundary conditions can be applied to a 2D-model
problem for a well of infinite length. The intention is to understand how in uniform conditions
the critical rate might vary as a function of spacing and depth location of the well.

There have been a number of approximate equations developed for evaluating critical
cresting rates over an interval of 30 years which include methods due to Efros [8], Giger [9],
Giger [10] and Karcher et al. {11], Joshi {12, 13], Chaperon [14] and Guo and Lee [15]. These
methods have been recently summarized by Fayers et al. [1]. We have taken the gas cresting
example (8-7) from Joshi’s book for which the principal data are given in Table 2.1.

The results shown in Table 2.2 indicate large discrepancies between the methods, with
the Guo and Lee result being nearly 23 times larger than the most pessimistic result due to
Efros and Giger. These conclusions all assume a well placed at the bottom of the reservoir,
although in principle, the Joshi and Guo and Lee methods can deal with situations where
the well is not at the boundary.

In order to investigate which of the above methods might be the most accurate, we
set up detailed 2D-simulation models using the Eclipse Simulator. Care has to be exercised
in choosing the gridding arrangements, with finer grids in both directions near the well, and
relative permeabilities should be chosen whose shapes will help to promote self sharpening
of the gas saturation profiles at the fluid contact. A grid of 61 x 37 was suitable for most
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Table 2.2: Estimates of critical oil rates in m®/day for a single horizontal well from different

methods and simulation

Method Isotropic | Anisotropic*
Efros®l and

Giger¥! 18.4 -
Giger[m] 73.8 -
Joshill2, 13] 62.2 -
Chaperon[14] 181.3 158.7
Guo and Leel!d | 441.7 139.6
Simulation 19.2 19.5

* kv/kh =0.1

problems, although for cases with wider spacing’s (say z. > 800 meters) this grid had to
be refined to 245 x 37 to preserve adequately small spacing near the well. The constant
potential outer boundary conditions, in the simulator are obtained by using “point” well
injectors with appropriate fixed potentials to allow the necessary oil inflows in the reservoir
zone, and small gas inflows in the gas cap. Many of the transient behaviors are extremely
slowly varying, so that a time step multiplying procedure must be used to determine whether
the transients have achieved a final steady state. For example, transients can last for over
1000 years before reaching a steady state. At steady state, the position of the GOC becomes
stationary, and the well rates on the gas injectors become negligibly small. The critical rates
are determined by studying problems with successively larger rates until the critical rate is
achieved. The simulation result in Table 2.2 indicates that the pessimistic Efros method is
essentially correct for this example with the well at the bottom of the reservoir.

2.3 Summary of Methods for Critical Coning Rates for Vertical
Wells

There is also a range of methods for estimating coning in vertical wells which date
from the classical potential theory solution originally given by Muskat [16], to solutions
due to Meyer and Garder [17], Chaperon [14], Wheatley [6] and Guo and Lee [18]. The
geometry we consider for the vertical well cases is for a fractional well completion length
Y, in a reservoir with oil zone thickness 22.1 meter (the same as for the horizontal well),
with a square drainage region with 2z, = 804.6 meters. This gives an effective outer radius
of r. = 454 meters in 1-z geometry. The results of the critical coning rate comparisons for
vertical wells are shown as a function of fractional completion length in Figure 2.1.

Simulations of the vertical well coning problems were made using a 1/4-area 3D-
model with grids of 13 x 13 x 34. Grid spacing is again refined near the partially completed
well. The solution behavior for coning in VWs is physically better determined so that the
simulation transients are much shorter than those for HWs. It is much easier to find a proper
steady state and the corresponding critical production rate for a vertical well, in contrast to
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Figure 2.1: Comparison of critical rates between simulation and analytical solutions for a
vertical well at various completion penetration fractions

a horizontal well.

The comparisons in Figure 2.1 also indicate a smaller range of uncertainty between
methods than for HWs, which is probably associated with this being a better determined
problem. The Guo and Lee method significantly overpredicts, but their errors are not as large
as for HWs. We find that the Wheatley analysis is the only VW coning prediction method
with good accuracy for vertical wells. This analysis has also been generalized successfully by
Piper and Gonzales [19] to deal with dual interface problems associated with the presence
of both a gas cap above, and an aquifer beneath a vertical well, which is partially completed
with stand-off from both interfaces.

24 A New Semi-Analytic Solution for Critical Cresting Rates
for Horizontal Wells

The accuracy achieved by Wheatley’s method for VWs has suggested that a similar
style of analysis could be successful for HWs, which we now describe. The key idea is to
construct an approximate potential function which will lead to two conditions being fulfilled
to acceptable accuracy on the steady state interface associated with a sub-critical flow rate.
The geometry of our problem is shown in Figure 2.2 for a water cresting application, and by
symmetry, gas cresting is dealt with by labelling the ordinate -y. The approximate potential
function is created by introducing an extra sink of strength aq at depth s;, and an extra
source of strength bg at depth sp, with s; > s;. The major details of the derivation are given
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Figure 2.2: Schematic of the HW water cresting problem

in the Appendix, for which we describe some of the essential features here.
The conditions to be fulfilled on the contact are the following:

(i) The contact is the streamline ¥ = —¢/2, where ¢ is the HW flowrate, which must cross
the outer boundary z = z. at the oil zone depth %, and cross the inner boundary = = 0,
at the stagnation depth y;.

(ii) The potential variation on the contact must ensure that the difference in gravity heads
between the oil and water phases will cause the interface to remain stationery, i.e.,

Q(mc,yc) = —Ap g(h - yc) (21)
with ®(z.,y.) = 0 when z. = z, and y, = A.

A fundamental solution element in the problem is derived for the HW at depth A, in a semi-
infinite medium with constant potentials along the outer boundaries at z = +z,, and with
no flow along the upper boundary y = 0. In complex variable theory this element solution
is given by

v(z) = -éq;ln cot(7r(z4——mjhw)) + cot(&;msz))] (2.2)

Potential and stream functions are then obtained by taking real and imaginary parts. A
stream function solution for Eq. (2.2) is illustrated in Figure 2.3, where we see a strong
crowding of flow lines being driven into the well from the no-flow upper boundary. The
streamline ¥ = —q/2 enters from infinity below the well along the z = 0 axis.
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Figure 2.3: A stream function solution based on Eq. (2.2) for a HW in a semi-infinite
medium

Inclusion of a single extra sink of strength ag at depth s, can be chosen to cause the
interface conditions (i) and (ii) to be satisfied at the two ends, z = z. and z = 0, but the
agreement elsewhere along the interface is poor. Figure 2.4 shows for a difficult case the
possible divergence between the streamline, ¥ = —¢/2 and the interface potential variation
determined from Eq. (2.1). There is a substantial error in the slope and curvature of the
stream function at positions close to the well. To correct this behavior, the source term bg
is introduced at s;. Extra conditions are then posed to force better agreement between the
stream and potential functions for the interface, where equality in both the values and slopes
of these functions is required at a position z = z,,. The resulting shapes of the two functions
are now in much closer agreement as shown in Figure 2.5. The critical rate is then found by
increasing ¢ though an iterative process. Thus our procedure can be summarized as finding
by iteration the best values of parameters a,b,s;, and s, to give the closest match to the
necessary conditions on the interface. The iterative procedure described in the Appendix
converges quite reliably and we find that a problem is solved in a few seconds on a PC-
computer.

The choice of z,, = 0.1 x 4z./7 (X, = 0.1) for the crossover is somewhat arbitrary,
but we found this position was a useful fixing point for all the cases subsequently run. We find
that varying the z,, position within a reasonable range close to the well gives some modest
changes to the stream function shape, but almost no change to the potential function for
the interface, and its all important stagnation position y, on the z = 0 axis. Table 2.3
summarizes the comparisons with simulation with h,,/h = 0.33.

We also show in Figure 2.5, the equivalent crest shape and tip position obtained from
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Figure 2.4: Interface shape from potential and stream functions at the critical rate with
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Figure 2.5: Interface shape from potential and stream functions at the critical rate with
81/h =042, a =2.79, s3/h = 4.59, and b = 15.58
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Table 2.3: Sensitivity of y, and Q. to X,, and comparison with the simulation result with
hy/h = 0.33

Xm Ys M | Qc, m°/day
0.075 7.86 15.53
0.10 7.96 15.58
0.15 8.10 15.49
0.20 8.12 15.45
simulation | 10.55 16.16

the direct simulation based on the Eclipse calculations described in Section 2. We use the
contour S, = 0.5 to assign an interface position to the modest region of the distributed
saturations in the simulation solution. The agreement is reasonable. We would anticipate
that the effect of a finite grid and smearing the sharp front in the simulation model, will be
to make the cusp of the crest less sharp, and to cause the system to be slightly more stable.

Figure 2.6 displays a similar comparison between our method and direct simulation
data for the case where the well is at the bottom and ¢ = 0.7 x ¢.. The critical rates for
this case, which corresponds to the parameters in Table 2.1, are estimated to be 18.5 for the
isotropic and 18.8 m?/day for the anisotropic case from the analytical method. These values
are in close agreement with the simulation results shown in Table 2.2. Figure 2.7 shows
critical rates from our method in excellent accord with the simulation results for gas/oil
cresting as a function of z., with A, /h = 0.33 (see Table 2.1 for principal parameters). The
popular Joshi’s method has errors by a factor of more than 3 at wide spacings. Critical rates
are very small for wide well spacings with HWs, and only start to increase rapidly when
the HW-spacing z. becomes relatively small. From the analytical results, we find that the
dependence of the critical rate on k,/ky is somewhat surprisingly, very weak for HWs, with
an increase of only 1.02 . when k,/k; = 0.1 and z, = 1000 meters. This is also confirmed
from the simulations (see Table 2.2).

In Figure 2.8 results are given comparing critical coning and cresting rates for vertical
and horizontal wells, using respectively Wheatley’s method for VWs and our new method for
HWs. The vertical well has a partial completion over the bottom 10 meters of the reservoir
of thickness 30 meters and the horizontal well of length 1000 meters is placed at the 10
meter position. The x-axis of the plot is the half spacing z. for the horizontal well, and the
drainage radius r. for the vertical well. The relative performance of the HW critical cresting
rates in comparison with critical coning for the VWs are not very impressive, except at close
well spacings.

Figure 2.9 displays the relative shapes of the critical cones for a HW and a VW with
z. = r. = 850 meters (based on the data in Fig. 2.8), which have the same critical rate of

27m3/day. The crest shape for the HW has a much less pronounced cusp in comparison
with the VW.
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2.5 Transient Breakthrough Times for Horizontal Wells

The behavior of the simulation studies indicated marked differences between the tran-
sient characteristics of HWs and VWs. The expectation that HWs can have long break-
through times was intimated by the analytical results obtained by Papatzacos et al.[7] for
HWs with infinite spacing. They showed that for the infinite spacing case there is no finite
critical cresting rate, and obtained results for the dynamic interface shapes using a moving
boundary method and utilizing the Fast Fourier Transform (FFT) algorithm. The key results
for time to breakthrough given by Papatzacos et al. are summarized by three expressions,
as follows:

Pptl
teep =  1/6gp (2.3)
_ Eobo
where g¢p = ZW\/kukhhApgq
Ap gk,
and tBtD = h:)bzo
Ppt2
tep =1 —(3¢gp — 1)In[3¢p/(3¢gp — 1)] (2.4)
Ppt3
In(tgp) = -1.7179-1.1633U +
0.16308 U? — 0.046508 U3 (2.5)

where U = In(qp)

Pptl corresponds to the assumption of constant pressure on the interface and is expected
to give an adequate approximation when gp > 0.5. Ppt2 is a closed form solution assuming
vertical equilibrium in the crest which should apply when gp > 0.33. Ppt3 is a quadratic fit
to the FFT-solution, which should be accurate for all values of gp. In Figure 2.10 we compare
results from the Papatzacos et al. theory for HWs with infinite spacing, to simulation results
using the gridding scheme described in Section 2, where the half well spacing is z, = 402.3
meters.

The critical cresting rate for this HW corresponds to gp = 0.028. Thus the rates on
the abscissa of Figure 2.10 are for very high values. All the methods agree quite well when
gp > 0.5, but there is divergence when gp < 0.5. Some of this must be attributable to the
differences in the spacing effects. The simulation solution is approximated quite accurately
by the simple result

1
tpepa = 5(tBeD1 + E5ip3) (2.6)

where tp;p1 and tp;ps are obtained from Pptl and Ppt3 above. This approximation was
tested again for a series of simulations with reduced well spacing for the faster transient
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region with z. = 80.5 meters, where Eq. (2.6) was again satisfactory. In terms of the real
quantities g, and g, the effects of varying k,/k, on the solution shapes are confirmed by
simulation to be small for gp values in the range 0.1 < ¢gp < 0.3. At higher rates, the
dimensionless times to breakthrough were unaffected by k,/kp, which implies that the real
time increases proportionally to \/kx/ks.

Our final results compares times to breakthrough for HWs with those for VWs. We
have to rely on simulation for the latter since there are no satisfactory analytical techniques.
Figure 2.11 gives the comparison, where the HW data are given in Table 2.1, and the VW
case refers to a short well at the bottom of the reservoir (critical rate for both wells ~ 19
m®/day). Thus we see that when the actual rate is 210 m?/day, the ratio of the breakthrough
times is a factor of about 60 in favor of the horizontal well.

2.6 Conclusions

(1) Existing methods for calculating critical cresting rates for HWs are unreliable. The Efros
method, which is the most pessimistic compared to the other methods, is accurate, but
this only applies to a well at the top or bottom boundary.

(ii) Only Wheatley’s method amongst the critical coning rate methods for VWs is accurate.

(iii) A new semi-analytical solution for estimating HW critical cresting rates has been de-
veloped whose predictions have been shown by simulation to give accurate results for
a HW located at any level in the reservoir.

(iv) An ad hoc correction to the Papatzacos et al results gives useful estimates of break-
through times for HWs flowing at supercritical rates.

(v) The time to breakthrough for a HW operated at a supercritical rate will usually be at
least an order of magnitude greater than for a VW operated at a comparable rate.
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Nomenclature

a line sink strength
b line source strength
b, oil formation volume factor

g gravitational acceleration
h oil column thickness

hyw location of horizontal well
k
k

h horizontal permeability
v vertical permeability
L length of horizontal well
q flow rate or line strength
gD dimensionless flow rate in Eq. (2.3)
qc critical rate or strength per unit length

Q. critical flow rate

@4  dimensionless flow rate in Eq. (2.18)
Q4. dimensionless critical flow rate

Tw well radius

Te drainage radius of the vertical well

$1 location of line sink

S location of line source

Sy gas saturation

t time

tB: breakthrough time

z. z position on fluid contact

Z, half well spacing transverse to HW

Z, & position for matching the shape of crest
Ye y position on fluid contact

Ym y position for matching the shape of crest
Ys location of stagnation point

z complex variable

Greek Letters
Ap  density difference

0% complex potential
Lo oil viscosity
w base function
¢ porosity
® potential function
1\ stream function
Subscript
a average quantity
b base or elementary functions

D,d dimensionless parameter

Miscellaneous

upper case  dimensionless variable
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Appendix: Semi-Analytical Solution for Critical Cresting Rate

The horizontal well is modeled as an infinite line sink, thus the 3D flow problem
reduces to a 2D flow geometry in the Cartesian coordinates (z,y). The flow configuration
for a water cresting problem (1/2 of the total domain) is depicted in Fig. 2.2. Complex
potential v(z) is defined as

1(z) = @(z,y) +1¥(z,y) (2.7)
in which ® and ¥ are respectively the potential and stream functions, and z = z + iy. An
appropriate functional form for « for 2D flow problems involving sinks and sources is given
by

1(z) = 5= Inf(2)] (28)

Function w(z) = f(z,y) + i9(z,y) is refered to as the “base function” which should be

analytic, possess the correct periodicity, and the proper poles and zeros at sinks and sources

for a given problem. Such a base function for our problem is provided by the function:
w(z) = cot(az) (2.9)

in which a = 7/4z., where z. is the half well spacing transverse to the HW. The above
function can be shown to yield the correct potential field for an infinite array of alternating
sinks and sources with equal but opposite strengths g, needed to satisfy ® = 0 along z = +z..
The base potential and stream functions are then given via the equations

® = %ln(f2+92)
¥ = arctan(g/f) (2.10)
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resulting in

.2 2
q sin® X — cosh’Y
Oy = —— .
’ 4r n [coszX — cosh? Y] (2.11)
q sinh 2Y
= ——2 arct ,
v, 5, arctan [ S o% J (2.12)

where the dimensionless coordinates (X,Y’) have the following definitions:

T

X =
4z,

_ ky y
Y = ,/ e (2.13)

in which %, and k, are the horizontal and vertical permeabilities. The use of /kx/k, rescales
the y—coordinate for -anisotropic conditions. @, in Eq. (2.11) satisfies the requirement
®, — (¢/27)Inr when both X and Y are small (r is the distance to the well), and ¥} in Eq.
(2.12) satisfies the requirement ¥, — —g¢/4 along the axis X = 0 below the well.

We construct an approximate total potential function, ® in the oil phase such that it
satisfies Laplace’s equation for steady state flow subject to all the boundary conditions of the
problem. Our approximate potential is given by the well itself at depth H,, an additional
line sink of strength ag at depth S;, and a line source of strength bg at S;. The boundary
conditions of the problem in terms of ® and ¥, in reference to Fig. 2.2, are:

(i) 82/0Y = 0 and ¥ = 0 along the boundary BC. This constitutes BC as a no-flow
boundary.

(ii) Constant potential, & = 0, along the boundary CD.

(iii) 09/0X = 0 along the boundary AB with ¥ = 0 above the HW and ¥ = —¢/2 below
the HW located at a distance H,, below the top boundary.

(iv) The boundary conditions on the OWC must satisfy ® = —Ap g%&=,/k,/kn(H —Y') and
U = constant = —q/2.

The images of all three source/sink contributions have to be included in order to
satisfy the no-flow boundary condition at the top of the reservoir.
The total potential and stream functions are then defined as

D= A1 + aA2 + bA3 (214)

U = B1 + a.B2 + bB3 (215)

Functions A;, A2, and Az have the same forms as that of @, in Eq. (2.11) with the only
difference that they are now offset in the Y —direction by amounts H,,, S and S, respectively,

and also include their image terms. Similar comments apply to B; through Bs in relation
to Eq. (2.12).
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Expressions for functions A; through Aj in Eq. (2.14) are given by

AX,Y) = @(X,Y — Hy) + ®(X,Y + H,)

A(X,Y) = (X, Y = 51) + 8(X,Y + 51)
As(X,)Y) = &(X,Y — 52) + (XY + 52)
(2.16)
and those for functions B; through Bs in Eq. (2.15) are
Bi(X,Y) = 9(X,Y —H,)+U(X,Y + H,)
By(X,Y) = T(X,Y - S51)+9(X,Y + 51)
B:(X,Y) = U(X,Y —-S5;)+ Uy (X,Y +5,)
(2.17)

The potential and stream functions defined in Egs. (2.14) and (2.15) satisfy the
Laplace’s equation and the conditions on all the boundaries exactly, with the exception of
the water/oil contact (condition (iv)). Our task is then to choose the four parameters of our
potential function a, S;, b, and S, to minimize the error on the contact.

Determination of Free Parameters

Four conditions are necessary to determine the four free parameters. Here we only present
the conditions and the final resulting equations.

Condition 1: The stagnation point on the Y axis with coordinate Y is defined to be the
point where

3@/6Y|(X=0,Y=ys) =0. (2.18)
This condition yields the following quadratic equation in cosh(4Y):

T, cosh?®(4Y;) + T; cosh(4Y;) + T3 = 0. (2.19)
in which

T, = cosh(2H,) + acosh(25;) + bcosh(2S,)
T, = —cosh(2H,)cosh(45;) —

cosh(45;) cosh(2H,,) —

a cosh(2S;) cosh(45,) —

a cosh(257) cosh(4H,,) —

bcosh(2S;) cosh(45;) —

bcosh(2S,) cosh(4H,,)
Ts = cosh(2H,) cosh(45;) cosh(4S;) +

a cosh(25)) cosh(4H,,) cosh(4S5,) +

bcosh(2S;) cosh(4H,,) cosh(4.5;)

(2.20)
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Only one root of the above equation for Y, satisfies the physical condition of 0 < Y, <
H. The crest height is then fixed to be equal to Y, so that

¥(0,Y,) = —q/2 (2.21)

Condition 2: We fix the level of the stream function at the boundary point D by requiring
that ¥(w/4,H) = —q/2. This results in the following explicit equation for parameter
a:

a = [r—J(H—-H,)—J(H+ Hy,)—
bJ(H — S;) — bJ(H + S3)] /
[J(H + $1) + J(H — S1)] (2.22)

in which J(Y) = arctan[sinh 2Y].

In order to minimize the difference between the shapes of the potential function on the
contact and the constant streamline, we use two conditions: (a) at a given X,, value, the
interface from stream and potential functions cross each other, i.e., have the same height Y,
at a given X,,, and (b) have the same slope at the crossing point (X,,, ¥;,). Since it is more
important to have a better match near the apex of the crest, a value of X, close to X =0
axis should be chosen.

Condition 3: The shape of interface from the potential function due to the boundary con-
dition (iv) is given by
4
H+ —qfczd(A1 +ady+bAs) =Y =0. (2.23)

Qq is the dimensionless strength defined by

Qq g_____‘/kh/k” (2.24)

- 16Apgz.

The corresponding shape from the stream function is obtained from

Bi+aB; +bBs+ 3 =0. (2.25)
where A’s and B’s are given by Eqs. (2.16) and (2.17). We require that point (X, Yi)
simultaneously satisfies Eqs. (2.23) and (2.25).

Condition 4: We impose the condition that the shape of interface from potential and
stream functions have the same slope at the crossing point (X,,.Y;,). This condition
implies the equation

dY/dX|p —dY[dX|s =0 (2.26)
Using the Cauchy-Riemann relations, the slope dY/dX|p from the potential function
is given by
Ty
dY/dX|p = (2.27)
Uy + \/kv/khApgtl:ve/w
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in which ¥y = 8¥/9Y and ¥x = 9¥/9X. The slope from the stream function is

given by
Ux
dY/dX|s = —=— (2.28)
Uy

Expressions for the partial derivatives of U are analytically determined from Eq. (2.15).

Calculation of Critical Cresting Rates

An iterative procedure is used to determine the dimensionless critical rate Qa. A

summary of the procedure is outlined below:

1.

A o

We start the iterative procedure by selecting guess values for Y;,, S;, and b. A good
value for X,, 1s 0.1.

S; is set to a value close to but smaller than S,.
We solve for a from Eq. (2.22) and then for Y; from Eq. (2.19).
Qa is then calculated from Eq. (2.23) at point (0,Y;).

For a fixed Y,,, Sz, and b, S; is reduced and we repeat steps 3 and 4 until a maximum
in Qq, denoted by Q4. is obtained.

A new set of Y, S, and b is determined by simultaneously solving the three non-
linear Egs. (2.23), (2-25), and (2.26). These equations are solved by the globally
convergent Broyden’s method [20] which is the counterpart of the secant method in
multidimensions.

. We repeat steps 2 through 6 until no further significant change (< 107®) in the param-

eters are made from one iteration to the next.

. The shape of the interface from the stream and potential function is obtained respec-

tively by solving for Y from Eqs. (2.23) and (2.25). This is accomplished by using
the Brent’s method [21] which is a combination of the bisection and inverse quadratic
interpolation schemes.

To relate the critical reservoir well rate Q. to Qgc, we use Eq. (2.24) and thence

_1vVEE
T2 pobo

Qe g L (2.29)
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3. Skin Factor Calculations for Vertical, Deviated, and
Horizontal Wells (Task 2)

Research by Ph.D. student Raju Penmatcha
Advisors: Professors John Fayers and Khalid Aziz

3.1 Introduction

In order to calculate the productivity of a well we try to obtain a simultaneous solution
between the reservoir and tubing calculations. While the tubing calculations is a whole different
topic by itself, we try to concentrate on the completion calculations in this part of the study.
Equations are given in Thomas et al. [1] that let us calculate the pressure drop induced in a
reservoir due to the flow of fluids. While these equations are general and can be used for any
completion, the skin factor in them varies from completion to completion. In this part of the
work, a review is given on how to calculate this skin factor for various completions and how it
can be used for reservoir pressure drop calculations for a vertical, deviated or a horizontal well.
Equations are also presented for calculating non-Darcy flow effects and the effects of flow
through a gravel pack. A computer code has been written in FORTRAN that can perform these
calculations and the relative effects of various completions are compared using this code in the
Appendix.

3.2 Radial Flow Equations

3.2.1 Vertical or Deviated Well

The following equations give the inflow relationship for pseudo-steady-state flow in
vertical or deviated wells.

The equation for radial flow of oil from a reservoir where both the BHFP (bottom hole
flowing pressure) and reservoir pressure are greater than the bubble point is [1],

90 =Jo(P~ Pur) @3.1)
where
;- 7.08 %10~ kh
o = N c (3.2)
B, {in e —0.75-05In——2+s
r, 3162
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're 'and ' ry, ' are the reservoir external radius and the wellbore radius respectively and ' p'is
the average reservoir pressure. ' Cp ' is the dimensionless shape factor. Cp=31.62 if the well is
located at the center of a circular reservoir. More explanation is given on these shape factors by
Dietz [2].'s ' is the skin factor. The calculation of ' s ' is described later.

For wells producing from an under-saturated reservoir with the BHFP less than the
bubble point, the oil rate can be calculated as [3],

o <a-n (4] (g of2e]]

P p
(3.3)

where ' pp, ' is the bubble point pressure. The above equation is derived from the work of Vogel
[4] and the details are given in [3].
For a gas reservoir, under pseudo-steady state conditions the gas flow rate is given as

(31,

1.987 *107 kT, [m(;) —m( ow)]

9 = (3.4)
pscr[ln:i ~0.75- O.S(In 3(1:22J+ s+ Dqg}
- .
P pdp
where m(p)= [ £ (3.5)

p, 12

is the real gas pseudo pressure
' Tee ' and ' ps. ' are the temperature(60° F) and pressure (14.7 psia) at standard

conditions. ' T ' is the reservoir temperature. ‘ D * is the non-Darcy coefficient. Calculation of D

is explained later. An explanation of all the terminology and the pertinent units is given in the

Nomenclature.

For pressures below 1000 psi, Eq. (3.5) can be simplified as [3],

2
2 f]

%™ Te Ca
pscTzug lnr——0.75—0.5 in 3162 +s+Dqg
W .
2

0.5
2
_ —_— . + . .
where z and p, are calculated at the root mean square pressure given by {%} . This is

s —2
1987 *10 7 kT, | p

(3.6)

because of the fact that (u gz) remains almost constant for pressures below 1000 psi.
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For pressures above 5000 psi, it was observed [3] that (u—p;] remains almost constant.
g

Then for these pressures Eq. (3.5) simplifies to,

1987 %1072 kT, (217,-)[; - ow]

r, c
pscT(zu g )i[ln —r—e— -0.75~ O.S(In 3 1.22) +5+ Dqg]
w

4g= 37

where p; is the initial reservoir pressure.

Equations (3.1) - (3.7) can be used both for vertical and deviated wells. The difference
between these two types of wells is captured by the skin due to well deviation. This skin remains
zero for a vertical well while it becomes negative for a deviated well. Calculation of the skin due
to well deviation is discussed later in section 3.3.5.

3.2.2 Horizontal Well

Equations (3.1) through (3.3) are applicable for pseudo-steady state in a horizontal well
with the exception of the denominator for the PI in Eq. (3.2). The PI equation for single-phase
oil flow where the wellbore pressure is greater than the bubble point pressure is given by [6]

7.08*10 3 kk

0.5
2 (LY
ae+[ae-(5)] y

+_
(L L 05ohn,

(3.8)

Byp,lin

where ' a. ' is the major axis of the elliptical drainage area surrounding the well, ' a ' is
(kn/ky)0-5, and * 5 ' is the eccentricity or offset of the well from the center of the pay thickness.

3.3 Skin Factor

Figure 3.1 shows a typical well completion and illustrates perforation geometry, the
damaged zone caused by drilling fluids, the crushed zone surrounding the perforation tunnel,
casing pipe, and the cement behind the pipe. The skin factor used in the above equations can be
calculated as follows. This skin which is referred to as laminar skin, occurs because of near-
wellbore damage to the formation or limited entry and is constant for all flow rates.

Laminarskin S = Sp+Sd+Scz+Spp+Se (3.9)
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Figure 3.1: Perforation Geometry

with contributions from skins due to perforations (sp), mud invasion(sq), crushed zone(sc),
partial penetration(spp), and well deviation(sg ).

3.3.1 Calculation of Perforation Skin (sp)

‘sp "' is the perforation skin. It is the skin caused due to the convergence of the flow lines
into the perforations at the wellbore. Karakas and Tariq [7] have presented a semi-analytical
expression for the calculation of the perforation skin, which they divide into components: the
plane flow effect, sy; the vertical converging effect, sy; and the wellbore effect swh. Figure 3.2
illustrates some parameters in this model. Using a three-dimensional finite-element model, they
formulated the dependency of perforation skin (sp) on the angular perforation phasing (¢ ), the
perforation length (Lperf) and the well radius (rvw).

The total perforation skin is given [8] as

Sp = SH + SV + Swb (3.10)
where sy = In—3— (3.11)
Twa(9)

"r,,(6) ' is the effective wellbore radius and is a function of the phasing angle '¢ ' . The skin

due to the plane flow ' sy ' is obtained using the ' effective well radius ' concept developed for
vertical fractured wells by Prats [9].
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Figure 3.2: Perforation Skin Calculation

Twa(d)= —Pe—rf for ¢ =0

(3.12)
Twa(9) = a, (rw"'Lperf) for ¢ =0

The constant ' a, ' depends on the perforation phasing and can be obtained from Table 3.1. The
numerical values for ' a, ' were obtained by the authors [7] using finite-element simulations.

This skin effect (sy) is negative (except for ¢ = 0), but its total contribution is usually small {8]
(see example in Appendix).

1b

and sy =10 hD D (3.13)
where hp, = —22 fXu ’ (3.14)
perf ky
r k
rp = —P-e-’i-Lpf J) (3.15)
2hers kyg
a=ajlogrp+ a, (3.16)
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and b=brp+b, (3.17)
aj, ap, by, by are all functions of the perforation phasing and are given in Table 3.1. For large
values of hper (less number of shots per foot), ' sy ' can be large. ' sy ' values can be minimized

with deep penetrating perforators and/or high shot density perforating guns [8].

The skin due to the wellbore effect is given as [8],

Swb = ¢ exp(carwp) (3.18)
where ryp = —w (3.19)
Lperf +Tw

The constants ' ¢; ' and ' ¢y ' are also given in Table 3.1. These constants are obtained from
numerical simulations. This skin ' syp ' was found to be significantly larger for 0° phasing than
the multi-directional phasings.

Perforations

Y

A

Td

Figure 3.3: Partial Completion of a Well

3.3.2 Calculation of Damage Zone Skin (sd)

Due to the flow of drilling mud into the formation, the permeability around the wellbore
is reduced. Let ' kg4 ' be the permeability and ' rq ' the radius of this damaged zone. If the well is
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completed along the entire length of the formation, then the Hawkin's formula [5] can be used
to calculate the resulting skin.

k
54 = (—k-d—-l)mid- (3.20)

I'w

Now if the well is completed only partially as shown in Figure 3.3 then Jones et al. [10]
suggested that Hawkin's formula can no longer be used since the flow into the well is no longer
radial. Based upon the results from their numerical model they presented an adaptation of
Hawkin's formula that can be used when the well is partially completed. It is as follows:

sq = -}-]h—l:l— 0.2%M][é_1)1n rld- (3.21)
p p w

"hp ' is the length of the perforated interval. This result theoretically applies only when ' hp ' is
small compared with ' h ' (total bed thickness) and when the perforated interval is in the center
of the productive zone. But the authors suggested that for most cases of practical interest these
restrictions can be ignored.

3.3.3 Calculation of Crushed Zone Skin (scz)

The crushed zone around each perforation has a thickness of about 0.5 inches [11-13].
The permeability of this zone can be smaller or larger than the near-wellbore permeability,
depending on whether compaction or collapse occurs. The equation for laminar skin through the
crushed zone can be derived from the radial flow equations [11] and is given as

h k k
Sey = In—52 (—_—) (3.22)
Loerr Do\ Tp NKez kg

where 'rp, ' is the radius of the perforation. ' re; ' and ' k¢, ' are the radius and permeability of the
crushed zone. When k¢, = kq then no additional damage was done due to the crushed particles
and hence ' s; ' becomes zero.

3.3.4 Calculation of Partial Penetration Skin (spp)
A positive skin results from a partially penetrating well. The necessary theoretical

development is presented by Nisle [14] and in another paper by Brons et al. [15]. This skin is
calculated from

VD - —




s —G(b) (3.23)
PP b Tw

where

G(b)=2.948-7.363 b+11.45b2—4.675 b3 (3.24)

and ' b ' is the fractional penetration of the well. Equation (3.24) was determined numerically
[16] by the same authors as in Ref [11].

3.3.5 Calculation of Well Deviation Skin (sg)

A deviated well gives negative skin. It is due to the increase in the producing-interval
area exposed to flow. Cinco et al. [5] developed a pseudo skin factor which gives the difference
between the dimensionless pressure created by a slanted well and that created by a vertical well.
They suggested that standard well-test analysis methods are valid to analyze transient pressure
data of a slanted well during the pseudo-radial flow period because the pressure-time
relationship for this case is similar to that of a vertical well. However, the calculation of skin
factor must be modified because of the difference between the pressure of a slanted well and the

pressure of a vertical well. For slant angles from 0 to 75 degrees, and L > 40, the skin for a
Tw
deviated well was evaluated as

. \2.06 . \].865
S | Io (M) (3.25)
8 41 56 810\ Too '

where
e'=tan“‘( —kltane) (3.26)
ky
and
h |k
hyg = —. |2 (3.27)
Ty kV
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3.4 Non-Darcy Flow

Non-Darcy flow occurs primarily in the near-wellbore region where fluid velocities are
high. While this effect is usually negligible for single phase oil flow, it becomes important for
gas flow at the wellbore. The equation for calculating the non-Darcy flow coefficient for gas
flow comprises three components: crushed zone, damaged zone, and near-wellbore reservoir
rock [17].

_15 Kh 1 1 1 1 1 1
D-222%10"15 8 2'3 027 (—-— B . ("—'—_J'P'B—z(——— (3.28)
kg (Pplper krp Tez ) hg\Ty Tq) h°\rq r

where

k2 (3.29)

5 o 264100
cz ~ 1.2
kez

B is the turbulence factor.

3.5 Pressure Drop Due to the Gravel Pack

To prevent formation loss at the wellbore, wells are usually completed with gravel pack.
This causes additional pressure drop to the flow of formation fluids. This pressure drop is a
result of two components: gravel in the perforation tunnel and gravel between the liner and the
casing.

For a gas well, the pressure loss through the gravel pack can be calculated [18,19] by,

-16 2
2 ) 8.93zTp EqELPerf 1.247*107 "V EZT'y ngerf 4
Pwf = Pwperf = X + 2

or Ap A

(3.30)

where ' Kg; ' is the gravel permeability in mD and Ay=n,n rg

*
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and

14244 ,2Tq
-———-g-——g-(ln'r&'— 0.5+Dq,

2
Pwperf ~ Pwliner = kgrh

where D=

2.22*10"5B751_<_g(1 1

hpp g ry T¢

J

L
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Nomenclature

a, = constant

a; = constant
ap = constant

2, = maj.or axis of the elliptical drainage area for the horizontal well
A =area, ft2

Ap = area of perforation, ft2

b = fractional well penetration

b; = constant

by = constant

B, = gas FVF, ft3/Mcf

B, = 0il FVF, RB/STB

c; = constant

¢z = constant

Ca= shape factor, dimensionless ( = 31.62 for a well at the center of a circular
reservoir)

d =diameter, ft

D =non-Darcy flow coefficient, D/Mcf

G(b) = function of fractional well penetration 'b'
h =bed thickness, ft

hp =dimensionless height

hp =length of the perforated interval, ft
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hperr = height between perforations (= 1/np)
hyp = dimensionless height w.r.t. wellbore (Eq. 3.27)
Jg = gas productivity index, Mcf/D/psi

Jo = oil productivity index, STB/D/psi

k = absolute permeability, mD

ke, = crushed zone permeability, mD

kg = damaged zone permeability, mD

kg = gravel pack permeability, mD

ky = horizontal permeability, mD

k; =relative permeability, fraction

ky = vertical permeability, mD

L = horizontal well length, ft

Lpert = length of perforation tunnel, ft

m(p) = real gas pseudo pressure, psiaZ/cp
np, = number of shots per foot

p = pressure, psia

; = average reservoir pressure, psia

pp = bubble point pressure, psia

p; = initial reservoir pressure, psia

Psc = pressure at standard conditions, psia

pwi = bottom hole flowing pressure, psia
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Pwperf = perforation flowing pressure, psia
Pwliner= liner flowing pressure, psia

qg = gas production rate, Mcf/D

go = oil production rate, STB/D

r. =radius of casing, ft

r.; = radius of the crushed zone, ft

rq = radius of the damaged zone, ft

rp = dimensionless perforation radius

fe = reservoir external radius, ft

r. = liner radius, ft

Iperf = radius of perforation, ft

rw = wellbore radius, ft

rwa = apparent (effective) wellbore radius
rwp = dimensionless well radius

s = total laminar skin factor

sz = crushed zone skin factor

sq¢ =damaged zone skin factor

sy = plane flow skin factor

sp = perforation skin factor

spp = partial penetration skin factor

swp = wellbore skin factor
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s = well deviation skin factor

sy = vertical flow skin factor

T =reservoir temperature, °R

Ts. = temperature at standard conditions, °R
z = gas compressibility factor

g = turbulence factor, 1/ft

v, = gas gravity (=1.0, for air)

. k
a = aspect ratio [ /—H-]
ky

pg =gas viscosity, cp

n, = oil viscosity, cp

§ = eccentricity or offset of the well, ft
e = well inclination angle, degrees

¢ = perforation phasing angle, degrees
e = function of well deviation (Eq. 3.26)

Subscripts
b = bubble point
cz = crushed zone
d = damaged zone
D = dimensionless

e = external boundary, elliptic region
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g=gas
gr = gravel pack

H = horizontal, plane flow

i =initial
L = liner
o=oil

p = perforation

perf = perforation

pp = partial penetration

sc = standard conditions
V = vertical

w = wellbore

wa = apparent wellbore

wb = wellbore

wf = well flowing

o = well inclination
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Appendix: An Example Problem
Consider a well completed in a reservoir with the following properties:

Pay zone thickness h = 30 ft

Perforation thickness hp = 10 ft

Wellbore radius rw = 0.4 ft

Damaged zone radius rd = 1.4 ft

Perforation radius rp= 0.19 ft

Compacted zone radius r; = 0.19+0.5=0.69 ft
Absolute permeability of the pay zone k = 200 mD
Absolute permeability of the damaged zone kg = 50 mD
Absolute permeability of the compacted zone k., =5 mD
Absolute horizontal permeability ky = k = 200 mD
Absolute vertical permeability ky = 20 mD

Length of the perforation Lperf = 0.75 ft

Number of perforations per foot np = 52

Fractional penetration of the well b =0.2

Well slant angle 8 = 150

Skin due to the Perforations (sp)

The computer code is run for the cases given in Economides et al. [8] and the results in
example 5-4 and Table 5-4 of that reference were exactly reproduced. From these examples, it
was understood that sy was the major contributor to s,. In example 5-4, sy=4.3, while sy=-0.4
and sy,=0.1. We next consider the sensitivities of these skins by using the values given above.

Sy (the vertical converging effect)

SPF kvky=10 kvkpg=5 kviky=1
0.5 21 15.6 7.6

1 10.1 7.5 3.6

2 4.7 3.5 1.6

4 2.1 1.5 0.7

8 0.8 0.6 0.2

20 0.2 0.1 0.03

40 0.03 0.02 0.002

The above Table shows that 'sy' becomes a small number for perforation densities higher than 4.



Su(the plane flow effect)

Phasing Angle r,=0.2 rw=0.4 rw=0.8
0 (360) 0.07 0.8 1.5
180 -0.9 -04 0.03
120 -1.1 -0.6 -0.2

90 -1.2 -0.7 -0.3

60 -1.35 -0.85 -0.45
45 -1.4 -0.91 -0.51

So this skin is generally small and almost always negative.

Swi(the wellbore effect)

Tw Lyerf =0.25 Lpers = 0.75 Lper = 2.0
0.2 0.5 0.3 0.2
0.4 0.8 04 0.25
0.8 1.2 0.6 0.3

This skin is also small for all these cases and the reduction is not much as the perforation length
is increased. Also this skin increases as the wellbore radius is increased, because it is the skin
caused due to the presence of the wellbore.

Skin due to the Damaged Zone (sq)
The values given in the paper by Jones et al. [10] are reproduced by the computer code.

The skin caused by the damaged zone can be calculated from Eq. (3.21) as

-~T k
§q = -;h—[l— O.ZQ.dh_w)J('l-(——l)ln 4

r

P P d w
_ 30, [1.0 o8- 0.4)](200 ~ 1)111_1._4
10.0 10.0 50 0.4
= 11.05
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So, permeability reduction (kq) has a larger effect on the skin than the penetration of damage
(rg). The penetration of damage 'rg' is in the logarithmic factor and hence its effect is less
pronounced.

Skin due to the Crushed Zone (s¢z)

The example given in the appendix of Mcleod's paper was reproduced by the computer code.

The skin caused by the crushed zone can be calculated from Eq. (3.22) as

h k k
itz [___]
Lperf n p r P kcz kd

30 (m 0.69)(200_200)
0.75)52)\ 019 5 50

=35.71

If the crushed zone permeability is same as the damaged zone permeability (i.e., kgp=Kkq) then sgp
becomes zero, which is not very surprising.

Skin due to Well Deviation (s, )

The skin caused due to the deviation of the well can be calculated from Egs. (3.25)-(3.27) as

: af Tx
8 = tan A tan 9
ky
_1l =20
- tan 1.‘/-——tan(150) =4.843
200
h [ky 30 [200
hg = —. |2 = ——1/— = 237.17
ro Vky 04V 20

¢ \2.06 + \1.865
0 6 1 (hD )
sg = —-| — -|= og19| —
o 41 56 810\ Too
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4.843 Y206 (4,843 1865 237.17
== -|— logo
41 56 100

=-0.016

while s, is small when 6 =150, s, =-1.79 when 8 = 65.99 (example in Thomas et al.'s [1]
paper).

3000 1

2000

1000 A

Bottom Hole Flowing Pressure, Pwf (psia)

0 2000 4000 6000

Qil Rate, qo {STB/D)

Figure 3.4: Well Flowing Pressure vs. Oil Rate

Calculation of Jo

Figure 2 in Thomas et al. [1] is exactly reproduced by the computer code. The results are
shown in Figure 3.4
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Numerical Comparison of Various Skin Factors

SH
Sy
Swb
Sp
8d
Scz =

Spp =
Sq =

s(total) =

0.76
0
041
1.16
11.05
35.7
14.3
-0.02

62.20

Table 3.1: Constants For Perforation Skin Effect

Perforation- a¢

Phasing
Angle

0 (360)
180
120

90

60

45

0.250
0.500
0.648
0.726
0.813
0.860

Calculation

a a b] b2

2.091 00453 5.1313  1.8672
2.025 00943 3.0373 18115
2018 00634 16136 1.7770
-1.905  0.1038 15674  1.6935
-1.898  0.1023  1.3654  1.6490
-1.788 02398  1.1915 1.6392
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¢

1.6E-1
2.6E-2
6.6E-3
1.9E-3
3.0E-4
4.6E-5

C2

2.675
4.532
5.320
6.155
7.509
8.791



4. A Dissipation-Based Coarse Grid System and its
Application to the Scale-up of Two Phase Problems
(Tasks 2 and 4)

Research work by Ph.D student Tomomi Yamada
Advisors: Professors Thomas Hewett and John Fayers.

4,1 Introduction

A horizontal well is one of the prospective choices to develop low permeability reser-
voirs. However, predicting their production performance is a difficult problem if the low
permeability is the result of heterogeneous sand-shale sequences. This will be one of the
situations where a stochastic approach plays an important role in accessing uncertainties in
the production forecast.

Advances in geostatistical techniques enable engineers to produce an unlimited num-
ber of equiprobable reservoir images on the basis of all the available information that in-
cludes well logs, seismic response, geological setting, and so on. These images are typically
generated with 10* cells for two dimensional and 10° cells for three dimensional models. Fur-
thermore, one has to simulate the flow of hydrocarbons on hundreds of these equiprobable
stochastic realizations to get some sense of uncertainty. Therefore, it is necessary to reduce
the computation time for each simulation even if a very fast supercomputer is available.

There are mainly two types of approaches to accomplish this, scaling up and stream-
tube mapping methods. Scaling up is an attempt to represent fine scale heterogeneities
with coarser grids for a finite difference formulation. Streamtube mapping is the mapping
of one-dimensional saturation profiles along streamlines derived from the full-field Laplace
solution. It is commonly recognized that existing scaling up techniques tend to suffer from
inaccuracy problems while streamtube methods are inherently limited in their applicability.

The inaccuracy for existing upscaling techniques is most pronounced if they are ap-
plied to solving fluid flow in the vicinity of wells or in extremely heterogeneous reservoirs.
However, an upscaling approach could be more widely applicable than streamtube mapping
if its accuracy is drastically improved.

The purpose of this work is to develop a new method to calculate coarse grid trans-
missibilities and effective relative permeabilities for the scaling up of two phase problems,
that can be used for characterizing reservoirs with extremely heterogeneous variations of
permeability, where flow is driven by realistic boundary conditions.

4.2 Existing Methods Based on Isolated Elements

Fig. 4.1 is a cross section of a sand shale sequence generated with a sequential indicator
simulation technique [2]. Sand (white cells) permeability is 100 mD and shale permeability
(black cells) is 0.1 mD. The volumetric fraction of shale is 0.434 of the total rock volume.
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Water Rel-Perm krw = S2
Oil Rel-Perm ko = S2
Water Viscosity 1.0 cp
01l Viscosity 1.0 cp
Capillary Pressure | Neglected
Gravity Effect Neglected

Table 4.1: Two Phase Sample Problem

The reservoir is dipping to the right at about 12 degrees to the horizontal plane. This
geological structure is represented with fine cells of 140 in the horizontal and 58 in the
vertical directions.

As a starting point, existing upscaling methods are tested to see how they behave for
this sample problem. The single phase and two phase fine-scale flow response is approximated
with 11 by 11 coarser grids shown by the thicker lines in Figure 4.4. In both cases, the well(s)
are modeled by the actual PI calculated from the full field Laplace solution.

A single well problem is modeled for the single phase sample problem. A horizontal
well is located at the center and is producing oil under constant pressure (5002.20 psi) outer
boundary conditions. The well is represented as four fine grids at the center with a large
permeability. A full permeability tensor for each isolated coarse grid is calculated under
periodic boundary conditions [4] and the pressure field is solved on the coarse grid system.
One of the advantages of this method is the fact that the derived permeability tensor is
guaranteed to be symmetric and positive definite. However, the result shows a significant
difference between the coarse grid pressure solution (Fig. 4.2) and the fine grid reference
solution sampled at coarse grid nodes (Fig. 4.3). The coarse grid well pressure is 4219.2 psi,
123% greater in the total draw down than the corresponding fine grid result (4648.8 psi).
The pressure contours also fail to capture the dipping feature that is reflected in the fine
grid isobars.

In contrast to single phase problems, there are few methods developed for two phase
scaling up. Kyte and Berry’s method [6] is tested here since it is commercially available
and is commonly used in the industry. The standard use of this method is to 'pseudoize’
vertical heterogeneity to a coarser grid for a typical cross section, using pseudo relative
permeability functions. Sometimes the intention is to reduce a three-dimensional problem
to a two-dimensional one, assuming the cross section is representative of the entire reservoir.
The technique is applied to isolated coarse grids here for scaling up a two-phase displacement
process. Absolute permeabilities (K, and K,) are calculated using a Laplace solver ([3]).
For this sample problem, a constant rate of water is injected from a horizontal well at the
lower left and the same reservoir volume of total liquid is produced from the producer at
the upper right (see Fig. 4.4). The external boundary is no flow. Two phase properties are
given in Table 4.1. Gravity is neglected for simplicity.

Fig. 4.5 shows the resultant well performances from the coarse grid simulation, plotted
along with the reference fine grid result. Well pressures of both the injector and the producer
from the coarse grid simulation are far from the fine grid result. A convergence problem that
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Figure 4.4: Two Phase Sample Problem
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occurred around 0.48 PV injection terminates the coarse grid run, but there had been no
water production in the coarse grid case up to that time.

An inherent problem for scaling-up techniques based on isolated elements is that
there is no way to know the actual flow geometry within a coarse grid when it is embedded
in full field models. As Yamada and Hewett [9] pointed out, effective flow properties are
strongly dependent on the boundary conditions for extremely heterogeneous media. The
use of periodic boundary conditions is a sophisticated approach to generalize real boundary
conditions; however, the results tell us that it is not sufficient for this kind of problem.

The inaccuracy for the two phase problem comes from the implicit assumption that
flow is parallel to the grid orientation, which is not appropriate for a problem with extremely
tortuous flow paths. Scaling up of two phase flow needs to be done on a grid system that
correctly captures the flow geometry so that the grid orientation effect is minimized.

Using the full field Laplace solution under real boundary condition is the way to settle
these problems. Here all the flow properties are calculated specific to the imposed global
boundary conditions. Once these outer boundary conditions are applied, there is no need to
worry about applying special pressure gradients on internal boundaries. Scalar expressions of
permeability or transmissibility and relative permeabilities across an interface are sufficient
when the exact internal boundary conditions are imposed. Of course, they may need to be
updated as the outer boundary conditions change. The advantage of this concept will be
judged on the basis of a comparison of computation time and accuracy for these sample
problems.

4.3 Dissipation—Based Coarse Grid System

The essential task of scaling up is to find a way to satisfy the physics on both fine and
coarse scales at the same time. As pressure and flux are the primary concern in single phase
problems, the material balance is the one to be preserved. That can be done by defining
coarse grid transmissibilities as,

_ Qy
Where,
Qi; = Y g5 (4.2)
k

The ¢i;’s are fluxes from fine grid simulations. Their sum along any coarse grid
interface also satisfies the material balance in an incompressible single phase system, i.e.

(flux in) = (lux out) (4.3)

Therefore, once the coarse grid system is defined by transmissibilities derived from
Qi;’s, it reproduces fine grid pressure distributions as a solution of the coarse grid Laplace
equations.
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Figure 4.5: Coarse Grid Solution from Kyte & Berry’s Method
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However, if this approach is applied, some of the transmissibilities turn out to be
negative (marked by gray circles in Fig. 4.6), which means fluid is flowing against the appar-
ent pressure gradient. Although the pressure field could be solved in spite of these negative
transmissibilities by a direct solver, the computation may not converge if an iterative solver
is used. Generally, use of negative transmissibilities would lead to difficulties in reservoir
simulation. This is related to a physical instability of the coarse grid system. The concept
is clearly illustrated by looking at dissipation of energy due to flow in a porous medium.
Dissipation is defined in a finite difference form as,

§ = 3250 {~ei5(Prvrs = Pis) — dui(Prin = Pis)} (4.4)

where
Toij = —Toij(Pi1,; — Pij) (4.5)
If this is differentiated with respect to the grid pressures,

1 88
20P.,;
+Tzi-1,5(Pij — Pi1,5) + Ty,] J(Pij — Pijy)
_Txij( +1,7 — ,J) yz J(P,J-i-l P ) =
~Qzio1; — Qyi,j_l + Quij + Qy,‘,j (4.6)

This is a material balance equation if the right hand side is equated to zero. The second
derivative of dissipation is,

1628
20P%
Which is the sum of transmissibilities for all interfaces of each coarse cell.

Usually, one is solving the material balance equation to find a stationary point of dis-
sipation. If all of the second derivatives are positive, the material balance relation minimizes
dissipation, which is more commonly called 'Entropy Production’ ([1]). This fact is relevant
to the second law of thermodynamics which states that entropy is minimized at equilibrium.
However, if part of the second derivative is negative, the material balance solution may be at
the saddle point, instead of the minimum. Such a state is physically unstable. The state of
the system is easily destroyed even by a small physical or numerical pressure perturbation.

Two important requirements have been presented here for deriving coarse grid trans-
missibilities. First, they must be calculated from fluxes of fine grid full field Laplace solutions
under the real boundary conditions, which ensures the coarse scale material balance. Sec-
ond, they need to be nonnegative, which guarantees the coarse grid system to be physically
stable. The only possible approach that satisfies both requirements is to modify the coarse
grid boundaries. Remember that Eq. 4.1 can be applied regardless of coarse grid shapes.
However, as modifying one interface may affect the surrounding transmissibilities, it must
be done systematically so that all transmissibilities are nonnegative at the same time.

= T:L‘i—l,j + Tyi,j—l + Tzi,j + Tyi,j (47)
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Figure 4.6: Simplified Up-Scaling Problem for Illustration of the Method

This can be done by working in a transformed space with potential function (®) and
stream function (¥) as coordinates. Fig. 4.7 is the transformation of Fig. 4.6, in which
any horizontal line is a streamline and any vertical line is an isobar, vertical edges are flux
boundaries and horizontal edges are no flow boundaries, the height is the total flux and the
width is the total pressure drop, and any area is dissipation. The nine coarse grids occupy
strange shaped areas. Grid (2,2) extends over the total flow rate because it includes the well
while all other grids are squeezed into the right of the ®-U plane. These grid areas collapse to
vertical line segments whatever their original shapes are as they are assigned single pressures
on the coarse scale.

Accordingly, dissipation in the coarse grid system has a rectangular area in trans-
formed space as it is expressed as,

S=q-AP =AU -Ad (4.8)

Consider that energy dissipates when fluid goes between cell centers, across cell inter-
faces. The dissipation due to flow across an interface is a rectangle bounded by its pressure
drop and flow rate. Fig.4.8 is the ®-¥ plane filled with dissipation areas due to all interfaces.
The entire plane must be filled but there can be some overlaps of these areas. In fact, there
are three overlaps in this case because of the complicated flow geometry. When there is an
overlap, there must be a negative area that cancels the duplicate, which results in a negative
transmissibility.

If the ® — ¥ plane is refilled without any overlaps by modifying grid boundaries, all
dissipation areas will be positive and there will be no negative transmissibilities. This can
be done graphically. In order to do this, the boundaries of the original coarse grid blocks are
reshaped systematically to conform to a requirement for positive dissipations. In achieving
this, it becomes necessary to allow for diagonal connections.

The inversion of the new dissipation boundaries in (®, ¥) space to generate the de-
formed coarse grids in the physical space is shown in the upper part of Fig. 4.9. The node

77




ey @9

100 e ;

- R T B
sor “ :
(2,2) \ } ’/"'—— i

:§ sof _____‘_“,_,:::_ (3,1) E
- e
= '{—---(- ’_.).____"_\__(_1_!;‘_)_/"':
g sof ,,"" :,
o r ‘ i
& : (12
. \ :
0§|.|..,.|,,“|“‘(23) Y pl; (1’3) ||

4920 4930 4940 4950 4960 4970 4980 4990 5000

Potential Function

L
5010

Figure 4.7: Transformed Coarse Grids in @ — ¥ Space

% = Negative Overlaps

(2,2):(2,3) (3,3)-(3,2) (2,3)-(3,3)
I S T ] . ____II
| (3,2-(0B)
i 2,2)-(3,2 i
(2,2)-(3.2) aanl T (3]1)-(0B)
é 80: \\ g
e [T @.1)-(21)  —=1,1)-(0B)
= @,2)-(2,1) PRt ~
) SRR g ),
S \\(1 11)-(1,2)
1 2212 (1,2)-(0B)
°l (1:3:23) i(1,8)-(OB)
....................... —mk=y”
boron. 2228 LK

4920 4930 4940 4850 4960 4970 4980 4990 000 5010

Potential Function (2 3)-(3,3)

Figure 4.8: Rectangular Dissipation Areas Due to Grid Interfaces

78



centers for the deformed coarse gid are retained at their previous regular positions.
Finally, transmissibility for each connection is calculated as,

>k S
Ad?
where the summation is taken over all the streamtubes which cross the modified interfaces.
For validation, these transmissibilities are input in the ECLIPSE simulator and the resulting
single phase incompressible problem is solved on the coarse grid. The dissipation-based
transmissibilities are explicitly specified to the simulator. Non-neighbor connections are
used to deal with the added diagonal connections.

The result is shown in Fig. 4.9. The fine grid pressure solution is almost exactly
reproduced. The well pressure from the coarse grid simulation is 4911.63psi, only 0.01psi
different from the reference solution.

T =

(4.9)

4.4 Derivation of Pseudo-Relative Permeabilities

In order to complete the two phase coarse grid system, a relative permeability function
for each interface needs to be constructed.

We recall that a reshaped coarse grid is a cluster of rectangular dissipation areas in
the ® — U space. Its inversion to the physical space is a bundle of streamtubes, which is one
of the advantages of this method. The dissipation-based reshaped coarse grid system makes
it possible to bring a streamtube approach into the finite difference formulation.

Upscaled relative permeability can be defined by superposing the saturation, the frac-
tional flow and the mobility of streamtubes that constitute a reshaped coarse grid. There are
three steps to do that. First, establish the relationship between displacement front locations
of streamtubes. Second, define the representative values of each streamtube. Finally, find
appropriate averaging criteria to derive grid effective values from these streamtube values.

The first step can be solved by using the same concept as Dykstra and Parsons
approach [5] for a two layer displacement model. The two layers are replaced by an arbitrary
pair of streamtubes and the method is extended to non-piston like displacement. Information
from the Laplace solution, including flow rate, pressure profile, and local volume along
streamtubes are used.

Starting with Darcy’s law and using the concept of linear scaling, an equation can be derived
which links front positions in pairs of streamtubes. This can be expressed in the form:

F(xfii) = Rk,lF(‘Tfs) (4.10)

where Ry, is a relative dimensionless speed ratio for tubes [ and k and F is a characteristic
dimensionless energy for each tube as a function of zy4. x4 is the dimensionless displacement
front location, and is specific to each streamtube. Equation (4.10) is derived from the fact
that the product of the flow resistivity and the flux, which is the total pressure drop along
a streamtube, is always equal among streamtubes that share common boundaries.

e o
o
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Figure 4.9:
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The scaling factor, R is defined from the streamtube volumes, V,,4, and initial fluxes
of the pair:

1y/k
Ry = [—qzvelnd] (4.11)
end

Notice that these equations are independent from other streamtubes. There is no need
for time marching to get the relation for relative positions of displacement fronts. Once
the functions F(z;,;) are calculated for all streamtubes, the front of a streamtube can be
established from that of any other tube.

The next step is to find the two phase flow properties for each streamtube. The one
dimensional Buckley-Leverett profile is input and scaled with respect to the front locations.
The water saturation is integrated over each streamtube segment. Relative mobility and
fractional flow are defined at the inlet interface of each coarse grid because of upstream
weighting.

Finally, these are averaged over streamtube volumes contained with a deformed grid
block to get effective values. The grid saturation is the volume-weighted average of stream-
tube saturations.

_ X AVS,
YN
The effective relative mobility is defined as a property of the interface and is derived

from the relation of total flux to pressure drop. Its final form is an initial-flux-weighted sum
of streamtube relative mobilities.

Su(t) (4.12)

nf l
M) =3 (g—) A1) (4.13)

The effective fractional flow is also specific at the interface and comes from the phase
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Figure 4.11: Superposition of Streamtube Flow Properties

flux and pressure drop. It is a mobility-normalized initial flux-weighted sum of streamtube

fractional flows.
oy (B M)
ro=3:(2) (33

The effective relative permeabilities of an interface are calculated as,

ful®) (4.14)

erw(t) = fw(t)/-\i(_t)ﬂw_ (4‘15)
kro(t) = (1'0_fw(t)))‘t(t)/‘o (4'16)

Since both the saturations and relative permeabilities are known as functions of time,
they can be evaluated simultaneously to calculate the relative permeabilities as functions of
saturation.

The above semi-analytical procedure for solving Buckley-Leverett problems along
streamtubes completely eliminates the need for a fine grid numerical solution of the two-
phase flow problem to generate coarse grid pseduo-functions.

4.5 Applications

The method is validated by applying it to the two phase problem presented in Fig. 4.4.
In the original coarse grid system, 28 out of a total of 220 interfaces had negative transmissi-
bilities. After the modification of coarse grid boundaries, 180 positive transmissibilities and
75 non neighbor connections were defined. Effective relative permeabilities were specified for
all of the 255 interfaces and the producing well.
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Some typical effective relative permeabilities for the water phase are presented in
Fig. 4.12 along with-the rock curves. They do not necessarily preserve the features of the
rock curves. The calculated transmissibilities and relative permeabilities were explicitly
specified to a commercial simulator (ECLIPSE).

The well performance from the fine grid, coarse grid with new transmissibilities and
relative permeabilities (W/ RPERM), and coarse grid with the new transmissibilities but
with the original rock relative permeabilities (W/O RPERM) are compared in Fig. 4.13.
The fine grid solution is closely tracked by "W/ RPERM” while "W /O RPERM” results in
a significant delay in water breakthrough. We also show in Fig. 4.13 the results which would
be obtained by using standard procedures, in which k, and k, are computed for each coarse
grid using a Laplace solver, and the pseudo relative permeabilities are evaluated from the
Kyte and Berry method. The last results are very unsatisfactory.

Fig. 4.14 shows the water saturation distribution from the fine grid simulation im-
mediately after water breakthrough (0.24 PV Injection). We have averaged the fine grid
results over reshaped coarse grids for comparison purposes. Solution from "W/0O RPERM”
and "W/ RPERM?” cases at the same time are presented in Fig. 4.15 and 4.16, respectively.
Preferential flow paths observed in the fine grid result is clearly reproduced for the W/
RPERM?” case while the "W/O RPERM?” case misses preferential paths.

Two other cases were tested to see the effect of changing mobility ratio. These were
end point mobility ratios of 0.2 and 5.0. The same rock k, functions were used but the
viscosity ratio of water and oil was changed. The results are presented in Fig. 4.17 as plots
of recovery against pore volume injection. Water cut of the three cases presented at the end
of the simulation is around 80%, usually regarded as watered-out.

There is a good agreement between the fine grid and the coarse grid results. The
difference is within a few percent of recovery, except for the end part of Meng point = 0.2,
which is discussed later.

The total computation time for these particular problems is a few hundred seconds
CPU, including solving Laplace equations, calculating dissipation based transmissibilities,
deriving effective relative permeabilities, and the coarse grid simulation, while the fine grid
simulation takes several hundred thousand second CPU. About 1/1,000 of computation time
is required to approximate the fine grid result.

4.6 Advantage over Streamtube Mapping Methods

So far the discussion has been based on a comparison with existing single phase and
two phase upscaling techniques. However, recent advances in streamtube mapping methods
provide quite accurate, numerical-dispersion-free solutions for heterogeneous reservoirs [8]
and they are a potential substitute for upscaling methods in many aspects in production
forecasting. Although dissipation-based scaling up has been shown to dramatically improve
the accuracy in forecasting well performance and displacement processes, it remains to be
seen if this method is also advantageous over streamtube methods.

Of course, one of the definite advantages of the proposed method is the fact that all
the existing facilities in the ECLIPSE simulator can be used through the finite difference
formulation. Besides that, the new method is widely applicable to problems with different
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Figure 4.14: Water Saturation at 0.24 PV Injection, Fine Grid Solution for k,, =
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Figure 4.15: Water Saturation at 0.24 PV Injection, Coarse Grid with Rock ks, kop =
S2 pofpw =1.0
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Figure 4.16: Water Saturation at 0.24 PV Injection, Coarse Grid with Derived Effective
k.p’s, for rock k., = 52 po/ e = 1.0

features. As is commonly known, streamtube approaches assume that the fluids and the
formation are incompressible and the initial water saturation must be uniform. However,
there are certain situations where these assumptions do not hold. The following examples
demonstrate the applicability of the new method to problems for which streamtube methods
cannot readily be used.

4.6.1 Pressure Transient Problem

One of the situations where fluid and formation compressibilities are important is
the transient pressure problem where formation fluid is driven to a well by compressive
forces until boundary effects dominate. In this example, the drawdown pressure of the
producer in Fig. 4.4 right after the beginning of production is calculated. The injector starts
water injection at the same time as the production commences. Thus, this is a two phase
pressure drawdown problem in a waterflooding situation. The compressibilities assumed for
oil, water, and rock for this case are 1.5 x 107°[psi~'], 3.0 x 10~%[psi ], and 3.0 x 10~¢[psi~],
respectively. These are typical values in real problems.

Fig. 4.18 is the log-log plot of AP and the pressure derivative simulated by both
fine grid and coarse models. The agreement between the two simulations is extremely good
except for the very beginning of the production, which is usually masked by wellbore storage
and skin effects in field cases and typically is neglected. Although the new method is based
on incompressible flow mechanisms, it also gives a good approximation for compressible
problems of this kind.

4.6.2 1Infill Well Problem

An infill well project is one of the cases where a non-uniform initial water saturation
distribution is involved. The equivalent involving horizontal wells is as follows.

The ’Injector’ in Fig. 4.19 displaces oil toward "Producer 1’ which is completed at the
same height. After the water-out of ’Producer 1’, its interval is abandoned and *Producer 2’,
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is recompleted by side track above the previous one and put into production immediately.
Now 'Producer 2’ has to start production from a nonuniform initial water saturation as is
shown in Fig. 4.20.

Transmissibilities and relative permeabilities for the coarse grid simulation are recal-
culated for a restart run as the inner boundary condition (well) has been changed. Herein,
a single phase Laplace solution is used again. The saturation at the end of the initial run is
re-averaged over the new coarse grids for the restart run.

The recovery from the coarse grid simulation is shown along with the fine grid result
in Fig. 4.21. The producer is switched at about 0.24 PV of water injection when the water cut
is around 80%. There is a few percent of difference in the recovery, which mainly comes from
the first producer, partly because there are only three coarse grids between the ’Injector’
and ’Producerl’ grids. However, the overall approximation will be acceptable for practical
use.

This result indicates that the derived effective k,’s are capable of approximating the
advance of displacement fronts in a formation with non-uniform initial water saturation dis-
tribution, although they are based on the Buckley-Leverett approach that assumes uniform
initial water saturation.

4.7 Future Development

Although the new method improves the accuracy of scaling up and is more widely
applicable than streamtube mapping techniques, there is a potential for further improvement
in both accuracy and applicability.
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Figure 4.20: Initial Water Saturation for the Side Track Interval
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In this work, the streamtube geometry is assumed to be fixed at the initial (single
phase) state and only the change in flux with the advancement of the displacement
front is considered. Neglect of streamtube deformation at the displacement front is
related to the error in the coarse grid solution for cases with favorable end point
mobility ratios. As discussed in a previous work [7], the mobility contrast at the front
controls the deformation of the flow geometry. As a recent work on the streamtube
method showed, a few updatings of streamtubes cures the problem [8]. Updating
of transmissibilities and relative permeabilities should also solve the problem for this
method. To achieve upscaling, an inhomogeneous Laplace equation needs to be solved
as the mobility distributions change. The computation cost remains much less than
for a fine grid simulation.

The ® — ¥ transformation requires that the streamfunction at each fine grid node be
uniquely defined. The current version uses numerical integration from an origin to
get U values. This method causes the same value of ¥ to be assigned to more than
one streamline, if there are more than a pair of injector/producer within the domain,
due to discontinuities of U around wells (this is not a problem if the wells are at the
boundary grids). This problem can be solved if some other methods, like streamline
tracking, are used for the stream function calculation.

In general, a displacement phenomenon consists of more than one physical process
and may include viscous, gravity, capillary, and diffusivity processes. However, only
the viscous displacement is modeled here and the others are neglected for simplicity.
Studies on applying streamline methods to problems with gravity are being pursued.

The program is coded for two dimensional problems. As is common in model develop-
ment, the next step will be three dimensional problems. Although the same concept
will work, the stream functions are replaced by bistream functions(¥1 and ¥2), the
® — U plane by ® — U1 — U2 space, the dissipation area by dissipation volume, and
so on. The maximum number of connections for a grid is 8 for 2-D, but it will be
26 in 3-D. The computational capacity will also be a critical problem for scaling-up
calculations in 3-D.

The minimum resolution of the method is given by the size of the fine grid. The volume
of a streamtube is expressed in terms of the number of fine grid nodes it involves. Thus,
some streamtubes get only a single fine grid volume or, even zero volume. This will
be part of the reason for the difference from a fine grid solution. Improvement of the
volumetric resolution of streamtubes will remedy that.

As the Buckley-Leverett saturation profile is required as an input, the current applica-
tion is limited to problems with a single set of rock k,-functions. This seems to be the
most difficult problem to be settled under the framework of the proposed method. The
effect of different rock k, on one dimensional displacements may need to be studied.
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4.8 Conclusions

e Scaling up techniques, for either single or two phase flow, based on isolated elements
tend to induce significant physical error due to the inevitable simplification of boundary
conditions applied to calculate effective flow properties. This is more pronounced if they
are applied to flow problems around a well, where the flow geometry is unpredictable. A
successful scaling up technique must account for the flux and pressure profiles at coarse
grid boundaries under the global boundary conditions for each particular problem. Use
of the Laplace solution under the real boundary conditions is a solution. Although it
requires the solution of the full field Laplace equation, the computational cost still is
much smaller compared with fine grid simulation.

o There are two rules to be observed to calculate coarse grid transmissibilities. One is to
satisfy the coarse scale material balance and the other is to secure physical stability of
the coarse grid system. They can be achieved by deriving coarse scale transmissibilities
from fine grid fluxes while constraining them to be nonnegative. The only way to
satisfy both of these two requirements is to modify coarse grid interfaces. This can be
systematically done in a transformed space based on the positive dissipation theorem.
The resulting reshaped coarse grids are streamtube bundles in the physical space. This
gives a background to bring streamtube approaches into scaling up techniques.

e The Dykstra and Parson’s approach is extended to non piston-like displacements to
derive relations between front locations of a pair of streamtubes. The effective relative
permeabilities are calculated by superposing the saturation, the fractional flow, and
the total mobility of streamtubes that constitute each coarse grid.

e Combinations of dissipation based transmissibilities and streamtube based relative per-
meabilities build a two phase coarse grid system. Coarse grid simulations using that
system approximate displacement processes and well performance within acceptable
differences from the corresponding fine grid simulations. The differences in pressure,
saturation, and water cut are within ten percent where the computation time that
includes solving the Laplace equation, deriving transmissibilities and relative perme-
ability functions, and simulating the coarse scale problem is on order of 1/1,000 of a
fine grid simulation.

o Although being based on fixed streamtube geometry and uniform initial water satu-
ration, the applicability of this method is widened beyond these assumptions through
the finite difference formulation. Applications to some compressible problems and
nonuniform initial water saturation problems has given acceptable results.

e The new method is coded for two dimensional problems without gravity, capillary, and
diffusivity effects. It assumes a fixed streamtube geometry. It can treat only single rock
k, functions. It solves problems with up to two wells in the domain. The minimum
volumetric resolution is the size of a fine grid. Further development will be needed to
lift these constraints.
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Fractional Flow of Water

A specified Function

Relative Permeability

Number of Streamtubes Go through a Reshaped Coarse Grid
Number of Streamtubes Go across a Coarse Grid Interface
Coarse Grid Nodal Pressure, psi

Flowing Bottomhole Pressure, ps:

Pressure Difference between Coarse Grid Nodes, psi
Pressure Along Streamtube, Single Phase Unit Viscosity, ps:
Dimensionless Pressure Along Streamtube, psi

Fine Scale Flux, bbl/d

Flow Rate of Streamtube, Single Phase Unit Viscosity, bbl/d
Coarse Scale Flux, bbl/d

Energy Dissipation (Entropy Production) (bbl/d) x ps:

A specified Factor

Phase Saturation

Water Saturation

Initial Water Saturation

Coarse Scale Transmissibility, bbl/d/psi

Time, d

Local Pore Volume of Streamtube bbl

Dimensionless Local Pore Volume of Streamtube

Volume of Streamtube Segment within a Reshaped Coarse Grid
Distance on Streamtube Coordinate, ft

Dimensionless Distance on Streamtube Coordinate

Greek Letters

® = Potential Function, ps:
¢ = Porosity
A = Mobility, ¢p™?
A: = Total Mobility, cp™!
Ao = Mobility of Single Phase of Unit Viscosity, cp~?
g = Viscosity cp
¥ = Stream Function, bbl/d
Subscripts
0 = Single Phase with Unit Viscosity
t,7 = Integer Indices for Grids
o = Oil Phase
p = Phase, Oil or Water
t = Total of Oil and Water Phase
w = Water Phase
z,y = Principle Coordinates
Superscripts
k,l,m = Integer Indices for Streamtubes
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5. Analyses of Experiments at Marathon Oil
Company (Task 3)

Research undertaken by Dr. Sepehr Arbabi and Don Schroeder (Marathon)
Advisor: Professor John Fayers

This chapter provides the experimental data and their analyses for all the experiments
performed so far. Figure 5.1 shows a simple sketch of the Marathon Wellbore Model. The
wellbore is essentially a transparent acrylic pipe with an average ID of 6.2 inches. The layout
consists of 20 ft of blank acrylic, followed by 20 ft of smooth perforations, followed by 15 ft
of sharp perforations. Liquid or gas inflow can be supplied by the connected manifold to the
next 40 ft of smooth edged perforations. The remaining 5 ft of the model is a blank section
of acrylic casing. There are small variations in the diameter of the wellbore which have been
measured by mechanical and ultrasonic techniques. Figure 5.2 displays these variations as a
function of position along the wellbore model.

Four types of experiments have been performed in the wellbore model which are listed
below:

1. Single phase flow of water or oil in the axial flow with no inflow through perforations

2. Single phase flow of water or oil in the axial flow plus inflow of water or oil through
perforations

3. Two-phase flow of oil and nitrogen in the core flow with no inflow through perforations

4. Single phase flow of water or oil in the axial flow with inflow of air or nitrogen through
perforations

The oil flow rate has been varied between 100-410 gpm (3429-14057 STB/day) in the experi-
ments while the nitrogen gas flow rate has been supplied at the fixed maximum rate of about
0.45 MMscfd. Differential pressure drops per 10 ft have been measured along the wellbore by
two methods. In the first method, liquid manometers are used and in the second method the
differential pressure drops are recorded electronically using Rosemount pressure transducers
which have a relative accuracy of +0.2%. The Rosemount data are recorded about every
0.25 seconds and the experiments are run long enough so that steady conditions have been
achieved.

5.1 Single Phase Flow Experiments

The single phase axial flow experiments, listed as item (1) above, are performed in
order to characterize the wellbore model in terms of roughness and also to have a base case
experiment. Figure 5.3 shows data and calculated results for a sample of single phase exper-
iments with an oil rate of 408 gallons per minute (gpm). Both Rosemount and manometer
measurements are shown which are in close agreement with each other. Calculations are
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done with two values of roughness namely e = 8 x 10~% and e = 2.5 x 10~* ft. The variations
of the diameter of the wellbore are taken into account in the computations. It can be seen
that both values of roughness give reasonable matches with the data, but the higher value
of e = 2.5 x 10™* ft provides the best overall fit to the seven data points and thus is the
preferred choice for the roughness of the wellbore model. It is important to note that there
is no apparent effect of different types of perforations on pressure drops when there is no
inflow through them. A record of differential pressures with time from the Rosemount gauge
for the 45-55 ft section for this experiment is shown in Fig. 5.4. A very stable and constant
reading is observed for this single-phase flow experiment. The magnitudes of the occasional
fluctuations (40.002 psi) from the central 0.049 value can be regarded as a measure of the
accuracy of the Rosemount pressure transducers.

The effect of flow through perforations is studied in the second type of experiments.
Figure 5.5 shows the case where 408 gpm of oil flows in the core but an additional 85 gpm
of oil also enters radially through perforations. The influx is uniformly distributed over
the inflow length of 40 ft along the wellbore (see Fig. 5.1). Computations with the base
roughness of 2.5 x 10~* nearly match the pressure drop data in the entrance section of the
wellbore but it underestimates the values in the radial inflow section. On the other hand,
calculated results based on e = 0.001 ft show a closer match with the data in the radial inflow
region. A higher roughness in this experiment indicates that radial inflow of oil in a single
phase flow experiment increases the apparent effective roughness of the wellbore. Keeping
the radial influx rate at about 85 gpm, we have also conducted experiments with variable
axial flow rates. Figure 5.6 shows the data for a case where the axial flow rate is reduced
by 25% to 306 gpm. Lowering the axial flow rate while keeping the radial influx constant is
equivalent to increasing the contribution of the inflow to the pressure drop, Figure 5.6 also
shows that data points in the inflow section (5-45 ft section) have started to move toward and
above the calculated line with the high roughness value of 2.5 x 10~ ft, signifying a larger
effect of the fluid entering radially on the pressure drop in the wellbore. This fact becomes
even more evident for still lower influx rates of 203 and 102 gpm whose results are depicted
in Figs. 5.7 and 5.8. Data in Figure 5.8 lie well above the calculated line with e = 2.5 x 10~*
ft. It might be possible to derive a correlation for apparent effective roughness based on the
relative Reynolds numbers for perforation and core flows, R.,/R.., but as the pressure drops
are all very small, there would not be much practical importance for the range of flow rates
investigated so far.

5.2 Two-Phase Flow Experiments

The third type of experiments listed above involves two-phase core flows along the
entire length of the wellbore, with no inflow through the perforations. Figure 5.9 illustrates
the data for an oil rate of 403 gpm and a gas rate of 0.441 MMscfd where larger pressure
drops than those in the single phase experiments are observed. The two data points at the
80-90 and 60-70 ft locations show much smaller pressure drops which are due to the entrance
effects. Calculations are performed with the ASA Software [1] using the Beggs and Brill
model [2], the Dukler et al. model [3] and the newly developed Stanford Mechanistic model,
all with the base roughness value of e = 2.5 x 10~%. The Stanford Mechanistic model is
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currently under development and testing and hence the present model predictions should
be regarded as preliminary. However, Fig. 5.9 indicates good agreement between all three
models for this experiment. Figure 5.10 displays a record of the measured pressure drops
with time from the Rosemount pressure gauge for the 45-55 ft section. This record shows a
substantial variation in pressure drop as a liquid slug passes by the measuring device. These
large fluctuations in the pressure drop are inherent to the two-phase flow and particularly
slug flow regime which in turn make the modeling of the two-phase flow more difficult. The
data in Fig. 5.9 and all the other subsequent two-phase flow experiments represent average
values obtained by simple averaging of all the Rosemount or manometer data. Figure 5.11
displays the results for the same type of experiment but with lower oil rate of 306 gpm
(gas rate of 0.466 MMscfd is almost the same as in the experiment in Fig. 5.9). For this
case the Stanford Mechanistic model predicts differently, and is only in agreement with the
two data points with high pressure drops. Keeping the gas flow rate almost unchanged, the
experiments have been repeated with lower oil rates of 204 and 102 gpm. Data and the
predictions are illustrated in Figs. 5.12 and 5.13. The Beggs and Brill and the Dukler et al.
models overpredict the data for the last case where the ratio of the oil to gas flow rates has
been reduced by a factor of 4 of the experiment shown in Fig. 5.9.

In the last type of experiment, two-phase flow is established only along the inflow
section of the wellbore by supplying gas radially through perforations. Figure 5.14 presents
the data and the calculated predictions with an oil rate of 408 gpm and a gas rate of 0.425
MMscfd. It is clear that predictions with the base roughness value of e = 2.5 x 107 ft
underestimate the data in the two-phase region. The results with the higher e = 0.002 ft
show better agreement with the two-phase data as depicted in Fig. 5.15. The results in
Figs. 5.14 and 5.15 demonstrate that radial influx of gas through perforations increases
the pressure drop in comparison with uniform two-phase core flow, and therefore a higher
apparent effective roughness is required to model the experiments. In a manner similar to
the single phase inflow experiments, we have increased the contribution of the flow through
perforations by reducing the axial oil flow rate. Figure 5.16 displays the data and the model
predictions for the case where the oil flow rate has been lowered to 306 gpm. Lower pressure
drops are observed as expected but the same effect of perforation flow as in Fig. 5.15 can
be seen. Further decrease in the axial oil rate brings down the pressure drop as shown in
Fig. 5.17 for oil rate of 199 gpm. With this liquid rate, a shift in flow regime occurs for the
current Stanford Mechanistic model which leads to substantial underprediction. The data
for the lowest oil rate of 102 gpm in Fig. 5.18 shows a reasonable match with the Dukler et
al. method, but the Beggs and Brill method overpredicts and some tendency to underpredict
is seen for the Mechanistic model.

5.3 Liquid Holdup Measurements

In addition to the pressure drop measurements, liquid holdups (in-situ liquid volume
fractions) have been measured by a capacitance holdup meter stationed downstream at the
12-ft mark of the wellbore. Figure 5.19 shows the % liquid holdup versus time for the two
phase core flow experiment where the oil flow rate is 204 gpm and the gas flow rate is 0.448
MMscfd. The average holdup is estimated to be respectively 29.5% and 44% from the Beggs
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and Brill and the Stanford Mechanistic model while the experimental average holdup is
about 23%. Figure 5.20 displays an equivalent case in terms of both oil and gas flow rates
with the difference that gas is now entered radially through perforations. The experimental
holdup data with an average value of 36.3% are now larger than the previous case with no
gas inflow. The predictions of the Beggs and Brill and the current Stanford Model remain
unchanged as they are not equipped to model the perforation flow. The effect of inflow of
gas on liquid holdup is more clearly shown in Fig. 5.21 where the two previous cases have
been superimposed. The cyclic jumps observed in the Figure are the result of liquid slugs
rapidly passing by the meter. The data clearly shows that radial influx of gas increases the
liquid holdup.

The results of the Stanford Mechanistic model presented in this chapter are based
on unadjusted and unimproved available correlations used in the model and should only be
regarded as preliminary. The tuning and improvement of the model is currently underway
and is the subject of the next chapter.
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6. Development of Mechanistic Model for Multiphase
Flow in Horizontal Wells (Task 3)

Research undertaken by Nick Petalas and Ph.D. student Liang-Biao Ouyang
Advisor: Professor Khalid Aziz

6.1 Introduction

The development of a mechanistic model for the analysis of multiphase flow in pipes
has progressed to the point where it is being tested against experimental data. This has led
to the development of a database program for managing all the experimental data that are
available to us and for providing data retrieval in formats that are useful for analysis.

Since, even with a mechanistic multiphase flow model, it is required that certain
empirical correlations be used, it is important to evaluate the validity of the selected cor-
relations against experimental data. Our studies of the stratified flow and the annular-mist
flow regimes have shown that none of the existing empirical correlations yield satisfactory
results. For this reason, we have found it necessary to develop new correlations that provide
for a better fit of the experimental data with the new model.

6.2 Stanford Multiphase Flow Database

The development of the Stanford Multiphase Flow Database (SMFD) was initiated in
June 1994 in an effort to collect, in a usable format as much of the available multiphase flow
experimental data as possible. It has been developed using the Microsoft Access relational
database engine (version 2.0) which features an easy-to-use graphical user interface as well
as sophisticated programming capabilities.

The main design characteristics of the database include:

e A versatile, easily maintainable data structure.

o The ability to select specific data types for output such as would be suitable for testing
empirical correlations as well as general design procedures (i.e. experimental data as
well as field data are available).

e Support for a variety of output formats, specific to the type of data requested.
The current version of the SMFD includes data from the following sources:

1. The University of Calgary’s Multiphase Flow Databank which includes 203 data sets
consisting of 20,271 measurements.

2. The University of Tulsa’s Well Flow Databank which includes 1,775 data sets of actual
well data. Some of these data sets also include pressure and temperature profiles, gas
injection, and PVT characteristics.
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A mechanism for selecting records from the database is provided and the selection
criteria can include any, or all of the following:

e Specification of a pipe internal diameter range

e Specification of an angle of inclination range

e Specification of gas and/or liquid viscosity ranges

o Specification of gas and/or liquid density ranges

e Specification of gas and/or liquid flow rate ranges

e Only records which include flow pattern observations

¢ Only records which include liquid holdup measurements

e Only records which include pressure gradient measurements
o Only records which include inclination angle specifications
e Only records for rough-pipes or for smooth pipes

o Specific types of fluids for gas and/or liquid phase

Thus it is possible, for example, to extract all stratified smooth flow data which include
measurements of liquid holdup and pressure gradient. These can be output in a printable
report format, an Excel spreadsheet format, or in a format suitable for reading from a
FORTRAN program.

The use of the SMFD has proven crucial to the analysis of the mechanistic model and
has simplified the process of extracting data and ensuring their consistency and accuracy.

6.3 Stratified Flow Model

The Stratified flow pattern is one of the most basic flow patterns in the analysis of
multiphase flow in pipes. A good model for this flow pattern is particularly important for
building general purpose mechanistic models. All such models start with the assumption
that the flow is stratified. After testing for the stability of the stratified flow pattern, other
transitions are investigated, if stratified flow is found to be unstable.

The SMFD contains over 900 measurements from different sources for stratified flow
holdup and pressure drop. Prior to using these experimental data it is important to test
their consistency. This can be done by using the momentum balance equations for the gas
and liquid phases and comparing the interfacial shears calculated from both equations. If the
model is realistic, the interfacial friction shear stresses obtained from both equations should
be equal. Our tests, however, showed that the average absolute relative deviation between
the two interfacial friction shear amounted to more than 50

The large errors encountered in the check of consistency suggest two possibilities:
a) the deviations are a result of errors associated with the experimental measurements, or,
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b) the model used is inappropriate. Based on an examination of the experimental data, it
was shown that measurement errors have only a marginal influence on the data consistency
checks. Therefore, the stratified flow model needed to be reconsidered.

The most likely component of the stratified flow model which can give rise to these
errors lies in the determination of the shear stress due to wall friction. The Colebrook-White
equation or Blasius-type equations are usually used to compute the wall friction factors for
both the gas and the liquid phases in stratified flow models. All of these equations are based
on single phase flow. Direct measurements of wall friction shear reported in the literature
have verified that the determination of this quantity (i.e., the wall friction factor) for the
gas phase is more reliable than that for the liquid phase. Hence it seems likely that a
new correlation is required in order to calculate the liquid/wall friction factor and one such
correlation has been developed and is currently being tested.

An empirical correlation is also required for the gas/liquid interfacial friction factor
in order to complete the stratified flow model. The shear stress due to interfacial friction is
an intrinsic characteristic of gas-liquid two-phase flow and it has a profound influence on the
properties and the nature of the flow processes. A number of the existing correlations that
have been reported in the literature were reviewed and used to determine pressure drop and
liquid holdup using the mechanistic model. For most of these correlations, large deviations
were found between the measured and the predicted values. A new correlation therefore
is also being developed for the calculation of the interfacial friction factor during stratified
flow.

6.4 Annular Mist Flow Model

Annular-Mist flow is characterized by a liquid "film” flowing around a "core” of
gas with (possibly) entrained liquid droplets. The momentum balance equations for the
annular-mist region can be solved for the dimensionless liquid film height which is then used
to determine the volume fractions of the flowing phases. In order to do this, two other
quantities need to be calculated: the fraction of liquid entrained in the gas core, FE, and
the gas/liquid interfacial friction factor, f;. Both of these must be determined empirically.

Although numerous correlations for f; and F'E have been presented in the literature
they are not suitable for use in the present model. The problem stems from the fact that
these quantities are not measured experimentally, they are calculated from experimental
measurements such as pressure gradient and liquid holdup. Thus, the resulting ”experimen-
tal” values of f; and F'E, and hence the correlations developed from them, depend on the
model used to calculate them. Furthermore, since the two quantities are related, they cannot
be treated as independent variables and the correlations for each quantity must be developed
concurrently. It is inappropriate to use a correlation developed by one researcher with one
developed by another unless the modeling assumptions used by each are consistent.

The approach used in developing correlations for f; and F E for the mechanistic model
involves using the Newton-Raphson method for multiple variables to determine the values
of f; and FE that are required in order that the pressure gradient and liquid holdup as
predicted by the mechanistic model match the experimental results. Correlations are then
developed based on the converged values of these quantities.
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For the annular-mist flow regime the total number of measurements contained in the
SMFD amount to 1007 valid measurements. These data include changes in pipe diameter,
fluid properties and pipe inclination (upward and downward inclinations are represented).

6.5 Conclusion and Future Work

The development of a mechanistic model for the analysis of multiphase flow in pipes
has reached the stage where it is being tested using experimental data. The approach used
involves the refining of existing correlations and, in certain cases, the development of entirely
new correlations for each of the flow patterns concerned. To date, these include the stratified
and the annular-mist flow regimes. The process of testing the model and of developing new
correlations has been greatly facilitated as a result of the development of a database program
for multiphase flow data.

Future work includes the investigation of the remaining flow patterns with the ensuing
development of new correlations, as required. The model will then be refined such that
transitions between flow regimes are smooth and discontinuities are eliminated. The model
will then be implemented in pipeline and well analysis programs so as to be tested using
actual field data.

Once a model is available for predicting pressure drop and holdup in long pipes where
the flow is stabilized (i.e., far from the entrance sections), we will then turn our attention
to developing models for horizontal wells with influx along the pipe. Such models will be
tested with data obtained from the Marathon facility.
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7. Sensitivity Studies of Wellbore Friction and Inflow
for a Horizontal Well (Task 8)

This study has been conducted by Lillian Berge, a Visiting Scholar from Norsk-Hydro.
Advisors: Professors Khalid Aziz and John Fayers

7.1 Introduction

7.1.1 Background

Over the last decade the application of horizontal wells has increased tremendously,
and is now a well established technology. The reasons for preferring horizontal wells to
vertical wells may be to limit gas and/or water coning, to increase well productivity, to
connect blocks in a vertically fractured reservoir, to increase pre breakthrough recovery by
having a maximum distance to the unwanted fluid, or to access flank oil or other unswept
fluid pockets. Horizontal wells are usually able to drain larger areas than vertical wells, and
thus reduce the total number of wells required. Although horizontal wells are more expensive
to drill and complete, they can be more attractive due to increased recovery per well.

The modeling of horizontal wells poses additional requirements to the simulation
tools. One example is the modeling of frictional pressure drop in the wellbore. Inflow to a
horizontal well is distributed over a large section relative to that for a vertical well. Flow
conditions in the wellbore can change significantly over this length, which will affect the
inflow profile and drainage along the well.

7.1.2 Literature

The importance of modeling frictional pressure drop in horizontal wells has been
discussed in the literature{l]-[8]. A few practical examples are reported [2, 3, 4] and [7]
where the inclusion of wellbore friction was found to be essential for the prediction of well
performance. Common to all these cases are a high permeability (lowest k; is 1000 mD and
lowest k, is 100 mD). More general results on the effect of frictional pressure drop are given
by Dikken[2] and Novy[l]. Dikken presented his results obtained by a simple analytical
reservoir / well model, in dimensionless form, which can be useful for quick estimates of
optimum well lengths, for given reservoir, fluid and well data. Using a similar but improved
analytical model, Novy derived simple guidelines indicating when frictional pressure drop
can be neglected. Conservative values were calculated for the well length where friction
reduces production rate (or: productivity) by 10 % relative to the rate without friction.
These lengths were plotted against production rate of liquid or gas for different wellbore
diameters for rough and smooth pipe. Comparison with field data suggests that for many oil
wells and most of the gas wells investigated, frictional pressure drop will reduce production
rate by less than 10 %, and thus (single phase) friction can be regarded as not significant[1].
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7.1.3 Pressure Drop and Inflow

Frictional pressure drop in the perforated section of the well will influence well perfor-
mance if this pressure drop is significant relative to pressure drawdown at the heel. (Novy([1]
suggests 10-15 % of drawdown as a significance limit.) The available pressure drawdown is
the driving force for inflow to the well. Friction acts against the flow direction and is a resis-
tance which the incoming fluid must overcome to be able to flow in the wellbore. Pressure
drawdown is largest at the heel and smallest at the toe of a horizontal well, the difference
being equal to the frictional pressure drop over the perforated well length, (when theve is
no elevation changes in the well path and provided the reservoir pressure is uniform). If
the frictional pressure drop at some distance from the heel becomes as large as the available
drawdown at the heel, then no inflow is possible past this point. On the other hand, if the
total frictional pressure drop is small compared to the maximum drawdown, then drawdown
will not show much variation along the well, and inflow will be fairly uniform, given that the
productivity does not change along the well.

The permeability level of the reservoir can to a large extent determine whether well-
bore friction will be important or not. For high permeability reservoirs pressure drawdowns
for horizontal wells are usually low, because the production rate must be constrained due
to process or pipeline requirements or to reduce coning and cusping. Wells will have high
productivities and can deliver a high rate at a small pressure drawdown. Under such condi-
tions the frictional pressure drop in the wellbore is likely to be important. Also, for small
diameter wells, long perforated sections and high rates the effects of wellbore friction may
be significant.

7.1.4 Frictional Pressure Drop in the Simulator

Some kind of frictional pressure drop calculations in the wellbore are available in
several of the commercial reservoir simulators. The Eclipse simulator which is used in this
study, has a simple single phase frictional pressure drop calculations{6}:

_2fpv’L  32fpQ°L
-~ D = mDs

APy (7.1)
where f is the Fanning friction factor,

D is the inner diameter of the wellbore,

L is the length of the perforated section,

p is the fluid density,

v is the fluid velocity,

@ is the local volumetric flow rate .

The Fanning friction factor is a function of the Reynolds number both for laminar
and turbulent flow[6]. For turbulent flow the friction factor also depends on the relative
pipe roughness, (/D). The friction factor correlations used are developed for pipe flow, and
the effect of radial inflow through the perforations is not taken into account. In the case
of multiphase flow in the well, it is assumed that the phases are completely mixed giving a
homogeneous fluid with average density and viscosity. The average density is calculated as
the mass flow rate divided by the total volumetric flowrate at reservoir conditions, and the
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mixture viscosity is the volumetric flow weighted average of the phase viscosities[6]. When
no slip between the phases is assumed, the in situ volume fractions (holdup) are equal to the
input volume fractions. In other words, the mixture property (density or viscosity) is the
sum of the products of phase property and phase input volume fraction, for all phases. Well
pressure and fluid inflow rates along the well are solved for simultaneously, which is required
for numerical stability as the inflow and pressure profiles are dependent on each other[6, 3].

7.1.5 Radial Inflow

The effect of radial inflow on the frictional pressure drop has been regarded as largely
unknown[6]. Recognizing that the traditional friction factors used are valid only for stabilized
flow (i.e. velocity profile does not change), Joshi[8] argues that the effect of inflow through
the perforations can be neglected for turbulent flow, but may give 3~4 times larger frictional
pressure drops for laminar flow than calculated by the traditional friction factors. However,
experimental and theoretical work done by Asheim et al [5] shows that even small inflow
rates can be significant for the total pressure loss in the pipe. Based on the assumption that
the acceleration of incoming fluid dominates relative to the disturbance of the boundary
layer, they derived a flow resistance model that accounts for radial inflow along the pipe.
Total effective friction factor can be estimated as:

f=f+ 40(%- (7.2)

where f° is the wall friction factor (Fanning),
D is the inner diameter of the wellbore,
@ is the inflow rate per unit length,
@ is the local volumetric flow rate.

These experiments are done with water in a small diameter pipe (1.7 inches) of length
1.4 meters, and for Reynolds numbers in the range 14000-84000.

7.1.6 This Study

To gain more understanding about wellbore friction, how it interacts with inflow to
the well, and the sensitivity to different well and reservoir parameters, a series of reservoir
simulations have been done based on a field example where wellbore friction is expected to
play a dominant role. The frictional pressure drops calculated by Eclipse are compared to
the frictional pressure drops obtained by a multiphase pipe flow program (ASAPIPE), for a
few selected flow conditions.

7.2 Case Description

7.2.1 Reservoir properties and well characteristics

The case under study is a horizontal well of length 500 meters producing from a thin
oil zone in a high permeability reservoir, which has a large gas cap and bottom aquifer. The
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reservoir is a poorly consolidated, layered sandstone, with mostly high porosities (30-35% in
the clean sands) and anisotropic permeabilities, with ratios k-/k, = 1/3 and k./k, = 1/10
in the model. A heterogeneous distribution of sand properties was used similar to that set
up by the operating oil company. Permeabilities and porosities are constant within each
layer, but with some variation from layer to layer. The maximum horizontal permeabilities
(k,) are in the order of 2000-20000 mD, in a direction normal to the well. Most of the large
bottom aquifer has been given low vertical permeabilities (1-2 mD), as a result of averaging
permeabilities over a sequence with some tight zones in between. The upper part of the
aquifer has a 20 meter residual oil zone, which gives reduced water mobility. One set of rock
relative permeability curves is used for the entire hydrocarbon zone, while for the aquifer
(below residual oil zone) the relative permeability to water is assumed to vary linearly with

water saturation, with a maximum relperm of 1.0. Some fluid and rock properties are given
in Table 7.1.

Table 7.1: Rock and Fluid Properties Used.

Initial pressure at GOC 158 bara
Oil viscosity 1.3-1.5 cP
Gas viscosity 0.016-0.020 cP
Oil formation volume factor, at initial pressure 1.17 Rm3/Sm?
Gas formation volume factor, at initial pressure | 0.0065 Rm®/Sm3
Solution gas-oil ratio, at initial pressure 69.0 Sm®/Sm?
Rock compressibility, at initial pressure 1.74 bar™?
Connate water saturation %
Critical gas saturation 10%
Residual oil saturation to water 25%
Residual oil saturation to gas %

Max. relperm to water in presence of residual oil 0.28
Capillary pressure none

In this single well model the reservoir is horizontal, and permeabilities are constant
within each layer. The horizontal well section is also modeled as being perfectly horizontal,
to be able to easily isolate the effects of wellbore friction. The well is completed in the lower
part of the 20 meter thick oil zone, 4 meters above the oil-water contact, and experiences
both gas and water coning. To limit sand production, the horizontal section is completed
using a prepacked screen, which has a 6 inch inner diameter and the absolute roughness is
estimated to be 1 mm.

The original dataset has been simplified for the purpose of studying wellbore friction.
In addition to straightening out the well path to remove any hydrostatic head in the wellbore,
the geology has been modified to give uniform conditions (constant productivity) along the
well. Local calcite strings, cutting through the well path at high angle, are excluded. These
were originally modeled as permeability reductions at the gridblock boundaries, and gave
some restriction to vertical flow and flow along the well direction.
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7.2.2 Simulation Grid

The simulation grid used has a very good vertical resolution, with 0.5-2.0 meter thick
layers through the entire oil column, using a total of 23 layers from the gas-oil contact to
the water-oil contact. In the Y-direction (normal to the well), the grid spacing is gradually
increased by a factor 2-3 outwards from the well, starting with a 5 meter wide wellblock.
Along the well (in X-direction) a constant grid interval of 50 meters is used from 200 meters
past the toe until 200 meters past the heel, and is then coarsening upwards by a factor 2-3
for the more distant parts of the drainage volume. The simulation grid is shown in Figures
7.1 and 7.2.

7.2.3 Production Schedule

A production period of 7 years is simulated, with a target oil rate of 2500 Sm®/D, and
a maximum gas rate of 2E+06 Sm®/D. The minimum bottomhole pressure is set to 150 bars
(ca. 10 bars lower than initial pressure at the well). At the top of the reservoir 70% of the
produced gas is reinjected, by a single block gas injector (point source) in the middle of the
top layer.

Initially, the target oil rate will limit production. Later when gas breaks through, the
well will be constrained by the specified maximum gas offtake, and at the end the available
pressure drawdown is the limiting factor. This schedule is made to go through these typical
phases of a well’s expected production history within a relatively short period, and still
have appropriate production rates. The maximum rates are chosen for this study, and no
optimization is done with respect to oil recovery. (It is realized that the 2E+06 Sm®/D gas
rate may be on the high side, and the minimum bottomhole pressure of 150 bars may be
on the low side.) For the purpose of this study, it is considered appropriate to apply the
pressure limit downhole, rather than as a minimum surface pressure.

7.3 Simulations

It was discovered that the grid used in the original dataset had some unfortunate
effects on the simulation results, and therefore some grid sensitivity studies were done to
find a more suitable simulation grid. Then the effect of wellbore friction could be studied
for various reservoir and well conditions.

7.3.1 Grid Sensitivities

To reduce the CPU-time per simulation, the grid sensitivities are undertaken with
a smaller simulation model, made by peeling off the outer bands of grid blocks in the X-
and Y-direction and removing 2 layers at the top and 4 at the bottom of the original model.
Almost 2000 grid blocks are removed. In the new mini-model most of the gas cap and aquifer
is removed and the oil volume is 3.5 times smaller. Porevolumes in the new bottom layer
is increased and transmissibility to the layer above is reduced significantly to resemble the
original aquifer. Gas and water are injected through line sources parallel to the producer at
top and bottom of the mini-model, and injection rates of gas and water are tuned to get a
similar well behavior for the horizontal producer as in the original model.
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A series of simulations are run with slightly different grids, the total number of grid-
blocks varying from originally about 4000 and up to almost 19000. Some experimenting is
done with different rates of coarsening up the grid away from the well in the Y-direction, and
with how far past the well in the X-direction (along the well) relatively fine blocks should
be used. Different grid block lengths in the X-direction have been tried at the ends of the
well. The original grid was very detailed in the Z-direction, but a few experiments are done
with even finer layering. Only a period of 3 years is simulated, which includes the gas break-
through and the following gas rate increase. Figures 7.3-7.6 show some of the grids used for
these sensitivities.

7.3.2 Parameter Variations

A total of 19 sensitivities are simulated, varying one parameter at a time. A summary
of all the cases investigated is given in Table 7.2. All sensitivities (cases 3-19) include
frictional pressure drop calculations.

Key parameters like the friction factor (roughness) and pipe inner diameter have been
changed, and one run has been made with a longer horizontal well. Also, the skin factor
along the wellbore has been manipulated. Lower levels of permeability are investigated,
along with a few attempts to “homogenize” the reservoir, using constant average values for
ki and k, for the entire reservoir. Liquid rates vary when changing the permeability, and
two different maximum gas rates are compared. A lower target oil rate is tried, to see the
influence of friction for low liquid rates. The effect of the residual oil zone and the low aquifer
permeability is also briefly looked at.

The inner diameter of the liner is changed without changing the well diameter. (The
liner diameter is used in frictional pressure drop calculations, and the well diameter is used
to calculate the well productivity index.) To change the well diameter by the same ratio as
the liner diameter is changed would only have a small effect on well productivity, and here
productivity is kept constant. It is believed that frictional pressure drops can be much larger
for multiphase flow than for single phase (depending on the flow regime), and for one case
an arbitrary and artificially high effective roughness is used during free gas production to
mimic this. To simulate a longer production well, the grid was adjusted to have the same
gridblock sizes along the well length as for the shorter well.

7.3.3 Comparison with ASAPIPE

For a few selected flow conditions, the inflow distribution along the well as calculated
by Eclipse, is fed into a multiphase pipe flow program (ASAPIPE) [9] to get an alternative
calculation of the frictional pressure drop in the perforated section of the well. The multi-
phase flow program employs empirical correlations to calculate liquid holdup and pressure
drop in the pipe. Different correlations are available. For this study two different approaches
are used; the composite method of Mandhane, Gregory and Aziz (MGA), and the popular

*Based on layers 2-24, (oil zone permeabilities more dominating).
'Based on layers 1-36 (all layers).
For layers 35-36.

130



Table 7.2: List of the Sensitivity Cases Considered

Case no. | Description

Reference case, including friction, € = 1 mm (prepacked screen)
Reference case, without friction

Smooth pipe, € = 0.05 mm (new liner)

Synthetic high roughness, € = 10 mm, during free gas production
Smaller inner diameter, 1D = 5 inches

Larger inner diameter, ID = 7 inches

Longer well, L = 1000 meters

Skin factor S = 3, constant along the well

Variable skin, S = 5-1, largest at heel

Skin factor S = 10, constant along the well

Local flow barriers (stochastical calcite (shale) realization)
Permeabilities reduced by a factor 10 (&, = 200-2000 mD)
Permeabilities reduced by a factor 100 (k, = 20-200 mD)
“Homogeneous” case, avg. kp = 7000 mD, avg. k, = 1400 mD *
“Homogeneous” case, avg. k, = 1500 mD, avg. k, = 300 mD T
No residual oil zone in the aquifer, (increased water mobility)
Vertical aquifer permeability incr. by a factor 100 #

Maximum gas rate 1E4+06 Sm?/D

Low oil rate, 1000 Sm®/D

e el e e e el e N
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Beggs and Brill method. With the former approach the flow pattern is predicted by a correla-
tion developed by Mandhane, Gregory and Aziz, and the flow pattern is then used to choose
an appropriate correlation for the prediction of liquid holdup and pressure drop according to
the MGA-method. The Beggs and Brill method also calculates liquid holdup and pressure
drop based on flow pattern, but their flow patterns are different from the most commonly
recognized terms. The Beggs and Brill pressure drop correlation for rough pipe is used.

Starting from the upstream end of the well, one run with the ASAPIPE program has
to be made for every pipe segment corresponding to the distance from the midpoint of a
wellblock to the midpoint of its downstream neighbor. Over each segment the flow rates are
constant, and the pressure at the inlet end is updated according to the previous calculation.
As far as possible the fluid properties are kept similar as in the reservoir simulator. (Gas
viscosity, solution gas-oil ratio, oil formation volume factor and liquid viscosity are tabulated
against pressure (for saturated fluid). Oil viscosity values are used as liquid viscosity, and gas
formation volume factors could not be entered, as the program estimates gas compressibility
from correlations based on specific gas gravity. A liquid-gas interfacial tension of 20 mN/m
is used.)
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Table 7.3: Flow Conditions Selected for Frictional Pressure Drop Calculations.

Calc. no. | Flow condition Oil rate | Water rate | Gas rate
taken from (Sm*/D) | (Sm®/D) | (Sm3®/D)
1 Case 1, at 1095 days (3 yr) 2143 1616 2000000
2 Case 1, at 1460 days (4 yr) 1844 1416 955078
3 Case 12, at 365 days (1 yr) 819 383 2000000
4 Case 12, at 1095 days (3 yr) 515 333 2000000
5 Case 14, at 365 days (1 yr) 1451 4900 2000000
6 Case 5, at 730 days (2 yr) 2190 1445 2000000

7.4 Results

7.4.1 Coning of gas and water

Typically, water breaks through immediately because of the proximity to the water
zone. The water production rate increases constantly, but stabilizes when the maximum gas
rate is reached. (Consequently, the time to gas breakthrough can influence the maximum
liquid rates for this case.)

The shape of the developing gas cone depends on how drawdown varies along the
well, which is determined by the pressure profile within the wellbore (i.e. the frictional
pressure drop along the well). Hence, the time to gas breakthrough shows a large variation
as drawdown along the well is changed. With no friction in the wellbore, free gas breaks
through over a large section at the middle of the well. This is also the situation when
permeability is reduced to a level where pressure drawdown becomes much larger than the
frictional pressure drop. For all other cases investigated, the gas breakthrough occurs at
the heel, where the maximum drawdown occurs. The well length over which the free gas
enters may change with the drawdown / inflow distribution for each case, and is here usually
limited to the first 100-200 meters closest to the heel. The different shape of the gas cone
with and without wellbore friction is illustrated by Figures 7.7-7.8 and 7.9-7.10. (In some of
these contour plots th e line of 0% gas saturation may show a strange behavior, but this has
no physical meaning.) The reservoir pressure gradients in the well area, with and without
wellbore friction, can be seen in Figures 7.11 and 7.12.

The gas cone gradually widens (and elongates) and gas rate increases rapidly to a
specified maximum which marks the end of the oil rate plateau (see Fig. 18 ). On bottomhole
pressure control, available drawdown is reduced and as a result the gas cone withdraws
from the well, and oil rate then declines rapidly. How fast this gravity segregation occurs
depends on the maximum pressure drawdown. For larger pressure drawdowns gravity is less
dominating, and the gas cone moves more slowly away from the well.

The tips of the gas cone and water cone will meet in the wellbore. The gas cone,
being much deeper and wider than the water cone, is pushing some oil into the water zone
at each side of the well.
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7.4.2 Flow in the near well area

Fluid flow in the near well area is studied by dividing the reservoir model into 10
regions, a top slab (reg. 1), a bottom slab (reg. 10) and a thin slab of 3 layers around the
well (reg. 2-9), which is further subdivided as shown in Fig. 13. A rectangular cylinder of
3 x 3 gridblocks along the well is isolated (reg. 346) to better illustrate flow into the near
well area.

Vertical and horizontal flow of oil into the well region is of the same magnitude when
friction is included (Case 1), but without friction the horizontal oil inflow is larger (Fig.
14). The effect of wellbore friction is to slightly increase the vertical inflow of oil and reduce
horizontal inflow from the time free gas is being produced. This may be because with friction
gas breaks through over a small section of the well, leaving a higher mobility to oil and larger
hydrostatic head for the rest of the well, than is the case without friction.

The flow of oil in the reservoir parallel to the well is very small. (This can intuitively be
seen from the pressure contour plots in Figures 7.11 and 7.12.) With friction in the wellbore
there is initially a small flow towards the heel (from regions 2,3 and 4 to regions 5,6 and 7,
increasing with the frictional pressure drop, as illustrated by Figure 7.15. Later when the
well is on bottomhole pressure control, the flow goes the other way, towards midwell or toe
region. When the well is controlled by bottomhole pressure, drawdown is reduced a lot more
at the heel than at the toe, the difference in drawdown along the well disappears, and more
of the inflow is from the toe end. (A more uniform inflow promotes larger frictional pressure
drop, which is not possible when the bottomhole pressure is fixed, so this redistributicn of
inflow amplifies the decline in oil rate at this stage.) Without wellbore friction flow along
the well is always towards the middle of the well.

In this model the well penetrates only a small fraction of the drainage volume (ca.
1/5), and there is a large flow of oil out of the regions past the ends of the well (regions 8
and 9). This flow is almost 50 % as large as the total horizontal inflow of oil to the well.
Especially when free gas has broken into the well, a large part of the oil inflow takes place
at the ends of the well, supported by the flow out of regions 8 and 9.

7.4.3 Frictional Pressure Drop

Frictional pressure drop follows the variations in fluid rates, and is largest when the
well produces at its maximum gas rate (highest fluid velocities) as shown in Fig. 19. When
the frictional pressure drop in the wellbore changes, so does the inflow distribution along
the well, and vice versa. The pressure profile in the wellbore and the inflow distribution are
interdependent, and show a highly nonlinear variation over the well length, as illustrated by
Figs. 20 and 21. For instance, the frictional pressure drop over the last half wellblock at
the heel (25 m) may be of the same order of magnitude as the pressure drop over the whole
upstream well length (almost 500 meters).

Frictional pressure drop is calculated as the difference between the first connection
pressure (wellbore pressure) at the toe and the bottomhole pressure, which is here the well-
bore pressure at the very downstream end of the perforation interval. Pressure drawdown
is calculated as the difference between the most distant reservoir pressure (at the drainage
boundary) and the well pressure. For drawdown at the heel, the bottomhole pressure is used.
The reservoir pressure is taken as the pressure of a grid block on the edge of the model (past
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the toe of the well) at the same depth as the horizontal well. (The average pressure for the
hydrocarbon porevolume could not be used, because the well is close to the bottom of the
hydrocarbon volume, and the average pressure is representative for the reservoir pressure at
some shallower depth (the gravity center).)

7.4.4 Grid

Inflow rate and well pressure are assumed constant over the length of each grid block.
The shape of the wellbore pressure profile therefore indicates that ideally, gridblock lengths
should be gradually smaller closer to the heel to get the most accurate inflow and pressure
distribution in the well. In practice, use of too small gridblocks has to be avoided because
of numerical problems and large CPU-times. The result is smoothed inflow and pressure
profiles, which at the last few meters from the heel look more uniform than they should be.

In the Eclipse simulator inflow to the well is treated as entering at the midpoint
of the perforated interval in each wellblock (which in this example is at the middle of the
wellblocks). At the heel of the well the inflow is high and very non-linear with well length.
With larger grid intervals (Az) at the heel, some of the fluid will enter the wellbore too far
upstream. Especially for the last half wellblock at the heel the pressure drop in the well
may be too high, and bottomhole pressure too low. Simulation results with two different
gridblock lengths at the heel are compared in Figures 7.18-7.21.

Due to the 3-dimensional shape of the gas cone, relatively fine grid blocks should be
used along the well length, and also past the heel and toe in the well direction. The pressure
and saturation gradients can be large near the ends (see Figs. 7.7-7.12). A too coarse grid
will distort the shape of the cone, and can give wrong breakthrough times.

Grid sensitivities have discovered that for this problem and with the available re-
sources, it is not possible to simulate with as fine a grid as needed and still achieve acceptable
CPU-times. Finer grid gives later gas breakthrough, but some refinements are too expensive
(Fig. 16 and 17). It is necessary to find a compromise, and get as good a solution as possible
for a tolerable CPU-time. Based on the grid sensitivities with the mini-model, the friction
sensitivities are simulated using 25 x 13 x 36 = 11700 grid blocks, (based on Grid 9). A
few sensitivities are also repeated with more blocks along the well (30 x 13 x 36 = 14040,
based on Grid 4, which has Az = 25m at the heel end), to get a more detailed inflow and
pressure profile (cf. Figs. 18-21). For these simulations the CPU-time is approximately 2
times larger than with the base case grid, (21 hours vs. 10 hours, when the simulations are
run on a Dec-Alpha work station).

7.4.5 CPU-time

The size of the smallest grid block will control the time step and hence have a strong
influence on the CPU-time. For a coning problem the smallest grid blocks are typically the
wellblocks, where the largest flow velocities occur. Flow through a wellblock can be very
large. (For example, with the finest grid used here (Grid 2), the minimum porevolume is 9 m?,
and at one point in time, inflow to this wellblock was found to be 500 times the porevolume
per day.) At the surface of the cone, saturation can change rapidly, and numerical problems
may occur. The simulator has large difficulties during the period of increasing gas rates
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following the breakthrough, and most of the CPU-time is spent on this period.

With practically no limitation on the maximum time step, the next timestep will
increase by a specified factor and the number of Newton iterations increase until convergence
cannot, be reached within the maximum number of iterations. Then the time step is chopped
by a specified factor and repeated, and the cycle starts again. By fixing the time step to
a value just below the time step size where chopping usually occurs, it is possible to save
CPU-time, as less iterations are done. For this example, a maximum time step of 1 day is
used during the period where most numerical problems are expected. Before and after this
period the maximum time step is 10 days.

The CPU-time could also be reduced by loosening the convergence tolerances. For
instance, 50 times larger tolerances than default for the residuals for linear and nonlinear
equations, gave essentially the same gas breakthrough and oil recovery, for significantly less
CPU-time. Changing the convergence tolerances is generally not recommended and should
be done with care.

7.4.6 Effect of Changing the Parameters

The results of the sensitivity simulations are summarized in Table 7.4. (See Table 7.3
for a description of the cases simulated.)

Pipe roughness and friction factor are uncertain parameters, and they may change
with time. Even the high “effective roughness” used to account for non-homogeneous multi-
phase flow of free gas and liquid, does not seem to be very detrimental to the oil production.
In this case the frictional pressure drop is up to 85 % of the available drawdown at the
downstream end. The production performance of the well with different levels of wellbore
friction (roughness) is presented in Figures 7.22-7.27. The most important difference is the
shift in gas breakthrough time and position, and the principally different drainage along the
well when friction is eliminated.

Skin damage actually has a small positive effect on oil production, giving slightly more
uniform inflow along the well, which can be explained by the increased drawdown making
frictional effects less important. A larger skin at the heel due to formation damage during
drilling is reasonable, because of longer exposure time to drilling mud. This makes the inflow
profile more uniform, but nonetheless the effect of wellbore friction dominates for this high
permeability case. Results for different skin factors are shown in Figures 7.28-7.30, where
it is also illustrated that frictional pressure drop increases when more fluid travels from the
distant parts of the well.

The frictional pressure drop is very sensitive to the pipe diameter, as can be seen
directly from Eq. (7.1). The time to gas breakthrough and length of oil plateau show a
large variation (up to 50 %) when the pipe diameter is changed by 1 inch, as illustrated by
Figure 7.31. To increase the inner diameter by 1 inch (from 6 to 7 inches) has about the
same effect on production performance as to reduce the pipe roughness by a factor 20 (from
1 mm to 0.05 mm) for this example. Both frictional pressure drop and drawdown change a
lot with the diameter (Figs. 7.32 and 7.33). When frictional pressure drop can be a problem,
it should be considered to use a larger wellbore diameter. As Figures 7.34 and 7.35show,
inflow is more uniform with larger wellbores and free gas inflow is distributed over a larger
section. In particular, it is detrimental to use a smaller pipe diameter than 0.152 meters (6
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inches) in this case.

Table 7.4: Summary of Simulation Results. (Absolute times and volumes are given only for
case 1. For the other cases the differences relative to case 1 are shown. Frictional pressure
drop is reported at max. gas rate, and all results are with the basic grid (25 x 13 x 36).)

Case | Time to gas | Oil rate | Time to Cum. oil Frictional
no. | breakthrough | plateau | min. BHP | production | pressure drop
(days) (days) (days) (10° Sm?) (bars)
1 | 465 730 1299 4.6 2.0-1.8
2 +365 +146 +321 +0.1 0.0
3 +170 +117 +143 +0.1 1.2-1.1
4 +0 -206 -265 -0.1 3.9-3.4
5 -234 -240 -340 -0.2 4.0-3.5
6 +207 +132 +161 +0.1 1.1-1.0
7 +442 — +425 +1.2 >2.3
8 +117 +43 -50 +0.1 2.3-2.1
9 +202 +117 -55 +0.3 2.6-2.3
10 +208 +79 -184 +0.3 2.9-2.6
11 +16 +0 -46 +0.0 2.2-1.9
12 -445 -669 -134 -3.1 3.5-1.7
13 — — -1299 -3.9 >0.7
14 -363 -588 -664 -2.6 4.0-3.3
15 -431 -679 -378 -3.4 3.5-24
16 -222 -310 -560 -1.5 3.5-3.1
17 -91 -119 -174 -0.6 2.4-2.2
18 +0 -103 +490 +0.2 1.3-1.0
19 — — — 24| 01-02°8

Lower permeabilities give earlier gas breakthrough due to a larger drawdown being
necessary to obtain the specified rate. When permeability is reduced by a factor 10 (&, in the
range 200-2000 mD), the shape of the gas cone is less influenced by friction and free gas enters
the well over most of the horizontal section. For very low permeabilities (k, in the range
20-200 mD), the specified rates cannot be obtained, the well is controlled by bottomhole
pressure all the time, and friction effects are not significant. Rather, well productivity is the
limiting factor for production. With very low permeabilities, the viscous forces are so large
that gravity segregation does not occur, (except maybe a small decrease in GOR at late
time). When the maximum gas rate is reached, oil rate declines more sharply, giving very
high GOR-values. The simulations are much faster and have less numerical problems for
lower permeabilities. Production profiles are very different for the three permeability levels,
as shown in Figure 7.36. Figure 7.37 and 7.38 demonstrate how the inflow profile changes
with the ratio of frictional pressure drop to drawdown at the heel (AP;/AP,).

$Max. gas rate not reached.
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With uniform horizontal and vertical permeabilities throughout the reservoir (case 14
and 15), the production rate of water increases dramatically compared to the reference case.
Then larger pressure drawdowns are needed to obtain the target oil rate, and very early
gas break through occurs. Due to the high liquid rates, frictional pressure drops are large.
For the lower permeability level (k,=1500 mD and k,=300 mD), less liquid is produced and
inflow is more uniform. In the reference case water influx is strongly limited by very low
vertical permeabilities in the aquifer and by the residual oil zone. The water cut does not
increase above 45 %, while wateriest of 80 % are obtained with uniform permeabilities.

The original vertical permeability in the aquifer is very low, and only a large increase
in k, will have any effect on production performance. As can be seen from Table 7.4, the
residual oil zone has a very positive effect on the oil recovery. When the vertical aquifer
permeability is increased to be in the order of 100-200 mD (Case 17), the maximum liquid
rate increases from 4200 (Case 1) to 4900 Sm®/D, and when the residual oil zone is removed
(Case 16) the liquid rate increases up to 6500 Sm?®/D. Fluid inflow along the well is already
very non-uniform and the distribution does not change much as the liquid rate goes up. For
these high liquid rates it seems that the frictional pressure drop increases almost linearly by
0.6 bars per 1000 Sm3/D of liquid rate. (This is to be expected for single phase laminar flow,
as can be seen if we substitute the expression for the laminar friction factor into Eq. (7.1).)

The effect of local flow barriers (calcites) is studied with the original simulation grid,
for which a stochastical calcite realization was available. The gas breakthrough comes a few
days later, and the first GOR-increase is slower, due to a more tortuous path for the gas flow
down to the well. The frictional pressure drop and drawdown increase slightly, as the inflow
is a little more uniform than without these local flow restrictions. In a way the calcites can
have a similar effect as wellbore skin, namely to increase drawdown. Furthermore, a higher
density of calcites at the heel than along rest of the well also contributes to more uniform
inflow. Almost no effect can be seen on the total oil recovery.

By lowering the maximum gas rate from 2E+406 Sm3/D to 1E+06 Sm3/D, the fric-
tional pressure drop in the well is significantly reduced. At a liquid rate of 4000 Sm?®/D, the
frictional pressure drop is 2.0 barsa with a gas flow of 2E+06 Sm®/D, and 1.3 barsa with
1E+406 Sm?/D of gas, i.e. 35 % reduction. Relative to pressure drawdown at the heel, the
frictional pressure drop is less important for the lower gas rate, but the ratio AP;/AP; is
still 50-60% and the inflow is dominated by the effect of friction.

For a target oil rate of 1000 Sm3/D there is no gas breakthrough within the 7 year
period simulated. Only a small gas cone, several meters above the well has developed. This
gas cone is almost of the same depth along the entire well, being only a couple of meters
deeper at the last half near the heel. The liquid rate stabilizes at 1500-1600 Sm3/D. The
frictional pressure drop is less than 0.2 bars, which is about 30 % of pressure drawdown at
the heel, and the inflow profile is not much affected by friction.

In this model a 1000 meter long well (Case 7) performs a lot better than a 500 meter
horizontal well. The frictional pressure drop eventually increases up to 75 % of drawdown
at the downstream end as the gas rate increases, but with the fluid inflow distributed over
a much larger area, the gas rate increases more slowly. Oil recovery is larger, due to a much
later gas break through. However, on a field scale the drainage volume of one well will
typically be much smaller than in this single well model, which covers an area of 2600 x
2800 m? and contains 46 mill. Sm® of oil. The effect of drilling longer wells will then be
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more modest.

7.4.7 Comparison with ASAPIPE

A comparison of frictional pressure drops calculated by the reservoir simulator (Eclipse)
and by the multiphase pipeflow program (ASAPIPE) is shown in Table 7.5. The MGA-
method predicts frictional pressure drops of the same magnitude as Eclipse, while the Beggs
and Brill method gives much larger pressure drops for the flow conditions investigated. The
relative difference in pressure drops is apparently depending on the flow regime.

Table 7.5: Frictional Pressure Drops in the Horizontal Well, Calculated by Eclipse and by
ASAPIPE Using the Method of Mandhane, Gregory and Aziz (MGA) and the Beggs and
Brill Method (BB), for the Flow Conditions in Table 7.3.2. (Flow Regimes Predicted by the
Beggs and Brill Method are Not Available.)

Calc. no. | Flow regime ¥ in the well Frictional Pressure Drop

from toe ! (bars)
ASAPIPE ASAPIPE Eclipse
MGA-method MGA | BB

1 450m EBF, 25m SLG 1.7 | 2.6 1.9

2 475m EBF 1.0 } 1.3 1.0

3 50m STF, 250m EBF, 175m SLG | 2.0 | 3.0 1.9

4 50m STF, 250m EBF, 175m SLG | 1.8 | 2.6 1.6

5 450m EBF, 25m SLG 33 |51 3.7

6 450m EBF, 25m SLG 3.3 |5.3 3.7

For this example, the frictional pressure drops calculated by the MGA-method range
from 11 % below the Eclipse calculated values to 13 % above. For elongated bubble flow,
also termed plug flow, the pressure drops are almost similar with the MGA-method and with
the homogeneous mixture calculation in Eclipse. When the transition from elongated bubble
flow to slug flow occurs in a region where wellbore pressure is changing slowly and most of
the pressure drop is within the slug flow regime, the MGA-method predicts larger frictional
pressure drops than Eclipse. However, when the transition to slug flow is very close to the heel
where wellbore pressure changes rapidly and both upstream and downstream pressure drops
are large, the MGA-method gives a smaller total frictional pressure drop than Eclipse, the
deviation being mainly within the short slug flow part of the well. In one of the calculations
a small discontinuity in pressure drop at the transition between the two flow regimes (EBF
and SLQ) is evident. This pressure discontinuity is probably larger for flow conditions where
pressure drops are larger, and that may be the reason why the MGA-method predicts smaller
total frictional pressure drops than Eclipse for some cases.

The Beggs and Brill method predicts 30-60 % larger frictional pressure drops than
Eclipse, for the flow conditions selected. The largest deviations occur for Calculations 3 and 4

ISTF=Stratified Flow, EBF=Elongated Bubble Flow, SLG=Slug Flow.
ITotal effective perforated length is 475 m, as the first inflow is 25 m from the toe (at the block midpoint).
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(cf. Table 7.5), where the MGA-method predicts the largest interval of slug flow. Compared
to the MGA-method, the Beggs and Brill rough pipe correlation estimates 60-120 % larger
pressure drops for the pipe segments where slug flow is predicted. For the pipe segments
where the MGA-method predicts elongated bubble flow, the Beggs and Brill method comes
up with almost identical pressure drops as the MGA-method when the GOR is very low
(close to solution gas-oil ratio), but the Beggs and Brill method has up to 45 % larger values
for larger GOR-values (when gas cap gas enters the pipe) in the same flow regime. For
stratified flow it seems like the Beggs and Brill method gives lower pressure drops than the
MGA-method, but this has no effect on the total pressure drop, as the frictional pressure
drops are very small in this flow regime. Previous studies [10] have also reported larger
frictional pressure drops with the Beggs and Brill method than by the MGA-method.

A major drawback with this comparison is that the inflow profile calculated by Eclipse
is forced into the pipeflow program. Then some of the actual difference between these differ-
ent methods of pressure drop calculation is removed. In reality, when the mutliphase pipe
flow program calculates a slightly different pressure drop over a pipe segment than Eclipse
does, the inflow along the pipe should be redistributed in the pipe flow program, due to the
dependency between wellbore pressure and inflow profiles. To do a correct comparison be-
tween different methods for frictional pressure drop calculation, the multiphase calculations
should be integrated in the reservoir simulator.

7.5 Observations and Conclusions

Based on these simulation results for a reservoir with large permeabilities, it appears
that frictional pressure drop in the wellbore only has a small influence on the cumulative
oil produced. (For the cases where oil recovery is significantly reduced (Table 7.4), major
changes have been made to the geology and these cases represent reservoirs with less favorable
properties.) Frictional pressure drop needs to be modeled properly to accurately predict the
time to gas break through and how fast the gas rate will increase. Frictional pressure
drop will dominate inflow to the wellbore when this pressure drop is significant compared
to pressure drawdown. Here, frictional pressure drop is more than 50 % of the available
drawdown at the heel end for most of the cases studied. For the more complex cases when
conditions like permeability, distance to barriers, etc. varies along the well, the relative
importance of wellbore friction may be different for each case. The position and extent of
the gas breakthrough along the well is sensitive to wellbore pressure drop, and this could
have implications for a recompletion policy to reduce gas production. For high permeability
reservoirs, like that studied here, wellbore friction cannot be neglected.

An interesting and unexpected result is that increasing skin damage seems to be
favorable for this highly productive well, and the reason is that increasing pressure drawdown
here makes the inflow profile less dominated by the frictional pressure drop. The sensitivity
simulations done suggest that the influence of friction can be reduced by controlling the
inflow or by careful well design. For further investigations it could be useful to be able to
vary inner diameter and effective roughness along the pipe in the reservoir simulator.

Somewhat surprisingly, it was found that the frictional pressure drops obtained by
the MGA-method could deviate by about 10 % on either side of the values from Eclipse, for
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certain flow conditions. The Beggs and Brill method predicted significantly larger frictional
pressure drops than the MGA-method, and other multiphase pressure drop correlations
would probably not agree with either the MGA-method or the Beggs and Brill method.
Multiphase flow correlations would normally be expected to give larger frictional pressure
drops than the homogeneous / single phase calculations in Eclipse. It is nor clear, however,
which method gives the most reliable results for different flow conditions.

Analytical methods for evaluating the effect of frictional pressure drop, as presented
by Novy[1] and Dikken[2], may be useful for understanding the phenomena and for screening
purposes, but will be too simplified to be applied for detailed studies of real wells. It may be
required to do reservoir simulations, but even the simulators have a very simplified approach
to frictional pressure drop calculations in the wellbore. More accurate solutions could be ob-
tained by incorporating better procedures for calculating pressure drops in non-homogeneous
multiphase flow, and by developing friction factor correlations more appropriate for flow in
perforated pipes, that accounts for variable perforation density and the effect of radial in-
flow through the perforations. Some results are published[5] on the effect of radial inflow for
single phase flow of water, and these need to be verified for multiphase liquid-gas flow.
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@] 400 800 1200 1600 2000 2400
1000 ~25 — ————

1400

1800

Figure 7.13: Fluid flow regions

2.4 — Case 1: Friction ettt
S Case 2: No friciton

Verticol flow

- A Horizontal flow

Figure 7.14: Vertical and horizontal inflow of oil to the well region

148



SM3
1 Qw6 BARSA

—— Case 1: Friction .
i Case 2: No friciton _J 2.8
Flow of oil —
0.00 =777 ] 2.4
o ."'--.Flow of oil A 2.0
—0.04 |~ ) ]
R Drowdown ot heel ] 1.6
Drowdown ot toe .c’mgi heet -
B Leedt T e g — 1.2
—0.08 LTt : ]
— 0.8
Drawdown at toe .
—]
—0.12 5 IR __ 0.4
P EEPE REI SR RPN SR R R R S ST R BT 0.0
(o] 400 800 1200 1600 2000 2400 )
. DAYS
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Figure 7.16: Gas rates with different grids (Mini-model)
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Figure 7.19: Frictional pressure drop in the well (Calculated as the difference between well
pressure at the toe and bottomhole pressure)
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Figure 7.21: Inflow of oil along the well, at 911 days (2.5 years) when liquid and gas rates
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Figure 7.22: Oil and gas production rates with different levels of wellbore friction
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Figure 7.23: Frictional pressure drop in the well (Calculated as the difference between well
pressure at the toe and bottomhole pressure)
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Figure 7.24: Pressure profile in the well, at 911 days (2.5 years) when liquid and gas rates
are high
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Figure 7.25: Inflow of water along the well, at 911 days (2.5 years)
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Figure 7.26: Inflow of oil along the well, at 911 days (2.5 years)
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Figure 7.27: Inflow of gas along the well, at 911 days (2.5 years)
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Figure 7.28: Oil and gas production rates with different skin damage
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Figure 7.29: Inflow of oil along the well, at 30 days, before gas breakthrough
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Figure 7.30: Frictional pressure drop in the well (Calculated as the difference between well
pressure at the toe and bottomhole presssure)
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Figure 7.31:,0il and gas production rates with different wellbore diameters
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Figure 7.32: Frictional pressure drop in the well
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Figure 7.33: Ratio of frictional pressure drop to drawdown at heel
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Figure 7.34: Inflow of oil along the well, at 30 days
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Figure 7.35: Inflow of gas along the well, at 911 days (2.5 years)
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Figure 7.36: Oil and gas production rates with different levels of permeability
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Figure 7.37: Inflow of oil along the well, at 30 days
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Figure 7.38: Inflow of gas along the well, at 911 days (2.5 years)
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