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Abstract

Recent field studies have |ed to the discovery of trace quantities of plutonium originating
from the BENHAM underground nuclear test in two groundwater observation wells on Pahute
Mesa at the Nevada Test Site. These observation wells are located 1.3 km from the BENHAM
underground nuclear test and approximately 300 m from the TY BO underground nuclear test. In
addition to plutonium, several other conservative (e.g. tritium) and reactive (e.g. cesium)
radionuclides were found in both observation wells. The highest radionuclide concentrations were
found in awell sampling awelded tuff aquifer more than 500 m above the BENHAM emplacement
depth. These measurements have prompted additional investigations to ascertain the mechanisms,
processes, and conditions affecting subsurface radionuclide transport in Pahute M esagroundwater.

Thisreport describes an integrated modeling approach used to simulate groundwater flow,
radionuclide source release, and radionuclide transport near the BENHAM and TYBO
underground nuclear tests on Pahute Mesa. The components of the model include aflow model at
ascale large enough to encompass many wells for calibration, a source-term model capable of
predicting radionuclide rel eases to aquifers following complex processes associated with non-
isothermal flow and glass dissolution, and site-scal e transport models that consider migration of
solutes and colloids in fractured volcanic rock. Although multiple modeling components
contribute to the methodol ogy presented in thisreport, they are coupled and yield results consi stent
with laboratory and field observations. Additionally, sensitivity analyses are conducted to provide
insight into the relative importance of uncertainty ranges in the transport parameters.
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Nomenclature

ANOVA Analysis of Variation

BFCU Bull Frog Confining Unit

CAU Corrective Action Unit

CHZCM Calico Hills Zeolitic Composit Unit

DOE U.S. Department of Energy

DRI Desert Research Institute

FEHM Finite Element Heat and Mass transfer code
GDPM Generalized Dual-Porosity Model

HSU Hydrostratigraphic Unit

IT International Technology Corporation
LANL Los Alamos National Laboratory

LLNL Lawrence Livermore National Laboratory
MG Melt Glass

NTS Nevada Test Site

PEST Parameter Estimation SofTware

RN Radionuclide

RTTF Residence Time Transfer Function particle tracking
SPTR Streamline Particle Tracking

THC Thermal-Hydrologic-Chemical

TSA Topopah Spring Aquifer

UGTA Underground Test Area

USGS U.S. Geological Survey

WPM Western Pahute Mesa

Note: Additional hydrostratigraphic nomenclature in Table 2-1 and radi-
onuclide nomenclature in Table 1-1.
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ER-20-5 wells and at the NTS boundary. Note that only Pu-colloid breaks through
to the wellSand NTS DOUNGANY. .......cccoiiiiriiiirieeee e 7-48
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Figure 7-44. Cumulative mass at the ER-20-5 wells for flow-field realization,
BASE-CA SE source (Source 1a) function, and base-case transport parameters. For
Pu-colloid results, it is assumed that 1/10 000 of total Pu is transported with
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Figure 7-45. Cumulative mass at the NTS boundary for flow-field realization #3,
BA SE-CA SE source function (Source 1a), and base-case transport parameters.
For Pu-colloid results, it is assumed that 1/10 000 of total Pu is transported with
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Figure 7-46. Estimated Pu-colloid concentrations in groundwater at the ER-20-5 observation
wells and at the NTS boundary for flow-field realization #3, Source 1a, and base-case
transport parameters. Inset shows log scale of concentration to highlight low, but
non-zero, simulated concentration at ER-20-5 #1 for thisrealization. ...........cccceeueeee. 7-51

Figure 7-47. *Breakthrough bars’ for 7 sensitivity cases for BASE-CASE source thermal
conditions (Source 1A, Table 6-9). Each bar represents the average total amount of
tritium crossing the NTS boundary after 30 years, 100 years, and 1000 years for all
30 flow-field realizations. Error bars represent one standard deviation for the 30
different flow fields.
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Figure 7-48. *“Breakthrough bars’ for 7 sensitivity cases (using Source 1A, Table 6-9). Each
bar represents the average total amount of 36Cl crossing the NTS boundary after
30 years, 100 years, and 1000 years for all 30 flow-field realizations. Error bars
represent one standard deviation for the 30 different flow fields. ..o 7-54

Figure 7-49. *“Breakthrough bars’ for all 13 sensitivity cases (using Source 1A, Table 6-9).
Each bar represents the average total amount of U crossing the NTS boundary
after 30 years, 100 years, and 1000 years for al 30 flow-field realizations. Error
bars represent one standard deviation for the 30 different flow fields. ........................ 7-55

Figure 7-50. *“Breakthrough bars’ for all 13 sensitivity cases (using Source 1A, Table 6-9).
Each bar represents the average total amount of Np crossing the NTS boundary
after 30 years, 100 years, and 1000 years for al 30 flow-field realizations. Error
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Figure 7-51. *“Breakthrough bars’ for all 13 sensitivity cases (using Source 1A, Table 6-9).
Each bar represents the average total amount of Pu-Colloid crossing the NTS
boundary after 30 years, 100 years, and 1000 years for all 30 flow-field realizations.
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Figure 7-52. Impact ratios for tritium transport to the NTS boundary for simulations of
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Figure 7-54. Impact ratios for chlorine-36 transport to the NTS boundary for simulations
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Figure 7-55. Impact ratios for uranium transport to the NTS boundary for simulations
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Figure 7-56. Impact ratios for neptunium transport to the NTS boundary for simulations
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Figure 7-57. Impact ratios for Pu-colloid transport to the NTS boundary for simulations

Lo 00 V7= S 7-62
Figure 7-58. Impact ratios for Pu-colloid transport to the NTS boundary for simulations
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Figure 7-59. The mass flux and cumulative mass curves of tritium for the deterministic
simulations of low fracture porosity and high fracture porosity in the LAVA at the
NTS boundary. The late-arriving high-porosity 3H has less mass because more
radioactive decay has OCCUITEU. .........ccceevueieeiieie et 7-66

Figure 7-60. The mass flux and cumulative mass curves of 3°Cl for the deterministic
simulations of low fracture porosity and high fracture porosity in the LAVA at the
NTS boundary. The late-arriving high-porosity 3Cl has comparable mass because
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EXECUTIVE SUMMARY

I ntroduction

Recent field studies have led to the discovery of trace quantities of plutonium in two
groundwater observation wellsoriginating from the BENHAM underground nuclear test (Kersting
et a., 1999). These wells are located 1.3 km from BENHAM and approximately 300 m from the
TYBO underground nuclear test on Pahute Mesaat the Nevada Test Site. In addition to plutonium,
several other conservative (e.g. tritium) and reactive (e.g. europium) radionuclides were found in
both observation wells. The radionuclides were discovered in observation well ER-20-5 #3, which
samples alavaformation at about the same elevation as the working point of BENHAM, and in
observation well ER-20-5 #1, which samples a welded tuff aquifer more than 500 m above
BENHAM'’sworking point. The welded tuff aquifer sasmpled by well ER-20-5 #1 is aso located
just above TYBO' sworking point.

Because these field studies have indicated the mobility of radionuclides in Pahute Mesa
groundwater systems, they have prompted additional investigations to ascertain the mechanisms,
processes, and conditions affecting subsurface radionuclide transport. This study integrates field,
laboratory, and other modeling datainto amodeling processthat captures the rel evant mechanisms
affecting plutonium and other radionuclide transport in Pahute Mesa groundwater. Specifically,
this study has the following goals:

1. Present amodeling approach for studying radionuclide migration in Western Pahute
Mesa groundwate.

2. Integratefield, laboratory and other modeling datainto a framework for assessing pro-
cesses and mechanisms associated with the observations of plutonium and other radio-
nuclides found in the ER-20-5 observation wells southwest of TYBO.

3. Provide amethodology for evaluating parameter sensitivity in model predictions and
the worth of new or existing data.

This executive summary describes briefly the integrated modeling approach used to
simulate groundwater flow, radionuclide source release, and radionuclide transport near the
BENHAM and TY BO underground nuclear tests on Pahute Mesa. A sub-CAU (Corrective Action
Unit) model is employed to calibrate hydrologic parameters for the source and site-scale analyses
of radionuclide transport at BENHAM. Source-term models are used to investigate vertical
convection and dissolution of radionuclidesfrom the melted rock referred to asmelt glass(MG) in
the chimney created after a nuclear explosion. The source-term models are then used as input to
the site-scale model s, which are used to eval uate the downstream migration of radionuclidesto the
observations wells and the Nevada Test Site (NTS) boundary. Although multiple modeling
components contribute to the methodology, they are coupled and yield consistent results. This
modeling approach achieves results consistent with laboratory and field observations.
Discrepancies between model results and field observations are explained and recommendations
for improvement are provided.

Along with alarge number of data sets, different models are integrated in this study to
provide aframework for evaluating process-level complexities. Process models are abstracted into
application models, which can be broken down into three component groups:

1
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e Sub-CAU flow modd,
* Source term models, and
« TYBO/BENHAM site-scale transport models.

Combined, these components are used to consider (1) complex flow in layered, faulted, and frac-
tured volcanic tuff; (2) thermal issues associated with radionuclide release from MG and cavity-
chimney systems; and (3) radionuclide transport in fractured media, including fracture properties,
diffusion, groundwater chemistry, colloids, fracture mineral exposure, and heterogeneity. In the
latter two components, process model s capture mechanistic complexities associated with the stud-
ied system. Based on the processes that most affect the system’ s response, areduction in complex-
ity isthen invoked to enable efficient screening, sensitivity testing, and uncertainty analysis.

Because parameters used to model these three components are inherently uncertain, we
conduct and analyze sensitivity simulations for each component. By using expected values
(calibrated in the sub-CAU flow model component, culled from data sets and process models for
the transport models), this modeling system predicts field observations of hydraulic head and
radionuclide concentrations well. Thus, even amidst parameter uncertainty, the methods and
results presented in this report provide areliable framework that effectively addresses flow and
transport processes. The sensitivity studies provide insight and guidance for CAU-scale modeling
studies that may require confidence intervals on contaminant boundaries.

Sub-CAU Model Calibration

There are not enough wells in the immediate vicinity of TYBO and BENHAM to
characterize adequately the hydrol ogic system for predictions of radionuclide transport away from
BENHAM. Specifically, flow complications associated with large-scale vertical and horizontal
gradients and the neighboring Boxcar Faults cannot be captured adequately without taking into
consideration aregion that extends well beyond the potential solute pathways away from these
tests. Therefore, asub-CAU domain was selected on which to calibrate material propertieswith the
goals of preserving observed gradients and providing defensible boundary conditions for high-
resolution, site-scale modeling.

The sub-CAU flow model calibration was conducted with the groundwater flow model
FEHM (Finite-Element Heat and Mass transport; Zyvoloski et al., 1997) and the automatic
parameter estimation software package PEST (Doherty, 2000). FEHM was modified to integrate
into PEST thereby providing a straightforward calibration process. Calibrating the sub-CAU
model begins with permeability estimates for each hydrostratigraphic unit (HSU), head
interpolationsaong the boundaries, and flux estimatesfrom other studies. Simulationswith FEHM
and PEST provide optimized HSU permeabilities that minimize the difference between observed
and modeled heads in wells within the domain. Additionally, an assessment of the flow model’s
sensitivity to each calibrated permeability is provided with this method. Although the model
matches observed heads very well, the sensitivity analysis indicates that the results are not unique
due to data sparseness in the domain.

The calibrated model captures upward gradients from adeep aquifer with low permeability
confining units. A small downward gradient in the thin upper vol canic units, also preserved by low
permeability confining units, isaffected by local recharge. A large gradient acrossanorth-trending
fault is preserved with reduced fault-zone permeabilities. However, no such gradient exists across
the east-trending fault in the domain, and as aresult calibration parametersfor such fault-zones are

2
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different. This specific difference between the north and east trending fault properties may be a
meaningful indicator for larger-scale domains.

Source-Term Models

A fully coupled, two-dimensional thermal-hydrologic-chemical (THC) transport model
and a three-dimensional source-term abstraction model complement each other in predicting
source rel eases to the site-scale domain. Both models simulate transient convective cellsthat form
and then decay due to initial heating and subsequent cooling within the cavity-chimney system.
The THC model solves simultaneously the transient, heat-affected flow field, as well asthe
complex chemistry associated with melt-glass (MG) dissolution. In addition to predicting the
evolution and decay of thermal convection cells, the THC model predictsasignificant relationship
between the effective M G-dissolution rate and the MG temperature. At higher temperatures, the
dissolution rate is limited by the rate at which dissolved species diffuse away from the MG.

The relationships for M G-dissolution rate in the non-isothermal source region are applied
to a particle release function for athree-dimensional source-term model. Thismodel simulatesthe
transient thermal flow and cooling processes in the cavity-chimney system and couples particle
releasein the M G to the temperature-dependent dissol ution processesidentified in the THC model.
As the temperature of the MG cools during simulation, the particle-release rate from the MG
decreases consistently with the more rigorously cal culated M G-dissolution rate of the THC model.
The efficiency of the three-dimensional source-term model allows for consideration of multiple
sensitivity cases based on uncertainty in cavity-chimney hydrologic properties as well as
uncertainty ininitial thermal conditions. For each sensitivity simulation, mass fluxes of 14
radionuclides exiting the source region and entering the site-scale flow domain are computed. A
particularly elegant component of the source term model is the development of a characteristic
guantifier, the Rayleigh Number, that is used to assess the potential of a cavity-chimney systemto
support thermal convection cells and vertical transport of sorbing and non-sorbing solutes.
Essentially, the Rayleigh Number provides aratio of the forces that promote convection and
vertical transport to those that dampen them. Thus, once thermal conditions and rock properties
have been established (or chosen for sensitivity analysis), rough estimates can be provided before
conducting any numerical simulation.

Site-Scale Transport M odels

The site-scale domain of BENHAM and TYBO is approximately 3 km on aside and
discretized at a much higher resolution than the sub-CAU flow model. Model subcomponents
contributing to the assessment of radionuclide migration in the site-scale domain include the
following:

* Development of areactive, colloid-facilitated transport model for fractured rock,

» Verification of the model against laboratory experiments,

» Development of amethodology for considering fracture-matrix interactionsin field-scale
simulations,

» Extension of the model for other radionuclides,

» Site-scale application in heterogeneous material,

» Abstraction of the method to a highly efficient particle-tracking approach using convolution
integration,
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» Comparison of simulations with field observations of radionuclide concentrations, and
» Sensitivity analysis of uncertain transport parameters.

Site-scale modeling is performed with a field-scale reactive-process-level model and a
field-scale particle-tracking model. Based on finite-volume continuity equations, the process
model can simulate the complexities of rate limited reactions and interspecies reactions. The
particle-tracking model captures the key processes with an efficient algorithm suitable for
extensive sensitivity analysis.

Field-Scale GDPM Reactive Transport Process Model

The reactive transport process model used to match column studies of colloid-facilitated
plutonium transport is extended to the field scale to provide insight and justification for

simplificationsin the field-scal e particle-tracking model. The extension involves implementation
of the Generalized Dual-Porosity Model (GDPM) which simul ates coupled reactive transport with
the fracture-matrix interactions along streamtubesin heterogeneous three-dimensional flow fields.
Conclusionsresulting from the site-scal e process model simulationsin asingle heterogeneousflow

field include the following:

*  With base-case parameters, migration of plutonium and other radionuclidesfrom BENHAM to

observation well ER-20-5 #3 isfeasible in less than 30 years only if kinetic reactions with

colloids are considered. This result is conditioned by the fact that the lava formation sampled
by well ER-20-5 #3 ismaintained in the heterogeneous attribute map as a semi-intact lithologic

unit between BENHAM and the observation well.

» Thewelded tuff aquifer sampled by well ER-20-5#1 (wherethe highest level of plutoniumwas

observed) is not maintained as a continuous unit between BENHAM and the observation well

in all geostatistical simulations of heterogeneous attribute distributions (it is not continuousin

the specific realization highlighted in this study). Most transport pathlines between BENHAM

and well ER-20-5#1, in any of the heterogeneousfields, are not exclusively in fractured media
Significant retardation occursin unfractured material asaresult of slow velocities and sorption

to matrix minerals. Possible extensions of thiswork include: (1)conditioning the welded tuff
so that it is continuous in the models (as was done for the LAV A) or (2) selecting and
discarding realizations based upon their consistency in transport simulations with field
observations of radionuclide at ER-20-5 #1.

» Themost sensitive parameters are the groundwater’ s Eh, the colloid site concentration, and the

available reactive surface area of fracture minerals.
*  Uranium, neptunium, and strontium are the only reactive radionuclides that demonstrate

mobility of more than a hundred meters the absence of colloids. Breakthrough of strontium at
the NTS boundary in less than 1000 years could be simulated only with the most conservative
(i.e., most conducive to supporting mobility in groundwater) set of transport parameters drawn
from therangesof uncertainty. However, for most parameter sets some uranium and neptunium
are generally simulated to migrate more than akilometer in less than 1000 years. Migration of

these radionuclides is most sensitive to matrix Kd and fracture mineral reactive surface area.
Variationsin Eh were not considered for uranium and neptunium.

«  The nonreactive radionuclides (°H, 14C, 3CI, %°Tc, and 12°1) experience diffusion and
radioactive decay in their otherwise unretarded migration from the source to the NTS

boundary. Only 3H showssi gnificant reduction in mass dueto its short half-life. Travel times

of lessthan 50 yearsfrom BENHAM to the NT S boundary inthe continuously fractured LAVA

4
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are estimated. Total mass breakthrough for any of these non-reactive speciesisvery small, but
similar to the total mass entering the site-scale model from the source-term simulations.

Field-Scale Reactive Particle-Tracking Transport Model

Although the site-scale GDPM reactive transport model accounts explicitly for kinetic
chemical reactions and competitive speciation reactions, it isalso computationally intensive. After
analyzing results from the reactive transport process model, we determined that the most
significant processes could be simplified and modeled by using a highly efficient particle-tracking
model. The particle-tracking model is based on two key components:

» Three-dimensional, reactive dual-porosity particle-tracking simulations of unit source
(instantaneous pulse) transport within site-scale flow fieldsto obtain unit source breakthrough
curves.

» Convolution of the unit source breakthrough curves at observations wells and at the NTS
boundary with transient source functions from the source term model to create individual
radionuclide breakthrough curves.

The site-scale particle-tracking model is used for both deterministic HSU and
heterogeneous representations of material properties. On the deterministic property field,
simulations closely match the observations of al radionuclides found at both ER-20-5 wells,
considering that the source rel eases are based on unclassified average inventory values. Simulated
arrival times and concentrations are consistent with field observations, considering that the source
term is based upon unclassified inventories that are not specific to any specific test. The results
support the assessment of Kersting et a. (1999) that the plutonium found in both wells originated
at BENHAM. Further supporting this argument are transport simulations specifying BENHAM as
the source of the other radionuclides found in the ER-20-5 wells. However, sensitivity analyses
indicate the possibility of TYBO related radionuclides migrating to observation well ER-20-5 #1,
but not to ER-20-5 #3. Thus, BENHAM iseither the sole sourcefor all radionuclidesin both wells
or it isthe sole source for those found in ER-20-5 #3, with TY BO contributing some or compl etely
to the observationsin ER-20-5 #1. Because the plutonium found in both wells fingerprints only to
BENHAM and because Kersting et a. (1999) argue that mixing of Pu originating at both
BENHAN and TYBO is unlikely, we speculate that TYBO releases are not captured in any
significant quantitiesat ER-20-5#1. Rather, the plumefrom TYBO evolves east of the observation
wells. Many, of the simulations on heterogeneous attribute maps support the hypothesisthat TY BO
releases are not captured by ER-20-5 #1.

With the site-scale particle-tracking model, spatial attribute distributions, transport
parameter uncertainty, and source term uncertainty are evaluated taking into consideration the
following:

» Thirty heterogeneous flow fields.

» Tworeleaselocations, onein alavaformation and the other in ashallower welded tuff aquifer.
» Six radionuclide classes representing 14 radionuclides.

» Upto 11 transport parameter sensitivity combinations.

* Upto 6 source functions (3 for non reactive radionuclides).

These combinations represent more than 25 000 breakthrough curvesfor aset of analysesthat iden-
tify the uncertain parameters to which the results are most sensitive. Summarizing the results, ma-
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trix Kd dominates the sensitivity analysisfor U and Np transport that results from the large range
of uncertainty considered for this parameter. Transport results for U and Np are also sensitive to
fracture aperture and fracture porosity, parameters that ultimately affect how much diffusion can
occur. Only filtration and groundwater velocity, a function of fracture porosity, affect the migra-
tion rate of the solute-colloid species. Finally, the sensitivity study demonstrates that the transport
predictions are sensitive to the source-term model results. Several different source term scenarios,
within our range of uncertainty, are examined to evaluate their impact on massflux at downstream
locations. The results show a complex relationship between the cavity-chimney system properties
and transport in the site-scale model. Specifically, processesthat preclude vertical migration in the
chimney sometimes enhance release ratesto the lower aquifer. Thus, an important considerationis
how the continuity of the aquifersis represented in the models.
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Chapter 1: Introduction

1.1 Introduction

The NevadaTest Site (NTS) isthe United States’ continental nuclear weaponstesting site.
Between 1951 and 1992, 828 underground tests were conducted at the NTS (DOE, 2000). The
larger underground tests were conducted at Pahute Mesa, where both the BENHAM and TYBO
tests are located (Figure 1-1). The BENHAM underground nuclear test was detonated 1.4 km
below the surface of Pahute Mesa on December 19, 1968; it had an officially announced
1.15-megaton yield. The TY BO test was executed May 14, 1975, at adepth of 765 m; itsofficially
announced yield was between 200 to 1000 kt (DOE, 2000).

| NTS boundary
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Figure 1-1. The Nevada Test Site (NTS) and the specific locations of the BENHAM and TYBO
tests.

Observation wells ER-20-5 #1 and ER-20-5 #3 are approximately 300 m southwest of
TYBO and were completed in 1995 and 1996, respectively (DOE, 1997a). ER-20-5 #1, drilled to

1-1
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adepth of 860.5 m, samples the Topopah Spring welded tuff formation, the same formation in
whichthe TYBO test was emplaced (Pawloski, 1999). ER-20-5 #3, drilled to adepth of 1267.2 m,
samples alava formation within the Calico Hills formation. This lava formation, mapped by
Prothro and Warren (2001), is expected to be the same lava formation up to which the BENHAM
cavity extends (Pawloski, 1999). Sampling of these observation wells between 1996 and 1998
indicates test-related levels of isotopes for hydrogen, carbon, chlorine, strontium, technetium,
iodine, cesium, cobalt, europium, americium, and plutonium (see Tables 1-1 and 1-2).

Increased attention to these observation wells began with the analyses of Kersting et al.
(1999), who focussed on the low levels of plutonium (Pu) found in the two observation wells. Pu
was detected in ER-20-5 #3 at approximately the elevation of the BENHAM working point and in
ER-20-5 #1, approximately 500 m above the lava (see Figure 1-2). The concentration of Pu
measured in the welded tuff aquifer sasmpled by ER-20-5 #1 (0.63 pCi/L) is significantly higher
than the concentration measured in the lavaby ER-20-5 #3 (0.011 pCi/L). In both cases, the Puwas
found associated with colloidal material.

Initially, the radionuclides found in the observation wells were assumed to have originated
from the TYBO test because of its proximity to the observation wells. However, isotopic
fingerprinting by Kersting et al. (1999) indicated that the Pu originated at BENHAM, not TYBO.
This observation suggests that Pu, previously considered immobile, in fact migrated 500 m
vertically and 1300 m horizontally. Possible mechanisms explaining these data findings are Pu
migration via ground water transport and/or prompt injection. However, as Kersting et al. (1999)
point out, it seems unlikely that Pu from BENHAM was blasted and deposited to the distances
necessary for observation at the two separate ER-20-5 wells, thus diminishing the plausibility of
prompt injection asthe only migration mechanism. Further, because the Pu detected in the ER-20-5
wells was entirely associated with colloids, Pu migration via groundwater transport isimplied.
There are no diagnostic fingerprintsto link any of the other radionuclidesfound in the observations
wells to one source or another. Further, whereas colloid-facilitated transport of plutonium is
implicated by its association with colloidal material, transport of several of the other radionuclides
are governed by advection, dispersion, and matrix diffusion, not by reactions with mobile and
immobile materials.

1.2 Study Objectives

The observations reported by Kersting et al. (1999) and the proximity of Area 19 teststo
the NTS boundary accentuate the need to understand the transport of sorbing and nonsorbing
radionuclides in Western Pahute Mesa groundwater systems. Therefore, the objectives of this
study are as follows:

1. Present amodeling approach to study radionuclide migration in Western Pahute Mesa
groundwater.

2. Integratefield, laboratory, and other modeling data into a framework to assess pro-
cesses and mechanisms associ ated with the observations of Pu and other radionuclides
found in the ER-20-5 observation wells southwest of TYBO.

3. Provide amethodology to evaluate parameter sensitivity in model predictions and the
value of new or existing data.

1-2
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Figure 1-2. Cross-section along Transect A-A’ in Figure 1-1 showing possible migration paths of

plutonium away from BENHAM.

The motivation for this work involves understanding how Pu, previously considered immobile in
groundwater, could migrate more than a kilometer from BENHAM to the ER-20-5 observation

wells. However, one related issue addressed in the site-scal e transport sections outlined below in-
volvesthe potential for radionuclide migration from TY BO to the ER-20-5 observation wells. Ker-

sting et al. (1999) show through isotopic fingerprinting that the Pu found in both ER-20-5

observation wellslikely originated at BENHAM. The modeling presented in this report considers
the broader context of all radionuclides (not fingerprinted as Pu was) and provides aframework for
considering the importance of agquifer heterogeneity and how it is modeled and verified under

sparse data conditions.

1.3 Model Components: A Road Map Through the Document

This study can be broken down into three primary components:

» sub-CAU (Corrective Action Unit) flow model calibration and site-scale flow model

devel opment,
» source term modeling
« TYBO/BENHAM site-scale transport modeling.

These components have the following relationships:
1-3
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* Thesub-CAU flow model provides boundary conditions for the higher resolution site-scale
flow model.

» The source-term models provide transient radionuclide release functions into the site-scale
domain.

» Site-scale transport models are used to simulate migration of radionuclides away from
BENHAM and TYBO, with consideration to arrivals at the ER-20-5 wellsand the NTS
boundary. Site-scale flow and transport are conducted on hydrostratigraphic unit (HSU)
stratigraphy and on heterogeneous realizations of material properties.

For both the source-term model and the site-scale transport models, the transport calculations are
conducted predominantly with particle-tracking solutions. However, for both the source-term and
the site-scal e transport models, detailed mechanistic models considering processes more compli-

cated than those allowed in the particle-tracking model are developed to provide an increased un-
derstanding of fundamental processes, as well asabasis for the simplifying assumptions invoked
with the particle-tracking solver.

The efficiency of the particle-tracking models allowsfor multiple realizations that address
model sensitivity and parameter uncertainty. Further, the source-term model represents a process
that can be readily extended to other sources. In addition, the site-scale particle-tracking model is
readily extendable to CAU-scale transport simulations. Figure 1-3 highlights the components for
the various models used in this study. The next sections describe each model’ s purpose in greater
detail.

1.3.1 Sub-CAU Flow Model

The sub-CAU flow model calibration ensuresthat the model reproducesfield observations
of head that are used to evaluate the role of faultsin western Pahute Mesa. It is also used to
constrain the hydrologic parameters employed in the transport simulations.

Chapter 2 provides an overview of the hydrostratigraphy on Pahute Mesa and defines the
boundaries for the sub-CAU and site-scale model domains used in this study. The HSUs defined
in this chapter are the units for which permeabilities are determined in the calibration exercise.

Chapter 3 introduces all of the components of the flow model, including boundary
conditions, head observations, recharge, vertical gradients, thermal gradients, assumptions, and
data quality issues. Sub-CAU flow modeling is performed on an unstructured finite-element grid,
described in Appendix A, designed to capture the complex geometric shapes of the HSUs.

Chapter 4 describes the calibration calcul ations performed with the Finite Element Heat
and Mass transport (FEHM) code (Zyvoloski et a., 1997) flow model and PEST parameter
estimation software (Doherty, 2000). Results from this calibration provide the hydrologic control
for the boundary conditions on the site-scale model used for transport calculations.

1.3.2 Site-Scale Flow Model
The site-scale domain is discretized at a much higher resolution than the sub-CAU domain
to support spatial variability in heterogeneous attributes and to provide for more accurate transport

calculations. Researchers at the Desert Research Institute (DRI) provided 30 maps of lithologic
classes and the corresponding hydraulic conductivities.
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FLOW MODELS

Site-Scale Flow Model - FEHM

Processes Modeled

o Steady-state flow in BENHAM and TYBO vicin-
ity.

Characterigtics:

« Boundary conditions from Sub-CAU flow model.

» CAU deterministic hydrostratigraphy.

» 30 geostatistical attribute fields.

 Structured high-resolution grid.

L

Sub-CAU Flow Model - FEHM

Processes Modeled

» Flow with depth-dependent thermal propertiesto
provide boundary conditions for the site-scale
model.

* HSU permeabilities calibrated.

Characteristics

» CAU deterministic hydrostratigraphy.
» Unstructured finite-element grid.
 Faults considered as discrete features.

BENHAM 3-D Source Model - FEHM

Processes Modeled

» Coupled non-isothermal transient flow, glass dis-
solution, and particle transport in BENHAM cav-
ity/chimney system.

* Flow- and temperature-dependent glass dissolu-
tion and particle rel ease based on THC model
results.

 Linear sorptionin chimney.

Characteridtics:

 Provides mass flux of sorbing and non-sorbing
radionuclides into the TSA and LAVA aquifers.

 Considers multiple chimney material properties
and thermal conditions for sensitivity analysis.

+ No agueous speciation (e.g., PuO,(CO)3), rock-

I
BENHAM SOURCE;TERM MODELS

BENHAM 2-D Coupled THC Mode -

FLOTRAN (Appendix B)

Processes Modeled

 Coupled non-isothermal transient flow, glass dis-
solution, and full reactive transport in BENHAM
cavity/chimney system.

Characteristics:

* Sorption (complexation/ion exchange) of Pu to
rubble not considered.

* Investigates role of changing geochemical condi-
tionsin complex transient system (such as chang-
ing pH, silica dependent dissolution rates, etc.).

Characteristics:

* Highly efficient - multiple realizations considered
for sensitivity of source term, flow field, and
transport parameters.

» No speciation reactions (e.g., no Pu-colloid reac-
tions).

* Equilibrium sorption reactions with fracture coat-
ings and matrix material.

» Deterministic and 30 heterogeneous realizations
considered.

» Simplification of speciation and sorption by
assuming unchanging groundwater chemistry.

* |sothermal flow fields.

* Also used to investigate TYBO releases.

water reactions, or pH variations. ] o _'
v TRANSPORT,MODELS y
Site-Scale Particle Transport M ode! - || Site-Scale Reactive Transport Mode -
FEHM <« | FEHM (Appendix F)
Processes Modeled | | Processes Modeled
* Reactive, dual-porosity transport in steady-state | ¢ Reactive, dual-porosity, solute, and colloid-facili-
3-D flow fields. tated Pu transport along steady-state streamtubes

ina3-D flow field.
Characteridtics:
 Kinetic Pu-Colloid reactions.
* Equilibrium sorption reactions with fracture coat-
ings and matrix material.
» Only one heterogeneous realization considered.
 Speciation and sorption (but simplified by assum-
ing unchanging groundwater chemistry).
Isothermal flow fields.
Generalized Dual Porosity Model (GDPM) for
fracture-matrix interactions.

Figure 1-3. Models used in this study
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Chapter 5 describes the flow fields computed on the heterogeneous attribute maps and
comparesthem with flow fields computed on the deterministic HSU stratigraphy. Theseflow fields
providethebasisfor all site-scaletransport cal cul ations performed throughout the remainder of the
study. Appendix C describes the dual-porosity particle-tracking code used to (a) highlight flow
pathsin the flow fields, (b) create streamtubes for reactive transport calculations, and (c) serve as
the transport module for the site-scale particle-tracking model.

1.3.3 Source-Term Model

Chapter 6 presents the three-dimensional source-term model that provides fluxes of
radionuclides into the aquifers of the site-scale flow domain. The source-term model captures
transient three-dimensional non-isothermal flow processes in the BENHAM cavity-chimney
system. A highly efficient particle-tracking model simulates the dissolution of cavity melt glass,
the mobilization of radionuclidesin the melt glass, and the transport of solutesin thisflow system.
Used to conduct extensive parameter sensitivity studies and provide all of the source termsfor the
site-scale transport models, the particle-tracking model simplifies some of the coupled processes
that likely occur in the source region. Therefore, Appendix B describes a fully coupled thermal -
hydrologic-chemical (THC) model that solves simultaneously the transient heat-affected flow
field, aswell asthe complex chemistry associated with melt-glass dissolution. Thismodel provides
a glass-dissolution rate relationship with temperature for the more efficient particle-tracking
source-term model. Chapter 6 also describes the development and use of Rayleigh Numbers for
assessing thermal convection potential in cavity-chimney systems.

1.3.4 Site-Scale Transport Model

Chapter 7 presents afield-scale transport simulator that is highly efficient and worksin
three-dimensions. Based on particle-tracking and convolution integrals, this model is used to
estimate radionuclide concentrations at the ER-20-5 observation wells and to conduct an extensive
parameter sensitivity analysisinvolving 30 heterogeneous flow fields, up to 6 different source
functions, 11 transport parameter sensitivity variations, and 6 different classes of radionuclides. A
statistical analysisof variation (ANOV A) performed on the substantial set of results hel psidentify
parameters to which model simulations are most sensitive.

M echanistic reactive transport process modelsin Appendix D and Appendix F provide
support for simplifying assumptionsin the particle-tracking transport model. Appendix D presents
the reactive transport model derivation and describes simulations of colloid-facilitated plutonium
transport in alaboratory column experiment. Appendix F extends the reactive transport model for
site-scale simulations using the new Generalized Dual-Porosity Model (GDPM) described in
Appendix E. In these appendices, data tables are compiled that present ranges of uncertainty for
parameters affecting radionuclide transport in Western Pahute Mesa aquifers. Using source
functions computed with the source-term model, the reactive transport model simulates
radionuclide transport on a heterogeneous flow field. Reactive transport parameter sensitivity
studies highlight parameters to which model simulations are most sensitive.
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1.4 Computer Codes Used In This Study

1.4.1 Finite-Element Heat and Mass Transfer Code (FEHM)

The primary code used in this study is FEHM (Zyvoloski et a., 1997), afinite-element/
finite-volume groundwater flow simulator with three different coupled transport options. FEHM is
maintained at Los Alamos National Laboratory (LANL) in software configuration management
with quality assurance, verification, and validation documentation (Dash et a., 1997; Dash, 2000,
2001).

Sub-CAU and Site-Scale Flow Models

For these flow model simulations, FEHM is used to simulate steady-state, single-phase
groundwater systems. Although the coupled thermal solution capability in FEHM is not
implemented, the code does correct groundwater viscosity as afunction of temperature, specified
according to a geothermal gradient. Aquifer materials are represented with a single continuum
approach because fracture-matrix interactions (as they affect storage and release of water) are not
relevant in steady-state flow calculations.

Source Term Model

For the source-term model in Chapter 6, FEHM isused to simulate non-isothermal transient
flow coupled with particle-tracking solute transport. Particles are released from the melt glassasa
function of glass dissolution (a function of flow and temperature). The particles move with the
water, with those representing reactive solutes sorbing vialinear Kd relationships.

Site-Scale Reactive Transport Model

Dual-porosity reactive transport is simulated along stream tubes in the three-dimensional
site-scale flow model (Appendix F). For multiple radionuclides, the processes of agueous
speciation, sorption to fracture minerals, diffusion into matrix material, and sorption-to-matrix
minerals are considered. Additionally, plutonium sorption to colloids is modeled. These
simulations all assume constant temperature and constant groundwater chemical composition.

Site-Scale Particle-Tracking Transport Model

Dual-porosity particle tracking is used in Chapter 7 to simulate radionuclide transport in
the three-dimensional site-scale flow model. Although this model does not consider interspecies
reactions, it does take into account sorption to both fracture minerals and matrix minerals. These
simulations all assume constant temperature and constant groundwater chemical composition.

1.4.2 FloTran

Coupled THC Source-Term Model

Appendix B describes atwo-dimensional fully coupled thermal-hydrol ogic-chemical
source-term model. Whereas the three-dimensional source-term model uses particle tracking for
the solute transport calculations, this model includes consideration of changing chemical
conditions in the transient flow field. For example, the evolution of pH is accounted for in this
coupled model. The computer code FloTran was used for the calculations recorded in this
appendix. It was developed by the researcher responsible for the work and has been cited in peer
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reviewed publications and reports, where it was used for solving mechanistic reactive solute
transport problems (Callahan et al., 2002; Lichtner, 2000, 2001).

1.5 Review of Sampling and Analysis at the ER-20-5 wells

A series of LANL and LLNL annual reports have documented the installation and
subsequent groundwater sampling of the ER-20-5 observation wells (Thompson et al., 1996, 1999;
Kersting et a., 1998a,b). ER-20-5 #1 was sampled on January 3, 1996 and June 3, 1996, with the
pumping of 5000 gal. and 401 000 gal., respectively (Thompson et al., 1997). Analyses were

conducted for H, 137Cs, 89Co, and 152154155k, 3H, 137Cs, and %°Co were found in both samples;
these elements were expected because of the location of the observation well relative to a nuclear
test cavity. ®H moves unretarded with groundwater,'3’Cs has a gaseous precursor in 13"Xe, and

60Co isabundant in device assembly and may be slightly more volatile than Eu or Pu. The Eu found
in both samples was not expected and led to additional analyses for Pu.

In both the January and June ER-20-5 #1 sampl es, the concentrations of al 6 radionuclides
cited above remained nearly constant, even though 80 times more water was pumped in June
(Table 1-1). The deeper observation well, ER-20-5 #3, was sampled February 15, 1996 and July

31, 1996, with the pumping of 8000 gal. and 531 359 gal., respectively. 3H, 13’Cs, and ©°Co were
also detected in thiswell, although at lower concentrations than those in ER-20-5 #1 (Table 1-2).
Eu isotopes were not detected in ER-20-5 #3.

Kersting et al. (1998a,b) summarize all sampling in both observation wells through
September of 1997, including one additional set beyond those described above. This report

includes the analyses for 23% 240py in the ER-20-5 groundwater samples and describes the filtering
process that led to the conclusion that all detected Pu is on colloidal material. Additionally,
Kersting et al. (1998a,b) document theisotopic fingerprinting of the Pufound in the ER-20-5wells,
linking it with the BENHAM test rather than the TYBO test. Several relevant conclusions drawn
by Kersting et al. (1998a,b) are as follows:
= Co, Cs, Eu, and Pu radionuclides were associated with particulates and colloids in
groundwater samples taken from ER-20-5 #1 and #3.
= The Pu isotopic ratios found in both ER-20-5 observation wells match the BENHAM
test. They_do not match the TYBO test. Mixing even a small amount of groundwater
made up of the isotopic ratio of TYBO with groundwater that has BENHAM'’s isotopic
composition will result in a ratio at the observation wells that is between TYBO and
BENHAM values.
< The activities measured in ER-20-5 #1 (the upper well) are significantly greater than in
ER-20-5 #3, even though ER-20-5 #1 is approximately 600 m stratigraphically above the
BENHAM cavity.
= The measured radionuclide concentrations changed very little between sampling
exercises in each observation well.
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= The sampling and isotopic analysis indicate more southerly than southwest flow, and as
a result the groundwater from BENHAM, but not TYBO, reaches the ER-20-5
observation wells.

Following thesefindings, LANL and LLNL conducted additional studies. Thompson et a.
(1999) report afourth set of samples and analysesin ER-20-5 #1 conducted in July 1998. The 3H,

137¢s, 80co, and 192154.155g concentrations were again approximately the same as those
measured in the previous 3 sampling exercises. However, continuing analysis on a 1997 sample

from ER-20-5 #1 revealed small concentrations of 2**Am. At 2.4E-14 g/L, this small mass of
241Am is 300 times less than that of Pu in the same sample.

Thompson et al. (1999) and Brachman and Kersting (2000) summarize results regarding
composition, size distribution, and concentration of colloidal material in NTS groundwater.
Thompson et a. (1999) show the differencesin colloid countsin filtered and unfiltered water from
ER-20-5 #1 then go on to present distributionsfor filtered water from ER-20-5 #1 and ER-20-5 #3.
For both wells, the reported size di stribution ranges between 50 (minimum detection limit) and 200
nm. The peak for both distributions is approximately 60 nm and only negligible counts are found
for sizes greater than 120 nm. Brachman and Kersting (2000) also analyzed samples from the
ER-20-5wells. They found that the analyzed colloids generally mimic the host rock of the agquifer
from which they were collected; the rocks are primarily clays and zeolites. The size distributionis
monomodal, with particles ranging in size from approximately 80 nm and 150 nm, yielding an
average of approximately 80 nm. The colloid concentration in ER-20-5 #1 well is approximately
3E10 colloids/ml and 7.8E10 colloids/ml in ER-20-5 #3.

Additionally, Rose et a. (1997) analyzed 1996 water samples from both observation wells
for 3Cl and 14C (Tables 1-1 and 1-2). Concentrations for both of these isotopes indicate clear
anthropogenic contributions from subsurface nuclear tests. The 38CI/3°Cl ratios of 173 x1013in
ER-20-5 #3 and 39 400 x 10°13 in ER-20-5 #1 are well above current precipitation ratios at the
NTSof 5x 1013, S milarly, the percent modern carbon measurements are 1450 and 28 169 in

ER-20-5 #1 and #3, respectively. The signalsfor both 3Cl and C are significantly stronger inthe
upper well, indicating that either mixing with ambient water is greater in the lava aquifer sampled
by ER-20-5 #3, that the source of these nuclidesis stronger in the upper aquifer (possible
contributions from both BENHAM and TYBO), or some combination of both.

1.6 Other Relevant Studies in Western Pahute Mesa

1.6.1 The CHESHIRE Study

During the development of this model for the BENHAM, TYBO, and ER-20-5 domain,
LLNL conducted a concurrent effort to devel op a hydrologic source-term model for the
CHESHIRE underground nuclear test (Pawloski et al., 2001). The CHESHIRE test was carried out
approximately 4.5 km northeast of BENHAM . Although both tests were performed in the regional
hydrostratigraphic unit called the Calico Hills Zeolitic Composite Unit (CHZCM), the local
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Table 1-1. Activity in pCi/L for ER-20-5 #1 Samples

Jan. 3, 1996 June 3, 1996 April 22,1997 July 9, 1998
| sotope Element 3 3 3 3
18.9 m* pumped 1520 m® pumped 223 m® pumped 110 m® pumped
6.6E07 6.81E07 6.89E07 6.3E07
. 6.58E07 5.20E07 6.21E07
3 Tritium (°H) 7.2E07 6.04E07
7.38E07 (lab duplicate)
1.19E01 1.55E01 1.57E01 1.32E01
: 1.18E01 1.2E01 1.63E01
137 Cesium (Cs
Cs (o) 2.26E01 (Iab duplicate)
60cq Cobalt (Co) 1.9E00 1.8E00 1.7E00 1.3E00
152, Europium (Eu) 1.6E00 1.5E00 1.4E00 1.3E00
154, Europium (Eu) 1.88E00 1.7E00 1.6E00 1.4E00
155, Europium (Eu) 4.7E-01 4.4E-01 3.1E-01 2.9E-01
5.3E-01 2.6E-01 6.3E-01
. 7.6E-01 6.2E-01
239,240 Plutonium (Pu
Pu (P 6.3E-01 (lab duplicate)
241A m Americium (Am) 8.2E-02
6.32E01 7.51E01 1.79E02
e Carbon (C) 2,60E02 (<1530)
36| Chlorine (Cl) 3.43E00 2.89E00 3.32E00
e Technetium (Tc) 1.57E00 (<2.26) 7.9E-01 2.7E-01
2.62E00 (lab duplicate) (<1.88)
129, lodine (1) 4.87E-02 (<1.14) (<570)
4.97E-01 (<1.04)
(lab duplicate)
Dgy Strontium (Sr) 5.0E-01 (<0.55)
214pp Lead (Pb) 3.66E01 1.08E01
Data obtained from NNSA/NV UGTA Program
< - Indicates isotope detected at activity below the method detection limit

distribution of facies and minerals are quite different. Whereas the focus of the present study ison
migration of radionuclides over distances greater than akilometer, the CHESHIRE study focusses
on near field processes. Nevertheless, there still are somefundamental similarities between thetwo
studies. For example, both studies have identified the need to simulate non-isothermal, transient
flow and transport in theimmediate vicinity of the sourceto predict rel eases of radionuclidesto the
aquifers. Specifically, there are anumber of complex processes that affect these releases, such as
the vertical convection in the collapse chimney associated with the test heat and release of
radionuclides as the melt glass dissolves and cools. Ideally, these processes should be studied with
afully coupled flow and reactive transport model that capturesthe chemical and physical processes
associated with melt glass dissolution and thermal convection cells. However, to date such models
have not been devel oped for three-dimensional systems. Therefore, the CHESHIRE study, like the
present one, invokes simplifications to simulate the complex cavity/chimney system.

The primary simulation method in both studiesinvolves coupled flow and reactive particle-
tracking models linked to functions representing melt-glass dissolution changes with time. These
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Table 1-2. Activity in pCi/L for ER-20-5#3 Samples

| sotope

Element

Feb. 15, 1996
30.3 m® pumped

July 31, 1996
2010 m® pumped

April 22,1997
144 m?3 pumped

April 30, 1998
170 m® pumped

3H

Tritium (3H)

6.5E04

1.46E05

6.46E04

1.49E05

1.52E05 (lab duplicate)
1.46E05 (field duplicate)

1.42E05
1.06E05

2.91E05

5.05E05
1.56E05

1.42E05

137C s

Cesium (Cs)

1.7E-01

1.4E-01

(<6.79)

(<7.66) (Iab duplicate)
(<9.03) (field duplicate)

6.0E-02

(<1.39E01)

GOC o

Cobalt (Co)

5.0E-02

9.0E-02

6.0E-02

239,240p

Plutonium (Pu)

8.0e-03

3.0E-02

1.7E-02 (lab duplicate)
1.4E-02 (field duplicate)

1.13E-02

8.5e-03
8.8E-02

l4C

Carbon (C)

1.89E00

1.90E00

1.73E00

3GCI

Chlorine (Cl)

1.0E-02

9.0E-03

1.1E-02

O1¢

Technetium (Tc)

4.44E00 (<4.66)
1.63E00 (<4.69)

(Iab duplicate)
4.03E00 (<4.88)

(field duplicate)

1.0E-02

(<5.17)

129|

lodine (1)

4.77E-01 (<8.66E-01)
(lab duplicate)

4.54E-02 (<9.78E-01)
(field duplicate)

Dgy

Strontium (Sr)

4.26E00
4.4E-01 (lab duplicate)
4.3E-01 (<0.46)

(field duplicate)

214Pb

Lead (Pb)

1.32E02
1.09E02 (Iab duplicate)
1.27E02 (field duplicate)

9.0E00

Data obtained from NNSA/NV UGTA Program
< - Indicates isotope detected at activity below the method detection limit

models, which are substantially more efficient than fully coupled flow and reactive transport
models, capture the primary components of the systems under investigation. However,

assumptions and simplifications are required because the particle-tracking models do not simulate
processes such as speciation, rock-water interactions, kinetic effects, changes in groundwater
chemistry, and competitive sorption. Some differences between the two studies are associated with
the mechanistic detailed model s used to support the particle-tracking models. In the present study,
afully coupled thermal-hydrologic-chemical (THC) model was developed and applied for atwo-
dimensional representation of the BENHAM test. This THC model providesinsight into the melt
glass dissolution process and informs the simplified three-dimensional model. The three-
dimensional flow and particle-tracking model then usesflux and thermal changesin the melt glass
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to estimate the dissolution rate at any time during the smulations. In the CHESHIRE study,
reactive batch and one-dimensional calculations of the melt glass are used to devel op the glass
dissolution function for changing temperature, which isthen applied to the three-dimensional flow
and particle-tracking model. In addition, fully reactive transport simulations are conducted along
streamlines, but only after 100 years, at which time the system has cooled and is nearly at steady
state.

Compared to the present study, the CHESHIRE study considersfar greater complexitiesin
the geologic mediaimmediately near thetest. In the present study, only alayered representation of
the geologic mediais considered in the direct vicinity of the test and heterogeneous attributes are
considered in the aquifers and aquitards away from the test. Both studies also include parameter
sengitivity analyses.

Although the CHESHIRE and present study have similarities in how transport is modeled
in the non-isothermal cavity/chimney system, the CHESHIRE study devotes more attention to the
region near the CHIMNEY , whereas the present study focuses on transport in fractured rock away
from the source region.

1.6.2 Pahute Mesa Hydrostratigraphic Model

During the development and completion of the present model, the following
hydrostratigraphic model was also being devel oped:

A Hydrostratigraphic Model and Alternatives for the Groundwater Flow and
Contaminant Transport Model of Corrective Action Units 101 and 102: Central
and Western Pahute Mesa, Nye County, Nevada (Bechtel, 2002).

However, the portion of the hydrostratgraphic model associated with the domain considered in the
present study had mostly been devel oped (Drellack and Prothro, 1997) and was availablein digital
format as necessary for this study. The Drellack and Prothro (1997) model covering the present
study domain wasincoporated completely into the Bechtel (2002) model, with the exception of the
small portion of present study domain south of the Timber Mountain Moat Fault (See Chapter 2).
New wells(e.g., ER-EC-6) installed since 1997 have led to improvementsin the hydrostratigraphic
representation south of the Timber Mountain Moat Fault. That region isasmall part of the present
study’ s flow model and it is not included at all in the present study’ s radionuclide transport simu-
lations, which are focussed closer to BENHAM and TY BO, north of the Timber Mountain M oat
Fault. Neverthel ess, the present report notes, as appropriate, how new models may benefit fromim-
proved hydrostratigraphic representation associated with the new Bechtel (2002) model.
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1.7 Summary

This study consists of three integrated major components that provide predictions of
radionuclide migration in Pahute Mesa groundwater in the vicinity of BENHAM and TYBO. The
simulations conducted in this study are motivated by the observations reported in the previous
section. This study provides an integrated framework to address important questions raised by the
field observations by developing aflow model at a scale large enough to encompass many wells
for calibration, a source-term model capable of predicting radionuclide releases to aquifers
following complex processes associated with non-isothermal flow and glass dissolution, and site-
scale transport model s that consider migration of solutes and colloids in fractured volcanic rock.
Combined, the various components of this study lead to model results consistent with those field
observations and additional insight into radionuclide migration in Pahute Mesa groundwater.
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Chapter 2: Stratigraphy and Model Domain Definitions

2.1 Introduction

Drellack and Prothro (1997) developed a model representing the thickness, distribution,
and geometric relationships of hydrostratigraphic units (HSUs) for Western and Central Pahute
Mesa area. Section 1.6.2 describes the relationship of this model to the Hydrostratigraphic Model
of the Pahute Mesa - Oasis Valey Area, Nye County, Nevada (currently in review). The Drellack
and Prothro (1997) model provides contoured surfaces of the tops of 22 HSUs. The contoured
surfaces were provided in digital format on a 300-m-spaced regular grid. These surfaces are read
into either the StrataM odel geol ogic model software (SGM, 1995) or the GEOMESH/LaGri T grid-
generation software package (George, 1997), both of which can be used to visualize individual
HSU surfaces and the spatial relationship between different surfaces. Figure 2-1 showsthe domain
of Drellack and Prothro and one of the 22 surfaces, aswell asthe names of faults and the locations
of wells near BENHAM and TYBO.

The three-dimensional model was developed by stacking and connecting all of the
contoured surfaces of the HSUs and popul ating the volume between thelayerswith HSU attributes
(such as porosity, permeability, and transport parameters). Table 2-1 shows the names of the units
identified by Drellack and Prothro and the ranges of hydraulic conductivity they estimate for each
HSU. These ranges are used in Chapter 4 to bound the sub-CAU model flow calibration.

2.2 Geologic Cross Sections Through the Model

Cross sections through the stratigraphic model are constructed to display the dipping
stratigraphy, pinchouts, fault zones, and well depths. Figure 2-2 shows the vicinity of BENHAM
in plan view with four different cross-sectional transects. Figures 2-3 through 2-6 show the cross
sections along the prescribed transects shown in Figure 2-2.
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BoxCar Fal
West Greeley Fault

Figure 2-1. Stratigraphic surface of the top of the Belted Range Aquifer under Areas 19 and 20
from Drellack and Prothro (1997). Similar surfaces exist for all 22 units. Blue dots
show wells used to calibrate sub-CAU-scale flow model. Red dots show BENHAM
and TYBO. Red lines in upper plot show mapped faultsin Areas 19 and 20.
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Table 2-1. Names of HSUs and Estimated Hydraulic Conductivity Ranges (From Drellack

and Prothro, 1997)

Nomenclature Hydraulic
Hydrostratigraphic Unit (Drellack and | Conductivity

Prothro, 1997) (m/d)
Timber Mountain Aquifer TMA 1-30
Timber Mountain Composite Unit TMCM 0.001-0.5
Windy Wash Aquifer WWA 1-20
Paintbrush Vitric Tuff Aquifer PVTA 01-1
Benham Aquifer BA 1-20
Upper Paintbrush Confining Unit UPCU 0.001-0.5
Tiva Canyon Aquifer TCA 05-1.0
Paintbrush Lava-Flow Aquifer PLFA 1-20
Lower Paintbrush Confining Unit LPCU 0.001-0.5
Topopah Spring Aquifer TSA 5-30
Calico Hills Vitric Tuff Aquifer CHVTA 01-1
Calico Hills Vitric Composite Unit CHVCM 0.1-20
Calico Hills Zeolitized Composite Unit CHzZCM 0.001 - 15
Calico Hills Confining Unit CHCU 0.001-0.5
Inlet Aquifer I1AQ 01-5
Crater Flat Composite Unit CFCM 0.001-5
Crater Flat Confining Unit CFCU 0.001-0.5
Kearsarge Aquifer KA 01-5
Bullfrog Confining Unit BFCU 0.001-0.5
Belted Range Aquifer BRAQ 05-15
Pre-Belted Range Composite Unit PBRCM N/A
Pre-Tertiary PreT N/A
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Figure 2-2. Plan view of BENHAM vicinity showing cross-section transects, well names, and
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Figure 2-3. Stratigraphic units along A-A’ transect. Note, the plutonium from BENHAM was
found in ER-20-5 observation wells sampling the TSA and alavaformation embedded
within the CHZCM. Transect and wells are identified in Figure 2-2.
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Figure 2-4. Stratigraphic units along B-B’ transect which are identified in Figure 2-2.
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Figure 2-5. View of three-dimensiona geologic model from the northwest. Transects and wells
areidentified in Figure 2-2.
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Figure 2-6. View of three-dimensional geologic model from the southwest. Transects and wells
are identified in Figure 2-2.
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The most important features, relative to this study, shown in the cross sections are as
follows:

* Theextensive Calico Hills Zeolitic Composite Unit, CHZCM, west of the West Greeley Faullt.
» Themajor unit offset at the West Greeley Fault.
» Theoffset of units at the Boxcar Fault and the presence of the TSA south and west of it.

» Thetruncation of al units at the Timber Mountain Moat Fault and the single TMCM unit on
the south side (primarily due to lack of datawhen model was constructed).

» The presence of the Bullfrog Confining Unit (BFCU) below the CHZCM as far north as well
UE-20-f.

* The unit truncations at the Purse Faullt.

2.3 Model Domains

Thismodel was not designed to provide aflow solution for the entire Western Pahute Mesa
CAU domain. Therefore, model domain boundaries were chosen to provide the minimum domain
sizeinwhich sufficient information existsto specify adequate hydrogeol ogic control for prediction
of flow and transport inthe BENHAM and TY BO test region. Following the evaluation of Drellack
and Prothro’s model and hydrologic data from Western Pahute Mesa, a sub-CAU-scale and site-
scale domain were chosen such that

» thesub-CAU model domain isextensive enough to include adequate hydrologic information to
» that provides a calibrated flow model using Drellack and Prothro’s HSU definitions.

» thesite-scale model domain islarge enough to predict the migration of radionuclides away
from BENHAM but small enough to support high-resolution attribute definitions.

Figure 2-7 shows the sub-CAU and site-scale domains sel ected based upon the above
criteria. Section 3.2.1 provides more detail of the conditions along the boundaries described in this
section. The sub-CAU domain is bounded to the north by the an east-west transect through wells
UE-20f and UE-20h. Well UE-20f contains the deepest set of head observationsin theregion. In
fact, it isthe only well that penetrates and measures head below the Bullfrog Confining Unit
(BFCU), an aquitard below the Calico Hills Zeolitic Composite Material (CHZCM), the
hydrogeologic unit in which many (as well as the deepest) underground nuclear tests were
conducted. The northern boundary of the sub-CAU domain is 3.6 km north of the TYBO/
BENHAM site-scale domain on which transport calcul ations are performed.

The sub-CAU domain extends south of the Timber Mountain Moat Fault into the Timber
Mountain CalderaComplex, where adetailed geol ogic model has not been completed. The current
hydrostratigraphic model (Drellack and Prothro, 1997) provides only one composite unit south of
the Timber Mountain Moat Fault, the Timber Mountain Composite Material (TMCM). Thus,
gradients are expected to be uniform in that portion of the domain, with the head reasonably well
defined by well ER-EC-6.
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The sub-CAU model is bounded to the east and west by the West Greeley Fault and the
Purse Fault, respectively. The hydrostratigraphic model of Drellack and Prothro (1997) showsthat
the lower units are down dropped between these two faults. Figure 2-8 provides an east-west cross
section through Western Pahute M esa showing the graben that definesthe east and west boundaries
of the of the sub-CAU model domain. Other figures showing the stratigraphy between these two
faults are Figures 2-1 and 2-4.

There are three mgjor faults within the interior of the sub-CAU model domain: the Boxcar
Fault, the West Boxcar Fault, and the Moat Fault (Figure 2-7). The Moat Fault forms the boundary
between the Silent Canyon Calderaand the Timber Mountain Caldera Complex. The Boxcar Fault
trends north to south while the West Boxcar Fault trendsto the northwest from itsintersection with
the Boxcar Fault.

The site-scale domain is chosen ssimply to include BENHAM, TYBO, and the ER-20-5
wells. It is situated such that it falls between the Boxcar Fault and the Moat Fault, so no fault
propertieswithin the site-scale domain need to be considered. The boundary conditionsfor the site-
scale model are derived from the sub-CAU model, as described in Chapter 5.
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Sub-CAU Domain
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Figure 2-7.Plan view of the sub-CAU and site-scale domains relative to Area 20 in Western
Pahute Mesa.
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Figure 2-8. Hydrostratigraphy of Western Pahute Mesa showing downdrop between the Purse
Fault and the West Greeley Faullt.
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2.4 Hydrostratigraphy of the Sub-CAU Domain

The sub-CAU domain consists of layered vol canic rocks. The rock types are primarily ash-
flow or ash-fall tuffs and lava flows. Various hydrogeologic classification schemes have been
suggested, but for the purposes of this work the scheme of Drellack and Prothro (1997) has been
adopted (Table 2-2). Table 2-3 definestheindividual HSUs present in the sub-CAU model domain.

The Silent Canyon Caldera was buried by the Timber Mountain Caldera Complex and
buried again by the Thirsty Canyon ash-flows from the Black Mountain Caldera to the West
(Laczniak et al., 1996). The regional basement rock is generally considered to be pre-Tertiary
carbonates; however, there are no wells in the model domain that confirm the presence of these
rocks. The depth of the volcanics exceeds 4171.5 m (13 686 ft.), which isthe total depth of the
deepest well in the area, UE-20f.

Table 2-2. Definitions of Hydrogeologic Grouping Structure from Drellack and Prothro

(2997)

Hydrogeologic Unit Definition

Vitric-Tuff Aquifer Bedded tuffs, ash-fall, and reworked tuffs; vitric
(VTA)

Welded-Tuff Aquifer | Welded ash-flow tuff; vitric to devitrified
(WTA)

Tuff Confining Unit Zeolitized bedded tuff with interbedded, but less
(TCU) significant, zeolitized, nonwelded to partially

welded ash-flow tuffs

Lava-Flow Aquifer Rhyolite lava flows; includes flow breccias and
(LFA) pumiceous zones

2-13



Rev 0.0 STRATIGRAPHY AND MODEL DOMAINS

Table 2-3. Hydrogeologic Units Present in the Model Based on Drellack and Prothro (1997)

HSU Name with Abbreviation 'L\J/I ri?iﬁl Haﬂg?%egjgic lsrt]l;[g)l,s
Pre-belted Range Composite Material 2 TCU, WTA, LFA TCU
(PRBCM)
Belted Range Aquifer (BRAQ) 3 LFA, WTA LFA
Bullfrog Confining Unit (BFCU) 4 TCU TCU
Crater Flat Composite Material (CFCM) 7 LFA, TCU LFA
Inlet Aquifer (IAQ) 8 LFA LFA
Calico Hills Confining Unit (CHCU) 9 TCU, LFA TCU
Calico Hills Zeolitized Composite Unit 10 LFA, TCU TCU
(CHzZCM)
Topopah Spring Aquifer (TSA) 13 WTA WTA
Lower Paintbrush Confining Unit (L PCU) 14 TCU TCU
Tiva Canyon Aquifer (TPCA) 16 WTA WTA
Upper Paintbrush Confining Unit (UPCU) 17 TCU TCU
Benham Aquifer (BENA) 18 LFA LFA
Paintbrush Vitric Tuff Aquifer (PVTA) 19 VTA VTA
Timber Mountain Confining Unit (TMCM) 21 TCU, WTA, LFA TCU

The highest permeability unitsin Table 2-3 tend to be generally unaltered and are either
welded tuff, lava, or vitric tuff formations. The welded tuffs and lavas tend to fracture more easily
than the vitric tuff, a significant issue when considering solute migration. The altered units
comprise confining units and tend to have quite low permeabilities. They are also expected to
provide substantial retardation to reactive solute migration due to their mineralogic composition.
Studies on Y ucca Mountain tuffs (CRWMS M& O, 2000 g) show that the retarding potential of
altered tuffs for reactive radionuclides (e.g., uranium, neptunium, plutonium, americium,
europium, samarium, etc.) is greater than that of unaltered tuffs.

Thelocations of the different unitsand their contrasting properties|ead to acomplex, three-
dimensional flow system with more flow occurring in some units than others, aswell as vertical
gradients causing some upward and some downward flow patterns. The hydrologic propertiesare
discussed in greater detail in Chapters 3 and 4; however, it is worthwhile to note the general
characteristics here with respect to the unit locations.
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Although the flow field will be affected by all units and structures (e.g., faults) in the
domain, the transport of radionuclides will be most affected by the properties of the unitsin which
they migrate. For releasesfrom BENHAM, the units of greatest significance, asindicated in Figure
2-3, will bethe CHZCM, the TSA (bound above by the LPCU), and the IAQ only if migration
downward in the CHZCM can be supported.

Extensive fracturing inthe TSA, in which Kersting et a. (1999) found the highest level of
plutonium, should make it a high-velocity, large-flow aquifer. This unit has been studied in great
detail by the Y ucca Mountain Project because it is the unit in which the potential repository will
reside, although it exists above the water table at Y ucca Mountain. Investigators have identified
the TSA as afractured HSU that would promote rapid migration of non-reactive solutes (e.g.,
Wolfsherg et. a., 2000) and reactive solutes (e.g., Viswanathan et. al., 1998). Therefore, the
primary issue associated with the TSA isthe process by which radionuclides can get to it from the
BENHAM test conducted hundreds of meters lower in the CHZCM. Chapter 6 and Appendix B
investigate potential mechanisms.

The CHZCM issignificantly more complex than the TSA, principally because of the huge
range in hydraulic conductivities estimated by Drellack and Prothro (1997), as shown in Table 2-
1. Because it is a composite unit, multiple different rock types are expected to be found in it.
Prothro and Warren (2001) characterized a lava flow agquifer embedded within the CHZCM
extending from BENHAM at |east to the observation well ER-20-5#3, where Kersting et al. (1999)
also found plutonium from BENHAM. This lava flow aquifer is minor in extent relative to the
other unitsin Table 2-1, but quite significant with respect to the vicinity of BENHAM and TYBO.
Although the CHZCM, a zeolitized composite unit, would normally be characterized with low
permeability and poor fracturing, the embedded lava could have high permeability and fracturing
similar to the TSA, hence making it afast-path aguifer for solute migration.

Thisissue regarding the scale of significance of HSU identification playsan important role
in guiding alternative representations of hydrostratigraphy at small scales. One such alternative,
presented in Chapter 5, isthe implementation of geostatistical methods for prescribing hydrologic
attributes at significantly higher resolution in local domains. Another approach not investigated
here would be to increase the resolution of models such as Drellack and Prothro (1997) in small
site-related domains to improve hydrologic and mineral ogic representations. Descriptions such as
those from Prothro and Warren (2001) could provide such inpui.
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Chapter 3. Sub-CAU Flow Model Components

3.1 Introduction

The sub-CAU flow model provides hydrologic control for the site-scale flow and transport
model domain, aregion that isnot sufficiently sampled to properly estimateits boundary headsand
fluxes. This chapter describes the necessary components of the sub-CAU flow model, aswell as
the dataquality issuesassociated with each of them. In the next chapter, we calibrate the hydrologic
parameters associated with the sub-CAU model. Figure 3-1 provides areference for well locations
relative to the sub-CAU model domain.

Sub-CAU Domain

k , N
B -—— — —ouE20 — — — — [ —GUENN |
| 0 / o U20ai I
U20BC U20bd
4124000 | ~ ou2ay  CI™7
= OO ER-20-6#1
| i !2dah
| U20bb UE20d @ ufdww | \
O [O2N6) O §<) Ué()bf I \
U20atlinst  U20ak \
4122000 . L2080 2| O  O|U20a2WW
= f / u20a O Ue2one1 =
S % S | 3
o — | /
u20 ——VUz20ax O Y20av L
o> i ¢ UE20C e =
c ) “‘ 5
= 4120000 | ER-201 o o uztbe 8
= o i u20e}é / 5]
@] / [ —
o | o / f o
= ER-20-5#3 [ /) @
- £R-20-5%#1 L i
- Fd
4118000 |- | /
- |
i |
- |
4116000 - |

545000 550000 555000
Easting (m)

Figure 3-1. Sub-CAU flow model domain. Dashed yellow lines indicate boundaries where heads
arefixed in the flow model.

3.2 Components of the Sub-CAU Flow Model

In this section, we describe the components of the steady-state sub-CAU flow model,
including boundary conditions, head observations, permeability, faults, recharge, and thermal
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gradients. Chapter 2 provides the cross sections and HSU names referenced in this chapter. The
sub-CAU flow model is developed on the assumption that available data represent a steady-state
situation. Due to the impacts of pumping and underground testing, the data actually represent a
transient system. However, later in this chapter, the data used to calibrate the steady-state flow
model are discussed and those with a greater likelihood of representing transient effects are
weighted less than those with agreater likelihood of representing the steady-state system. Further,
due to the geothermal gradient, groundwater temperatures change with depth. Although the flow
model is not a fully-coupled thermal flow model, it does account for temperature effects on
hydraulic conductivity (afunction of both rock and fluid properties). Asdiscussed in Section 3.2.9,
thermal effects on fluid viscosity are included in the calibration of rock properties.

3.2.1 Boundary Conditions

Heads are fixed on the northern, southern, and northeastern boundaries, as shown with
dashed yellow linesin Figure 3-1. The remaining two-side boundaries are treated with no-flow
conditions, asis the bottom of the model that extends into the pre-Tertiary volcanics. The top
boundary is specified with arecharge flux, as described later in this chapter.

Twenty-seven head observations, measured in 14 wells, are used to prescribe fixed heads
on the northern and eastern boundaries. Five observations at different intervalsin UE-20f, west of
the Boxcar and West Boxcar Fault, and six observations in UE-20h are used to set the northern
boundary. One measurement in UE-20f is the only observation, boundary or interior, in the deep
Belted Range Aquifer (BRAQ). All six measurements in UE-20h are within the CHZCM HSU,
thus providing less vertical gradient information on the eastern side of the Boxcar Faullt.

Interpolation of head along these boundaries between the observation pointsis achieved by
simulating steady-state heads in each boundary plane while maintaining hydrostratigraphic
definitions. Resultant boundary heads on the northern and northeast boundary are shown in Figure
3-2. The HSUs present in the northern and eastern boundaries are shown in Figure 3-3. The BFCU
separates the high headsin the lower unitsfrom the low headsin the upper unitsin the western part
of the northern boundary, whereas the West Boxcar Fault separates the high heads to the east from
the low heads to the west, above the BFCU. Model sensitivity to this process of specifying heads
on the northern and northeastern boundaries is examined in Section 4.3.4.

Thewestern side of the model domain coincides approximately with the Purse Fault and is
modeled as a no-flow boundary. This fault and the areaimmediately to the west were declared a
zone of hydrologic discontinuity by O’ Hagan and Laczniak (1996). Their contours indicate little
flow across the Purse Fault in the northern and central portion of the sub-CAU model’ s western
boundary. Across the southern portion of the western boundary, the gradient determined by head
observations in ER-20-5 and the new wells ER-EC-6 and ER-EC-1 indicate potential
southwesterly flow. However, ER-EC-1 is outside the model domain, asisthe west side of the
southern projection of the Purse Fault. To incorporate its head measurement in an assessment of a
possible specified head boundary condition on the southern portion of the western boundary, it
would be necessary also to include the new geol ogic interpretations of that region (completed after
this study). Therefore, in this study the southern portion of the western model domain istreated as
ano-flow boundary, but its potential impact on pulling pathlines to the southwest is considered
later in the transport simulations. Heads al ong the southern boundary in the Timber Mountain
Calderaare set by subtracting 0.25 m of head from the observation at the ER-EC-6 well, consistent
with the gradient from the ER-20-5 wellsto ER-EC-6. The lower portions of the eastern domain
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coincide with the West Greenly Fault and are modeled as a no-flow boundary, primarily because
groundwater table contours are approximately normal to the fault in this region (O’ Hagan and
Laczniak, 1996).

. | | .
1260 1295 1330 1265 1400
Figure 3-2.View of fixed boundary heads, in meters, on the northeast corner of the sub-CAU
model domain.

3.2.2 Head Observations

Table 3-1 lists data for the wells used in the sub-CAU model calibration, including
locations, observed head, HSU, and whether the observation was used in the model for specifying
boundary conditions or for calibration (e.g., aninterior well). Figure 3-1 provides a plan-view map
of well locations.
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Figure 3-3. HSUs as viewed from the northeast. The Boxcar and West Boxcar Faultsare

shownin
dark blue. Colorsindicate different HSUs.



Rev 0.0 SUB-CAU FLOW MODEL COMPONENTS
Table 3-1. Interior and Boundary Wells for Model Calibration
Model
Well 1D Nogrtrt‘)i "0 E"J(‘ftni)”g Eggﬁe;n Ob;e\?:ti on | HsU c?rcljﬁ?éir?(r))r/
(m): (m) Well
ER-20-1 4119473.7 | 545271.1 1274.9 1278.1 TPCA Interior
ER-20-5#1 | 4119208.3 | 546385.9 1163.25 1274.2 TSA Interior
ER-20-5#3 4119177 546384.7 809.65 12741 CHZCM/ | Interior
LAVA

EREC-6 4115728.8 | 544674.1 1260.09 1273.6 TMCM Interior
U-20a 41217515 | 550485.9 1326.15 1328.7 CHZCM Interior
U-20ai 41241194 | 549634.2 1341.45 1356.2 CHZCM Interior
U-20ak 4122276.7 | 545309.0 1269.75 1278.5 BENA Interior
U-20a0 41211753 | 546768.7 1287.9 1317.3 BENA Interior
U-20as 4119239.5 | 547765.3 1271.3 1284.5 UPCU Interior
U-20atl 4122267.3 | 543535.2 1356.65 1284.4 UPCU Interior
U-20ax 4120387.5 | 549114.1 1325.75 1329.7 CHZCM Interior
U-20ay 4123673.25 | 549562.44 1355.6 1364 CHZCM Interior
U-20bb1 4122274.3 | 544865.5 1211.55 1280.9 UPCU Interior
U-20bc 4123970.9 | 545176.7 1284.8 1303.1 UPCU Interior
U-20be 41198425 | 550743.8 1303.3 1303.8 CHZCM Interior
U-20Dbf 4122054.0 | 549523.2 1328.1 1338.1 CHZCM Interior
U-20c 4120466.1 | 546698.7 718.1 1275.36 CHZCM Interior
U-20ww 4122707.7 | 550628.0 1253.3 1344.6 CHZCM Interior
U-20y 41192949 | 546655.9 1190.45 1276.9 TSA Interior
UE-20c 4120436.3 | 546871.4 1218.65 1267.0 TPCA Interior
UE-20d1 4122281.0 | 543097.3 763.99 1359.74 CHZCM Interior
UE-20d2 4122281.0 | 546097.3 1108.15 1272.53 TPCA Interior

UE-20f 4124896.5 | 545393.3 -883.6 1301.54 BRAQ | Boundary
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Table 3-1. Interior and Boundary Wells for Model Calibration (Continued)

Model

Well 1D Nogrtrt‘)i g E"J(‘ftni)”g Eggﬁe;n Ob;e\?:ti on | HSU c?rcljﬁ?éir?(r))r/
! (m) Well
UE-20f | 41248965 | 5453933 | 40131 1298.19 IAQ | Boundary
UE-20f | 41248965 | 5453933 | 816.6 126862 | CHZCM | Boundary
UE-20f | 41248965 | 5453933 | 904.41 125826 | CHZCM | Boundary
UE-20f | 41248965 | 5453933 | 105245 | 1271.06 TPCA | Boundary
UE-20hww | 41249856 | 5501955 | 732.36 135324 | CHZCM | Boundary
UE-20hww | 41249856 | 5501955 | 786.62 135354 | CHZCM | Boundary
UE-20hww | 41249856 | 5501955 | 843,61 135415 | CHZCM | Boundary
UE-20hww | 41249856 | 5501955 | 951.82 135507 | CHZCM | Boundary
UE-20hww | 41249856 | 5501955 | 109157 | 135354 | CHZCM | Boundary
UE-20hww | 41249856 | 5501955 | 118804 | 135507 | CHZCM | Boundary
ER-20-6#1 | 41236918 | 5513628 | 1142.18 13554 | CHZCM/ | Boundary
LAVA
ER-20-6#2 | 41236616 | 551328.05 | 1149.13 13552 | CHZCM/ | Boundary
LAVA
U-20a2ww | 41217568 | 5513482 | 125826 | 134358 | CHZCM | Boundary
U-20a2ww | 41217568 | 5513482 | 1269054 | 134419 | CHZCM | Boundary
U-20a2ww | 41217568 | 5513482 | 102113 | 134816 | CHZCM | Boundary
U-20a2ww | 41217568 | 5513482 | 9812 135364 | CHZCM | Boundary
U-20a2ww | 41217568 | 5513482 | 1072.65 13437 | CHZCM | Boundary
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Table 3-1. Interior and Boundary Wells for Model Calibration (Continued)

, . ¥;d§ Head Boundary
Well ID No(rrt:)l g E?ﬁ:)ng El eve?ti on | Observation HSU or Interior
() (m) Well
U-20a2 ww | 4121756.8 | 551348.2 1082.09 1350.9 CHZCM | Boundary
U-20a2 ww | 4121756.8 | 551348.2 1196.85 1343.89 CHZCM | Boundary
U-20a2 ww | 4121756.8 551348.2 1167.13 1344.19 CHZCM | Boundary
U-20ah 4123204.5 | 551240.9 1336.9 1354.0 CHZCM | Boundary
U-20av 4120677.2 | 551182.3 1345.3 1336.8 LPCU Boundary
U-20bd1 4123864.5 | 551402.5 1295.4 1355.5 CHZCM | Boundary
U-20bd2 4123857.0 | 551437.3 1285.15 1375.3 CHZCM | Boundary
UE-20av 4120739.3 | 551255.9 1225.6 13195 CHZCM | Boundary
UE-20n1 4121479.0 551276.0 1220.23 13494 CHZCM | Boundary

1 - Model target elevations are either the midpoint of the open interval or within the highest per-
meability HSU when the open interval in the well crosses several HSUs.

3.2.3 Water Table

The steady-state saturated-zone model is simulated with aconfined aguifer approximation.
The top of the model is represented with an estimate of the water table, as shown in Figure 3-4.
Thisinterpolation is generated with heads as measured in the wellsthat do not penetrate bel ow the
upper volcanics below the water table. Thus, the top of the model is not flat, but it also does not
change during the course of model calibration described in the next chapter. Minor changesin the
calibrated permeability compensate for any errors associated with differencesin agquifer thickness
between the piezometric surface and the specified top of the saturated model in the uppermost
units..

3.2.4 Faults

There currently are no hydrogeol ogic data from the fault structuresin Western Pahute
Mesa. Therefore, inferences about the hydrologic role of the faults must be drawn from a set of
hydraulic head data measured away from the faults (e.g., Figure 3-4). First, heads in the northeast
guadrant of the sub-CAU model, east of the Boxcar Fault, are higher than those to the west of the
West Boxcar Fault. The sharp northeast-southwest gradient appears to occur through the Boxcar
and West Boxcar Faults. Because no hydrologic data exist between these two faults, determining
whether one or both control the gradient is currently impossible. Second, although the Boxcar
Faults appear to be barriers to flow, creating a sharp gradient, the Timber Mountain Moat Fault
appearsto exert little or no control on the flow field. Head data from wells north of the Moat Fault
and from the new ER-EC-6 well, south of the fault, indicate that there is not a strong gradient
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through the fault. Note, however, that this hypothesisis based on an assumption of predominantly
north-south trending flow through the Timber Mountain Moat Fault.

Interpolation of Heads Between Wells
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Figure 3-4. Interpolation of measured heads (m) between wells in the sub-CAU domain. Datafor
this figure are derived from Table 3-1 and only those wells |abeled on the figure are
used (because they have head datain the upper HSUs close to the water table). When
multiple intervals exist, data from the highest elevation are used. Thismap is only
semi-quantitative because the data contoured are measured at various elevationsin the

different wells. However, this simple contouring demonstrates an apparent gradient at
the West Boxcar Fault.

3.2.5 Permeability

Permeability information for the Pahute Mesa area suggests a high degree of variability,
even within the same unit. The lowest permeabilities have been generally associated with the
zeolitized tuffs because fractures within this type of unit are generally resealed through mineral
precipitation. Rhyolite lavas, rhyolite breccia, and vitrophyre were noted as yielding the most
water to wellsin the model area. However, some rhyolite lavas are also relatively impermeable
(Blankennagel and Weir, 1973). Typically, the highest transmissivitiesare found in the upper 2000
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feet of the saturated zone. Table 3-2 shows estimates of transmissivities given by Winograd and
Thodarson (1975). Transmissivities at four well sites were calculated by Blankennagel and Weir
(21973) from pump tests (Table 3-3). Therangesfrom the estimates and pump tests span four orders
of magnitude.

Table 3-2. Transmisivity Ranges from Winograd and Thodarson (1975) with Equivalent Sl
Conversion.

. , Transmissivity Transmissivity
Hydrologic Unit (English) (S)
Minimum Maximum Minimum Maximum

Welded Tuff 28 000 gpd/ft. | 100 000 347.2 m?/day 1240.0 m%/
Aquifer (WTA) (Jackass Flat) | gpd/ft. (both | (Jackass Flat) day (both

200 gpd/ft. Jackass and 2.48 m?/day Jackass and

(Yucca Flat) Yucca Flat) (Yucca Flat) Yucca Flat)
Bedded Tuff 200 gpd/ft. 1000 gpd/ft. | 248 m?/day 12.40 m?/
Aquifer (VTA) day
LavaFlow Aqui- | range not spec- | 28 000 gpd/ | range not speci- | 347.2 m%
fer (LFA) ified ft. fied day
Tuff Aquitard 100 gpad/ft. 200 gpd/ft. 1.24 m?/day 2.48 m%/day
(TCU

Table 3-3. Calculated Transmissivities from Pump Tests Conducted by Blankennagel and

Weir (1973)
Wl Transmissivity | Transmissivity
(gpa/ft.) (m%/day)
U-20a2 18000 223.6
UE-20d 44000 546.6
UE-20f >1000 12.42
UE-20h 11000 136.6

3.2.6 Perched Water

Perched water is suspected to be common throughout Pahute Mesa. However, little work
has been done to quantify the nature of these perched systems. One study using alithium bromide
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tracer on the eastern side of Pahute Mesa found very slow groundwater velocities (Hershey and
Brikowski, 1995), suggesting that the perched water bodies are time-limited contributors to the
groundwater flow patterns on Pahute Mesa. Although recharge isincluded in the sub-CAU flow
model analysis, specific effects associated with perched water are not considered.

3.2.7 Recharge

A uniformly distributed value of 4 mm/yr, as estimated for this portion of the regional
domain by DOE (1997b) using the modified Maxey-Eakin method, is applied in our calibration
calculations. Sensitivity studies consider variationsin thisvalue.

3.2.8 Thermal Gradients

Thermal gradient information suggests that the gradients on Pahute Mesa are on the order
of 0.020 to 0.025 °C/m (Sass &t. al, 1982). However, extreme variability exists around this range.
For example, the thermal log from U-20c (BENHAM) indicates that the thermal gradient is0.011

9C/m (Potteroff et. al, 1987). Examples of measured geothermal gradients arein Table 3-4.
However, note that these gradients are for borehole water. It isnot clear, nor hasit been
demonstrated, how well these measurements represent formation water temperatures.

3.2.9 Thermal Effects on Hydraulic Conductivity

Temperature affects groundwater viscosity. For example, as temperature increases, water
viscosity decreases and hydraulic conductivity increases. Measurements at UE-20f, the deepest

well in the domain, show a geothermal gradient of 0.029 °C/m (Blankennagel and Wier, 1973).
With this gradient, the temperature ranges from 28.6 °C at the top of our model to as high as 159.2
OC at the bottom of the PBRCM. With this range in groundwater temperature, hydraulic

conductivitiesvary by afactor of 4.9. Because of the depth of UE-20f, itsthermal gradient is used
throughout the sub-CAU domain. Using this geothermal gradient and a reference temperature of

121 °C at 12 270 ft below the surface (Blankennagel and Wier, 1973), the temperature at every
node within the model is calculated based on the elevation of that node. There isinsufficient data
to develop an accurate spatial distribution of geothermal gradients over the entire model domain,
so thisdistribution is applied universally. If temperature variation with elevation is not included

(assumed to be 25 °C), then groundwater viscosities are overestimated and intrinsic permeabilities
of the HSUs will be incorrectly estimated.
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Table 3-4. Thermal Gradient Data from the Wells in the Pahute Mesa Domain (Potteroff et al.,

1987)

Well Id Date Logged | Gradient (°C/m)
U-20a2 2-17-64 02067
UE-20-d 8-14-64 02428
UE-20-f 6-25-64 02887
UE-20-h 8-16-64 01706
U-20c 4-5-65 01100

3.3 Data Quality Issues

This section presents some of the key data-quality issues associated with calibrating this
sub-CAU model. Although datafrom wells are used to demonstrate the issuesin several instances,
this section does not provide the basis for data use in the study.

3.3.1 Hydrostratigraphic Model

Although the HSUs are complex and heterogeneous, each layer or unit is modeled as a
homogenous layer. One example of this simplification is the representation of the CHZCM by
Drellack and Prothro (1997) asasingle unit. A later study by Prothro and Warren (2001) identifies
the existence of lava flows within the CHZCM unit in the vicinity of the BENHAM and TYBO
underground nuclear tests. Further, the geology south of the Moat Fault is modeled as just one unit
because of the current lack of information about the Timber Mountain Caldera. However, recent
well logs (e.g. ER-EC-6) indicate substantially greater complexity. In another study, Keating et al.
(2000) found that the variation in measurements of hydraulic conductivity within HSUs were
greater than the variation in the means of such values between neighboring units, thus calling into
guestion the validity of using HSUs as delineators. These and other examples demonstrate that the
current hydrogeologic model used for this analysis may need improvement. A new improved
model is currently under construction by NTS geologists and hydrogeol ogists. Nevertheless, the
current model provides a reasonable and complex representation of the faulted, layered, and
volcanic rock on Pahute Mesa.

3.3.2 Head Observations

Resolution of Hydrostratigraphy

Variations in head observations within HSUs indicate either greater complexity than can
be captured with asingle set of material propertiesor significant measurement errors. For example,
a head change of more than 70 m between UE-20f and U-20d in the same HSU (Figure 3-1 and
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Table 3-1) would be impossible to achieve with amodel that also requires significantly smaller
gradients within the same HSU. For the same reason, unreconcilible differences in head between
U-20ay and U-20ai exist.

For thefew wellsthat containinformation about vertical head gradients, there are also some
puzzling trends. Primarily, five different head measurements in five different zones are reported
for UE-20f. Figure 3-5 shows the measurements as reported by Blankennagel and Weir (1973).
These measurements indicate downward gradients in the upper units and upward gradients in the
lower units. However, O’ Hagan and Laczniak (1996) only report two of the measurementsin UE-
20f, in their attempt to characterize the high pressure deep aquifer and alower pressure upper set
of aquifers. Other complexitiesin assessing vertical gradientsinclude the 87-m difference between
CHZCM and TPCA (providing an upward gradient) at UE-20d, as well as an 8-m difference
between the CHZCM in U-20c and the TSA in nearby UE-20c.

Water Level Measurements at UE-20f

1250 -
1000 F
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o
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Figure 3-5. Head with depth in UE-20f, as reported by Blankennagel and Wier (1973).

HSUs Without Observations

Of 49 head observations, 35 areinthe CHZCM (Table 3-5). There are several unitsinthe
model domain that lack any observations, such as the PRBCM, the BFCU, the IAQ, the CFCM,
the CHCU, and the PVTA, thereby making calibration of these units speculative. Other units have
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only one or two head measurements, which may also add to errorsin calibration. These units
include the BRAQ (the observation is used only for specifying boundary conditions), the TSA, the
LPCU, the BENA, and the TMCM.

Table 3-5. Number of Head Observations for the Boundaries, Internal Domain, and Totals for

Each Unit
Total Number Boundary Internal
Unit Name of Number of Number of
Observations | Observations | Observations

Pre-Terts 0 0 0
PBRCM 0 0 0
BRAQ 1 1 0
BFCU 0 0 0
CFCM 0 0 0
IAQ 0 0 0
CHCU 0 0 0
CHZCM 35 25 10
TSA 2 0 2
LPCU 2 1 1
TPCA 3 0 3
UPCU 3 0 3
BENA 2 0 2
PVTA 0 0 0
TMCM 1 0 1
Sums 49 27 22

Perched Aquifer M easurements

There are several very shallow wellsin the domain that encounter water that is suspected
to be from perched aquifers (O’ Hagan and Laczniak, 1996). Examples of these wellsinclude U-
20at1, U-20bc, and U-20a0. Because this model does not consider the vadose zone, perched
systems are included. Data indication perched systems, or the possibility of perched systems, are
noted primarily to indicate why they are either not used or weighted with low values for the
saturated zone calculations.
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Composite Aguifer M easurements

There are wells on Pahute Mesa that were drilled through multiple aquifer units. In deep
emplacement wells and exploratory wells, water-level measurements may be composite
representations of the several units penetrated. It isunclear what each unit contributesto the overall
measurement. For the purposes of calibration, composite observations are assigned to the thickest
aquifer unit specified by the well log. UE-20d and UE-20c are examples of wells that penetrate
multiple aquifer units.

Construction Disturbances

Many wells, such as U-20ah, U-20at, U-20av,U-20bd1, U-20bd2, and U-20y(TYBO), do
not have sufficiently long recordsto indicate whether the head in the well reached equilibrium after
construction. For example, the head measurement at U-20y is reported nearly a month before the
borehole was completed (Table 3-6), indicating the well may not have reached equilibrium with
the surrounding geol ogic formation.

Correlation with Pumping Wells

A significant amount of water was pumped from the U-20ww water well from 1983 to
1992; after 1992, withdrawals dropped off dramatically. Water-level records show a 8.76-m
decline from 1985 to 1995 and a 1.62-m rise in level from 1996 to 1998 (Fenelon, 2000). Water-
level declinesin observations at wells U-20be, U-20bf, and UE-20n-1 have been correlated to
pumping activity at U-20ww (Fenelon, 2000). These are the only three wellsin the model domain
known to show a correlation with pumping.

Underaround Nuclear Testing

Very few of the wellsin the model domain have water-level records prior to the onset of
underground testing on Pahute M esa, making the detection of testing-induced water-level changes
difficult, if not impossible. Well UE-20f, which in this calibration is used as a northern boundary
well, clearly shows an increase in water levels after the BENHAM test in 1968 (Figure 3-6). A
water-level increase of approximately 16 m had still not decayed to the baseline measurements by
1974. There were two other large tests within the vicinity of UE-20f that may have contributed to
the sustained water-level increase at UE-20f (Fenelon, 2000). Fenelon also provides alist,
including U-20bc, of wellswith elevated water |evel sthat are within 1 mile of underground nuclear
tests. However, he also notes that many wells on Pahute Mesaare within 1 mile of an underground
nuclear test and do not have elevated water levels. Figure 3-7 provides arel ative perspective on the
anounced yields or yield ranges for the tests in the study domain.

Wells drilled after underground testing began may provide erroneous baseline water-level
data because pre-testing water levels were not sampled. Without extensive groundwater
monitoring on Pahute Mesa prior to the beginning of testing, it is practically impossible to
determine which wells have elevated water-level measurements as a result of nuclear testing.
However, some measurements are certainly old enough to be considered representative of the pre-
testing steady-state condition, such as U-20c and U-20a, which were measured in 1965 and 1964,
respectively. The BENHAM test was conducted in well U-20c on December 19, 1968, six years
before the emplacement hole for the TYBO test was completed on March 19, 1975. The
measurement at TYBO indicates a gradient from TYBO to BENHAM, contrary to the sub-CAU
flow pattern described by O’ Hagan and Laczniak (1996) and contrary to the gradient indicated by
the observations in both ER-20-5 wells. Therefore, our conceptual model continues to assume
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south the southwesterly flow. This result is supported by the calibration exercise described in the
next chapter.

| * Well Measurement 1/24/1969
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Figure 3-6. Water levels at UE-20f after the BENHAM test (after Fenelon, 2000).
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Figure 3-7. Plan view of the sub-CAU domain. Black circles represent wells with hydrologic data

and red circles indicate wells that were used for underground nuclear testing. Red cir-
cles are sized relative to the unclassified anounced yield or maximum of the unclassi-
fied anounced range in yields of the tests. For example, the BENHAM test conducted
inwell U-20c had the largest announced yield. Indicated in red isthe year that the test
was conducted.

3-16



Rev 0.0

SUB-CAU FLOW MODEL COMPONENTS

Table 3-6. Measurement Dates for Internal Observations

vl | Cmpleion | Mesarement | DXe01 T
Internal Wells
ER-EC-6 3/28/1999 3/2000 -
ER-20-5 #1 8/3/1993 10/26/1993 --
ER-20-5#3 6/19/1990 11/3/1995 --
ER-20-1 9/8/1992 6/10/1996 --
U-20a 9/19/1965 2/13/1964 5/12/1965
U-20ai 8/26/1981 10/30/1985 4/22/1986
U-20ak 3/28/1982 2/12/1985 6/12/1985
U-20a0 3/9/1985 5/17/1985 12/28/1985
U-20as 4/16/1986 6/6/1986 10/16/1986
U-20at 8/29/1986 2/13/1987 4/18/1987
U-20ax 8/27/1987 3/31/1992 -
U-20ay 6/17/1987 1/11/1988 6/2/1988
U-20bb 6/11/1990 3/22/1990 10/12/1990
U-20bc 6/28/1988 8/2/1989 10/31/1989
U-20be 7/5/1989 6/5/1991 9/14/1991
U-20bf 10/4/1989 8/29/1990 4/16/1991
U-20c 5/13/1966 2/25/1965 12/19/1968
U-20ww 9/11/1982 2/28/1992 --
U-20y 3/19/1975 2/18/1975 5/14/1975
UE-20c 4/11/1964 2/28/1964 --
UE-20d 3/28/1967 1/14/1965 --
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Table 3-6. Measurement Dates for Internal Observations (Continued)
Wel | Compleion | Memrement | D301 T
Boundary Wells
ER-20-6 #1 -
ER-20-6 #2 -
U-20a-2 1/13/1976 2/11/1965 -
U-20ah 6/5/1981 4/1/1981 4/25/1982
U-20av 7/28/1986 12/8/1986 4/30/1987
U-20bd 6/20/1989 -- 6/13/1990
U-20bd1 -- -- --
U-20np2 -- -- --
UE-20av 3/21/1987 1/15/1987 --
UE-20n1 6/16/1987 11/16/1993 --
UE-20f 11/11/1975 -- --
UE-20h 2/5/1966 -- --
3.3.3 Flux Estimates

There are no direct flux measurements within the Pahute Mesaarea. However, independent
estimates from Blankennagel and Weir (1973) and DOE (1997b) have similar values. Therefore,
these estimates are used directly in the calibration processto reduce uncertainty. Blankennagel and
Weir's estimate of 560 AF/year-mile along an east-west cross section converts to approximately
114 kg/s through the 8-km-wide northern boundary of our domain; 80 kg/s is approximately what
is derived from the DOE value. However, as discussed in the next chapter, even these estimates
incur uncertaintiesin the modeling effort because the southern boundary islessthan 8 kmwide and
inflow along the eastern boundary is permitted.

3.3.4 Recharge Estimates

Pahute Mesais generally considered to be arecharge area, although there are no direct
recharge measurementsin the sub-CAU domain. Without direct measurements, values used during
calibration are estimates with a high degree of uncertainty. The Y ucca Mountain Project is
currently developing arecharge map for the entire Death Valley basis that may help to reduce
uncertainties on Pahute Mesa in future studies.
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3.3.5 Boundary Condition Assumptions

Heads on the northern boundary are set by only two wells, UE-20h and UE-20f. UE-20h
has observations in only one unit but controls the entire eastern portion of the northern boundary.
UE-20f isthe deepest well in the domain and the only source for deep head observations. Thiswell
sets the entire western section of the northern boundary and plays an important rolein prescribing
vertical gradients within the interior of the model.

The eastern boundary is divided into two sections, the northern and the southern. The
northern section has quite afew observations, but there are none for the southern section. The
southern section is set to a no-flow condition in the model (colored black in the head-contour
figures). Head contours as mapped by O’ Hagan and Laczniak (1996) are nearly normal to this
portion of the boundary, providing some justification for assuming no flow across the southern
West Greeley Faullt.

The southern boundary condition is essentially set by only one well. The flow out of the
entire sub-CAU model is controlled by the head observation at ER-EC-6. Gradients between ER-
EC-6 and wells north of the Moat Fault are similar to those between wells north of the Moat Faullt,
indicating that the fault does not cause any substantial gradients. Because there is only one HSU
south of the Moat Fault, prescribing a single head value along the southern boundary induces no
more error than the simplification of hydrostratigraphy in that region.

The western boundary corresponds with the Purse Fault. This areawest of the Purse Fault
has been characterized by O’ Hagan and Laczniak (1996) as a zone of discontinuity. However,
approaching the Purse Fault from the east (within the model domain considered here), O’ Hagan
and Laczniak (1996) show water-table contours nearly normal to the Purse Fault. The analysis
follows that little flow occurs across the Purse Fault relative the north-south flow indicated by
water levels measured in wells east of the fault. As noted in Section 3.2.1, water levels measured
in wells ER-EC-6 (within the model domain) and ER-EC-1 (west of the model domain) indicate a
southwesterly gradient. However, ER-EC-1 isoutside of thismodel domain and to useit to specify
aboundary condition other than no flow on the southern portion of the western boundary would
require the inclusion of new geologic interpretations of that region (completed after this study) as
well. Therefore, in this study the southern portion of the western model domain is treated as a no-
flow boundary, but its potential impact on pulling pathlines to the southwest is considered later in
the transport ssimulations.

Notably missing from the boundary condition are fluxesinto and out of the domain across
lateral boundaries. In this study, flux estimates from Blankennagel and Weir (1973) and DOE
(1997b) are used as calibration targets rather than as fixed boundary conditions.

3.3.6 Thermal Data Quality

Thermal gradient data are available for several of the wellsin the domain. However,
because most of the wells at the Nevada Test Site were not completed with the intention of
collecting thermal data, the quality of this datais speculative. Thus, for any thermal datafrom
boreholes on Pahute Mesa, there is uncertainty regarding how well the data represent formation
water temperatures.
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Chapter 4. Sub-CAU Flow Model Calibration

4.1 Calibration Objectives

Using the hydrostratigraphy of Drellack and Prothro (1997) in the sub-CAU domain and
boundary conditions estimated from available data, our goal with this calibration exerciseisto
develop asteady-state sub-CAU flow model that can be used to define boundary conditionsfor the
site-scale flow model, which in turn will be used to run transport simulations. The calibration
exercise has the following objectives:

* Minimize the residuals between observed and computed groundwater heads.
* Minimize the residual s between estimated and computed groundwater fluxes.
* Identify the hydrologic permeability of each HSU in the domain.

* ldentify fault-zone properties.

* Provide boundary conditions for the site-scale transport domain.

4.2 Calibration Process with PEST2000

The calibration process was automated by using PEST2000 (Doherty, 2000), referred to
from here on as PEST. PEST is a model-independent Parameter Estimation Sof Tware code that
uses the Gauss-Marquardt-L evenberg agorithm to solve a non-linear problem by applying an
iterative process. The robust algorithm searchesfor the minimaof amultidimensional function and
can be applied to avariety of problems. In this application, the multidimensional function isthe
sum of the square differences between the weighted observed heads and the simulated heads, as
well astarget fluxes (weighting based on data quality) and simulated fluxesin the flow model.
PEST workswith FEHM to match the weighted residual s by adjusting the permeabilities of HSUs
in the domain. The observations are the head measurements at the interior wellsand flux estimates
along an east-west transect across the middle portion of the domain. PEST iteratively adjusts
permeabilities until the fit to the weighted observations iswithin specified tolerances or no further
improvement can be made. Each PEST model run produces a set of best-fit parameters and a set
of statistics that indicate the quality of the parameters.

Using PEST to automate the calibration procedure greatly increases productivity during the
calibration process. Automation allowsfor the addition of hypothesistesting during the calibration.
For example, therole of thefault properties on the calibration can be evaluated in avariety of ways
that serve to establish limits on the uncertainty associated with alack of fault data. Because PEST
runsin parallel mode by using multiple processors from as many computers on agiven network as
possible, it shortens the run time for each calibration. In the case of this work, the computer run
time was shortened from one week to 8 hours per calibration. Hence, each calibration run could be
conducted overnight.
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Observation Weights and Flux Targets

Thequality of themodel calibration depends upon the quality of thedata. To avoid strongly
influencing the calibration with poor-quality data, the weights of poor-quality observations are
lowered. Table 4-1 lists the weights of all interior wells and brief reasons for such weight
reductions. Section 3.3 also describes data-quality issues. Inthiscalibration exercise, four different
weights are used, depending on our confidence in the data and the location of the observations
relative to BENHAM and the ER-20-5 wells. All wells start out with aweight of 1, then some of
the weights are reduced. Four of the wells have their weights reduced to 0.5 because their
hydrographs do not represent a steady-state system. These four wells are on the east side of the
Boxcar Faults; BENHAM and the ER-20-5 wells are on the west side of those faults. By
deweighting these four wells, more emphasisisdirected in the calibration to matching the headsin
the region of greatest interest. Two additional wells are deweighted to 0.1. Well U-20a is east of
the Boxcar Fault and has a head observation lower than any other wells around it. It would be
required to be asink in order for the model to match its head. Further, thiswell is an emplacement
hole and therefore was not designed specifically for accurate measurement of groundwater head.
UE-20c wasthe exploratory well prior to constructing BENHAM’ semplacement hole, U-20c. The
observation in UE-20c is more than 10 m lower than any boreholesin thevicinity. Therefore, it too
is deweighted, assuming U-20c is a better measurement in approximately the same location.
Finally, weights for four observations are set to zero, indicating zero confidence in the reported
measurements as relevant for this sub-CAU calibration. The four weights used in this study are
user specific and somewhat arbitrary. They indicate where we are most concerned and which
observations apparently represent the steady-state system better than others. A more quantitative
approach could be used, such as described by Hill (1998); however, such approaches do not
account for the hydrogeologists' evaluation of the data. They only consider variation between
multiple measurements from the same location. In this case, we have favored the hydrogeol ogists
assessment. In future studies, statistical data analysis should also be considered when determining
observation weights for calibration.

Nonunique parameter estimates occur when only head boundary conditions are specified
during the calibration of aflow model. In other words, the same head distribution could be
simulated with greater or lower permeabilities, aslong as the permeabilitiesin all units are scaled
the same. The only difference would be the amount of water flowing through the system.
Therefore, incorporating a flux target reduces the range of uncertainty in the estimation process.
Although no measurements of flux exist for the domain of interest, independent estimates from
Blankennagle and Weir (1973) and DOE (1997b) are similar (see Section 3.3.3). Therefore these
estimates are used as a calibration target in addition to the head observations. Specified through an
east-west cross section through the entire domain, the flux target is set aweight of 1.0.
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Table 4-1. Weighting Assignments for Interior Wells in the Model Calibration. Weighting
Scalefrom O0to 1

Head _ :
Well ID Observation Weighting Data-Quality Flags
ER-20-1 1278.1 1 -
ER-20-5#1 1274.2 1 -
ER-20-5#3 12744 1 -
ER-EC-6 1273.6 1 -

U-20a 1328.7 0.1 L ocated on east side of the Boxcar Fault, drilled
less than 500 ft in saturated rock.® Lowest
reported head observation® within ring of wells
defined by U-20bf, U-20ah, U-20n, and U-20ax.

U-20ai 1356.2 0.5 M easurements over aperiod of four years do not
show a steady state water level .2 Drilled less
than 500 ft in saturated rock.t

U-20ak 1278.5 1 USGS? data do not show steady-state well
observations, over aperiod of three years.
Drilled less than 500 ft in saturated rock.*

U-20a0 1317.3 0.0 Drilled less than 500 ft in saturated rock;
flagged as anomalous by USGS.!

U-20as 1284.4 1 Drilled less than 500 ft in saturated rock.

U-20at1 1284.4 1 Drilled less than 500 ft in saturated rock and
flagged as anomalous by USGS.!

U-20ax 1329.7 0.5 Drilled less than 200 ft in saturated rock and
flagged as an anomalously high value relative to
the local groundwater system.! May represent
locally perched head above zeolite unit due to
previous pluvial climate or underground testing
effects.

U-20ay 1364 0.0 Local groundwater mound that cannot be cap-
tured using current geologic model. Data point
used is flagged as an anomaly by the USGS.!
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Table 4-1. Weighting Assignments for Interior Wells in the Model Calibration. Weighting
Scalefrom O0to 1

Head _ :

Well ID Observation Weighting Data-Quality Flags

U-20bb1 1280.9 1 Data collected by the USGS do not show a
steady state water level for three months prior to
underground test.?

U-20bc 1303.1 0.0 Data are flagged as an anomalously high value
relative to the local groundwater system and
within 1 mile of large underground test. Shallow
well drilled less than 500 ft in saturated rock.

U-20be 1303.8 0.0 Water level shows a correlation to the pumping
activities at U-20ww.

U-20bf 1338.1 0.5 Water level shows a correlation to the pumping
activities at U-20ww.

U-20c 1275.3 1 -

U-20ww 1344.6 0.5 Water-well data may be influenced by draw-
down or recovery of well.

U-20y 1276.9 1 M easurement may not be representative of
steady-state condition.

UE-20c 1267 0.1 Vertical Gradient between observation at U-20c
and thiswell cannot be modeled with the current
geological model.

UE-20d1 1359.74 -- Measurement implies a vertical gradient within
the CHZCM that cannot be captured using the
current geologic model. Removed from calibra-
tion.

UE-20d2 1272.53 1 -

1 - O’'Hagan and Lazniack(1996)
2 - Fenelon (2000)
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4.3 Calibration Results

Aspart of thismodel’ s calibration, it is possible to adjust permeabilitiesin up to 60 unique
zones. Such adjustment includes the 15 main HSUs and the fault-zone permeabilities of each HSU
in the three different faults. However, because of the limited number of calibration targets
(observations from boreholes), attempting to calibrate every possible variable would lead to an
under-constrained problem. To reduce the number of adjustable parameters similar parameters
must be grouped together. Each group has one main parameter, with the remaining parameters
linked to it. When PEST adjusts the permeability of the main HSU, the permeability in the linked
HSUs change by the same proportion. With each subsequent calibration run, the groups are
modified and the permeabilitiesininsensitive HSUs are set to fixed val ues, thereby removing them
from the calibration. Further, during the calibration processes, the significance of the thermal
correction with elevation (see Sections 3.2.8, 3.3.6, and 3.2.9) was investigated.

The calibrated permeabilities that |ead to the lowest residuals between model results and
field observations are shown in Table 4-2, with comparisons to the ranges given by Drellack and
Prothro (1997) and the calibrated model without athermal correction. Contour plots drawn at
elevations of 1185 and 820 m are shown for this calibration (Figures 4-1 and 4-2) and anorth-south
cross section near BENHAM is shown in Figure 4-3.

The primary calibration used atarget of 80 kg/s across the northern boundary, based on
north-south flux estimates of Blankennagle and Weir (1973) and DOE (1997b) (see Section 3.3.3).
This target was weighted with 1.0 and was matched almost perfectly in the calibration. However,
Section 4.3.4 discusses the impacts of uncertainty with respect to where thistarget is prescribed.
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Boundary Condition with 4 Observations at UE20F
) Best Fit Calibration
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Figure 4-1. Plan view of the sub-CAU model domain showing the contours of the best-fit calibra-
tion at an elevation of 1185 m. The apparent water mounding over the faultsis an ar-
tifact of low fault-zone permeabilities and uniform recharge at all locations. If the
vadose zonewere model ed, then therechargein thefault zoneswould be diverted. This
error could be corrected in future models by neglecting recharge in fault zones and,
possibly, increasing it appropriately in neighboring zones.
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Boundary Condition with 4 Observations at UE20F
_ Best Fit Calibration
Location of UE20F V{Ievation =820m
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Figure 4-2. Plan view of the sub-CAU model domain showing the contours of the best-fit calibra-
tion at an elevation of 820 m.
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Vertical Slice along 545000 Easting z
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Head: 1270 1278 1286 1294 1302

Figure 4-3. Vertical dlice aong easting 545000. Note the high pressure in the deep units preserved
by low permeability units overlying the BRAQ HSU. Thismodel also captures the
shallow downward vertical gradients.
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Table 4-2. Comparison of Calibrated Permeabilities Resulting from a Thermal Viscosity
Correction. The Estimated Ranges from Drellack and Prothro (1997) are also Included for

Comparison.

Calibrated |~ i raed
Modd | ) odel With
HSU Drellack and Prothro (1997) Without
Thermal
Thermal .
. Correction
Correction
Minimum Maximum . .
Permesbility | Permeability | "ormeadiity | Permeability
PRBCM 6.6e-15 6.6e-12 8.43e-15 8.43e-15
BRAQ 6.6e-13 2.0e-11 5.9e-14 3.11e-13
BFCU 1.3e-15 6.6e-13 1.07e-16 1.87e-16
CFCM 1.3e-15 6.6e-12 1.2e-15 5.93e-15
IAQ 1.3e-13 6.6e-12 1.65e-13 1.55e-13
CHCU 1.3e-15 6.6e-13 2.88e-15 2.88e-15
CHzZCM 1.3e-15 2.0e-11 1.13e-13 1.41e-12
TSA 6.6e-12 4.0e-11 3.1e-11 1.0e-11
LPCU 1.3e-15 6.6e-13 5.0e-17 1.75e-17
TPCA 6.6e-13 1.3e-12 6.8e-14 2.199e-14
UPCU 1.3e-15 6.6e-13 4.04e-16 4.04e-15
BENA 1.3e-12 2.7e-11 1.35e-13 1.35e-13
PVTA 1.3e-13 1.3e-12 1.63e-13 1.63e-13
TMCM 1.3e-15 6.6e-13 3.5e-13 1.0e-11

4.3.1 Calibration Features

There were several important observations made during the calibration process. First, the
data suggest that the Boxcar and West Boxcar Faults inhibit flow. The wells east of the Boxcar
Faults have significantly higher heads than those to the west of the faults (there are no
measurements between the Boxcar Faults). To match these head observations during calibration,
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at least the West Boxcar and the southern portion of the Boxcar Fault must have alow permeability
to preserve the gradient.

Captured in the calibration are vertical gradients in head between deep and shallow units.
The northern boundary well, UE-20f, prescribes high heads in the lower portions of the domain
that are not observed in the CHZCM wells. The gradient between the BRAQ and the IAQ isless
than 4 m, whereasthe gradient between the |AQ and the CHZCM isapproximately 30 m.Torestrict
the upward flow of water, the CHZCM must have a permeability low enough to restrict upward
flow and preserve the gradient. This high pressure at depth is set with the boundary condition,
based on observations at well UE-20f, and is not confirmed by any other measurements interior to
the model domain. Thus, there are no calibration targets for this high pressure either.

There are also downward vertical gradientsin the very shallow units (Figure 4-4). The ER-
20-1well hasasubstantial observation record that suggeststhat the TPCA maintainsamuch higher
head than some of the aquifer unitsbelow it. Therefore, the LPCU must be parameterized with low
permeability to maintain the higher head in the shallow units aboveit.

lBOO:LPCU — BENA ~ ER-20-1
1250 F TPCA e B
~  FEotsa - -
‘01200 = =
G>J N N - -
- - ; [ Note: Geology below
Ct$1150: ER-20-5-1 o LPCU - TPCA uncergt;a)\/in.
8 = FTsA - Dashed line indicates
q.)1100:— CHZCM a a total depth of well.
8 - - -
51050¢ - 3
®© - - -
910007 — ~
Q - - CHzZCM -
o 950F — —
E I - I
c 900F Lava = a
9 - - -
g 80F 3 3
Q 800:— [ | = =
W " F ER-2053 g B
750F - U20c -
700;\|HH|HH|H ;\I\\-\luulu i I N
1274 1276 1278 1274 1276 1278 1274 1276 1278
Head (meters) Head (meters) Head (meters)

Figure 4-4. Head observations at wells ER-20-5 #1, ER-20-5 #3, BENHAM (U-20c), and ER-20-
1. Note the horizontal gradient of alittle over a meter between BENHAM and ER-20-
5#3 and vertical gradient of amost 3 m through the LPCU. Dataat ER-20-5 wellsin-
dicate aimost no vertical gradient through the upper CHZCM.
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The calibration capturesthese rel ationships and closely matchesthe heads at the BENHAM
and ER-20-5 wells. An interesting result of the calibration isthat it yields a permeability for the
CHZCM from the high end of the range. Thisis due to the composite nature of the unit. In addition
to low-permeability zeolitic material, thisunit also includes high-permeability lavaflows (Prothro
and Warren, 2001) that increasethe overall permeability of the unit model ed here asahomogenous
block. Although a substantial portion of the CHZCM may be low-permeability, atered, bedded
tuff, the volume modeled must account for higher permeability contributions to the overall flow
field.

4.3.2 Calibration Guidelines: Where Does this Study Fit in?

Hill (1998) suggests several diagnostic statistics to be considered during and after model
calibration. These statistics also correspond to statistical information given in a PEST calibration
and serve to assess the quality of the calibrated model as well as the assumptions about weights.
Listed below are the statistics and abrief discussion relating the guideline to this calibration effort.

1. Observations and parameter sensitivities play an important role in prediction and model cali-
bration. PEST computes composite sensitivities for each parameter and observation. The com-
posite sensitivities for each parameter are related to the sensitivity of the other parameters
with respect to all observations. The parameter composite sensitivity is defined in PEST as s;

= (JtQJ)iil/ 2, where s, is the composite sensitivity of parameter i, J is the jacobian matrix, and

Q is a diagonal matrix of the square weights of the observations. In this case, the permeability
parameters of the CHZCM, IAQ, LPCU, and TMCM have the largest importance in the cali-
bration based on the large sensitivity value (Table 4-3). The Boxcar Fault has the lowest sensi-
tivity and is the calibration’s least important parameter. This is because we set the northern
head boundary condition such that the steep gradient occurs through the West Boxcar Fault.
The observation composite sensitivity is a measure of the sensitivity of that observation to all
parameters involved in the parameter estimation process. The composite sensitivity of obser-
vation j is s; = [Q(JJT)]jjl/ 2. The sensitivity of an observation will be largely due to the
assigned weight. Because of the large composite sensitivity value calculated for each of these
observations, the important observations for this calibration are ER-20-1, ER-20-5 #1 and #3,
U-20ak, U-20as, U-20at1, U-20bb1, U-20c, U-20y, UE-20d2, and the flux (Table 4-4). Each
of these observations were given a higher weight because of there proximity to the site scale
model domain used for subsequent transport calculations. This tool could be used to evaluate
the value of proposed well locations and sampling intervals.
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Table 4-3. Composite Sensitivities for Adjustable Parameters

Parameter name Compgs‘i te
Sensitivity
IAQ 7.96
CHzZCM 56.99
TSA 1.19
LPCU 29.94
TPCA 2.312
T™MCM 19.11
Boxcar Fault 0.20
West Boxcar Fault 1.39
South Boxcar Fault 1.09
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Table 4-4. Composite Sensitivities for Well Observations

ovnnin |t
ER-20-1 13.88
ER-20-5 #1 5.20
ER-20-5 #3 511
ER-EC-6 1.00
U-20a 4.75E-02
U-20ai 0.38
U-20ak 935
U-20a0 0
U-20as 19.94
U-20at1 15.35
U-20ax 0.84
U-20ay 0
U-20bb-1 10.25
U-20bc 0
U-20be 0
U-20bf 0.49
U-20c 5.19
U-20ww 0.22
U-20y 5.20
UE-20c 1.11
UE-20d2 5921
flux 58.53

2. Standard error of weighted residuals indicates how well the model fits the data. The smaller
the values, the better the fit. PEST calculates the standard error by finding the square root of

the standard variance. The standard variance is calculated by dividing the sum of the squared
weighted residuals by the system degrees of freedom. The system degrees of freedom is the
number of observations with non-zero weight plus the number of prior information articles
with non-zero weight minus the number of adjustable parameters. For each group, the vari-
ance is simply the contribution to the sum of the squared weighted residuals divided by the
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number of observations with non-zero weight. For this calibration, the observations are
divided into four groups, three groups for observations and one group for the flux. The groups
are described in Table 4-5. Observation group 1 consists of wells considered critical to the cal-
ibration, such as the BENHAM and TYBO wells. Group 2 includes the observations on the
east side of the Boxcar Fault and group 3 are poor-quality observations in and around the site
scale domain and ER-EC-6 (not considered poor quality), which is south of the Moat Fault.
Group 1 has 10 non-zero weighted residuals with a standard error of 1.55. Group 2 has 5 non-
zero weighted residuals with a standard error of 3.78. Group 3 has 2 non-zero weighted resid-
uals with a standard error of 1.10. Group 4, the flux through the domain targeted at estimates
of Blankennagel and Weir (1973), has only one observation and a very small standard error.
The calibration focused on a good model fit with the group 1 and three observations, so the
low standard errors of 1.5 and 1.1 are a good indicator the model is successfully fitting these
areas and that the weighting scheme is appropriate.
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Table 4-5. Group Definitions for Well Observations

Observation Group
ER-20-1 1
ER-20-5 #1 1
ER-20-5#3 1
ER-EC-6 3
U-20a 2
U-20ai 2
U-20ak 1
U-20a0 3
U-20as 1
U-20at1 1
U-20ax 2
U-20ay 2
U-20bb-1 1
U-20bc 3
U-20be 2
U-20bf 2
U-20c 1
U-20ww 2
U-20y 1
UE-20c 3
UE-20d2 1

flux flux_1

3. Weighted residuals should scatter randomly around zero. Minimum and maximum residuals

should be fairly close together, with average weighted residuals equaling zero. All weighted
residuals together from every group in the calibration appear to be skewed toward negative

values. A quick tally of the residuals (Figure 4-5 ) reveals that 7 are positive and 14 are nega-
tive, confirming the interpretation of negatively skewed residuals. The majority of the residu-
als are fairly small, indicating that the weighting scheme is appropriate. However, one value
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appears to have been assigned an improper weight: U-20ai has a weighted residual of -8.2.
When evaluated together, all of the residuals are not randomly scattered around zero but have
a negative skew. However, the negative skew is almost entirely due to group 2 observations.
Table 4-6 shows minimum, maximum, and average weighted residuals. The weighted residu-
als from group 1 (Figure 4-6) have an average close to zero, a good indication of a proper
weighting scheme in this group, as well as a good model fit in this area that is used for site-
scale transport. Group 2 has a mean of -1.91 from 5 residuals of non-zero weight. This group
is the most likely contributor of the overall negative skew of all the residuals. Group 3 has 2
residuals of non-zero weight and a mean close to zero.

Table 4-6. Basic Weighted Residual Statistics

Minimum Maximum Average

Group Weighted Weighted Weighted

Residual Residual Residual

Group 1 -2.41 (U-20y) 2.20 (ER-20-1) 8.46E-02
Group 2 -8.21 (U-20ai) 1.16 (U-20a) -1.91
Group 3 -0.72 (ER-EC-6) | 1.38 (UE-20c) 0.33

. Parameter correlation coefficients indicate whether a parameter is likely to be unique. A

value less than 0.95 is a good indication that the parameter is unique. The correlation coeffi-
cient matrix is calculated as p;;= 0j; / sqrt(oj; 0j;), where gj; is the i’th row and j’th column of
the covariance matrix. The correlation coefficient matrix in this case suggests that only one
parameter relationship is not unique, the IAQ and the CHZCM (Table 4-8). The remaining
parameters in this particular calibration are reasonable estimates based on this statistic. The
IAQ and the CHZCM are most likely correlated because of their close proximity to each other
and the overlapping unit properties. The CHZCM is a heterogeneous mix of low- and high-
permeability material, which in this study is modeled as one homogenous unit. The [AQ
should be a relatively high-permeability unit and the high correlation indicates that the model
cannot clearly distinguish between the two units.
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Figure 4-5. Weighted residual s plotted by observation group.

4-17



Rev 0.0 SUB-CAU FLOW MODEL CALIBRATION

2.50
= m|
’ O
n
< 1.25
>
©
g i
. o o
c 0.00 A
> o o
2 i
O
—
2 .1.25 -
o
G -
O
'250 T I T I T | |D |
0.0 2.5 5.0 7.5 10.0

bservati on Nunber

Figure 4-6. Plot of group 1 weighted residuals.
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Table 4-7. Correlation Coefficient Matrix for Adjustable Parameters
Parameter Boxcar W. S.
IAQ CHZCM | TSA | LPCU | TPCA | TMCM Boxcar | Boxcar
name Fault
Fault Fault
IAQ 1.0 -0.98 0.77 0.41 -0.081 0.83 -0.72 -0.0012 | -0.095
CHZCM -0.98 1.0 -0.77 -0.34 -0.08 -0.92 0.78 -0.19 -0.043
TSA 0.78 -0.77 1.0 0.33 -0.20 0.55 -0.50 0.083 -0.28
LPCU 0.41 -0.34 0.33 1.0 -0.55 0.16 -0.22 -0.33 0.0026
TPCA -0.081 -0.08 -0.20 -0.55 1.0 0.40 -0.34 0.83 0.64
TMCM 0.84 -0.92 0.55 0.16 0.41 1.0 -0.83 0.48 0.35
Boxcar -0.72 0.78 -0.50 -0.22 -0.34 -0.83 1.0 -0.42 -0.32
Fault
W. Box- -0.001 -0.19 0.083 | -0.33 0.83 0.48 -0.42 1.0 0.59
car Fault
S. Boxcar | -0.095 -0.043 -0.28 | 0.0026 0.64 0.35 -0.32 0.59 1.0
Fault

5. Confidence intervals indicate parameter uncertainty. PEST calculations of confidence inter-

vals rely on a linearity assumption that may not extend into parameter space as far as the con-
fidence interval (Doherty, 2000). Therefore, 95% confidence limits do not provide a
meaningful range from which to select permeability values but rather suggest a degree of
uncertainty around the optimized permeability. Extremely large confidence intervals from this
calibration suggest that the LPCU is the only estimated permeability with a high level of cer-
tainty. The CHZCM has a large number of observations and the model fit is sensitive to
changes in permeability. However, the confidence interval suggests that the unit’s complexity
is not well represented by the current stratigraphic representation and the estimated perme-
ability. The large confidence intervals for the rest of the parameters suggest that the problem is
not well constrained by the available information. However, we know that small changes in
parameters with large confidence intervals actually lead to decreased calibration quality. This
discrepancy is most likely associated with attempting to represent a complex system with very
few data points that result from sampling some of the greatest complexities, such as the high
pressure in the BRAQ. We expect that increasing the size of the domain toward a CAU-scale
model to capture many more wells while increasing the number of HSUs by only a small
amount will lead to tighter confidence limits on calibrated HSU permeabilities.
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4.3.3 Calibration Sensitivity to Boundary Conditions

This section describes the impact of various boundary conditions on the model flow field
and on calibration results. The development of the northern head boundary condition required
determining the impact of the Boxcar and West Boxcar faults, how much information from well
UE-20f to use, and the predetermining permeabilities of the unitsin the boundary condition. The
following sections describe how altering these factors changes the flow field.

Fault Barriers

This sensitivity analysis compares the flow fields that result from two different northern
boundary conditions, one in which the West Boxcar Fault controls the east-west gradient and the
other in which the Boxcar Fault controls the gradient. There are no observations between the
Boxcar and the West Boxcar Fault to indicate which fault actually controls the high gradient or if
they both exert some control. Note that the calibrated model used to set site-scale mole boundary
heads is based on a northern boundary condition with the gradient at the West Boxcar Faullt.

With the gradient set at the Boxcar Fault, the heads decrease in the western portion of the
domain. The gradient from the northern boundary to the Moat Fault also decreases. These
decreases are especialy apparent in the contour slice drawn at 820 m (Figure 4-8 compared with
Figure 4-2). Additional comparisons can be made with the contour slices at 1185 m (Figure 4-7
and Figure 4-1). Direct comparisons of model differences with the final calibration are shownin
Table4-8. Theheadsat the ER-20-5#1, -3, and U-20c have been lowered by one meter. A majority
of the wells to the east of the fault do not change. Only the western portion of the domainis
sensitive to the location of the high gradient on the boundary condition.

4-20



Rev 0.0

SUB-CAU FLOW MODEL CALIBRATION

Table 4-8. Comparing Simulated and Observed Heads for Different Northern Boundary

Conditions
Best Overall Boundary Condition Boundary
Observation _ Calibr_ation Using iny 2 Cond_iti on with
Well ID (m) [with gradient set at Observations at Gradient Set at
W. Boxcar Fault] UE-20f Boxcar Fault
(m) (m) (m)

ER-20-1 1278.1 1294.4 1290.63 1291.72
ER-20-5 #1 1274.2 1275.12 1272.75 1273.75
ER-20-5#3 1274.4 1275.09 1272.74 1273.73
ER-EC-6 1273.6 1273.46 1273.46 1273.42
U-20a 1328.7 1345.86 1345.86 1345.85
U-20ai 1356.2 1351.58 1351.50 1351.55
U-20ak 1278.5 1288.35 1283.89 1285.39
U-20a0 1317.3 1290.42 1286.21 1286.84
U-20as 1284.4 1291.65 1289.01 1289.49
U-20at 1284.4 1293.32 1288.77 1291.05
U-20ax 1329.7 1335.61 1335.61 1335.59
U-20ay 1364 1350.92 1350.88 1350.90
U-20bb 1280.9 1289.37 1284.91 1286.52
U-20bc 1303.1 1284.62 1279.64 1282.14
U-20be 1303.8 1336.49 1336.49 1336.47
U-20bf 1338.1 1335.87 1345.86 1345.85
U-20c 1275.3 1275.94 1273.09 1274.26
U-20ww 1344.6 1349.75 1349.74 1349.73
U-20y 1276.9 1275.26 1272.84 1273.85
UE-20c 1267 1291.39 1287.32 1287.75
UE-20d 1272.53 1287.68 1283.227 1284.55
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Boundary Condition with Gradient at Boxcar Fault
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Figure 4-7. Contoursin the sub-CAU model domain drawn at an elevation of 1185 m. The high
gradient between the Boxcar and the West Boxcar Fault on the northern boundary has
been eliminated. The West Boxcar Fault continuesto be abarrier to flow. Headson the
northern boundary are based on four observationsin UE-20f. Overall, the head has
been reduced 5 m west of the Boxcar Faults, and the shape of the flow field west of the
West Boxcar Fault has been changed.

UE-20f Influence on the Northern Boundary Condition

The well UE-20f presents some interesting challengesfor calibrating the model. UE-20f is
the deepest well in the sub-CAU model domain and it does not penetrate below the vol canics of
the Silent Canyon Caldera. Observations from packer tests conducted at multiple intervals,
isolating specific units, are reported by Blankennagel and Welr (1973). These data suggest that
thereareat least two changesin thedirection of thevertical gradientinthiswell (Figure 3-5). Using
all these data to establish a boundary condition forces flow in the upper unit toward the north,
contrary to the regional flow field described by O’ Hagan and Lasczniak (1996). Removing the
lowest head observation eliminates much of this problem. However, O’ Hagan and Lasczniak
suggest that only two measurements should used, the composite measurements for the original
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Boundary Condition with Gradient at Boxcar Fault
Elevation = 820m
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Figure 4-8. Contoursin the sub-CAU model domain drawn at an el evation of 820 m. Thehigh gra-
dient between the Boxcar and the West Boxcar Fault on the northern boundary has
been eliminated. The West Boxcar Fault still isabarrier to flow. Heads on northern
boundary based on four observationsin UE-20f. Overall the head has been reduced
5 mwest of the Boxcar Faults, and the shape of the flow field West of the West Boxcar
Fault has been changed.

shallow well and the newer deep well. Note that this well aso shows a clear signal from
underground nuclear testing.

Using four observations at UE-20f in our best calibration, our intention was to use as much
information for the calibration as possible while preserving the regional flow direction. The
sensitivity of thischoice of boundary condition isevaluated by comparing changesintheflow field
when the permeabilitiesfrom thefinal calibration are used with adifferent boundary condition that
has only two observations at UE-20f. Contour slices drawn at 820 m can be compared with aslice
drawn at the same elevation for thefinal calibration (Figure 4-9 and Figure 4-2). Table 4-8 liststhe
results at each well, indicating the impact of the reduced information on the boundary. The change
in boundary condition at UE-20f lowersthe heads by 2 to 6 m at the wellswest of the Boxcar Fault
depending upon the location.
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Boundary Condition with 2 Observations at UE20F
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Figure 4-9. Plan view of the sub-CAU model domain. Contours are drawn at an elevation of
820 m. The northern boundary condition is based on only two observations at UE-20f
and the flow gradient is set at the West Boxcar Fault. Overall, the head has been re-
duced 5 m west of the Boxcar Faults and the shape of the flow field has been altered.

Boundary Condition Permeabilities

During the simulations for prescribing heads on the northern and eastern boundaries, the
permeabilities were specified prior to calibration with PEST. Thisis effectively a permeability-
weighted interpolation scheme achieved with aflow simulation only along the boundary.
Examining the sensitivity of the calibration to the boundary conditions led to the modification of
selected permeabilities along the northern boundary. The boundary permeabilities used to compute
the northern heads are listed in Table 4-9. Using the new boundary condition, the model was re-
calibrated with PEST. The aternative calibration resulted in lower permeabilitiesin the adjustable
HSUs, with the exception of the LPCU and the TSA (Table 4-10).

4-24



Rev 0.0

SUB-CAU FLOW MODEL CALIBRATION

Table 4-9. Comparing Permeabilities used in Computing Heads on the Northern and Eastern

Boundary
Permesbilities | o pilities
used in the .
Original used inthe New
HSU Northern and
Northern and
Eastern
Eastern .
: Boundaries
Boundaries

PRBCM 6.0e-15 6.0e-15
BRAQ 5.9e-12 5.9e-12
BFCU 1.18e-17 1.18e-17
CFCM 5.9e-15 59e-14
IAQ 1.18e-13 1.18e-12
CHCU 59e-14 1.18e-15
CHzZCM 1.18e-13 1.18e-15
TSA 1.77e-12 1.77e-12
LPCU 5.9e-13 5.9e-13
TPCA 8.26e-13 8.26e-13
UPCU 1.18e-15 1.18e-15
BENA 1.18e-12 1.18e-12
PVTA 5.9e-13 5.9e-13
TMCM 1.18e-13 1.18e-13
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Table 4-10. Comparing Calibrated Permeabilities with Different Boundary Conditions
(Underlined HSUs were not Adjustable)

Original Modified

Northern Northern

HSU Boundary Boundary

Calibrated Calibrated

Permeabilities | Permeabilities

PRBCM 8.43e-15 8.43e-15
BRAQ 3.11e-13 3.11e-13
BFCU 1.85e-16 1.85e-16
CFCM 5.93e-15 5.93e-15
IAQ 1.55e-13 1.33e-14
CHCU 2.88e-15 2.88e-15
CHZCM 14le-12 8.59%e-14
TSA 1.00e-11 4.86e-11
LPCU 1.76e-17 7.98e-17
TPCA 2.20e-14 3.49e-15
UPCU 4.04e-15 4.04e-15
BENA 1.35e-13 1.35e-13
PVTA 1.63e-13 1.63e-13
TMCM 1.00e-11 5.09e-13

4.3.4 Calibration Sensitivity to Internal Assumptions

Flux Magnitude and Target L ocation

Underflow through Pahute Mesa is estimated to be 560 AF/yr-mile (Blankennagel and
Weir, 1973). The sub-CAU domain is 8 km wide along the northern boundary, giving an estimated
flux of 114 kg/s across that boundary. Another estimate of flux comes from the regional model
(DOE, 1997b) as 80 kg/s for an 8-km-wide cross section. These estimates are in good agreement
with each other. Calibrations for which the magnitude of the flux is varied between 114 kg/s and
80 kg/s did not produce substantially different permeabilities. Based on this result, the more
conservative value of 80 kg/s aong the northern boundary was used in the primary and other
calibration-sensitivity simulations.
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The use of flux as an observation target in PEST requires that a zone be defined across
which the residual between simulated flux and target flux is minimized. In the case of this
calibration, the location of the target zone is an important parameter. In previous calibration
simulations, the target zone was specified as an east-west transect through the middle of the
domain, just south of the flowing portion of the eastern boundary. Thus, the flux across the target
zone is the same as the flux out of the model’ s southern boundary. In this sensitivity simulation,
the target zone is changed to the model’ s northern boundary. The result is that approximately 4
times as much flow crosses the southern boundary as crosses the northern boundary; it enters
through the northeastern boundary. Calibrating to this change increases the permeabilities of
several HSUs to accommodate the flow increase, but it also decreases afew (Table 4-11).

Table 4-11. Comparing Calibrated Permeabilities with Change in Flux Target Location
(Underlined HSUs were not Adjustable)

Calibrated Calibrated
Permeabilities | Permeabilities
oy | bt
Northern Middle of the
Boundary Domain
PRBCM 8.43e-15 8.43e-15
BRAQ 3.0e-13 3.11e-13
BFCU 1.09e-14 1.87e-16
CFCM 5.93e-15 5.93e-15
IAQ 1.59e-12 1.55E-13
CHCU 2.88e-15 2.88e-15
CHZCM 4.68e-12 1l4le-12
TSA 1.10e-11 1.0E-11
LPCU 1.20e-15 1.75e-17
TPCA 5.90e-13 2.20e-14
UPCU 4.04e-15 4.04e-15
BENA 5.00e-12 1.35e-13
PVTA 1.63e-13 1.63e-13
TMCM 1.77e-11 1.0e-11
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Fault structures

The system seemsto lend itself naturally to division by the Boxcar Fault. The observation
wells to the east of the fault have noticeably higher heads than those observations to the west,
suggesting a steep gradient across this fault system (Figure 3-4). This case looks at the extreme
scenario of removing the faults from the simulation. Removing fault-specific properties
dramatically changesthe flow field, confirming that the faults play amgjor rolein determining the
structure of the flow field. The head is elevated by 30 m in some locations (Table 4-12, Figure 4-
10, and Figure 4-11). Thus, closely matching the heads around the BENHAM test depends on the
Boxcar Faults functioning as barriers.
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Table 4-12. Comparing Head Values between the Best Overall Calibration with Two

Evaluations of Internal Assumptions

Removed
Head BestOverall Internal Doubledthe
Well ID Observation | Calibration Fault Recharge
(m) Head (m) Properties Head (m)
Head (m)

ER-20-1 1278.1 1294.4 1320.89 1310.23
ER-20-5#1 1274.2 1275.12 1295.74 1275.24
ER-20-5#3 12744 1275.09 1295.67 1275.21

ER-EC-6 1273.6 1273.46 1273.88 1273.45

U-20a 1328.7 1345.86 | 1341.32 1345.88
U-20ai 1356.2 1351.58 1346.54 1351.59
U-20ak 1278.5 1288.35 1320.06 1297.14
U-20a0 1317.3 1290.42 | 1318.58 1300.60
U-20as 1284.4 1291.65 1309.54 1299.51
U-20at 1284.4 1293.32 1318.99 1308.13
U-20ax 1329.7 1335.61 | 1318.08 1335.65
U-20ay 1364 1350.92 | 1344.46 1350.93
U-20bb 1280.9 1289.37 1319.91 1299.35
U-20bc 1303.1 1284.62 1311.37 1289.68
U-20be 1303.8 1336.49 | 1324.88 1336.53
U-20bf 1338.1 1335.87 1335.50 1345.89
U-20c 1275.3 1275.94 1304.84 1276.05
U-20ww 1344.6 1349.75 | 1346.50 1349.75
U-20y 1276.9 1275.26 1297.75 1275.37
UE-20c 1267 1291.39 1317.38 1302.39
UE-20d 1272.53 1287.68 1320.48 1295.552
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Boundary Condition with 4 observations at UE-20f,
L ocation of UE-20f gradient at West Boxcar, without internal fauns
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Figure 4-10. Contours in the sub-CAU model domain at 1185 m for the case with no internal
faults. The northern boundary condition is based on four observations at UE-20f and a
gradient at the West Boxcar Fault. Note the remarkable change in the flow field, with
heads west of the Boxcar Faults rising by 30 m in some locations.

Recharge

Recharge for the Pahute Mesa model domain was estimated at 4 mm/yr based on Y ucca
Mountain information (DOE, 1997b). This value was used in the calibration with PEST, which in
turn generated the final calibrated model. To examine the sensitivity of the recharge value we
looked at changesin heads at |ocations within the domain by using final calibration parameters but
doubling the recharge. The head is elevated by 10 m in the shallow wells U-20-1 and U-20bc,
whereas deeper wells like the ER-20-5 wells only change by one tenth of a meter (Table 4-12,
Figure 4-12, and Figure 4-13). To examine its sensitivity, recharge could be dealt with asa
calibration parameter,or multiple calibrations could be performed with different recharge rates.
This simulation simply shows that with parameters calibrated using 4 mm/yr recharge, a change
leadsto large differencesin simulated heads. Such differences means that to match the heads with
larger (and probably smaller) recharge values, significant changesin some HSUS' permeabilities
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Boundary Condition with 4 observations at UE-20f,
L ocation of UE-20f gradient at West Boxcar, without internal fauns
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Figure 4-11. Contoursin the sub-CAU model domain at 820 m for the case with no internal faults.
The northern boundary condition is based on four observations at UE-20f and a gradi-
ent at the West Boxcar Fault. Note the remarkable change in the flow field, with heads
west of the Boxcar Faults rising by 30 m in some locations.

will be required. Ongoing studies to characterize recharge in this region will contribute to future
studies designed to reduce uncertainty.
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Increased Recharge to Standard Calibration
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Figure 4-12. Plan view of the sub-CAU domain showing the contours at 820 m for double the re-
charge of the best-fit model.
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Figure 4-13. Plan view of the sub-CAU domain showing the contours at 1185 m for double the
recharge of the best-fit model.
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4.4 Summary

For the small domain considered, the calibrated flow model matches observed heads with
acceptably low-weighted residuals. Expanding the domain size to include more observations in
more HSUs, as will likely occur in CAU-scale models, will increase the calibration quality.
However, by using automatic parameter estimation to compute HSU permeabilities, the calibration
conducted on this sub-CAU scale model provides reasonable representation of the hydrologic
system. Therefore, the heads derived from this model to specify site-scale boundary conditionsare
appropriately representative of the large-scal e system in which the site-scale domain resides. They
also represent an improvement over estimates that would be made in absence of the sub-CAU flow
model.

The calibration is certainly not without uncertainty, as demonstrated in Sections 4.3.3 and
4.3.4, where sengitivity of the calibration was examined with respect to the following:

< how heads are distributed along the northern boundary due to the internal faults,

= the influence of how head measurements in UE-20f are used to specify the northern
boundary head distribution,

= the underflow flux along the northern and northeastern boundaries,
- fault-zone properties, and
< recharge flux.

However, the base calibration presented prior to the sensitivity study yields the best estimates of
heads in the model domain, relative to observed heads. This sensitivity study does not provide an
analysis of model response to different assumptions about the boundary conditions along the West
Greeley and Purse Faults. Much of the West Greely Fault boundary and all of the Purse Fault
boundary are specified as no-flow boundariesin this model. As described in Section 3.3.5, these
properties are based on the best current hydrol ogic analyses of Western Pahute Mesa. Although it
ispossible to develop a sensitivity analysis to determine how such boundary conditions are speci-
fied, no such analysiswas conducted for thisproject. Aslarger-scale analyses are conducted, it will
be appropriate to examine whether the current thinking that little flow crosses those faults, where
specified here too, should be reconsidered. Certainly, our best calibrated model shows little flow
crossing the Boxcar and West Boxcar Faults, internal to our model domain, thus strengthening the
assumption that little flow crosses the two closest faults (east and west) as well.
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Chapter 5. Site-Scale Flow Model

5.1 Introduction

In this study, simulations of radionuclide migration are conducted on the site-scale model.
The site-scale model domain extends 3.2 km northing, 2.6 km easting, and is 1330 m thick. Figure
5-1 showsthe spatial location of the site-scale domain relative to the sub-CAU model domain, the
NTS area boundaries, and the mapped faults in the region. The site-scale model is discretized
uniformly with 50 m x 50 m x 10 m blocks, which provide a significantly higher resolution than
the sub-CAU flow model (200 m x 200 m spatially, variablethickness). Thisresolution was chosen
primarily to capture spatial variability inthe physical and chemical attributes of the pathwaysalong
which solutes may migrate. Site-scale flow and transport calculations are conducted using the
deterministic stratigraphy of Drellack and Prothro (1997), as well as heterogeneous attribute
distributions devel oped by DRI researchersin support of thisproject (Appendix G). Inthischapter,
wefirst describe the distribution of attributes on the site-scale model. Second, we demonstrate the
process for establishing boundary conditions on the site-scale domain. And third, we show the
results of simulating steady-state flow on each flow field, which will be used in later chapters to
simulate radionuclide migration.

5.2 Deterministic HSUs

The deterministic model uses the same HSUs that populated the sub-CAU flow model in
Chapter 3. Figure 5-2 shows the layers in a north-south cross section through BENHAM and
Figure 5-3 shows transects in the three-dimensional domain. With the addition of alava unit
embedded within the CHZCM mapped by Prothro and Warren (2001), this stratigraphy also
provides the framework for the source-term modeling work described in Chapter 6 and Appendix
B. Table 4-2 lists the the HSU permeabilities calibrated with the sub-CAU flow model.

5.3 Heterogeneous Attribute Maps

5.3.1 Background

Significant heterogeneitiesin attributes such as permeability exist at scales smaller than the
HSU. In fact, the variability of permeability within an HSU may be greater than the variability in
mean permeabilities between two adjacent HSUs. The implications of such heterogeneity for
spreading solute plumes due to physical processes (such as channeling, focussed flow, and flow
around low permeability zones) and chemical processes (such as uneven distribution of reactive
minerals, bringing solutes into contact with, or keeping them away from certain minerals) are
significant. Therefore, a portion of this study involves the use of heterogeneous attribute maps
developed with geostatistical tools. These tools assimilate statistical information about the
distribution of rock types and attributes within rock types and then simulate three-dimensional
maps honoring the statistics. The data used in this process often indicate much greater attribute
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Figure 5-1. Site-scale model domain within the sub-CAU domain in Area 20.
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Figure 5-2. HSUsin the deterministic site-scale model. Note, the lava formation mapped by Pro-
thro and Warren (2001) sandwiched within the CHZCM above BENHAM and sam-
pled by ER-20-5#3 isnot part of the CAU-scale HSU models of Drellack and Prothro
(1997) or Bechtel (2002).

variability than resultsfrom the averaging process of devel oping deterministic HSUs. For instance,
the CHZCM is alarge composite material that includes materials ranging from fractured lavasto
zeolites. The treatment of this unit as one uniform hydrologic property in the deterministic single-
permeability model does not accurately represent the heterogeneity most likely found in that
location. Although a single representation of unitsin a deterministic model does not address the
uncertainty associated with making simplifying assumptions about lithologic contacts, multiple
realizations of heterogeneous attribute maps do provide a process for ng the significance of
uncertainty in spatial distributions of attributes.

In support of this project, researchers at DRI have analyzed borehole data and simulated
heterogeneous attribute maps in the site-scale domain (Appendix G). The primary components of
the DRI simulations used in this study are (a) 30 realizations of lithologic classes, (b) 30
corresponding realizations of permeability throughout the entire domain, and (c) simulations of
matrix porosity.

5.3.2 Approach
Classes

During thefirst step, every node in each realization is assigned to one of 5 lithologic
classes. The classesinclude (1) bedded tuff, (2) non-welded tuff, (3) welded tuff, (4) lava, and (5)
atered material. A transitional probability simulation (Carle, 1999) generates a spatial
distribution of the model classes. This method seeks to reproduce the juxtapositional tendencies
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typically found in volcanic settings. Figures 5-3 and 5-4 show a comparison between the
deterministic lithology in the site-scale domain with 4 of the geostatistical class maps.

One particularly important feature shown in geostatistical attribute mapsisthe semi-intact
lavaformation. Thisfeature was preserved by researchers at DRI upon request following Prothro
and Warren's (2001) mapping of alavabed in the TYBO/BENHAM region, the same lava
formation sampled by well ER-20-5 #3. Preserving some degree of continuity in this single class
has tremendousimpacts on transport simulationsreported in later chapters. However, the region of
the domain where the wel ded tuff TSA aquifer sitsin the deterministic model was not preservedin
the geostatistical simulation. Such a continuous pathway is not guaranteed in the heterogeneous
class maps to the upper well ER-20-5 #1, even though Kersting et a. (1999) found indications of
transport in both the TSA and LAV A aquifers (as identified in the deterministic model aswell as
the locations of the open intervals of the observation wells). Figure 5-5 demonstrates the lack of
continuity in the welded tuff in the geostatistical simulations. The fact that the LAVA was
preserved via user “intervention” and the TSA was not, creates a discrepancy, thereby making it
difficult to use and interpret the geostatistical simulations. The design of future models must
consider the implications (as highlighted later in the site-scale transport model results) associated
with singling out individual HSUs for preservation in amodel that does not normally preserve
HSUs, as defined in the deterministic model.

During the second step, each classfield receives spatially correlated attribute fields that
depend upon means, variances, and correlation lengths. Once the classes have been determined in
step 1, the attributes within the classes are treated as random variables. The attribute variability is
simulated based on an assessment of spatial correlation within the class. Although only the
attribute bulk permeability isneeded for steady-state flow simulations, solute transport simulations
for fractured rock require the attributes bulk permeability, matrix porosity, fracture porosity (the
volume fraction of the bulk material associated with fractures), fracture apertures, and fracture
density (note that knowing any two of the last three is sufficient). The spatial attribute fields
simulated by DRI for this project include only bulk permeability and matrix porosity. Therefore,
as discussed in Chapter 7 and Appendix F, the attributes for al fracture properties are estimated
for each class, rather than for each location in the domain.

For matrix porosity and bulk permeability, the third step as described in Appendix G
involves “construction of acomposite attribute field by superpositioning attribute values from the
various class specific fields according to the class designation at each grid location”. For each
attribute, data were analyzed, a population distribution was estimated, and the correlation lengths
were estimated.

Permeability

Hydraulic conductivity data range in scale from sub-core plugs to aquifer tests. Each
measurement technique has its own advantages and disadvantages in estimating representative
hydraulic conductivities. The smaller-scale tests have the benefit of sampling only one lithologic
unit but are disadvantaged by the tendency to represent the least conductive portion of the
lithology. The larger-scale tests are more likely to encounter fractures and represent more of the
unit but will tend to be more of an average of the location immediately surrounding the test. Based
on the availableinformation, the population distribution of hydraulic conductivity is biased toward
the lower end of the measurements. Even field-scale, single-well tests may be biased toward
smaller values. Figure 5-6 shows the range of permeability natural logs considered for the five
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Figure 5-3. The deterministic HSU model shown with (&) north-south, east-west transects and (b)
with transects through the boreholes.
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Figure 5-4. Four geostatistical realizations of lithologic attributes (classes).

lithologic classes. One of the most striking aspects of this plot isthe similarity in permeability
distributions for many of the classes. The similarity in these distributions indicates that these data
do not really support the two-level geostatistical representation (hydrofacies and permeability) of
the flow parameters used in this model (described in Appendix G). This observation plays a
significant role in interpreting transport results in later chapters. Figure 5-7 shows the simulated
hydraulic conductivities on the same realizations used in Figure 5-4. Thirteen orders of magnitude
are spanned in the range of hydraulic conductivity. Because of the similarity in the distributions of
the different hydrofacies (classes), it is very difficult to identify the class zones within the
conductivity distributions and impossible to seethe HSU definitions from the deterministic model.
Thus, in addition to the lack of afully connected fractured welded tuff in all realizationsin which
the TSA is mapped in the deterministic model, there also is not a clear zone of high permeability
bounded by lower-permeability material. A significant implication of this characteristic of the
geostatistical fields isthat flow in the welded tuff class, whereis exists, is not impeded from
moving into other classes that may be less supportive of fracture-dominated transport.

Bulk Porosity

Bulk porosity distributionswere estimated for the heterogeneous class maps (Appendix G).
The data sources included core and sub-core samples, geophysical logs and calculated porosity
from aguifer tests. In this study, uncertainty in bulk porosity is most likely not a significant
component because rapid transport in fractured mediais dominated by fracture porosities.
Therefore, only average matrix porosity values for each of the lithologic classes are used. In
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Figure 5-5. Rendition of 2 geostatistical class maps showing only welded tuff in blue. Note that
the welded tuff isnot a continuous class through the domain wherethe TSA ismapped,
asin Figure 5-3.

Appendic F, geometric arguments are used to provide estimates of uncertainty ranges for fracture
porosities.

5.3.3 Assigning Fracture Characteristics: Creating Two New Classes

We assign the lithologic classes used by DRI as either matrix flow only or fractured
aquifers. Therefore, wefirst divide the non-welded tuff and altered classesinto fracture and matrix-
dominated components. All nodesin the non-welded tuff class with permeabilities greater than 1le-

12 m? are reclassified as fractured non-welded tuff. All nodes in the altered class with

permeabilities below 1e-15m? are reclassified as nonfractured altered tuff. The basis for making
thisdistinction is (a) attributes related to fracture properties are not provided with the simulations
of class and permeability and (b) it is unlikely that unfractured components of classes could
produce the high permeabilitiesin the distribution shown in Figure 5-6. Table 5-1 lists the units,
their matrix properties, and the base-case fracture properties defined in later chapters.
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Figure 5-7. Simulated permeabilitiesin the same fields for which classes are shown in Figure 5-4.



Rev 0.0 SITE-SCALE FLOW MODEL

Table 5-1. Matrix and Fracture Porosities for Deterministic and Geostatistical Zones

Deterministic Heterogene- . Matrix Fracture
Geoloaic Unit ous Zone Geologic Type 2 b
eologic Number Porosity Porosity
1 Bedded 04 -
2 Non-welded 0.36 -
TSA 3 Welded 0.14 0.0005
4 Lava 0.21 0.001
5 Altered 0.28 0.0007
6 Fractured non-welded 0.36 0.0005
CHzZCM 7 Nonfractured - altered 0.28 -
LAVAC Lava 0.35° 0.005 - 0.018°
a-Mean of matrix porosities analyzed by DRI for heterogeneous zones.
b-Base-case values estimated in Appendix F.
c-Properties estimated in Bullion forced-gradient experiment (1T, 1998).

5.3.4 Limitations of Heterogeneous Attribute Maps

“A geologist familiar with the area should be able to conclude that any equiprobable class
map isareasonable approximationto reality” (Appendix G). Figure 5-4 clearly showsacontinuous
lava unit, forced by the design of these simulations. Would a geologist conclude that the welded-
tuff distributions are a reasonable approximation to reality? Although there are nodes assigned to
the welded-tuff classin the TSA, they are not continuous and their permeabilities are not unique
relative to surrounding material so asto prevent flow from leaving the welded-tuff class. To afirst
approximation, a geologist would argue that the findings of Kersting et al. (1999) support the
notion of substantial connectivity due to structure created in air fall and ash-flow tuffs. Such
connectivity isnot apparent in all realizations of welded tuff. Y et, all the realizations are designed
to beequally probabl e representations of the system. An extension of thiseffort that would increase
the utility of the attribute maps would be to discard attribute maps that do not support transport
simulations consistent with the field observations at ER-20-5 #1, thereby adding another layer of
conditioning to the process. Within the constraints of this project, we utilize the attribute maps that
were provided and compare results with those generated from deterministic HSU domains.
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5.4 Boundary Conditions

The boundary conditions for the site-scale flow model were extracted from the sub-CAU-
scale flow model. Originaly, we planned to conduct transport simulations on heterogeneous
domains on the embedded grid within the sub-CAU flow model, described in Appendix A.
However, we encountered discontinuities, numerical errors, and inaccurate flow fields caused by
the sharp contrasts between geostatistical permeabilities and those calibrated in the sub-CAU
model at nodes along the interface of the embedded model. Therefore, heads from the embedded
domain in the calibrated sub-CAU model are mapped directly to nodes on all six sides of the site-
scale domain. Figure 5-8 shows the heads on the site-scale model as mapped from the calibrated
sub-CAU model and Figure 5-9 shows the boundary head distribution from the southeast with
more resolution. The sharp head gradient in the upper unitsis caused by the LPCU. Therefore, the
deterministic L PCU was added to each geostatistical attribute map to preservethisgradient. Figure
5-10 shows several geostatistical permeability maps with the LPCU properties superimposed on
them. Preserving the calibrated gradient, this unit occurs well above source-release locations from
the BENHAM chimney.

5.5 Effective Block Permeability

The effective permeabilities of the entire site-scale block for the geostatistically generated
fields are generally one log unit lower than for the same block in the calibrated model. Thisfea-
ture may confirm that the measured permeabilities from single-well pump tests are biased toward
lower values when compared to field-scale HSU permeabilities. It may also indicate that the cor-
relation-length scales used in the geostatistical simulations were not large enough to preserve
large high-conductivity units that would increase the effective block permeability of the entire
model domain. The second explanation is consistent with the argument presented previously that
the high-permeability welded tuff is not continuous enough to support rapid transport from BEN-
HAM to ER-20-5 #1. Thus, an extension of thiswork (and certainly aguideline for future models
of this or similar domains) would be to increase the horizontal correlation-length scales from
those reported in Appendix G. An aternative approach is to scale the permeabilities of all nodes
in the heterogeneous maps to ensure that the bulk permeability is equal to that of the calibrated
model. Such an approach is based on the assumption that the measured permeabilities used in the
distributions are biased toward low local values and are not representative of large-scale aquifer
conditions in which connected fracture networks lead to increased overall permeability, but that
the spatial distribution of the variability is still appropriate. Following this assumption, the perme-
abilities in each geostatistical realization were scaled such that the effective block permeability is
equal to the same block in the calibrated sub-CAU model. A uniform gradient was applied to each
realization and the resulting flux was then used to compute the effective permeability with Darcy’s
Law. Theratio of the effective permeabilities on the calibrated, deterministic model to each geo-
statistical field was calculated (Table 5-2) and used as a multiplier to scale the permeability of
each node within each geostatistical field, leading to heterogeneous flow fields with consistent
bulk permeabilities.
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Figure 5-8. Theboundary conditionsfor the site-scale domain are extracted from the sub-CAU do-

main. The dlices are drawn through the sub-CAU domain and the site-scale domain is
shown as a solid cube. Heads are contoured in meters.
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Figure 5-9. Site-scale domain head boundary conditions cal culated from the sub-CAU scale mod-
el. View from southeast with head contours in meters.
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Figure 5-10. Geostatistical fields colored by their permeability’ s order of magnitude. The dliceis
drawn at the BENHAM easting and the view islooking from the west.
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Table 5-2. Calculated Permeability Multipliers for Each Geostatistical Field

Geostatistical Field Permesbility Multiplier
1 2.803
2 3.006
3 3.038
4 3.160
5 3.423
6 2.892
7 2.432
8 3.140
9 2.994
10 3.295
11 2.089
12 2.463
13 3.366
14 2.749
15 2.779
16 3.186
17 3.090
18 3.189
19 3.177

20 2.955
21 3.206
22 2.497
23 2.439
24 3.888
25 2.982
2 2.966
27 3.033
28 3.359
29 3.050
30 3.298
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5.6 Deterministic Site-Scale Flow-Model Results

Conservative, non-diffusive, and non-reactive particle tracking is used to visualize the
flow paths away from the BENHAM and TYBO tests. Appendix C provides a description of the
particle-tracking algorithm in FEHM used for these simulations and for those involving diffusion
and reactions, both of which are discussed later.

Figure 5-11 shows the flow paths away from BENHAM for TSA releasesin the
deterministic site-scale flow model. The particlestravel south, away from BENHAM, but staying
mostly within the TSA, with the exception of the lower particles that move into the CHZCM.
Colored by time, the unretarded particles all leave the domain in less than 50 years. Figure 5-11
also shows the paths for particles released into the LAV A of the deterministic model. They travel
dlightly more westward than the TSA particles, indicating that gradients and flow paths are not
identical at al depthsin the model due to the different shapes of the aquifers and the three-
dimensionality of the boundary conditions (see Figures 5-8 and 5-9). Like the TSA particles, they
move fast and with little deviation from a straight pathline aligned with the flow.

The TYBO test was conducted near the interface of the TSA and CHZCM HSUs, with its
cavity and chimney connecting the sourceto the TSA (Pawloski, 1999; also see Figure 1-2). Figure
5-12 shows the pathways and times of flight for particles released at the TYBO test. In the
deterministic flow field, the flow paths away from TYBO are far to the east of the ER-20-5 #1,
supporting the assertion of Kersting et al. (1999) that the contamination found in the ER-20-5wells
comes from BENHAM. The argument against TY BO contributing to samples at ER-20-5 #1
becomes less obviousiif the following two factors are considered: (1) the dispersion of solutesin
the plume leaving TYBO and (2) the effects of pumping ER-20-5 #1 during devel opment and
sampling. As apreview to transport simulations described later, Figure 5-13 shows the plume
structure emanating from TYBO, simulated using a lateral dispersivity of 3 m (the dispersivity
computed for the LAV A aguifer in the BULLION forced-gradient experiment; IT, 1998). The
TYBO test is hundreds of meters above the LAV A aquifer and no particlesreleased at TYBO in
the deterministic flow fields reach the LAV A aquifer under any conditions considered.
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Figure 5-11. Time-of-flight particle pathswith BENHAM releasesinthe TSA and LAV A without
transport chemistry.
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Figure5-12. Time-of-flight particle paths with TYBO releasesin the TSA without transport
chemistry or dispersion.
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Figure 5-13. Time-of-flight particle paths with TYBO releases in the TSA with dispersion (10/3/
0.01) but without transport chemistry.
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5.7 Geostatistical Site-Scale Flow-Model Results

Steady-state flow fields using mapped boundary conditions are computed on each scaled
geostatistical permeability realization. Figure 5-14 provides examples of head distributions on
these steady-state flow fields. Conservative, non-diffusive, and non-reactive particles were
released from BENHAM at elevations consistent with the TSA (Figure 5-15), LAVA (Figure 5-
16), and from TY BO (at elevations consistent with the TSAas shown in Figurea 5-19 and 5-20) in
the geostatistical fields. The paths and the travel times are notably different from each other and
from the paths computed in the deterministic flow field. Figure 5-17 and Figure 5-18 show the
particle paths from BENHAM colored by attribute class. The particlesreleased inthe LAV A tend
to stay in lavaunitswhereasthe particlesrel eased at the elevation of the TSA travel through severa
different material classes, including matrix-flow-dominated bedded tuffs. Such behavior
highlights a very important difference between the deterministic and heterogeneous conceptual
models of this system. Although layered stratigraphic processes lead us to conceptualize a
continuous connected pathway in fractured tuff south and southwest of BENHAM, the statistics
used to generate the heterogeneous attribute maps do not always preserve such a continuous
pathway. Although forcing aLAVA class to reside in the region mapped by Prothro and Warren
(2001), the range of variability in permeability for lava used in the ssmulations (Figure 5-6) yields
apermeability map in which the LAV A often cannot be distinguished from other units. However,
the key characteristic of the LAV A isthat it is parameterized, as a class, as afractured unit
everywhereit exists. Thus, velocities are high in the LAV A and access to matrix material by
solutesisachieved only by diffusion. The pathwaysfrom the TSA level releasesat BENHAM and
TY BO encounter welded tuff, non-welded tuff, bedded tuff, and so on. Because fracture properties
were not simulated (Appendix G), we have assumed that flow is matrix-dominated in the bedded
and non-welded tuffs. This assumption has a tremendous impact on (1) fluid residence times
caused by thelarge differencein effective porosity between fractured units and non-fractured units
and (2) material that reactive solutes come in contact with; matrix sorption is a direct retardation
process in the matrix-flow units. These issues are addressed during a subsequent discussion on
solute transport.

In the deterministic flow model, the flow paths from TYBO are well to the east of ER-20-
5#1, supporting the assertion of Kersting et a. (1999) that contaminants found in that observation
well originateat BENHAM, not TYBO. In some of the heterogeneousrealizations, some simulated
flow paths from TY BO approach the ER-20-5 #1 observation well. Thisissueis further discussed
in Chapter 7, where dispersivity and observation-well capture-zone size are considered.

5.8 TYBO Effects on Paths from BENHAM

This study does not explicitly address how underground nuclear testing impacts
radionuclide migration in groundwater. However, groundwater anomalies following underground
tests on Pahute M esa have been documented (Fenelon, 2000). Although no specific anomalies are
attributed to the TYBO test in that report, there are concerns about whether hydrologic
perturbationsfollowing the TY BO test affect the migration of radionuclidesfrom BENHAM to the

5-19



Rev 0.0 SITE-SCALE FLOW MODEL

Field 3 Slice at 1100 (meters a.s.l) Field 15 Slice at 1100 (meters a.s.l)

Head
1381
1380
1379
1378
1377
1376

Head
1381
1380
1379
1378
1377
1376

Northing (m)
Northing (m)

545000 546000 547000 548000
Easting (m)

545000 546000 547000 548000
Easting (m)

Field 10 Slice at 1100 (meters a.s.l) Field 30 Slice at 1100 (meters a.s.l)

Head
1381
1380
1379
1378
1377
1376

Head
1381
1380
1379
1378
1377
1376

~
fary
n
o
a
o
S

iy
N
o
[s]
o
S

Northing (m)
Northing (m)

~
=
=
©
a
o
S
o~
=
=
©
a1
=]
o

4118500p

545000 546000 547000 548000 545000 546000 547000 548000

Easting (m) Easting (m)

Figure 5-14. Head contour variations within geostatistical fields 3, 10, 15, and 30.

ER-20-5 wells. Therefore, the site-scale deterministic flow model is used to investigate possible
TYBO test effects on transport pathlines originating at BENHAM. Two different scenarios are
considered: (1) flow towards TY BO caused by alocal decreasein head duringinfilling and (2) high
pressure centered at TY BO caused by overpressure in neighboring material following the test. For
both scenarios, simplifying assumptions are invoked. The multiphase environment following the
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Figure 5-15. Time-of-flight pathsfor unretarded particles released from BENHAM inthe TSA in
flow fields 3, 10, 15, and 30.
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Figure 5-16. Time-of-flight paths for unretarded

inflow fields 3, 10, 15, and 30.
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Figure 5-17. Flight paths of particles colored according to travel in different geologic material
zones (zone numbers, asidentified by different colors, defined in Table 5-1). Particles
arereleased from BENHAM at an elevation consistent with the TSA. Note how little
welded tuff (Zone 3) these particles travel through.
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Figure 5-18. Flight Paths of Particles colored according to travel in different geologic material
zones (zone numbers, asidentified by different colors, defined in Table 5-1). Particles
released from BENHAM at an elevation consistent with the LAVA.
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Figure 5-19. Time-of-flight paths for unretarded particles released from TYBO in flow fields 3,
10, 15, and 30.
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Figure 5-20. Flight paths of particles colored according to travel in different geologic material
zones (zone numbers, asidentified by different colors, defined in Table 5-1). Particles
arereleased from TYBO at the elevation of the TSA.
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TYBO test is not accounted for with this model. Thus, in addition to omitting the explosion
phenomena, the simulations do not properly account for rewetting during infilling at TYBO. A
primary difference between the model and the actual physical system isthat the relative
permeabilities and the seepage face associated with the locally unsaturated media are not captured
with the model. Instead, the pressure is reduced, but the permeabilities remain set for fully
saturated conditions. This feature likely leads to more rapid flow into the perturbed zone in the
model. Another ssimplification is that the model does not account for the possible effects of the
shock wave from TY BO on the hydrogeol ogic system. Thus, increased or decreased permeability
caused by fractures opening or closing are not accounted for either.

Accounted for in these cal culationsisthe specific storage of the aquifer. Thus, theaguifer's
transient response in the model either to reduced pressure following dewatering of the cavity/
chimney system or to increased pressure resulting from the test accounts for both compressibility
of the fluid and the aquifer material. Specific storage coefficients (Freeze and Cherry, 1979) are
estimated from the aquifer testing conducted in volcanic tuff by Geldon (1996). A representative

value of specific storage in that study, 2.4e-5 m%, is used for these calculations.

The first scenario involves simulating reduced groundwater head in the TY BO cavity/
chimney system following the test. This scenario is approximated with the model by starting with
a steady-state flow field and then removing a volume of water equivalent to the TYBO cavity
volume and setting the head 2 cavity radii lower in the entire cavity/chimney system. This
procedure is done for the maximum estimated cavity radius, given the range of yields for the test
(Pawloski, 1999). Immediately after this perturbation, the model isrun in transient mode with very
small time stepsto monitor hydraulic response, aswell as perturbationsto particle paths originating
at BENHAM seven years earlier.

The second scenario involves simulating increased groundwater head around the TYBO
chimney following the test. Approximated with the model, this scenario begins with a steady-state
flow field and by setting the head 2 cavity radii higher around cavity/chimney system. This, too, is
done for the maximum estimated cavity radius, given the range of yields for the test (Pawloski,
1999). Immediately after this perturbation, the model isrun in transient mode with very small time
steps to monitor hydraulic response as well as perturbations to particle paths originating at
BENHAM seven years earlier. In this scenario, flow from the perturbation is only away from the
test because no pressure drop is considered in the cavity.

For both of these perturbations, virtually no impact on flow inthe LAVA or TSA aquifers
isobserved in the simulations. The TSA permeability in this model is high enough that
equilibration of headsin either scenario occurs over avery small time scale. Figure 5-21 showsthe
rapid pressure responses for both scenarios in the perturbed zones for both scenarios. The volume
of water that flows toward the chimney for scenario 1 or away from the high pressure mound in
scenario 2 is so small relative to the flux in the TSA that there is also virtually no impact on the
travel paths or travel times of solutes originating at BENHAM.

Thetwo scenarios considered in this section roughly approximate hydrol ogic perturbations
that may have existed after the TY BO test. Simplifying assumption permitted these simulationsto
be conducted with the saturated-only site-scale flow model. The results indicate that the high
permeability of the TSA aquifer leads to rapid equilibration of such perturbations and that their
impact on transport paths from BENHAM may be negligible. However, this ssmple analysis for
site-scale effects should not be mistaken for alocal hydrologic analysis of post-test hydrologic
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phenomena. Such a model should consider saturated/unsaturated conditions and preserve a mass
balance for water displacement from the chimney to either increased water table location or
compression and alteration of aquifer material into which the water is squeezed.

1500

1400 —

|

k) |
©
£ 1200 A !
| I
I
1100 — | _
— Reduced Pressure - Infilling Scenario
B I ncreased Pressure Scenario
1000
T T T T T T T T T
2500 2550 2600 2650 2700 2750 2800

Days (since BENHAM
Figure 5-21. Response curves for reduced and increased pressure following the TYBO test. Sim-
ulations are conducted with site-scale flow model and material storativity of

2.4e-5 mL. Time-history data are recorded at the center of each anomaly.

5.9 Transport Parameters: Preliminary Considerations

The heterogeneous permeability maps (Appendix G) contain unique values for every cell
inthe model domain. The spatial distributions used to create the permeability maps do not exist for
the transport parameters needed in this study (e.g., fracture spacing, fracture aperture, fracture
coating thickness, fracture coating exposure to fluid, fracture porosity, matrix Kd, and solute
diffusion coefficients). However, these parameters are often measured and correlated with
lithologic classes (hydrofacies) such aswelded tuff or lava. Therefore, the transport parametersin
this study are distributed spatially according to the lithologic class assigned to each node in the
domains. Thus, the transport parameter heterogeneity is at the scale shown in Figure 5-4. One of
the primary distinguishing characteristics of a classiswhether it isfractured. Aswill be
demonstrated inlater chapters, the conditioning exerted to maintain anintact LAV A unit consistent
with the mapping of Prothro and Warren (2001) leads to significantly different transport behavior
inthe LAVA than occurs where the TSA welded tuff aquifer was mapped by Drellack and Prothro
(1997). Specifically, solutestravelling inthe LAV A tend to stay inthe LAVA (e.g., Figure 5-18),
but solutes traveling in welded tuff do not tend to stay in welded tuff. The transport parameters
associated with the lithologies are developed and applied in Appendix F and Chapter 7, where the
importance of the continuity of fractured aguifer material is highlighted.
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Chapter 6: Source-Term Model

6.1 Introduction

6.1.1 Overview

A three-dimensional source-term model provides estimates of radionuclide (RN) releases
from the BENHAM test to the LAV A and TSA aquifers (see Figures 1-2 and 5-2). This model
captures the transient nature of non-isothermal groundwater flow in the cavity/chimney system
after it fully resaturates following an underground nuclear explosion. It isasimplification because
(a) it does not capture the processes associated with the explosion or immediately following the
explosion when two-phase conditions exist and (b) it simplifies the complex chemistry associated
with solute transport and rock-water interactions in the non-isothermal flow system. A specific
source-term model for TY BO was not devel oped during this study; however, releasesfrom TYBO
to the TSA aquifer are estimated using the BENHAM source-term model. One of the key questions
we seek to resolve in this study is how contaminants found in the TSA aquifer by Kersting et al.
(1999) were transported to the TSA from the BENHAM source. The BENHAM sourceislocated
more than 500 m below the TSA, whereas the TYBO sourceislocated within the TSA. Thus, the
transport issues associated with aTY BO source focus on the feasibility of RN migration to ER-20-
5#1 and #3. These issues are addressed in the site-scale flow and transport model chapters, 5 and
7 respectively. For the purposes of this study, aBENHAM source-model was developed to predict
RN releasesto the TSA and LAV A aquifers. These releases are summed together to provide an
approximate source function for TY BO in the site-scal e transport simulations used to examine the
potential for RNs observed at the ER-20-5 wells, which may have originated at TYBO.

The source-term model does not predict RN migration away from the test via“ prompt
injection,” a process that may enable small quantities of RNs to be transported while still in a
vaporized phase immediately after detonation. Most, if not all, of the RNs released into the
subsurface environment following an underground nuclear test are (1) distributed in the
resolidified melted rock (termed the “melt glass’ or MG), (2) distributed in the water in the
disturbed zone (termed “exchange volume”), and (3) sorbed onto the rubblized material in the
exchange volume. Pawloski et al. (2001) describe theinitial RN distribution by using the average
inventory of tests conducted near or below the water tablein Western Pahute Mesa (devel oped by
Smith, 2001). In their assessment, the only RNsthat have initial distributionsin the gas phase are

14¢, 39Ar, 85K r, and to alesser degree, 3H. In this source-term model, asin the CHESHIRE source-
term model described by Pawloski et al. (2001), we only consider mobilization and migration of
RNs in the aqueous phase once the cavity and chimney that form following the test resaturate.
Thus, we assume that significant flow and associated transport away from the test zone take place
only after full resaturation. Therefore, errorsincurred in this source-term model are associated with
not accounting for the very early time processes before resaturation. Although the time for
resaturation of the BENHAM test is not known, resaturation occurs in the days-to-months time
scale, according to Pawloski et al. (2001).

Appendix B describes a detailed two-dimensional, fully coupled thermal-chemical-
hydrological (THC) source-term model for BENHAM. The THC model simulates the chemical

6-1



Rev 0.0 SOURCE-TERM MODEL

reactions associated with MG dissolution, changes in groundwater chemistry, and the feedback
such changes have on the dissolution rate. The results of the THC model study are used to help
specify atime-varying, temperature-dependent MG dissolution rate, and asaresult al so specify the
RN release rate in this three-dimensional source-term model.

6.1.2 Source-Term Model Goal

Thesource-termmodel’sgoal isto providearel atively rapid method for evaluating multiple
source conditions with variable chimney permeability, initial energy, and sorption properties for
reactive RNs. Seventeen RNs with unique initial masses and distributions are considered in
multiple source-term sensitivity simulations. The RN mass fluxesfrom BENHAM to the TSA and
LAVA aquifers simulated with the source-term model are designed to provide input to the site-
scal etransport model sdescribed in and Appendix F and Chapter 7. Theresultsfrom the BENHAM
source-term model are abstracted to provide an approximate TY BO source term for simulations
investigating the potentia relationship between field observations and TYBO contributions.

6.1.3 The BENHAM Test

Described in Section 1.1 and in greater detail by Pawloski (1999), the BENHAM
underground test disturbed the local, natural stratigraphy by producing aroughly spherical cavity
with aof radius~100 m. Rock vaporized during the explosion condensed and subsequently pooled
asapuddle of MG at the bottom of the cavity (Figures 6-1 and 6-2). The remaining volume of
cavity (i.e., the volumetric portion of the cavity not occupied by MG) isreferred to here asthe
cavity-exchange volume (EV), as shown in Figure 6-3. Studies of other underground nuclear tests
functioning as hydrologic source terms (e.g., Pawloski et al., 2001 and Tompson et al., 1999)
include an additional volume of disturbed native rock beyond the EV’s collapsed cavity region,
extending approximately another half-cavity radius.

The MG mass produced by an underground test can be estimated as 700 metric tons for
each kiloton of explosive (Smith, 1993). Hence, the BENHAM test, with an announced yield of
1.15 megatons (DOE, 2000), produced approximately 805 000 metric tons of MG, or between

322 000 m3 and 375 000 m® by volume (for arock density ranging between 2500 kg/m3 and

2900 kg/m3, and not including the void-space volume). Thisvolume of MG is approximately 8 to
10 percent of thetotal cavity volume. During and following MG formation, the rock immediately
abovethe cavity collapsed, thus creating acylindrical chimney with aradius of ~100 m. Although
chimney collapse events often reach to the ground surface, resulting in the formation of a surface
crater, BENHAM’s chimney collapse did not propagate to the ground surface (Grasso, 2001).
Assuming that the void space created during cavity/chimney formation is uniformly distributed
within the collapsed rubble, the chimney’ s porosity will be higher than the native rock. On the other
hand, if the newly created void spaceisjust translated to bel ow acompetent cap rock that prevented
the chimney from extending to the ground surface, then the porosity in most of the chimney could
be no greater or even lessthan the host rock. In this study, we assume uniformly increased porosity
intherubblized chimney, whichisconsistent with Pawloski et a. (2001). However, we do consider
asmaller porosity in the MG than Pawloski et al., as described later in this chapter.

The properties of the collapsed chimney could have asignificant impact on whether solutes
or particles can migrate vertically from the BENHAM cavity source areato the TSA aquifer. A
chimney formed by arubblized collapse process is expected to have high permeability, whereas a
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chimney formed by the collapse of large, intact blocks of rock may retain the original geological
properties, including thelow permeability of the CHZCM formation. Our conceptual model favors
the former because post-test evaluations at the Nevada Test Site of rubblized vitric tuff and ashfall

tuff formations indicate high-chimney permeabilities of 1.3e-11 m? and 4e-12 m?, respectively
(Snoeberger et d., 1971).

A residua heat sourcein the MG may drive convective currents and force flow up and into
the chimney, if the chimney is of sufficiently high permeability. Under certain permeability and
thermal conditions, flow within the cavity/chimney may transport particles and solutes up to the
TSA, where horizontal transport (possibly colloid-facilitated) in fractured tuff to the ER-20-5 #1
observation well could occur. The geologic models of Drellack and Prothro (1997) and Prothro and
Warren (2001) indicate that the aquitard separating the LAVA and the TSA will allow little
hydrologic connection of these aquifers away from the collapsed chimney. Therefore, any fluid,
solutes, or particlesleaving BENHAM'’ s cavity and reaching the TSA could likely travel vertically
in the chimney without entering the LAVA formation. For this to occur, the upward forces acting
on the fluid must be greater than the horizontal force associated with theflux inthe LAVA. Thekey
factorsinfluencing the likelihood of this occurrence are the residual heat in the MG and the
chimney permeability. A sensitivity study presented in this chapter attempts to bracket conditions
that lead to vertical transport to the TSA and LAVA aquifers.

6.1.4 The TYBO Test

Rather than developing afull source-term model for TYBO, we used a simple summation
of the BENHAM releasesto the TSA and LAV A aquifersto approximate asource-term for the site-
scaletransport simulationsthat consider TY BO. A full model for assessing the potential for TY BO
contributions to the TSA is not necessary because TYBO's cavity isin the TSA. Thus, the errors
incurred by not developing a TY BO source model are associated with the total mass release and
the rate of release. Although the announced yield for BENHAM is 1150 kt, a range between 200
and 1000 kt is anticipated for TYBO (DOE, 2000). Thus, as an unclassified source, thereis
substantial uncertainty in the MG’ s mass and volume, both of which are key components to
estimating thermal energy and the release rate of RNs partitioned there initially. Considering the
many uncertainties associated with source-term models (discussed later in this chapter and in
Pawloski et al., 2001), the approximation for TYBO used in this study captures the essential
components of an unclassified source term. The BENHAM model results include components of
immediate releases to the aquifer, as well as time-dependent rel eases associated with MG
dissolution. Therefore, our abstraction for the TYBO source isthat all massfluxesfrom TYBO to
the TSA aquifer are equal to the sum of the mass fluxes from BENHAM both to the LAVA and
TSA aquifers. At latetime, oncetheinitial heat dissipates, BENHAM releasesareall tothe LAVA,
just asthe TYBO releaseswill all betothe TSA, with both forming areasonable surrogate. At early
time, thermal convection brings some BENHAM source RNsto the TSA whereas othersexit to the
LAVA. No such thermal convection is expected for TYBO because the water tableisjust above
the TSA. Thus, arough surrogate for early timeisto sum BENHAM’s TSA and LAVA releases,
accepting some error associated with residence times in the chimney (although there are early
releases to the LAV A) and differencesin flow rates between the LAVA and TSA.
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Figure 6-1. The natural, pre-detonation geology of the modeled BENHAM system has the foll ow-
ing stratigraphy: Topopah Spring Aquifer (TSA), Calico HillsZeolitic Composite Unit
(CHZM), Lava Aquifer (LAVA), and Inlet Aquifer (I1A). The working point (detona-
tion point) for BENHAM was at 512 m above sealevel, approximately 1.4 km below
the surface. Transect A-A’ isshown in Figure 1-1.
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Figure 6-2. Cavity and chimney formation after underground detonation: (a) therock isvaporized
immediately after detonation; (b) after radial fracturing away from the cavity the va-
porized rock condenses and begins to form the melt glass (MG); (c) the top of the cav-
ity becomes unstable and beginsto collapseinto the cavity void and MG; (d) chimney
collapse is completed into the cavity void (after Pawloski, 1999, Figure 2).

6.2 Flow and Transport Model

6.2.1 Mass and Heat Flow Model

Used for the sub-CAU flow model in Chapters 3 and 4 and the site-scale transport models
in Appendix F and Chapter 7, the flow and transport model FEHM (Zyvoloski et al., 1997) isalso
used for these source-term simulations. Unique to the application in this chapter are the transient,

6-5



Rev 0.0 SOURCE-TERM MODEL

1000 permeability (m?)
1E-12
1E-13

m 1E-14
0}
<
2
=
=}
~ 500
3
D
n
Og. 200
@1‘/./_ ““\
0

Figure 6-3. The post-detonation geology of the modeled system. A 100-m-radius spherical cavity
(outlined by the dashed red line) and cylindrical chimney are added to the natural
stratigraphy. The cavity consists of the melt glass (MG) pooled at the cavity bottom
with the remaining cavity volume termed the exchange volume (EV). Transect A-A’
isshown in Figure 1-1.

non-isothermal conditions associated with the evolution and dissipation of heat in the modeled
system. The governing equations solved by FEHM for non-isothermal transient flow are aliquid
water-balance equation for pressure and an enthal py-balance equation for temperature. The flow
of liquid water is solved by a conservation of water-mass equation:
oS WP
ot

where @isrock porosity, S, iswater saturation (1 inthiscase), p,, iswater density as afunction of
pressure and temperature, and v, is aqueous pore velocity as determined using Darcy’sLaw. The
conservation of rock-liquid enthalpy is

w

+0(eS, P,v,) =0, (Eq. 6-1)
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o1 —e)pye oS, p c

ot

pl

+ D((pSWpWth —)\mDT) tq, =0, (Eg. 6-2)

w

where c,s and ¢, are the specific heat capacities of the rock and water, T is the equilibrium tem-
perature of the rock-water system, pgisthe grain density of therock, h, is the specific enthal py of
the liquid water, A, is the effective thermal conductivity of the rock-water system and g is an en-
ergy output.

FEHM solves the mass and enthal py equations sequentially by employing the finite-
volume computational method on afinite-element grid: this method ensures conservation of mass
and energy for problems involving sharp temperature gradients (Zyvoloski et a., 1997). With the
finite-volume method, node-based cal culations are performed in which the volume surrounding
each node is parameterized with the properties assigned to the node (e.g., permeability, porosity,
and density).

6.2.2 Particle-Tracking Transport Model

FEHM simulates transport either by solving areactive advection/dispersion equation (e.g.,
asin Appendix B and Appendix F) or by particle tracking. The latter method was chosen for this
source analysis because of its computational efficiency in transient flow fields. Two particle-
tracking transport methods are availablein FEHM. Thefirstisthe“traditional” Streamline Particle
TRacking method (SPTR), based on Pollock (1988) and similar to that of Tompson and Gelhar
(1990), which requires accurate resolution of the velocity vector at each location of the modeling
domain. The second method employs fluid mass fluxes from node to node as the basis for moving
particles; itismodeled in FEHM by determining both the time that aparticle spendsin agiven cell
and the time when the particle leaves a given cell for an adjacent cell. This Residence-Time
Transfer Function (RTTF) method determines the probabilistic residence time of aparticlein a
given cell by atransfer function (Zyvoloski et al., 1997). With sufficiently large numbers of
particles, this method accurately represents transport in advection-dominated systems (Robinson
et al., 2002; CRWMS M& O, 2000b).

As employed by FEHM, both SPTR and RTTF particle-tracking methods accommodate
matrix diffusion in fractured mediaand retardation by adsorption both on fracture wallsand within
the matrix. Because mass flux quantities are known in finite-volume and finite-element
calculations, the RTTF applicationislesscomputationally intensive. Therefore, whenusing RTTF,
millions of particles can be tracked in a computationally efficient manner, whereas the SPTR
method is slower because velocities must be computed at locations not coincident with grid nodes
at every time step in the transient simulation. Therefore, RTTF particle tracking is used here to
approximate efficiently the key governing processes associated with a more mechanistic fully-
coupled reactive transport model (as described in Appendix B). Note that computational
restrictions prevented the extension to three dimensions of the fully-coupled THC model in
Appendix B.
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6.3 Model Domain, Boundary Conditions, and Initial Conditions

The BENHAM source-term modeling effort focuses on the thermal and physical conditions
necessary to induce vertical transport from the BENHAM cavity source to the LAVA and TSA
aquifers. The model domain (Figure 6-3) is a plan area of 400 x 500 m centered on the working-
point of the BENHAM test (4120466.1 m easting, 546698.7 m northing), and ranges in elevation
between 72 m and 1122 m above sealevel (a.s.l.), 1842 m and 792 m below the surface. The entire
domain is saturated with water because the water tableis at an elevation of 1274 m a.sl. (640 m
deep). Thelocal stratigraphy (Figure 6-3), consists of four geologic zones (Drellack and Prothro,
1997; Prothro and Warren, 2001): (1) the welded tuff TSA; (2) the CHZCM; (3) the LAVA, which
is embedded within the CHZCM; and (4) a deeper lavaformation, the Inlet Aquifer, (1A).

A tetrahedron finite-element grid with 63 240 nodesis used with spacing of 10x 10x 10 m3
in the refined area of the cavity/chimney coarsening to 50 x 40 x 28m® on the upper-edged

boundaries and to 50 x 40 x 100m® on the lower-edged boundaries. Fixed boundary pressures are
prescribed to both the upstream and downstream boundaries, thereby providing a head gradient of
2 m/km (based on the gradient between BENHAM and the ER-20-5 wells, which isconsistent with

the final calibrated model). All other boundaries have no flow conditions (i.e., Ip = 0).
Temperatures are fixed at the surface and bottom boundaries to match the observed geothermal

gradient with insulation conditions at all other boundaries (i.e., UT = 0). The background

geothermal gradient between 512 m and 1271 m a.s.l. is 0.01069°C/m, as cal cul ated from thermal
logs (Pottoroff et al, 1987). The upper boundary is set at an elevation of 1112 m a.s.l. because this
is the approximate elevation of the upper confining unit above the TSA aguifer (Drellack and
Prothro, 1997). The lower boundary is set at 62 m, within the inlet aquifer at an elevation deep
enough below the working point to have little influence on the transient flow analysis. Similarly,
the 400 m width of the plane perpendicular to the flow path and the 500 m length aong the flow
path are chosen because simulations show limited influence of boundaries at this distance on
transient flow analysis within the cavity/chimney.

The entire system is saturated with water and the pressure within the cavity is

approximately 8.0 MPa (~800 m of water). The boiling point for water at this pressure is 293°C
(Cengel & Boles, 1989). For theinitial condition, the detonation event itself is not simulated.
Instead, a pre-detonation simulation is run to steady state on the undisturbed stratigraphy (Figure
6-1) to establish a steady flow and temperature field. This steady-state condition is then applied to
the disturbed stratigraphy (Figure 6-3) asthe initial temperatures and pressures for the post-
detonation simulation. For simulations including residual heat from the test, a higher initial
temperature in the MG is prescribed uniformly at the initial time. Theinitial condition is assumed
to represent the system after the cessation of al rock collapse events and after the system has
cooled to asingle phase water continuum (i.e., after temperaturesin the cavity have cooled to less

than 293°C). The justification for this simplification isthat only after the system becomes single
phase can water flow away from rather than toward the cavity/chimney. And although there are

concerns of prompt injection while the system is still two-phase, we are primarily concerned with
asource release of the RNsin the MG and in the cavity/chimney system. It isonly once the system
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reaches single phase that significant water flow away from the cavity is expected, thereby
beginning the onset of aqueous transport.

6.4 Rayleigh-Number Analysis

6.4.1 Relative Rayleigh Numbers

A Rayleigh-number analysisis employed to help characterize the conditions necessary for
vertical convection in the cavity/chimney system. Rayleigh numbers (often referred to as Rayleigh-
Darcy numbers) are used to determine the onset of vertical convection in a porous medium (Neild
& Begjan, 1999). Bau & Torrance (1982) examined the nature of convective flow in avertical
cylinder heated from below with a permeable upper boundary. The heated open cylinder is not
entirely applicable to the cavity/chimney system, which is not enclosed by an impervious
horizontal boundary and does not exhibit over time a constant vertical temperature gradient within
the chimney. However, aninitial Rayleigh Number (at time = 0) can be used to gain insight into the
nature of the physical and thermal conditions necessary to initiate vertical flow and transport from
the cavity to the TSA and LAVA aquifers. The form of the Rayleigh number, Ra, used by Bau and
Torrance for a vertical cylindrical system heated from below is

2
P Crn OB K HAT
Ra= — PV WP (Eq. 6-3)

A m

where p,, iswater density, ¢, isthe specific heat capacity of thefluid, gisgravity, By, isthether-
mal expansion coefficient of water, k; istheintrinsic permeability, H isthe height of the cylinder,
AT isthe temperature difference between the top and bottom of the cylinder, p,, isthe viscosity of
water, and A, is the effective thermal conductivity of the porous medium.

A critical Raleigh number isdefined asthe Rayleigh number at which convectiveinstability
develops. The critical Rayleigh number, Ra,, for avertical cylinder can be written as

H 2
Ra = 3390, (Eq. 6-4)
r
wherer isthe radius of the cylinder (Nield & Bejan, 1999). As mentioned earlier, for the cavity/
chimney system, the Ra analysisisfurther complicated dueto the presence of the two transmissive
aquifers (TSA and LAV A) intersecting the chimney. To evaluate the influence of these two aqui-

fers, it isinstructive to compare system and local Rayleigh numbers, Rag s and Rayq, to indicate

conditions favorable for vertical transport up the chimney to the TSA. The key difference in these
two Rayleigh numbersis cylinder height, H. As shown in Figure 6-4, this height is from the top of
the MG to the bottom of the TSA (536 m) for Rag, and is from the top of the MG to the bottom

of the LAVA (126 m) for Ray,.. To directly compare between system and local Rayleigh numbers,

arelative Rayleigh number, defined asthe ratio between the Rayleigh number and the critical Ray-
leigh number, isinvoked, wherei is either sysfor system or loc for local Rayleigh numbers:
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2 2
Ra, = Ra - PwCpwIPkpATT (Eq. 6-5)
|~ Ra, 3.3900, A H

Therelative Rayleigh number can be used for both system and local Rayleigh numbers, where AT
is specified as the temperature difference between the MG and the bottom of the TSA, or between
the MG and the top of the cavity, respectively (see Table 6-1). Note that Rag s = Réyq is used for

simulations of constant temperature gradient, whereas Rag,s < R3jo is used for simulationsin
which the temperature gradient is highest near the MG.
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Figure 6-4. System and local H for Rayleigh number calculationsin Equation 6-5.

6.4.2 Solute Retardation and Rayleigh Numbers

The Rayleigh number provides an assessment of convective potential within the chimney.
Convection from the MG into the cavity/chimney drivesthe vertical flux in the system. However,
retardation describes how much the advection of anon-conservative component isreduced relative
to a conservative component. Therefore, a somewhat unconventional extension of Rayleigh
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number analyses is to include sorption of solutes to immobile mineralsin the Rayleigh number
calculation. Thisinclussion helps to assess the reactive solute migration potential in the cavity-

chimney system. In this case, the Rayleigh number, R&™'P, scaled for retarded transport, can be
written as

ZDD

oo Ra chWgBWkpATr DE L

R 70 330U, ED =9,
05, U

where R is the retardation coefficient due to the adsorption of the transported solute. Hence, the
sorptive Rayleigh number is a measure of the likelihood of vertical convection of a specific RN,
taking into account the reduction in advective flux due to sorption. In this case, sorption is consid-
ered with atemperature invariant linear partitioning isotherm, Kd. We assume that using tempera-
ture invariant Kds is acceptable for this semi-quantitative analysis, particularly because the
variations in Kds measured at laboratory temperature often span many order of magnitude.

(Eq. 6-6)

I

6.5 Model Parameters

6.5.1 Physical and Thermal Parameters

The physical and thermal parameters used in the model are obtained from avariety of
sources and the BASE-CASE values are summarized in Table 6-1. Uncertainty in these parameters
leads to sensitivity analyses later in this chapter.

Aquifer permeabilities are based on preliminary sub-CAU model calibration results which
are bounded by valuesin Drellack and Prothro (1997). The aquifer and aquitard permeabilitiesare
not identical in the sub-CAU flow model and this source-term model because the models were
developed concurrently. Exact transfer of permeabilities from the sub-CAU mode to this source-
term model would be impossible because (1) the sub-CAU flow model (Chapter 4) does not
account for the LAV A unit separately (its effect is part of the composite CHZCM and (2) we are
primarily interested in flow and transport in the rubblized chimney of this source-term model,
which is aso not part of the sub-CAU flow model.

Density, porosity, heat capacity, and thermal conductivity estimates of the native rock are
taken from Y ucca Mountain studies (Rautman, 1995; Flint, 1998) and from general values listed
in Landolt et al. (1982). The chimney permeability is estimated from measurements recorded by
Snoeberger et al. (1971); these numbers are in agreement with the CHESHIRE calibration
(Maxwell et al., 2000; Pawloski et al., 2001). The rock density and porosity of the cavity/chimney
is estimated by a conservation of mass cal culation, where the mass occupying the cavity/chimney
region before detonation (M4) is equal to the mass occupying the cavity/chimney after detonation
plus the mass of the MG (M,). MG permeability is obtained from apreliminary calibration for the

CHESHIRE test (Maxwell et a., 2000). Asnoted in Table 6-1, we chose an MG porosity of 1%, a
value appropriate for fractured glass. For the CHESHIRE test, a porosity of 20%, appropriate for
vesicular material, was used by Maxwell et al. (2000) and Pawloski et al. (2001). The exact
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structure of the MG isunknown, but 20% isconsidered in the sensitivity analysis. The MG porosity
does not affect dissolution rate of glassin this model (Section 6.5.3 describes how the glass
dissolution rate depends on temperature and groundwater flux in thismodel). It does serveto move
released particles away from MG faster than if it were 20%, but the total impact is small because
the chimney material into which the particles migrate has a high porosity and asubstantially larger
volume than the MG.

For these calculations, it is assumed that no additional massisincorporated into the MG as
aresult of collapsed rock falling into the MG. Pawloski et a. (2001) make the same assumptionin
their CHESHIRE study dueto lack of unclassified data with which to refine the estimate. Because
the cavity/chimney isgeometrically simplified to acylinder atop asphere, theinitial mass, M4, and
final mass, M,, can be calculated from the following relations:

2
M, = nrza_lpbl + [Lz +L,+ ér}pb2 + L3pb§ (Eg. 6-7)
2 4 4

Inthese equations, L isthe depth of arespective geologic unit (j=1 for TSA, 2 for CHZCM, 3 for
LAVA, and 4 for CHZCM below the LAVA), py,; isthe bulk density of geologic unit j such that
Ppi=(1-®)ps (Where pg isthe rock grain density), pyg is the density of the MG, and fy isthe
volumetric fraction of MG in the cavity (8% for BENHAM). When Equations 6-7 and 6-8 are set
equivalent, the bulk density of the cavity/chimney, pp, can be calculated as

Pro. = [&—L—lf rp }[L Pl + L+, +2r—2¢ rr (Eq. 6-9)
bce 2 3 MG'PmG||[F1T 2T 3T 4T 3t T3 lve

From this equation, assuming that rock grain density of the cavity/chimney, pg., isthe volumetri-

cally-weighted average of the host rock, the cavity/chimney porosity can be calculated by

Qo= 1-Ppec/ Psce: The resultant values are reported in Table 6-1.

The porosity and permeability of the chimney are assumed to be reasonably represented
with asingle continuum. In reality, it is possible that large blocks comprise the chimney and are
not entirely available to flow. As data become available to parameterize such systems, dual
continuum formulations for flow and transport (as used later in this report) may be appropriate.

6.5.2 Radionuclide Source Parameters

Table 6-3 lists 16 RNs associated with the Pahute Mesa source analysis. Pawloski et al.
(2001) have expanded thelist to 37 RNs, not including colloidal species. However, the original list
provides a good representation of significant RNs with different source inventories and transport
properties. It aso includes al RNsfound in the ER-20-5 observation wells, aslisted in Tables 1-1

and 1-2. We have added a Pu-colloid pseudo-species and neglected 85Kr, which is distributed
primarily inthe gas phase. Listed along with the RNs are estimated linear sorption coefficients, Kd,
in the cavity/chimney, half-lives, and estimated post-test mass present inthe MG and inthe EV. In
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Table 6-1. Physical Parameters Used in the BASE CASE Simulation

. @ Rgik Speci(;ip cHeat Th;\r?nal 0
Unit P'\gragg i(y Density Capacity Conductivity Permer;\bl lity
(kg/md) (k¥kg/°C) |  (W/m/°C) (m%)

TSA 0.161(a) |2500(c) |880(c) 1.8 (b) 5.0e-11 (q)
CHzM 0.25 (a) 2350 (C) | 1154 (c) 1.2 (b) 2.0e-14 (g)
LAVA 0.083(a) |2270(d) | 1000 (d) 2.5 (d) 1.0e-12 (g)
IA 0.083(a) |2270(d) | 1000 (d) 2.5 (d) 5.0e-13 (q)
Cavity/ | 0.185(h) |2354(h) | 1043 (h) 1.8 (h) 1.0e-11 ()
chimney

MG 0011 2900 2 1154 (d) 2.7 (d) 1.0e-14 (f)

References are (@) Pawloski, 1999; (b) Rautman, 1995; (c) Flint, 1998; (d) Landolt, 1982; (e)
Snoeberger et a., 1971; (f) Maxwell et al., 2000; (g) see Table 6-2, and (h) from a mass-
averaging of cavity/chimney rock.

1The low BASE-CASE MG porosity used in this study reflects fractured glass. A larger value
would be more appropriate for avesicular material (note: Pawloski et al., 2001 use a poros-
ity of 0.2 intheir MG). 0.2 is considered in the sensitivity analysis (See Table 6-4). Note,
the MG porosity does not affect the dissolution rate of glassin thismodel. It does serve to
move released particles awvay from MG faster than if it were 0.20, but the total impact is
small because the chimney material into which the particles migrate has arelatively high
porosity and a substantially larger volume than MG.

2A density of 2900 kg/m? was assumed for the MG in these calculations based on estimates
associated with a particularly dense basalt. More recent analyses (Pawloski et al., 2001)

indicate that an MG density of 2400 kg/m® may be appropriate. The net impact of such a
reduction would be to reduce the heat conduction by the MG by approximately 20%, a
small impact considering that heat dissipation in this system is convection dominated.

thisstudy, the EV isdefined as the volume of the cavity, prior to collapse, not including the region
occupied by MG (Note Pawloski et al., 2001 extend the EV to include about an additiona 0.5
cavity radius). This source-term model conceptualizes the cavity/chimney as a single porous
medium. Little dataexist to develop amore complex representation. In amore detailed source-term
study, focussing on the cavity/chimney system, Pawloski et al. (2001) also represent the material
in the chimney as homogeneous porous media. Inredlity, it is possible that large blocks may make
up the rubble, and if so then adual continuum model may be more appropriate to represent mass
transfer into the blocks when characterization data from chimneys are available.

Thetotal number of moles of the RNs at the BENHAM test is estimated to be the average
unclassified inventory for 76 Pahute M esanuclear tests below or within 100 m of the groundwater
table (Smith, 2001). For example, in the case of plutonium (Pu) this average gives an estimated
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Table 6-2. Comparison of Permeabilities in Various Studies (Units are mz)

DP = Drellack and Prothro (1997).

This . I

HSU DPrin DPrmax (ngea%jse) ApJ;gx B F:rfv(lgcs)‘c()lli)at (%igt?atﬂr)]
TSA 6.65E-12 4.00E-11 5.00E-11 4.00E-11 3.10E-11
CHZM 1.33E-15 2.00E-11 2.00E-14 4.00E-15
LAVA 1.00E-12" 5.00E-13
1A 1.33E-13 6.65E-12 5.00E-13 6.15E-13 1.65E-13
Chimney 500E-11" | 5.00E-11 5.00E-11
MG 1.00E.14" | 5.00E-13 4.00E-14
Notes:

* Parameters treated as uncertain in sensitivity analysis.

Much work on different source-term models was conducted concurrently or nearly concurrently
on this and other studies. Generally, native material properties are drawn from the range of Drel-
lack and Prothro (1997), although differences between exact values used in this chapter and
Appendix B are due to refined understanding of the system during the progression of the study.
For example, the LAVA aquifer permeability wasinitially set approximately the same asthe A
inthe THC model. It was increased in this chapter to take into account the high values measured
at Bullion (and it istreated later as an uncertain parameter in the sensitivity study). Similarly, the
CHZM permeabilities were increased dlightly due to preliminary calibration results, although
they are still so low that little significant flow occursin the unit.

The CHZM includesthe LAVA in the HSU model. Thus, the range presented for this unit includes
high-permeability lava beds. Therefore, very low values are used in the source-term models for
this part of the CHZM, excluding the LAVA.

MG permeability reduced in this chapter per Maxwell et al. (2000).

total post-detonation mass of 18.7 moles (17.1 moles of 2°Pu; 1.5 moles of 2*°Pu; and 0.1 total

combined moles of 238py, 241py, and 22Pu). It is estimated that of thetotal 18.7 moles, 17.8 moles
(95%) initially resides within the MG while the rest is distributed amongst the rubble and pore

water of the cavity EV.

The RNslisted in Table 6-3 are grouped into five classes (I through V) with a sixth class

(V1) used to represent a Pu-colloid pseudo-species. The classes are based on similar sorption

properties, determined from Y ucca Mountain sorption tests on crushed tuff (see Appendix F). RN
Class | consists of conservative species present in the MG and EV, such astritium (3H); RN Class

I and 111 consist of highly sorbing species such as americium (Am); RN Class |V consists of
neptunium (Np) and uranium (U); and RN Class V is Pu. The Pu sorption estimate is very
conservative at 5 cc/g.
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Table 6-3. Radionuclide Classes, Parameters, and Distribution

R(z;ed&log Lljggge C?\(/:jtzégt;)n;ney ?yaga_r!)fle TI(\)/tlglssEISDtrleTe;?d ;gl(?;&l‘\tﬂg(ajsls n Ié)gl%;\tﬂetais%
Retardation factor in parentheses (moles) MG Cavity EV

3y 0 0 (L0 123 31.3 0 98

e ) 0 (L0 5730 117 0 20

®C () 0 (10 3.01e5 237 50 50

©re () 0 (10 21365 2.41 80 20

129 0 0 (1.0) 1.57e7 .544 50 50

Blgm (1) 100 (1041) 90 189 9% 5

2am (1) 100 (1041, 433 0743 9% 5

1528, (11 100 (1041, 135 .0163 9% 5

45 (1) 100 (1041) 8.59 .0049 95 5

05 () 10 (105) 29.1 128 40 60

B7cs (1) 10 (105) 30.2 1.68 20 80

B4y (1v) 1 (114 2.466€5 1 % 10

28y (1v) 1 (114 4.4769 408 % 10

BINp (V) © 1 (209 2.14e6 2.87 9% 5

29y, (v) 5 (529 2.41e4 171 95 5

2000y (V) 5 (529 6560 15 9% 5

Pu-colloid(v)® | O (L0 241e4 1.86e-3* 95 5

IRadioactive half-life and total estimated mass based on an average inventory of tests below or within 200 m of the water table on
Pahute Mesa, decay corrected to 1994 from Smith (2001). Note: we do not decay correct Smith’s unclassified inventory to the

BENHAM test datein 1968 because thisis an unclassified average. However, such correction would increase the initial mass of °H,
Eu, and Cssignificantly (and is discussed in Chapter 7).

“Distribution of RNs between the MG and EV are based on Pawloski et a. (2001) which are derived from |AEE (1998)

3RN adsorption in the cavity/chimney is estimated from the Yucca Mountain Project data base (see Appendix F and Chapter 7). Values
used here are taken from low ends of the ranges, anticipating reduced sorption under elevated temperature. (Analysis later in this
chapter highlights sensitivity to whether any sorption is considered.) Under less simplifying assumptions, it islikely that the Kd
varies with temperature. This is somewhat accounted for by specifying values from the low end of the range of measurements
uniformly throughout the chimney where it is unlikely that such low values would exist everywhere at 25°C.

“The Pu associated with colloids is assumed to have a net mass 1/10000 of total Pu mass (see Section F.5.3).

5The association of nuclides other than Pu with colloidsis considered in Chapter 7, with a source release function scaled to afraction of
theindividual RN’s inventory and unretarded transport in the chimney. Pu is the only nuclide for which an estimate of initial
inventory could be computed based in sorption/desorption experiments.

6Np isgenerally considered to behave similarly to U in this report. However, the Kd for chimney sorption used for Np is smaller than
that for U in the source-term study because (a) Np Kd values on Yucca Mountain tuffs are somewhat lower than U and (b) to
demonstrate later in this chapter differencesin release timesto the aquifers when sorption is considered (the only reactive speciesto
arrive at the TSA are Np and U).
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6.5.3 Glass Dissolution Estimation

Appendix B describes the chemistry and controlling processes associated with MG
dissolution under transient, non-isothermal conditions. Based on the details in Appendix B, we
developed an approximation for the dissolution of MG and the associated release of RNs for our
three-dimensional source-term model. The release of RNsfrom MG can be estimated through the
dissolution of glass and the stoichiometric ratio of the RNsin the MG. The stochiometry of a RN
in MG can be estimated by relating the 8.0e+08 kg of MG of molecular weight 100 g to each RN
yielding, for example in the case of Pu, a stoichiometric ratio of 2.22e-09 moles Pu/moles MG.

Thefully-coupled THC reactive transport studiesin Appendix B indicate that there are two
dominant processes affecting the glass dissolution rate: (1) a surface controlled rate based on
temperature and (2) a diffusion controlled rate (see Figure B-5). In this case, the first conditionis
enhanced by an Arrhenius function and the second by a transport/dissolution limitation.
Considering both of these processes, the glass dissolution rate, | giss.giass IS

= min(l I flux—glass) ) (Eg. 6-10)

where ligmp-glass IS the rate with Arrhenius enhancement and I . g1ass IS the rate when limited by
transport/dissolution. liemy.giassiS @pproximated by a simplification of Equation B-27 as

=k

Idiss—glass temp —glass’

I A, (Eq. 6-11)

temp —glass temp —glass

where A isthe specific surface area (10/cm in this case -- see Table B-5; Pawloski et al. (2001), use
asimilar value of 25/cm) and the rate constant Kignyp,glass » Which iswritten as

K kof A(T), (Eq. 6-12)

temp —glass =

where kg is the dissol ution rate constant of the MG at 25°C neglecting pH and other water chem-

istry changes, estimated as 2.57e-16 moles glass/cmzlsec (see kg in Appendix B). The Arrhenius
factor, fo(T), empirically represents the positive relation between temperature and dissolution asa

function of temperature (see Equation B-29). In this study, the specific surface areais not varied
in the sensitivity analysis. However, Pawloski et al. (2001) examine the sensitivity to predicted
melt glass dissolution associated with this uncertain parameter. The equation

fa(T) = eXpE%%%O—% (Eq. 6-13)

is of exponential form, where AH is the activation enthalpy, R is the gas constant, and T is an ab-

solute reference temperature (in Kelvin). For glass, the activation enthalpy is 83.74 kJmol. There-
fore, Equation 6-13 can be rewritten for the dissolution of MG as

_ 0l 1o .
fp(T) = exp[lOO?l.SD]_O TD} (Eq. 6-14)

The second temperature-dependent process factoring into Equation 6-10 is the transport/
dissolution-limited release rate, where PuO, and other RN releases from the MG are related to the
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dissolution and agueous concentration of SIO,(am). Dissolution-limited releases are approximated

with the three-dimensional flow model, which considers silica-saturated water that flushes upward
from the MG (at temperature T1, 5 m below the top of the MG) to the cavity/chimney region (not
silica saturated at temperature T, < T4, 5 m above the top of the MG). The vertical temperature
gradient, (AT/Az)1,, and the absol ute magnitude of the vertical flux, gy, 1o, are dynamic and are
recorded during transient, non-isothermal three-dimensional flow simulations. As the dissolved
SiO,isflushed out of MG, itisassumed that MG dissolvesat arateto replaceit. Thisisrepresented

by

_ dCATh
= —Sg|assqwl 12d_T DEDlZ , (Eq. 6-15)

I flux—glass

where §;j555 IS the stoichiometric ratio of MG to SiO,(am), 1.307. The saturation concentration of
SiO,(am), C, isafunction of temperature approximated from the EQ3/6 database as

_ C, C3
log;o(C)= ¢, + 2 + T+t GIn(T), (Eq. 6-16)

where T = T+273.15°C and ¢4, Cy, Cg, C4 and c5 are coefficientsfit to data (¢, = -167.471,
Cp = -648289, c3 = 9434.79, ¢, = -0.0208465, and c5 = 25.7021). The derivative of C with respect
to temperature, as needed in Equation 6-15, is

dC _ [Eg C3 2C
a7 = CnaoZ +c, = Fﬁ (Eq. 6-17)

Thisfairly ssmple approximation can capture a process that the more detailed THC model in Ap-
pendix B highlights asimportant, although the equation and implementation are quite abit simpler
in this case because the concentration of SIO,(am) is afunction of temperature but not of surface
area. However, Equation 6-15 does account for rate changes as a function of both flow rate and
temperature through the MG.

Equations 6-12 and 6-15 are used to estimate the glass dissolution rate in Equation 6-10.
With this glass dissolution rate, the RN release rate from the MG is then determined from
stoichiometry as

ey = SRNIdis,s—gIass (Eq. 6-18)

where Sgyistheratio of theRN inthe MG (e.g., 2.22e-9 for PuO,). Thus, the simple casefor 25°C,

and assuming dissolution into water free of silica, yields a glass dissolution rate estimated from
Equation 6-11 of 2.56e-15 moles glass/cc/sec (for A= 10/cm). The Pu release rate, from Equation
6-18 is5.7e-24 mol Pu/cc/sec.

6.5.4 Transient Particle Release in the Melt Glass

The time-history of glass dissolution/RN release is simulated by releasing a large number
of particlesfrom the MG in temporal agreement with the dissolution limitation of Equation 6-10.
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The glass dissolution rate is determined separately for each scenario, taking into consideration the
three-dimensional models because each scenario has a different MG temperature history and a
different vertical flux history, both of which are dependent on material properties and initial
temperature. Particles are released uniformly according to Equations 6-10 and 6-18 over specified
binning time periods at the average release rate for that time period. The time periods are shorter
at first to capture the more transient nature of initial release. A 50-day binning period is used for
thefirst 5 years; a 100-day binning period is used for years 5 through 10; and an ever-increasing

binning period is used after year 10. Particles are released within each 10 x 10 x 10 m? grid block
of the MG.

To demonstrate this method, two dissol ution examples are briefly discussed: CASE 1 and
CASE 5B, both of which are shown in Table 6-4. These two examples are transient-heat and mass-
flow simulation scenarios; they are discussed in more detail in Section 6.6. First, dissolution and
RN release for the BASE CASE simulation is considered (Rég,s = 84.6, CASE 1, Table 6-4). For

CASE 1, the temperature in the MG decreases from an initial 290°C to just under 150°C after 10

years and to 70°C after 35 years (Figure 6-5). Figure 6-6 illustrates the temperature history, the
estimated Pu dissolution rate as predicted by Equation 6-10, and the particle-release history. The
MG dissolution rate, and hence Pu release rate, is controlled by the dissolution rate adjusted by
either the Arrhenius factor or the flux-solubility limitation, whichever islowest. In this case, the
dissolution rate islimited by the flux-solubility limitation at al times, as shown in Figure 6-6. The
estimated particle equivalent of 385 800 particles/mole Puwas computed by equating adissolution
limitation of 1.266e-19 moles Pu/cc/sec at t = 0 years, with 211 particles released from each MG

node (10 x 10 x 10 m3) over the first 50 days. As estimated by Equation 6-10 at 20 years, the
dissolution rate isvery similar to the more mechanistic rate estimated by the complete THC
modeling effort described in Appendix B. For example, after 20 years of simulation, the particle-
release estimate of the Pu dissolution rate is 3.9e-22 moles Pu/cc/sec, whereas the THC model
predicts a maximum dissolution rate of 8.5e-22 moles Pu/cc/sec (Figure 6-7). However, notein
Figure 6-7 that the maximum rate in the THC model only occursin asmall portion of the MG. By
applying the same rate everywhere in the MG in this three-dimensional model (also donein
Pawloski et al., 2001), substantially more glass dissolves, |eading to conservative approximations.

The second case considered from Table 6-4, CASE 5B (Rags= 84.6), differsfrom CASE 1

in that the MG permeability is an order of magnitude larger, thus promoting greater flux through
the MG. Figure 6-8 showsthat thereleaserate of Pufromthe MG isgoverned by the flux-solubility
limitation only at early times (t < 11 years), after which the temperature dependence controls the
rate. Aswith the CASE 1 example, the estimated particle equivalent of 385 800 particles/moles Pu
was computed by equating adissolution limitation of 1.266e-19 moles Pu/cc/sec at t = O years, with

211 particles released from each MG node (10 x 10 x 10 m3) over the first 50 days.
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Table 6-4. Parameters for Sensitivity Analysis

g | P | R | Towe | o0 | e | O | e | e
BASE 84.6 |35 |290 326 0.01 le-11 le-14 | le-12
CASE
(CASE])
CASE 2A 0.85 | 355 | 290 326 0.01 le-13 le-14 | 1le-12
CASE 2B 846 | 355 |290 326 0.01 le-12 le-14 | le-12
CASE 2C 846. | 3550. | 290 326 0.01 1le-10 le-14 | le-12
CASE 3A 1.89 | 1.89 |40 326 0.01 le-11 le-14 | le-12
CASE 3B 189 | 189 |40 326 0.01 1le-10 le-14 | le-12
CASE 4 384 | 158. | 150 326 0.01 le-11 le-14 | le-12
CASESA* | 879 |422. | 290 756 0.01 le-11 le-14 | le-12
CASESB* | 84.6 | 355. | 290 326 0.01 le-11 le-13 | le-12
CASESC* | 846 | 355 |290 326 0.2 le-11 le-14 | le-12
CASEG6A* | 846 | 355 | 290 326 0.01 le-11 le-14 | lel11
CASEG6B* | 84.6 | 355. | 290 326 0.01 le-11 le-14 | 1le-13

Twelve simulation scenarios were examined that had variationsin initial MG temperatures (Tg), in MG volume
(Vmg), in MG porosity (), in cavity/chimney permeability (K, oc), in MG permeability (K, mg), and in LAVA
permeability (K, ava)- Note that the change from BASE CASE for each simulation scenario isin bold type.

Cases followed by an asterisk (*) indicate scenarios that cannot be compared with the BASE CASE using a Ray-
leigh number analysis because the number does not account for changesin porosity or for differencesin perme-
abilities outside of the chimney.
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Figure 6-5. Vertica temperature profilesat the center of the cavity/chimney system for the BASE
CASE simulation.
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Figure 6-6. Simulated MG temperature history from the BASE CASE simulation and the Arrhe-
nius factor for an activation energy of 83.74 kJmol. Plot A is the temperature history
in the middle of the MG, plot B isthe Pu release history from Equation 6-10, and plot
Cisthe particle-release history based on Equation 6-10 and 385 000 particles/mole Pu.
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Figure 6-7. Two-dimensional FLOTRAN simulations of MG/Pu dissolution (see Appendix B).
Note that the maximum glass dissolution of 3.85e-13 moles glass/cc/sec is the equiv-
alent of 8.5e-22 moles Pu/cc/sec (compared with 3.9e-22 moles Pu/cc/sec estimated
for the BASE CASE at 20 years).
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Figure 6-8. Simulated MG temperature history from the higher permeability MG simulation
(CASE 5B) and the Arrhenius factor for an activation energy of 83.74 kJ/mol. Plot A
isthetemperature history in themiddle of the MG, plot B isthe Pu release history from
Equation 6-10, and plot C isthe particle-release history based on Equation 6-10 and
385 000 particles/mole Pu.
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6.6 Melt Glass Release: Conservative Radionuclide Example

To assess the physical, chemical, and thermal conditions necessary for vertical migration
of RNsinthe BENHAM chimney, we conduct sensitivity simulations with varying permeabilities
and initial conditions to bracket the conditions necessary for vertical convection and transport to
the TSA and LAV A aquifers. Thelikelihood of vertical transport to these aquifersisjudged against
Rayleigh number calculations with the goal of using the initial Rayleigh number asasimple
transport predictor for future analysis. As ademonstration of the release process, we first consider
aconservative RN release from the MG only in this section; a combined release of MG and EV
mass for each of the 17 RNs s addressed in Section 6.8.

The greatest parameter uncertainty in these ssmulationsis associated with the nature of the
MG (temperature and volume) and the physical properties of the collapsed chimney/cavity. To
bracket the uncertainty of the modeling results, simulation casesfor various chimney propertiesare
investigated with and without residual heat in the MG. The BASE-CASE simulation investigates
flow and transport over 1000 years using best estimates for MG temperature and chimney
properties (see Table 6-1). As perturbations of the BASE CA SE condition, the other ssimulations,
listed in Table 6-4, often have different Rayleigh numbers than the BASE CASE dueto variations
in rock permeability or variationsininitial MG temperature.

Approximately one million particles are released from the MG for each of the smulated
cases. The particles are released in atime-varying manner according to the glass dissolution rate
(see Section 6.5.3); for example, for the BASE CASE, dissolution drops from ~1500 particles/day
over the whole MG at time = 0 to ~15 particles/day over the whole MG at time = 15 years. The
exact number of particles released varies with each simulated scenario because of differencesin
dissolution-rate histories. Depending on the simulation scenario, particles may or may not reach
the TSA or LAV A aquifers. For the analysisin this section, only conservative particles originating
inthe MG are considered. The estimated arrival time of the conservative RN to the aquifers occurs
when 0.01% of the total mass present in the MG exits the chimney into the aquifer. Tables 6-5 and
6-6 register, for each simulation case, the arrival time estimates to the TSA and LAVA,
respectively, along with the percentage of total MG-based RN mass entering the aguifer after a
simulation of 1000 years.
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Table 6-5. Mass Arrival to the TSA and Ragys

o | Tooroomor | 0 Tow Mass
Simulation Scenario Ragys MG-Source Solute | EMENng TSA after
(years) 1000 yrs

BASE CASE (CASE 1) 84.6 11.35 13.83

CASE 2A(low chim. perm) 0.846 no arrival 0.00

CASE 2B(med. chim. perm.) | 8.46 88.37 0.304

CASE 2C (high perm. chim.) 846. 2.383 21.11

CASE 3A (noresidual heat) 1.89 no arrival 0.00

CASE 3B (no heat, high perm) | 18.9 no arrival 3.95e-9

CASE 4 (low MG temp.) 38.4 27.24 0.2747

CASE 5A (high MG vol.) 87.9 8.435 45,91

CASE 5B (high MG perm.) 84.6 6.045 46.37

CASE 5C (high MG por.) 84.6 12.14 12.67

CASE 6A (low LAVA perm.) | 84.6 12.06 2251

CASE 6B (med LAVA perm.) | 84.6 10.84 0.663

CASE 6C (high LAVA perm.) | 84.6 10.83 0.655
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Table 6-6. Mass Arrival to the LAVA and R4,

o | LAVA o 00or | %0f Tow Mass
Simulation Scenario R o M G-Source Sol ute Entering LAVA
(years) after 1000 yrs
BASE CASE (CASE 1) 355 3.286 9.117
CASE 2A(low chim. perm) 3.55 48.82 12.00
CASE 2B(med. chim. perm.) | 35.5 9.501 21.18
CASE 2C (high perm. chim.) 3550 1471 0.8902
CASE 3A (noresidual heat) 1.89 no arrival 3.118e-6
CASE 3B (no heat, high perm) | 18.9 no arrival 3.531e-9
CASE 4 (Ilow MG temp.) 158. 7.743 1.657
CASE 5A (high MG vol.) 422 2.521 7.233
CASE 5B (high MG perm.) 355 2.380 14.35
CASE 5C (high MG por.) 355 4.092 7.580
CASE 6A (low LAVA perm.) 355 5.992 0.7691
CASE 6B (med LAVA perm.) | 355 2.038 21.52
CASE 6C (high LAVA perm.) | 355 2.028 21.52

6.6.1 Comparison with THC Model

As modeled using FEHM with RTTF particlesin this chapter, solute transport to the TSA
and LAV A aquifers has been directly compared to the THC simulations described in Appendix B.
When RTTF particles are released in atwo-dimensional simulation in accordance with Equation
6-10, results compare well with THC modeling results illustrated in Figure B-12. For the
comparison, atwo-dimensional FEHM model was constructed with identical dimensions and
parameters asthose listed in Appendix B. The curves shown in Figure 6-9 show relative peaks and
arrival times roughly in agreement with the THC model results. Although the comparison serves
to validate the approach used in the three-dimensional source-term model, it must be noted that
parameters were then changed in the three-dimensional model during the evolution of this project
because subregional calibration was completed and other information became available.

These two-dimensional comparison results exhibit some important differences from the
three-dimensional RTTF results, which are presented |ater in this chapter. It isimportant to note
that the three-dimensional model results are generally shown as mass flux or cumulative mass
curves exiting the cavity/chimney system into the TSA and LAV A aquifers. Figures B-12 and 6-9
show breakthrough concentration curves exiting the downstream modeled domain for asystem in
which porous media conditions are assumed for the LAV A (see Appendix B). Therefore, akey
difference in these smulations and the simulations described later in this chapter is the timing of
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RN entry to the LAV A aquifer. In Figures B-12 and 6-9, downstream breakthrough in the less
permeable LAV A aquifer occurs after downstream breakthrough in the TSA. In the forthcoming
figuresillustrating three-dimensional results, RNs aways enter the LAV A aquifer from the cavity/
chimney before entering the TSA aquifer. A second difference between the breakthrough curves
of Figure 6-9 and the forthcoming three-dimensional curvesin this chapter isthe time of arrival of
the TSA pulse. Inthetwo-dimensional simulations, thisarrival occurs after approximately 5 years,
whereas the three-dimensional simulations predict arrival times of 10 yearsor later. This
discrepancy is explained by dimensional effects and the use of a higher chimney permeability (5e-

11 m?) in the two-dimensional simulations.

Concentration [M] P

2e-10

1e-10

DY I BRI Kk VMRS BN B

0 10 30 50
time (years)

Figure 6-9. Comparison of simulated particle release to the TSA and LAV A with fully coupled
THC results from Appendix B. Using the properties described in Appendix B, atwo-
dimensional particle-tracking model was constructed to compare with the two-dimen-
siona THC model. Solid lines represent particle model, dashed lines represent THC
model.

6.6.2 BASE CASE Simulation Results (CASE 1)

The MG undergoes a slow cooling process due to convection and conduction for BASE
CA SE conditions (Figures 6-5 and 6-6). The relative Rayleigh numbers for the BASE CASE are
much greater than unity (Rag,s=84.6, R§,,:=355), indicating a high likelihood of vertical
convectionto boththe TSA and LAV A aquifers. Figure 6-10illustratesthe convection of heat from
the MG up the chimney after 20 years for the BASE CASE simulation. Figure 6-11 charts the
pathways of three representative non-reactive SPTR particlesthat originate withinthe MG leaving
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the cavity/chimney to both the TSA and the LAV A aquifers during a 1000-year transient
simulation. Mass arrival times of particles and total mass entering in the aquifers are tabulated in
Tables 6-5 and 6-6. The particle pathways indicate that, for the BASE CASE parameters, vertical
convection from the MG source to the TSA and LAV A aquifersis both possible and likely. This
result isin agreement with expectations because the relative Rayleigh numbers are both

appreciably above unity.

t=20 years
1. BASE CASE 7
R§,,c=355 1000
oc
Temperature (°C)
90
80
m 70
2 S0
9500 20
3
o
i
N
200 &
/200 o
'Stancg alon,, 200 -200 ,\*\\0(0
A‘A’(m) &

Figure 6-10. BASE CA SE temperature contours after 20 years of simulation.
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Figure 6-11. Three representative 1000-year particle pathways in the x-z domain for the BASE
CASE simulation. Entrance timesto the TSA and LAV A aquifers are noted next to
each particle.
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6.6.3 CASE 2 Simulations: Variable Chimney Permeabilities

Although estimates of chimney material permeability are high (e.g., Snoeberger et al.,
1971), the true nature of collapse and its effect on permeability is largely unknown. Equation 6-5
showsthat chimney permeability hasadirect effect on Rayleigh number values, and, consequently,
on the likelihood of vertical convection. Therefore, the three CASE 2 scenarios investigate
variations in chimney permeability while keeping all other parameters the same as CASE 1 (see
Table 6-4). The CASE 2A and 2B scenarios investigate lower cavity/chimney permeabilities that
may occur if the post-detonation rubbilization described earlier isless complete, thereby
preserving the lower permeability of the CHZCM, for instance. CASE 2C considers cavity/
chimney permeability even higher than that of CASE 1.

For CASE 2A, vertical convection to the TSA is unlikely because Rag s isless than unity.
However, vertical convection to the LAVA islikely because R§, is above unity. The Rayleigh

prediction is validated by numerical results; Figures 6-12 and 6-13 illustrate the lack of vertical
convection of heat and particlesto the TSA. In accordance with the higher local Rayleigh number,
particles do convect to the nearer LAV A aquifer.

The medium permeability CASE 2B has both system and local Rayleigh numbers above
unity, indicating likely vertical convectiontothe LAV A and, to alesser degree, tothe TSA. Figures
6-14 and 6-15 illustrate that again the Rayleigh number prediction is validated by numerical
results; for CASE 2B, both heat and particles convect to the LAV A and, to alesser degree, to the
TSA. The Rayleigh Number and numerical analyses both imply alack of convection to the TSA

and decreased convection to the LAV A for permeabilities lower than 1e-13 m?, when all other
parameters are held constant at CASE 1 values.

Although simulations with lower chimney permeabilitiesillustrate slower or no
breakthrough to the TSA and LAV A aguifers, ssmulations with higher chimney permeability and,
hence, higher Rayleigh numbers should have faster breakthrough of particlesto TSA and LAVA
than the BASE CASE. CASE 2C investigates a condition of a high-permeability cavity/chimney
with correspondingly high Rayleigh numbers (Table 6-4), thus predicting rapid convection to both
TSA and LAVA aquifers. For this scenario, Figure 6-16 illustrates a cooler temperature profile at
20 years than the BASE CASE, indicating the heat has already dissipated due to increased water
flux in the high-permeability chimney. Figure 6-17 follows the pathways of three SPTR particles
originating inthe M G. For this high cavity/chimney permeability, the three particles move quickly
tothe TSA. When RTTF particles are rel eased throughout the entire M G for this scenario, asimilar
trend is observed, although some mass does enter the LAV A at times even earlier than the TSA
arrivals (see Tables 6-5 and 6-6). This processimpliesthat at high enough Rayleigh conditionsthe
vertical thermal-driven transport gradient is much more dominant than the horizontal pressure-
driven transport gradient in the LAV A, leading to preferential vertical convection of particles to
the more permeable but more distant TSA rather than to the closer yet less permeable LAVA
aquifer.
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Figure 6-12. Lower chimney permeability case (CASE 2A) temperature contours after 20 years of
simulation.
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Figure 6-13. Lower chimney permeability (CASE 2A) 1000-year particle pathways projected on
an x-z plane. Entrancetimesto the TSA and LAV A aquifers are noted next to each par-
ticle.
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Figure 6-14. Medium chimney permeability case (CASE 2B) temperature contours after 20 years
of simulation.
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Figure 6-15. Medium chimney permeability (CASE 2B) 1000-year particle pathways projected on
an x-z plane. Entrancetimesto the TSA and LAV A aquifersare noted next to each par-
ticle.
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Figure 6-16. High chimney permeability (CASE 2C) temperature contours after 20 years of sim-
ulation.

6-35



Rev 0.0 SOURCE-TERM MODEL

CASE 2C
High Perm

Chimney

R&,,.=3600

elevation (m a.s.l.)

distance along A-A’ (m)

Figure 6-17. High chimney permeability (CASE 2C) 1000-year particle pathways projected on an
x-z plane. Entrance timesto the TSA and LAV A aquifers are noted next to each parti-
cle.
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6.6.4 CASE 3 Simulations: Absence of Residual Heat

The CASE 3 scenarios investigate the likelihood of vertical convection in the absence of
residual heat from an underground test. For the CA SE 3 simulations, no special initial temperature
is specified for the MG, leaving only the background geothermal gradient (Table 6-4). CASE 3A
investigates the likelihood of convection for the BASE CASE cavity/chimney permeability

(ko chim=1e-11m?) in the absence residual hest, whereas CASE 3B investigates convection for a

higher cavity/chimney permeability (K, chinm=1€-10 m2). The Rayleigh numbers for the lower-
permeability CASE 3A simulation are barely above unity, Rags= Ry = 1.9. Illustrating 20-year

temperature contours, Figure 6-18 shows a slight disruption in the geothermal gradient caused by
the cavity/chimney disturbance. However, as anticipated from the Rayleigh number analysis, little
vertical convection occurs; particles do not enter the TSA after 1000 years of simulation and only
asmall amount (less than the 0.01% detection cutoff) of mass entersthe LAVA (Figure 6-19,
Tables 6-5 and 6-6).

The very high cavity/chimney permeability CASE 3B is run to investigate the possibility
of vertical convection in the absence of residual heat. In this case, higher Rayleigh numbersresult,
Ragys= Rayoc = 19, predicting that vertical convection to both aquifersislikely. However, Figure

6-20 illustrates that because of the high permeability of the chimney, cool water from the TSA
flows down into the cavity, largely precluding buoyant vertical convection. Figure 6-21 illustrates
this phenomenon more clearly, tracking 3 representative SPTR particles and showing that none of
them enter the LAV A or TSA. Note, however, that over 1000 years avery small amount of mass
(below the 0.01% detection cutoff of Tables 6-5 and 6-6) does enter the TSA and LAV A. Hence,
because of the increased down flow associated with the highly permeable TSA aquifer, vertical
convection in the absence of residual heat issmall even for higher Rayleigh numbers. Theseresults
arein agreement with thefindings of Brikowski (1993), who demonstrated that avertical hydraulic
gradient was necessary for isothermal vertical flow in a cavity/chimney system.
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Figure 6-18. Temperature contours after 20 years of simulation under the influence of a geother-
mal gradient only (CASE 3A).
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Figure 6-19. 1000-year particle pathways (projected on an x-z plane) under the influence of ageo-
thermal gradient only (CASE 3A). Particles do not enter TSA or LAV A aquifersin
1000 years of simulation.
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Figure 6-20. Temperature contours after 20 years of simulation under the influence of a geother-
mal gradient only and in the presence of high chimney permeability (CASE 3B).
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Figure 6-21. 1000-year particle pathways (projected on an x-z plane) under the influence of ageo-
thermal gradient only and in the presence of high chimney permeability (CASE 3B).
Particles do not enter TSA or LAV A aguifersin 1000 years of simulation.
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6.6.5 CASE 4 Simulations: Lower Melt Glass Temperature

Maxwell et a. (2000) calibrated their source-term model of the CHESHIRE test to thermal
probe data measured in are-entry borehole at 154, 201 and 2356 days after the event. Astheir

initial condition, they chose the 154-day MG temperature of 150°C. Thistemperature is probably
alow estimate for the BENHAM test for two reasons: (1) Thistemperatureistoo low for a
simulation that begins shortly after the cessation of multiphase processes. It also may be too low

for the more shallow CHESHIRE test (150°C is much less than 270°C, which is the boiling point
at CHESHIRE' sworking point). (2) We anticipate that the temperature-history at BENHAM may
be higher and of longer duration than CHESHIRE because it was amuch larger test at 1.15 Mt vs.
0.2-0.5 Mt (DOE, 2000). However, Pawloski et a. (2001) point out that the heat of vaporization at
the saturated depth of the test may be too high because some cooling certainly occurs during
resaturation.

To bracket alower plausible initial temperature of the MG when transport away from the
cavity begins, asimulation case with a T of 150°C was run (CASE 4). Therelatively high
Rayleigh numbers for this case (Rasys = 38 and R&o = 158) indicate the likelihood of vertical
convection to both TSA and LAV A aquifers. Figure 6-22 shows the temperature field is much
lower after 20 years than the BASE CASE as expected; however, vertical convection of heat from
the MG up the chimney still occurs. Similarly, the particle-tracking plot provides evidence of this
vertical convection becauseit exhibits particles entering the TSA at alater time than for the BASE
CASE (Figure 6-23). The tabulation of RTTF particle entry to the aquifers (Tables 6-5 and 6-6)
also illustrates this trend for releases from throughout the MG, showing lower concentration
entering the TSA than the BASE CASE.
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Figure 6-22. Temperature contours after 20 years of simulation for alower MG temperature
(CASE 4).
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Figure 6-23. 1000-year particle pathways projected on an x-z planefor alower MG temperature
(CASE 4). Entrancetimesto the TSA and LAV A aquifers are noted next to each par-
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6.6.6 CASE 5 Simulations: Different Initial Melt Glass Volume or Properties

As estimated by the relation of Smith (1993), the bulk volume of MG generated by a test
may vary dueto uncertainty in the nature of the material collapsing and being incorporated into the
MG. Further accentuating MG uncertainty is the actual mass of MG, which may range between
500 and 2700 metric tons per kiloton (Pawloski, 1999). A simulation scenario (CASE 5A) of a
2.32-timeslarger volume MG, a convenient value for the computational grid used, was conducted
to assess the anticipated increase in vertical convection and transport that may occur in the
presence of agreater energy source associated with alarger MG volume. To maintain the
appropriate massin the MG, the RN-glass stoichiometry, Sgy;, is reduced by afactor of 2.32 (e.g.,

9.57e-10 moles Pu/moles glass). Note that the cavity/chimney density and porosity values used are
those of the BASE CASE (i.e., these parameters were not re-cal culated using Equation 6-9). Thus,
thekey differenceinthiscaseisanincreaseininitially hot material for these smulationsand lower
RN concentration per unit mass of MG.

Figures 6-24 and 6-25 illustrate the temperature field and particle pathways for this
simulation. Increased MG volume decreases the convective path height, H, thereby dlightly
increasing the Rayleigh numbers. More critically, however, the larger MG volume increases the
overall amount of energy in the system, thus increasing the duration of vertical convection.

In two other sensitivity scenarios, BASE CASE MG permeability (CASE 5B) and BASE
CASE MG porosity (CASE 5C) wereincreased to be consistent with Pawloski et a. (2001). CASE
5B resultsin notably cooler chimney temperatures after a simulation of 20 years when compared
tothe BASE CASE (Figure 6-26), aswell assignificantly earlier aquifer entrancetimesto the TSA
(Figure 6-27, Table 6-5) due to the increased flux through the MG. For the case of increased MG
porosity (CASE 5C), decreased overall initial energy in the system is associated with higher voids,
aswell aswith lower velocitiesin the MG. This process resultsin aslightly longer time duration
before particles enter the aquifers and a minor decrease in the total convected mass when exiting
to the aquifers (Tables 6-5 and 6-6). The difference compared to the BASE CASE issmall because
most transport occurs in the chimney after the particles leave the MG, regardless of the MG
porosity.
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Figure6-24. Larger MG volume case (CASE 5A) temperature contours after 20 years.
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Figure 6-25. MG volume increased by 2x (CASE 5A). 1000-year particle pathways projected on

an x-z plane. Entrancetimesto the TSA and LAV A aquifersare noted next to each par-
ticle.
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Figure 6-26. High MG permeability case (CASE 5B) temperature contours after 20 years.
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Figure 6-27. High MG permeability case (CASE 5B) with 1000-year particle pathways projected
on an x-z plane. Entrance timesto the TSA and LAV A aquifers are noted next to each
particle.
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6.6.7 CASE 6 Simulations: LAVA Permeability Variation

Analyses of lava permeabilitiesin the BULLION FGE (IT, 1998) suggest that

permeabilitiesin the LAV A aquifer may be ashigh as 1e-10 m?, indicati ng that model sensitivity
to LAV A aquifer permeability must be considered. CASES 6A, 6B, and 6C investigate the BASE
CASE chimney and MG conditionswith LAV A permeability values of 1e-12, 1e-11, and 1e-10

m?, respectively. Varying the LAV A permeability influences the amount of solute masstraveling
to the upper TSA aquifer (Table 6-5) asit increases the amount of flow normal to the chimney. The
higher the LAVA’s permeability, the fewer total moles of RNs convect to the TSA. However,
increased LAV A permeability for these simulations never completely precludes convection to the
TSA. Interestingly, increased LAV A permeability also decreases the time of breakthrough of
0.01% of total MG-source solute into the TSA. This latter observation is caused by the increased
convective mixing at the MG incurred by alarger water flux entering from the nearer LAVA
aquifer. A second interesting observation isthat increasing the LAV A permeability from 1e-11to

1e-10 m? has anegligible effect on overall transport breakthrough and on total RN mass exiting to
the TSA or LAVA (Tables 6-5 and 6-6). This result implies that the dominant mechanism of the
cooling cavity/chimney is the buoyant convection associated with residual heat and chimney
permeability rather than the hydraulic cross-flow associated with LAV A permeability.

6.7 Melt-Glass Release: Sorptive Plutonium Example

RN adsorption sensitivity can be evaluated for the BASE CASE and the comparative
Rayleigh number simulation scenarios CASE 2A, CASE 2B, CASE 2C, and CASE 4. Such
evaluation is only done for CASES 1 through 4 because these cases span the range of Rayleigh
numbers considered in this analysis (only the most sensitive parameters, cavity/chimney
permeability, and residual heat vary for these sensitivity scenarios). The effect of sorption was
modeled by using alinear adsorption isotherm, Kd. The Kd values modeled, representing the RN
classesin Table 6-3, are 0.1, 1.0, 5.0, 10.0, and 100.0 cc/g, having respective retardation factors of
2.04,11.4,52.9, 105, and 1041. Tables 6-7 and 6-8 tabulate arrival time estimates to the TSA and
LAVA, respectively, along with thetotal percentage of mass entering the aquifer after asimulation
of 1000 years. Note that only the mass originating from the MG is considered in these evaluations
(thetotal sourcefor MG and EV isdescribed in Section 6.8). Generally, arrival timesincrease with

decreasing Rayleigh numbers. Plotted in Figure 6-28 are Rayleigh numbers (Rég,s™'P and
R0 P) with aquifer arrival times (t,,) for the sorptive and non-sorptive cases listed in Tables 6-
7 and 6-8. A linear relation between Ra and t,; is exhibited for both the TSA and LAVA non-

sorptive simulation results. Linear trends between R&®'P and t,,, for the sorptive results are less
apparent, especialy for the LAVA, but in general they are decreasing.

When individual cases are examined, asorptive trend is observed. Figure 6-29 plots R&*'P
vs. t,, for the BASE CASE and CASE 2C for both the TSA and LAVA. The expected linear relation

caused by sorption between R&®"P and t,,, is observed for the LAVA. However, alinear trend is not
observable for mass entrance to the TSA. Such non-linearity is due to the circuitous travel paths
created by convection cellswithin the chimney early in the simulation (note the circular pathways
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near the MG of the unretarded particles of Figure 6-30). Non-sorbing particles move farther than
sorbing particleson their journey to the TSA. However, much of thisincreased tranglationiswithin
circular convection cells (Figure 6-30). The end result is that sorbing particles show less delay
relative to non-sorbing particlesthan would be expected for asteady linear flow-field. For example,
in the TSA BASE CASE, particles with asorption Kd of 0.1 cc/g (R = 2.04) have a breakthrough
timeonly 1.15 times greater than the non-sorbing case (13.1 yearsvs. 11.4 years). However, for the
less convective-cell-dominated travel pathway of particlesto the LAVA, the arrival time to the
LAVA of sorbing particles (with aretardation factor of about 2) is approximately twice the arrival
time of non-sorbing particles (6.33 yrsvs. 3.29 yrs).
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Table 6-7. Particle breakthrough to TSA for different sorption Kds (in cc/g). The first number
in each cell is the arrival time of 0.01% of the total MG-source mass in years; the bracketed

number in each cell is the percentage of total mass entering TSA after 1000 years.

Simulation Kd=0.0 Kd=0.1 Kd=1.0 Kd=5.0 Kd=10.
Scenario R=1.00 R=2.04 R=114 R=52.9 R=105.

BASE CASE 11.35yrs | 13.06 47.58 n/a n/a
(CASE 1) [13.83%] | [17.65%] | [2.641%] | [0.0%)] [0.0%]
CASE2A (low | noarriva | noarriva | noarriva | noarriva | noarriva
chim. perm) [0.0%] [0.0%] [0.0%] [0.0%] [0.0%]
CASE 2B (med | 88.37 124.1 no arrival | noarrival | no arrival
chim perm) [0.3039%)] | [1.567%] | [0.0%] [0.0%] [0.0%]
CASE 2C (high | 2.383 2.566 5.923 446.2 943.5
chim perm) [21.11%] | [14.68%] | [6.440%] |[2.834%] | [4.663e-2%]
CASE 4 27.24 32.84 no arrival | noarriva | no arrival
(low MG temp.) | [0.2747%] | [0.5863%] | [0.0%] [0.0%] [0.0%]

Table 6-8. Particle breakthrough to LAVA for different sorption Kds (in cc/g). The first number
in each cell is the arrival time of 0.01% of the total MG-source mass in years; the bracketed

number in each cell is the percentage of total mass entering LAVA after 1000 years.

Simulation Kd=0.0 Kd=0.1 Kd=1.0 Kd=5.0 Kd=10.
Scenario R=1.00 R=2.04 R=11.4 R=52.9 R=105.

BASE CASE 3.286yrs | 6.328 41.60 451.8 no arrival
(CASE ) [9.117%] | [4.332%)] | [5.196%] | [1.058%)] [0.0%)]
CASE 2A (low | 48.82 126.7 no arrival | no arrival no arrival
chim. perm) [12.00%] | [12.25%] | [0.0%] [0.0%)] [0.0%)]
CASE 2B (med | 9.50 16.26 124.2 no arrival no arrival
chim perm) [21.18%] | [19.47%)] | [6.146%] | [0.0%] [0.0%)]
CASE 2C (high | 1.471 4.080 24.36 231.9 472.6
chim perm) [14.68%] | [0.6237%)] | [1.613%] | [1.672%)] [0.3039%)]
CASE 4 7.743 13.28 68.41 no arrival no arrival
(low MGtemp.) | [1.657%] | [0.7623%] | [0.7680%)] | [8.04e-3%] | [0.0%)]
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Figure 6-28. Relative Raleigh numbers vs. the breakthrough time 300 m downstream from the
chimney inthe TSA and LAVA for 0.01% of total mass present. Closed symbols rep-
resent non-sorhbing specieswith aKd of 0.0, open circlesrepresent sorbing specieswith
aKd of 0.1. All flow scenariosin Cases 1 through 4 are plotted.
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Figure 6-29. Sorptive Rayleigh numbers vs. the breakthrough time 300 m downstream from the
chimney in the TSA and LAVA for 0.01% of total mass present. BASE CASE and
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Kg-



Rev 0.0

SOURCE-TERM MODEL

elevation (m a.s.l.)

1100
1000
900
800
700
600
500
400

16.7 years unret
24.1 years ret

19. years ret

- TSA

- _ . e 12 8 years unret
- |

B I

B I

:_ | .............................

:_ : 64.5 years unret
SRR S SR

= ;

- | / : .: .........................

B N ) 194 years ret
SR

- -

B L | I T R N R

-200
distance along A-A’ (m)

Figure 6-30. Unretarded (dotted lines) and retarded (Kd = 0.1 cc/g, solid lines) particle pathways
for the BASE CASE. The travel times of retarded particles to the upper TSA aquifer
are faster than expected (for Kd=0.1 cc/g, R = 2.04). Thisis due to a shorter path fol-
lowed by the retarded particle (fewer and weaker convection cells at later times). Con-
versely, thetravel timeto the LAV A islonger than expected. Thisis dueto adecrease
in buoyancy at later times resulting in slower vertical transport within the cavity.
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6.8 Source Term for all 16 Radionuclides

To model the mass flux of all 16 RNs (Table 6-3; asubset of thoselisted by Pawloski et al.,
2001) and Pu-colloid entering the aquifers, the RTTF particle-tracking method is used combining
both the MG and EV sources. RTTF particle simulations model 1000-year simulation periods for
both MG and EV releases for each sorptive case (Kd =0, 0.1, 1.0, 5.0, 10.0, and 100.0 cc/g), thus
allowing for the simulation of all RNsand the colloid class. For each RN, the number of moles per

particleis scaled to the initial massin the EV and the stochiometry in the MG. For example, *°Tc
has an initial mass of 2.41 moles (see Table 6-3) distributed such that 80% isinitialy inthe MG
and 20% isinitially in the EV. For the BASE CA SE simulation scenario, it is calcul ated that 2.55e6

particles/mole ®°Tc is released from the MG, whereas 4.15€6 particlessmole *°Tc is released from
the EV. (Note that the unclassified masses of each RN in the inventory are taken from Smith, 2001,
without decay correcting back to the test date--specific source-term cal culations with actual
classified inventory masses should use appropriate initial masses at the time of test.) The time-
varying mass flux of each RN in Table 6-3 is simulated by superimposing appropriately scaled
simulation results from the M G-source dissolution rel ease with appropriately scaled simulation
results from the instantaneous release of 2e6 particles evenly spread throughout the EV. The
breakthrough curve is then decay-corrected from time zero of the ssmulation. It should be noted
that such a simulation neglectsthe initial cavity re-wetting time and thus conservatively over-
predictsthe massreleased. Notethat RNs are present astwo different isotopes (i.e., Eu, U, and Pu);
these are combined and given the sorptive and radioactive decay values of the mass-dominant
isotope. For the colloid class, it was estimated that a very small fraction (1/10 000) of Pu
irreversibly sorbsto the colloids (see Section F.5.3), and that the Pu-colloid speciestravel sthrough
the cavity/chimney without retardation. Further discussed in Chapter 7, this fraction is dependent
upon Pu sorption and desorption rates with colloids, solute residence timesin the site-scale
aquifers, and sorption coefficients of immobile minerals.

From all the different cases described in Table 6-4, three are carried through this source-
term analysis. Thethree cases, CASE1, CASE 2B, and CASE 2A (with Rayleigh Numbers of 84.6,
8.46, and 0.846), represent the range of potential convective transport in the chimney. With these
three cavity/chimney property configurations, we then consider al RNs, with their unique initial
distributions and Kds. In fact, for each RN, these three cases are run twice, once for the most
conservative consideration with Kd = 0, and once for the Kd set as prescribed in Table 6-3. These
resultsin turn are designated as SOURCESs 1, 2, and 3 (A for non-sorbing and B for sorbing) for
usein site-scale transport simulationsin Appendix F and Chapter 7. Table 6-9 lists the parameters
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for each source and its relationship to the CASEs described earlier in this chapter. Clearly, for the
non-reactive Class | RNs, only the “A” conditions are considered.

Table 6-9. Modeled Source-Term Conditions.

Source Term Ragys R&oc Kd (cc/g) note
SOURCE 1A 84.6 355. Kd=0 Table 6-4
High Ra (BASE CASE) CASE 1
SOURCE 1B 84.6 355. see Table 6-3 | Table 6-4
High Ra, Chim Sorp CASE1
SOURCE 2A 8.46 35.5 Kd=0 Table 6-4
Med Ra CASE 2B
SOURCE 2B 8.46 35.5 see Table 6-3 | Table 6-4
Med Ra, Chim Sorp CASE 2B
SOURCE 3A 0.846 3.55 Kd=0 Table 6-4
Low Ra CASE 2A
SOURCE 3B 0.846 3.55 see Table 6-3 | Table 6-4
Low Ra, Chim Sorp CASE 2A

6.8.1 Initial Mass Source: Exchange-Volume and Melt-Glass Distribution

In this section, we discuss how variations in source-mass distribution between the EV and
MG affect mass breakthrough to the aquifers. The predominant influence of variation in EV and
MG mass distribution is the overall mass release. Figure 6-31 illustrates SOURCE 1 mass-flux

curves of ®Tcinto the TSA and LAVA from both the EV and MG. As noted above, approximately

80% of the total mass of %°Tc residesinitially in the MG, with the other 20% distributed in the EV
(see Table 6-3). As shown in Figure 6-31, approximately 50% of the mass |eaving the cavity/
chimney isfrom the EV, despite the fact that thisis only 20% of the total initial mass. This

distribution occurs because all (~0.5 moles) of the EV-based %°Tc exits the cavity/chimney,
whereas only approximately a quarter of the mass from the MG (~0.5 moles) exits (note:
approximately aquarter of the MG mass dissolvesin the BASE CASE scenario over the 1000-year
simulations, with most of the dissolution occurring at very early time because of the then high
temperatures). Mass from the EV arrivesto the LAVA aquifer just before mass from the MG,
simply because the EV-based mass is physically closer to the LAVA. However, it isinteresting to
note that the initial mass arrival to the TSA isfrom the MG. This early mass arrival from the MG
is because water in the MG at very early timesis hotter than in the EV, thus achieving greater
buoyancy and increasing the potential for faster migration to the TSA prior to mixing. Note that
nearly all the mass convected to both the TSA and LAVA aquifers from both MG and EV sources
occursinlessthan 35 years. Thisis because both glass dissolution and convective cells are greater
at early time when the glassis hot. Thus, most non-reactive RN massis driven from the EV and
MG to the TSA and LAVA aquifers over a short-time duration early in the 1000-year simulation.
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When examining sorptive RNs, a more notable difference arises in the arrival time to the
aquifers of the mass released from the EV and of the mass released from the MG. Figure 6-32

illustrates the mass arrival to the aquifers for sorptive 23°Pu when simulating SOURCE 1B.
Approximately 95% of the Puresidesinthe MG, with only 5% initially residing inthe EV. Aswith

9T¢, much of theinitial EV mass (~0.79 moles) exits the cavity/chimney system, whereas only a
smaller amount from the MG (~0.17 moles) exits during the 1000-year simulation.

None of the sorptive RN migratesto the TSA, indicating that the convection cellsdie before
such retarded transport can be accomplished. The pulse of Pu exiting to the LAVA from the EV
represents mass closer to the LAVA than the MG, with the tail consisting of EV mass more distant
from the LAVA. The MG pulse occurs later than the EV pul se because the mass released at early
time till has a greater distance to travel to the LAVA. That pulseisstill increasing at the end of
1000 years, indicating a favorable fluid flow pathway to the LAVA, even as the system cools.
Therefore, after approximately 800 years, the mass flux to the LAVA isdominated by MG releases
that occurred at early time.

0.07 | 99
- Tc — MGtoTSA
B - — — - EVto TSA
0.06 |- e Total to TSA
B —— MG to LAVA
B — — — = EVto LAVA
0.05 - e TOtal to LAVA
d -
b} B
20.04 |
a
@ g
£0.03 F
0.02 |
0.01 |
O - . IR R "_ | R———
0 10 20 30 40 50

time (years)

Figure 6-31. %Tc breakthrough mass fluxes to the TSA and LAVA from the MG and the EV.
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Figure 6-32. 23%pu breakthrough mass fluxes to the TSA and LAVA from the MG and the EV.
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6.8.2 Mass Flux Curves

SOURCE 1

Figures 6-33, 6-34, and 6-35 illustrate the mass-flux breakthrough curvesinto the TSA and
LAVA aquifersfor SOURCE 1 (Table 6-9). Figure 6-33 shows the resulting breakthrough curves
for the non-sorbing species for SOURCE 1 (these are non-reactive, so no A or B distinction for
Class| and VI). All Class | and VI RNs release the most mass at early times because of
instantaneous EV release, high-temperature-accelerated MG dissolution, and strong vertical
convection. At later times, reduced MG dissolution and temperature reductions result in less mass
release (see Section 6.5.3). Note that al the curves are similar in shape at early times, especially
for massflux to the TSA, regardless of MG-EV distribution because all transport to the aquifersis
associated with athermal pulse of short duration described in Section 6.8.1. The notable exception,

3H, has amass flux that drops off with time relative to the other Class | RNs because 3H has a half-
lifeof 12.7 years.

Figure 6-34 plots the other RNs modeled conservatively (i.e., with aKd = 0). The pattern
here is the same as for the conservative speciesin Figure 6-33; namely, the mass flux release into
the aquifersis scaled by the quantity of massinitially from the EV and dissolving from the MG.
Mass flux curves for RNs with short half-lives (e.g., Eu) drop off with increasing time. Figure 6-
35 illustrates that when Class 11 through V RNs are modeled as sorbing species (and using Kds
from the lowest end of the range of uncertainty for each RN), only those with very low Kds (Np
and U) arrive at the TSA. The more retarded species break through only to the LAV A aguifer at
later times and with lower peak mass flux than when modeled conservatively.

SOURCE 2

Figures 6-36, 6-37, and 6-38 illustrate the mass flux breakthrough into the TSA and LAVA
aquifersfor SOURCE 2 (Table 6-9). The mass flux curvesfor al the different RNs at their
respective sorption values are illustrated in these plots for the medium Rayleigh number (Rags =

8.64). For the conservative RN releasesillustrated in Figures 6-36 and 6-37 (Kd = 0), the peak mass
flux to the TSA is approximately two orders of magnitude less than for the SOURCE 1 simulation
(Figure 6-33 and 6-34), with breakthrough beginning at ~60 years rather than ~15 years. Decreases
in peak mass fluxesto the LAV A are less than one order of magnitude compared to SOURCE 1,
and the breakthrough time still beginsin less than 5 years. When sorption isincluded (SOURCE
2B, Figure 6-38), only the least sorptive RN, Np, breaks through to the TSA. Significant (but
delayed) breakthrough to the LAV A still occurs under sorptive conditions and thetailsare actually
greater than for the non-sorptive case because of the delayed release from the cavity/chimney
system.

SOURCE 3

Figures 6-39, 6-40, and 6-41 illustrate the mass-flux breakthrough curvesinto the TSA and
LAVA aquifersfor SOURCE 3 (Table 6-9). Under these conditions, vertical convection is
completely precluded for all RNs under all sorptive conditions, including Kd = 0, to the TSA.
Breakthrough to the LAV A for all RNsis notably slower and of notably smaller peak mass flux
when compared to SOURCE 1 and SOURCE 2 simulations. However, most RNs still break
through even under the sorptive SOURCE 3B conditions (Figure 6-41), with the characteristic tails
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associated with delayed release from the cavity/chimney system caused by retardation in the
material there.
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Figure 6-33. SOURCE 1 (BASE CASE Rég,g) massflux of conservative RNs (Class| and V1) en-
tering the TSA and the LAV A from the cavity/chimney.
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Figure 6-34. SOURCE 1A (BASE CASE Rag,) massflux of Class ! through VI RNs modeled
without chimney sorption, entering the TSA and the LAV A from the cavity/chimney.
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Figure 6-35. SOURCE 1B (BASE CASE Rags) mass flux of Class |l through VI RNs modeled
with chimney sorption, entering the TSA and the LAV A from the cavity/chimney.
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Figure 6-36. SOURCE 2 (med. Rag,s) mass flux of conservative RNs (Class | and V1) entering
the TSA and the LAV A from the cavity/chimney.
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Figure 6-37. SOURCE 2A (med. Rags) mass flux of Class 1l through VI RNs modeled without
chimney sorption, entering the TSA and the LAV A from the cavity/chimney.
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Figure 6-38. SOURCE 2B (med. Rags) mass flux of remaining RNs modeled with chimney sorp-
tion, entering the TSA and the LAV A from the cavity/chimney.
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Figure 6-39. SOURCE 3 (low Rags) mass flux of conservative RNs entering the TSA and the
LAVA from the cavity/chimney.
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Figure 6-40. SOURCE 3A (low Rag,s) mass flux of Class I through VI RNs modeled without
chimney sorption, entering the TSA and the LAV A from the cavity/chimney.
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Figure 6-41. SOURCE 3B (low Rags) mass flux of remaining RNs modeled with chimney sorp-
tion, entering the TSA and the LAV A from the cavity/chimney.
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6.8.3 Cumulative Mass Curves

The total mass|eaving the cavity/chimney to the TSA and LAVA aquifersis plotted for all
six source conditionsin Figures 6-42 through 6-50. These curves are simply the time integrations
of the mass flux curves of Figures 6-33 to 6-41 and are used as input to site-scale modelsin
Appendix F and Chapter 7. For the conservative conditions of SOURCE 1A (Figures 6-42 and 6-
43) it is notable that while mass arrivesto the TSA at alater time, adlightly larger amount of mass
is convected to the TSA than to the LAVA. Thisisaso true for the sorptive SOURCE 1B RNs (U
and Np) breaking through to the TSA, asillustrated in Figure 6-44. For the medium Rayleigh
conditions of SOURCE 2, thetotal amount of massfor all RNs breaking throughto the TSA isless
than the total breaking through to the LAVA (Figures 6-45, 6-46, and 6-47) because the convection
cellsare not as strong asin SOURCE 1. Finally, for the low Rayleigh number SOURCE 3, no RN
mass breakthrough occursto the TSA at all and the cumulative mass breakthrough to the LAVA is
considerably less than for the other source conditions (Figures 6-48, 6-49, and 6-50).
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Figure 6-42. SOURCE 1 (BASE CASE Rag,s) cumulative mass of conservative RNs (Class| and
V1) entering the TSA and the LAV A from the cavity/chimney.
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Figure 6-43. SOURCE 1A (BASE CASE Rag, cumulative mass of Class I through VI RNs
modeled without chimney sorption, entering the TSA and the LAVA.
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Figure 6-44. SOURCE 1B (BASE CASE Rag,s) cumulative massof Class|1 through VI RNs mod-
eled with chimney sorption, entering the TSA and the LAVA.
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Figure 6-45. SOURCE 2 (med. Rag,9) cumulative mass of conservative RNs (Class | and V1) en-
tering the TSA and the LAV A from the cavity/chimney.
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Figure 6-46. SOURCE 2A (med. Rags) cumulative mass of Class |1 through VI RNs modeled
without chimney sorption, entering the TSA and the LAV A from the cavity/chimney.
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Figure 6-47. SOURCE 2B (Medium Résys) cumulative mass of Class || through VI RNs modeled
with chimney sorption, entering the TSA and the LAV A from the cavity/chimney.
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Figure 6-48. SOURCE 3 (low Rags) cumulative mass of conservative RNs (Class| and V1) enter-
ing the TSA and the LAV A from the cavity/chimney.
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Figure 6-49. SOURCE 3A (low Rags) cumulative massof Class|| through VI'RNs modeled with-

out chimney sorption, entering the TSA and the LAV A from the cavity/chimney.
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Figure 6-50. SOURCE 3B (low Rags) cumulative mass of Class I through VI RNs modeled with
chimney sorption, entering the TSA and the LAV A from the cavity/chimney.
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6.9 Summary and Conclusions

Pu fingerprinted to the BENHAM underground nuclear test was detected 1.3 km away in
the ER-20-5 observation wells. The highest concentration (0.63 pCi/l, well below the EPA
drinking-water standard) was measured in an aguifer 500 m above the detonation point. Thermally
driven vertical flow in the chimney and colloid-facilitated transport in the fractured tuff are
possible mechanisms allowing such distant Pu migration in less than 30 years. This source-term
modeling effort indicates that it is possible for the necessary vertical transport in the chimney to
occur in lessthan 30 years for geologic, geochemical, and initial energy conditions representative
of the system. Further, a Rayleigh number analysisis proposed as a generic and quick method to
evaluatethelikelihood of retarded and non-retarded vertical transport. A sourcetermfor all 17 RNs
is obtained by the following tasks: (1) combining the particle releases from different initial mass
distributions between the MG and EV, (2) modeling particle transport with Kds representing the
various RNsconsidered, (3) stoichiometrically scaling the sourceto represent the mass of each RN,
and (4) adjusting for radioactive decay. Further, RN transport for three different Rayleigh source
conditions brackets the range of uncertainty expected from the source conditions at BENHAM.
These RN source conditions are employed later for the site-scale transport studies in Appendix F
and Chapter 7.

Themodel described in this chapter was used to conduct anon-isothermal study of the near-
field release of RNs in the cavity/chimney system to the TSA and LAV A aquifers. Key
assumptions are made about near-field initial conditions and post-detonation geology, thereby
limiting the analysis to an evaluation of hydrologic transport and, thus, requiring bracketing of
results sensitive to parameter variation. The following specific conclusions can be drawn
concerning this near-field BENHAM cavity/chimney study:

* Pu breakthrough to the TSA and LAV A aquifers from BENHAM is possible due to
groundwater transport under expected geologic, geochemical, and thermal
conditions.

* Inthe absence of residual heat in the MG, the relative Rayleigh number is low and
transport of solutes and particles up the chimney to the TSA is unlikely.

» |f residual heat is present in the MG, transport of solutes and particles up the
chimney to the TSA is possibleif the relative Rayleigh number is sufficiently
greater than unity and if the transport is unretarded. Simulation results imply that if
the chimney collapses as a high-permeability unit, then thermally driven vertical
flow through the cavity/chimney system can occur. Thermally driven upward flow
through the cavity/chimney is likely precluded if the chimney collapses as unit
blocks resulting in low chimney permeability.

» Uncertainty in MG volume and porosity affects the amount of RNs released from
the MG. However, variation in MG parameters has a very limited effect on the
general trend of vertical convection of RNs to the TSA and LAV A aquifers.

* Reduced LAVA permeability increases the amount of RN mass convecting to the
TSA aquifer. However, increased LAV A permeability never completely eliminates
the convection of RNs to the TSA.
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» Sorption limits but does not necessarily preclude convection of RNsto the TSA and
LAVA aquifers. For the BASE CASE study, transport from the MG to the TSA is
precluded at Kds of 5.0 cc/g and higher, whereas transport from the MG to the
LAVA is precluded at Kds of 10.0 cc/g and higher.

» System and local Rayleigh numbers can be used to bracket the likelihood of vertical
convection in the chimney. There is aloose linear relationship between Rayleigh
numbers and the time of entrance into the TSA and LAV A aquifers of 0.01% of a
particular RN’ s total M G-based mass.

» Evaluation of a*“Sorptive Rayleigh Number,” which incorporates the effects of
sorption, is useful in analyzing the likelihood of vertical convection within the
cavity/chimney. An expected linear relationship between Rayleigh numbers and
entrance times to the LAV A is observed for simulations at different sorption values,
indicating a linear transport path from the MG to the LAVA. However, alinear
relationship between Rayleigh numbers and entrance times to the TSA is not
observed. Aquifer entrance times are faster than expected for a given Kd, indicating
a highly non-linear transport path from the MG to the TSA caused by the large
convective cells generated at early simulation times.

» The primary difference between RNs originating in the EV and RNs originating in
the MG is the amount of mass breaking through to the aquifers. Nearly all mass
from the EV is convected to the TSA and LAV A aquifers while only a fraction of
the massin the MG is so transported. As vertical convection occurs over arelatively
short duration of ~30 years, we noted little difference in the timing and shape of the
mass breakthrough curves for BASE CASE mass releases or conservative RNs.
However, for mass releases of reactive RNs and for lower Rayleigh number source
conditions, mass released from the MG exits into the aquifers as atail following the
initial pulse of EV mass.

» For BASE CASE simulations of conservative RNs, slightly more mass enters the
TSA aquifer than the LAV A aquifer. For increasing Kd and decreasing initial
Rayleigh number, less mass enters the TSA than the LAV A. This trend continues
until Rag,=0.864, at which time all RNs regardless of sorptive condition, are
prevented from entering the TSA.
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Chapter 7: Site-Scale Particle-Tracking Transport
Model

7.1 Introduction

A highly efficient particle-tracking model uses source functions computed in Chapter 6, the
dual-porosity streamline particle-tracking method presented in Appendix C, and convolution
integralsto (1) compute groundwater activities of radionuclides found in the ER-20-5 observation
wells (see Tables 1-1 and 1-2) and (2) perform extensive parameter sensitivity analysis. Takeninto
consideration are sources from both BENHAM and TYBO, aswell as multiple realizations of the
heterogeneous attribute distributions. The model capturesthe important mechanisms affecting RN
migration (such as matrix diffusion, matrix sorption, and fracture-coating sorption), represented
with linear equations. The model isreadily applicableto multipledifferent flow fieldsand avariety
of parameter-sensitivity studies.

Appendix F discusses a more detailed process-level site-scale transport model that
considerskinetic reactions between colloids and plutonium (Pu) and agqueous speci ation reactions.
Using a finite-volume numerical formulation to solve the full set of reactive transport equations,
this process model is asite-scale extension of the detailed process model used to simulate colloid-
facilitated Pu transport experiments (Appendix D). The process models provide a detailed
understanding of the mechanisms affecting solute and colloid migration in the complex, fractured
rock system associated with the TY BO/BENHAM site-scale domain. The understanding gained
from the process models is then used to parameterize and justify simplifying assumptionsin the
particle-tracking model described in this chapter.

Convolution integration enables efficient site-scale transport analyses with particle-
tracking simulations that incorporate complex source-release functions. The convolution integral
method, which trandates a transient source function to a downstream location via a unit
breakthrough curve, is similar to a method often used in surface hydrology to determine
downstream flow ratesviaconvolution of asource-rainfall event with aunit (i.e., non-dimensional)
hydrograph (Singh, 1988). This method has al so been used for contaminant transport in the
subsurface (TRW, 2000; CRWMS M& O, 2000a,b,e; Hassan et al., 1999). In this application, the
convolution integral method generates downstream concentrations for different RNs at the ER-20-
5 observation wells and mass fluxes at the NTS boundary. The deterministic and heterogeneous
flow fields described in Chapter 5 are used in this portion of the study.

7.2 Chapter Road Map

This chapter is divided into three main components: approach and parameters, simulations
on the deterministic HSU domain, and simulations on heterogeneous attribute maps.

» Sections 7.3 through 7.6 describe the method used in al simulations, including the parameters
and their sources.

» Section 7.7 describes the site-scale transport simulations conducted on the deterministic HSU
representation of hydrostratigraphy. In this section, we compare model results with field
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observations. Also, considered are source releases from TY BO.

» Sections 7.8 and 7.9 describe the site-scal e transport simulations conducted on heterogeneous
attribute maps. Because not all heterogeneous attribute realizations support transport
simulations consistent with field observations (migration of multiple RNs to ER-20-5 #1 and
#3 by 1996), these fields are used for general transport sensitivity analysis, thereby
emphasizing more the arrivals at the NTS boundary than at the observations wells.

7.3 Convolution Integral Approach

The mass flux of RNs at the ER-20-5 observation wells and the NTS boundary are
simulated by performing aconvolution integral of the source RN fluxesinto the aquifers computed
in Chapter 6 with unit source breakthrough curves at the wells and the NTS boundary. The
breakthrough curves are generated with the dual-porosity, reactive, site-scale particle-tracking
transport model for unit-source releases originating at BENHAM or TYBO. The code used to
perform the convolutionis SZ CONVOLUTE VERSION 2.0, a fully documented and quality-
assured software package (TRW, 2000; CRWM S M& O, 2000b,h). The necessary assumptionsfor
the convolution integration are as follow: (1) the site-scale flow and transport processes are
effectively independent of the source-term model; (2) site-scale transport processes are model ed
with linear equations; and (3) the site-scale flow field is at steady state. We use the decoupled
cavity/chimney source term described in Chapter 6 and simulate linear transport process on steady-
state site-scale flow models in conjunction with the particle-tracking transport model.

Convolution integration invol ves amathematical operation in which afunction h(t-t') does
not depend on t' (the time when the input is applied), but rather only on the time difference (t-t').
Such asystem istermed time-invariant (Singh, 1988). The convolution integral used to couplethe
time varying source term and the site-scale unit breakthrough curve is expressed as follows:

t
Mupnry() = [(Mgrelt=t)exp(ky ot f () () (Eq. 7-1)
0

where Myqy(t) is the downstream flux, Mg.(t-t') is the time-dependent source flux, the half-life
constant for radioactive decay is computed as ky,5=1n(0.5)/t1/,, where ty, isthe half life and i,
ry(t') is the residence-time distribution function obtained by integrating the non-dimensional
breakthrough curvewithrespecttot’. For SZ_ CONVOLUTE VERSION 2.0, both the time-depen-

t
dent massflux, Mg(t-t"), and the downstream concentration-time curves, c/c, = J‘fbmy(t’)(dt’) ,are
0

entered in tabular form. The subroutine then uses atrapezoidal integration scheme to approximate
the integration of the source flux with a non-dimensional breakthrough curve.

Figure 7-1 illustrates an example of the convolution operation. For arapidly decaying
species (A) and a slower decaying species (B), downstream mass fluxes are calculated from
source-term mass fluxes and downstream unit-source breakthrough curves corresponding to each
RN. The example source functions shown in Figure 7-1 are representative of the source-release
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functionsin Figure 6-33. The unit-source breakthrough curves are computed with the particle-
tracking model described in Appendix C. The resulting downstream flux can then be used to
develop cumulative mass-arrival curves or to compute flux-averaged RN concentrations in
groundwater by dividing the RN mass flux by the groundwater flow rate.
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Figure 7-1. The convolution operation of the source-mass fluxes (top plot), in conjunction with
the unit-source breakthrough curves (middle plot), are used to obtain downstream mass
fluxes adjusted for decay (bottom plot). Thisillustration shows convolution for rapidly
decaying, unretarded species (A) and a slow decaying, retarded species (B).

Application of SZ_ CONVOLUTE to analyze RN transport from TYBO and BENHAM
utilizes the time-varying source terms described in Chapter 6 and the unit source breakthrough
curves at the NTS boundary and the ER-20-5 observation wells. The unit source breakthrough
curves are computed for each different RN class by releasing a swarm of particles at each source
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location and then tabulating at any given time the cumulative fraction of the total number of
particles arriving at the wells or boundary.

A sensitivity study was conducted to determine the appropriate number of particlesto use
in these simulations. Figure 7-2 illustrates the convergent nature of using 625, 2500, and 10 000
particles released instantly from BENHAM for both conservative and sorbing species. These
results hel ped establish the choice of using 2500 particles--a number sufficient for an accurate
breakthrough curve (BTC) and yet small enough to be computationally efficient.

L 0.14fF
07F 0.13F
r 012
06 011F
r west NTS (625) F
I : south NTS (625) 01F
05F — — — = west NTS (2500) 0.09 F
- — — — = south NTS (2500) F
- [ ] e west NTS (10000) o 0.08F
Qo4F S south NTS (10000) | & (o7E -
(S 3 . o E
L Species A 0.06 F west NTS (625)
03p 0osE south NTS (625)
[ F — — — - west NTS (2500)
02| 0.04F — — — - south NTS (2500)
N 003 E west NTS (10000)
L E south NTS (10000)
01f 0.02F
r —— X S
Ofwm_'\'\\lwwwwlwwwwl O:\\A- IE—— bl = 7]
0 1000 2000 3000 4000 5000 0 1000 2000 3000 4000 5000 6000
time (years) time (years)

Figure 7-2. Downstream breakthrough curves for different BENHAM particle releases (625,
2500, and 10 000) for a non-retarded species (A) and aretarded species (B).

7.4 Source Term

The source model described in Chapter 6 generated the time-dependent source mass flux
curvesconsidered in al analyses. Listed in Table 6-9 and shown in Figures 6-33 through 6-50, the
six source casesare theinput functions M (t-t") of the convolutionintegral in Equation 7-1. These
Six curves capture the range in source-term uncertainty, including reactive and non-reactive
chimney properties and various thermal convective potentials in the chimney. The three different
thermal convective potentials are represented with source cases 1(Rags = 84.6), 2 (Rag s = 8.46)
and 3 (Rags= .846). Additionally, for each source caselisted in Table 6-9, (A) refersto conditions
in which sorption is not considered in the chimney and (B) refers to conditions in which sorption
of reactive species (RN classes|l, |1, 1V, and V; Table 7-1) to chimney material is considered.
Section 6.1.4 describes the TY BO source abstraction from the BENHAM source model.
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7.5 Parameter Distributions

In later sections of this chapter, base-case and parameter sensitivity transport simulations
are conducted and analyzed. In this section, we present the parameters used in those simulations
for both the deterministic and heterogeneous attribute maps described in Chapter 5.

The RNs considered are grouped into six different classes, each with similar transport
parameters. Listed in Table F-16, the matrix Kd for each RN is the primary parameter used to
establish the groupings of RNsfor this analysis (shown in Table 7-1). In the parameter sensitivity
analysis, a breakthrough curve must be generated for each set of transport parameters for each
source release location (LAVA and TSA for BENHAM). With six different RN classes, twelve
breakthrough curves are needed per flow field for BENHAM, just for the base-case set of transport
parameters. Twelve new breakthrough curves are needed for each modification in transport
parameters.

The sensitivity study considersfive different parameter setsfor both the deterministic and
heterogeneous attribute maps. For each parameter, perturbations from the expected value to the
minimum and maximum extent of the range of uncertainty are conducted. Further, the sensitivity
analysis considers a unique range of uncertainty for each different lithology (e.g., welded tuff or
altered tuff) for each parameter. Tables 7-2 through 7-5 list the ranges and expected values for the
parameters for each of the seven different rock types considered in the sensitivity simulations. A
brief description of the model parameters associated with the sensitivity studies follows:

< Fracture aperture. This model parameter only affects solute diffusion between
fracture and matrix material; smaller apertures lead to increased diffusion. As used in
this model, aperture does not affect porosity, which is covered in the next term.

< Fracture porosity. This model parameter directly affects velocities in fractures. As
fracture velocities increase, residence times decrease, thus also reducing the ratio of the
mass that diffuses into the matrix to that which remains in the fracture. This term is
estimated from geometric relationships of fracture apertures and spacing, except for the

LAVA, for which results from the BULLION FGE are also used.

= Matrix diffusion coefficient. This model parameter has been extensively studied in

laboratory experiments for a variety of solutes and rock types (e.g., Reimus et al., 2002).

= Matrix Kd for reactive solutes. Extensive databases for this model parameter

(CRWMS, 2000g) have been developed through batch-sorption experiments on multiple

rock types with various water chemical compositions for several key RNs. Other RNs are

assigned Kds based on similar characteristics with those in the database.

= Fracture Retardation Factor. This model parameter is based on the fracture Kd
terms developed in Appendix D and Appendix F. Its uncertainties are related to mineral
distribution, effective reactive surface area, and thickness of the fracture coatings. In
this chapter, only variations in the distribution of FeOH, AIOH, SiOH, and CA?*
minerals in the coatings are considered. Reactive surface area and coating thickness are
held constant at their expected values. The fracture retardation factor is simply R=1 + Kd
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because all surface area and mineral density considerations have already been factored into
the fracture Kd term (e.g., Equations F-1 and F-3). Fracture Kd is also used in the particle-
tracking model to simulate retardation of Pu-colloid cause by attachment and detachment.

For each set of transport parameters, sensitivity to different source-term conditions defined
by the different source-flux curves computed in Chapter 6 requires only substituting the different
sourceterminto theinput filefor SZ_CONVOLUTE. Computation of each BTC with SPTR isfast
relative to the coupled reactive transport model, so generation of large numbers of the curves
necessary for sensitivity analysisis efficient.

For al flow fields, BTCs are simulated at the two ER-20-5 observation wellsand the NTS
boundary for each set of sensitivity parameters. The capture zones at the observation wells are

approximated with 150 x 150 x 150 m® boxes centered at the well locations in plan view and
extending into the aquifers (LAVA and TSA) sampled by the wells. The southern and western
sides of the site-scale model approximate the NTS boundary. Non-dimensional BTCs are
computed by tallying particles arriving in any of the capture zones.
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Table 7-1. Source Radionuclides Grouped By Class

Class Radionuclide Symbol Moles in Source! 1/2 life

Class I Tritium 3H 3.13E+01 1.23E+01

Carbon 14 1.17E-01 5.73E+03
Chlorine 36 2.37E+00 3.01E+05
Krypton 85k 3.78E-02 1.07E+01
Technetium 997¢ 2.41E+00 2.13E+05
Todine 129 5.44E-01 1.57E+07
Class II Samarium 151g 1.89E-01 9.00E+01
Americium 241 A 7.43E-02 4.33E+02
Europium 152g, 1.63E-02 1.35E+01
Europium 154p, 4.90E-03 8.59E+00
Class III Strontium 90g 1.28E+00 2.91E+01
Cesium 137 1.68E+00 3.02E+01
Class IV Uranium 234y 1.26E+00 2.46E+05
(D&S)
Uranium 238y 3.11E+03 4.47E+09
(D&S)
Neptunium 2Np 2.87E+00 2.14E+06
Class V Plutonium 239py, 1.71E+01 2.41E+04
Plutonium 240p, 1.50E+00 6.56E+03

Class VI 2 Pu-colloid

1 - Number of moles in source represents average of all tests conducted below or within 100
m of the water table on Western Pahute Mesa (Smith, 2001).

2 - Based on simulations in Appendix F, we estimate about 1e-4 of the total Pu released from
the MG and EV remain effectively irreversibly sorbed to colloids for transport of several
kilometers in fractured material. This reduction factor depends on the kinetic rates of
sorption and desorption, residence time in the aquifer, and competing sorption reaction
coefficients for immobile material.

-7
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Table 7-2. Matrix Kd Sensitivity in cc/g for RN Classes (Classes | and VI have Kd = 0).

Classl| ClassllI| Class|V ClassV

Rock Zone low | base | high | low | base | high | low | base | high | low | base | high

Z1-bedded 100 | 400 | 2000 | 10 100 1000 | O 1 5 5 100 300
Z2-non- 100 | 400 2000 | 10 100 1000 | O 1 5 5 100 300
welded(nw)

Z3-welded 100 | 400 2000 | 10 100 1000 | O 1 5 5 100 300
ZA-lava 100 | 400 2000 | 10 100 1000 | O 1 5 5 100 300
Z5-altered 100 | 200 | 1000 | 500 | 1000 | 1000 | O 7 20 50 100 400
Z6-frac nw 100 | 400 | 2000 | 10 100 1000 | O 1 5 5 100 300
Z7-bedded- 100 | 200 | 1000 | 500 | 1000 | 1000 | O 7 20 50 100 400

atered

Note: In the deterministic flow and transport model, the TSA is awelded tuff (Z3), the LAVA isalava (Z4),and
the CHZCM is an altered tuff (5). Based on Table F-16, Kd values are derived from Yucca Mountain project
database (see Appendix F).

Table 7-3. Fracture Kd Sensitivity in cc/g for RN Classes (Class| hasKd = 0).

Class|lI Class Il Class IV ClassV Class VI

Rock Zone | low | base | high | low | base | high | low | base | high | low | base hig low | base | high

Z1-bedded na | na n/a na | na n/a na | na n/a na | nfa na | nfa | na n/a

Z2-non- na | na na | na | nfa na na | nla n/a na | nla na | nla | nla n/a
welded(nw)

Z3-welded 62 194 | 836 | .01 | .07 .23 A3 | 25 125 | 1.7 | 126 | 38 0 24 279
ZA-lava 162 | 206 | 230 | .04 | .05 .06 35 | 17 39 82 |93 12 0 24 279
Z5-atered 21 24 128 | O. 0. .01 .03 | 43 15 0. 29 58 [0 24 279
Z6-frac nw 191 | 222 | 264 | .04 | .05 | .07 43 |17 |45 |74 (86 (14 | O 24 279

Z7-bedded- n/a | na n‘a n/a | na n/a n/a | n/a n‘a na | na na | nfa | na n‘a
altered

Note: particle-tracking calculations performed with fracture retardation factor R = 1+Kd for these values.
Note: In the deterministic flow and transport model, the TSA isawelded tuff (Z3), the LAVA isalava(Z4), and the CHZCM is
an altered tuff (Z5). These values are computed from parametersin Tables F-15 and F-3 to account for carbonate compl exation.
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Table 7-4. Matrix Diffusion Coefficient Ranges

Small Molecules (Class )

Large Molecules (Class 11-V)

(m?/sec) (m?/sec)

Rock Type low base high low base high
Z1-bedded 7.5e-11 1.21e-10 3.5e-10 4e-11 6.95e-11 1.3e-10
Z2-nonwelded (nw) | 7.5e-11 1.21e-10 3.5e-10 dell 6.95e-11 1.3e-10
Z3-welded 3.5e-11 1.03e-10 3.e10 3.2e11 8.22e-11 2.7e-10
Z4-lava 8e-11 1.38e-10 2.3e-10 2.5e11 8.92e-11 5e-10
Z5-atered 5.5e-11 9.02e-11 le-10 5e-11 9.02e-11 le-10
Z6-frac nw 7.5e-11 1.21e-10 3.5e-10 4e-ll 6.95e-11 1.3e-10
Z7-bedded-altered 55e11 9.02e-11 1le-10 5e-11 9.02e-11 1le-10

Note: In the determinstic flow and transport model, the TSA is awelded tuff (Z3), the LAVA isalava (Z4), and the

CHZCM isan altered tuff (Z5). These values are taken from Table F-17.

Table 7-5. Fracture Property Ranges

Fracture Porosity Fracture Aperture (m)
Rock Zone low base high low base high
Z1-bedded n/a n/a n/a n/a n/a n/a
Z2-nonwelded(nw) | n/a n‘a n‘a n‘a n‘a n‘a
Z3-welded 7e-5 5e-4 3.5e3 4e-5 2.7e-4 2.2e3
ZA-lava 2.2e4 2.1e3 2e2 5.3e5 3.5e4 21e3
Z5-atered 11e5 lle4 le-3 9e-5 2.6e-4 1.5e-3
Z6-frac nw 1.1e5 lle4 le-3 9%e-5 2.6e-4 1.5e-3
Z7-bedded-atered n/a n/a n/a n/a n/a n/a

Note: In the deterministic flow and transport model, the TSA isawelded tuff (Z3), the LAVA isalava(Z4), and the
CHZCM is an altered tuff (Z5). These values are taken from Tables F-19 and F-20.
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7.6 Justification For Particle-Tracking Model

In the following sections, the particle-tracking model is used to simulate RN transport in
both deterministic and heterogeneous representations of the hydrostratigraphy. In these sections,
we compare the method with results obtained using the full reactive transport model described in
Appendix F. Thistest problem involves comparing results for U transport in the heterogeneous
flow field #3.

7.6.1 Review of the Reactive Transport Model Approach

With the reactive transport model, 225 pathlines are “ excavated” from the three-
dimensional flow field using non-diffusing, non-reactive particles. Preserving the flux within each
tube, FEHM then simulates continuous reactive transport. Fracture-matrix interactions are solved
with the Generalized Dual-Porosity Model (GDPM). The source function is modeled as atime-
varying input flux to each individual stream tube. Massflux at the exit location (the NTS boundary)
is computed along each tube. The mass fluxes from each tube are added together to provide a
cumulative mass flux at the NTS boundary.

7.6.2 Review of the Particle-Tracking Model Approach

With the particle-tracking approach, aswarm of 2500 particlesare rel eased instantaneously
in the source region of the three-dimensional flow field. Diffusion and reactions to matrix and
fracture minerals are modeled for each particle using the transfer function approach described in
Appendix C. The breakthrough of all particles at the observation wells or across a control plane at
the NTS boundary is tabulated and normalized to the number of particles. Such BTCsare
computed for each RN class having different site-scale transport parameters. Then, the appropriate
normalized BT Cs are convolved with the time-varying source function for each different RN (they
all have unique source curves due to unique initial mass and distribution) to generate a mass flux
BTC for each RN.

7.6.3 Comparison of the Two Different Approaches.

Thesetwo site-scale modeling approaches differ significantly in how diffusion ismodeled,
how the time-varying source function is incorporated, and how continuity through the three-
dimensional flow field is captured. However, converting the parameters used in the reactive
transport model into the appropriate format for the particle-tracking algorithm leadsto an excellent
comparison. Although U reacts with fracture and matrix minerals as well as complexes with non-
reactive species such as carbonate forms, the equilibrium chemistry can be written as effective Kds
for the matrix and fracture minerals. Specifically, the effects of speciation are captured in lower
Kds than were computed for the reactive cation form of U. The matrix and fracture Kds listed in
Tables 7-2 and 7-3 incorporate these transformations.

Figure 7-3 illustrates the strong similarity in the results of the two different models using
the same mass-flux input function. In this simulation, 2500 particles were used in the particle-
tracking ssimulation and 225 streamlines were used in the reactive transport model. This process
indicates that only 10-times more particles injected instantaneously are sufficient to capture the
complexities of the dual-porosity transport processes simulated continuously along each
streamline with the finite-element model.
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Figure 7-3. Comparison of reactive transport model with particle-tracking model. Curves show
uranium breakthrough at NTS boundary using the two different approaches. Slightly
more dispersion is seen in the finite-element reactive transport model as expected, but
the results are extremely similar.

7.7 Transport Using the Deterministic HSU Model

7.7.1 Introduction

The calculations outlined in this section consider the deterministic hydrostratigraphy
discussed in Chapter 5 (see Figure 5-3). The primary aquifers for RN migration away from
BENHAM arethe TSA and the LAV A unit of the CHZCM. The primary aquifer for TYBO
releasesisthe TSA.

Using the particle-tracking model and the convolution integral for site-scal e transport with
transient source functions, RN migration to the ER-20-5 wells is ssmulated for sources at
BENHAM and TYBO. The results from these simulations are compared with the field
observationslisted in Tables 1-1 and 1-2. Using the same method, transport sensitivity analysesare
conducted for solute migration from BENHAM to the NTS boundary. The purpose of these runs
isto highlight the transport parameters most sensitive to field-scale migration.
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7.7.2 Base-Case Results

For a sense of particle-migration paths away from BENHAM in the deterministic flow
model, Figures 5-11 and 5-12 show the particle pathwaysin the TSA and LAV A aguifersfor
unretarded transport parameters (e.g., no diffusion, dispersion, matrix Kd, or fracture retardation).
Figure 7-4 showsthe unit BTCsat the ER-20-5wellsfor al six RN classeswith base-case transport
parameters originating from BENHAM with releases into the TSA and LAV A aquifers. These
curves are the fp (t') termsin Equation 7-1 and are convolved with each of the different source

functions to generate mass-flux curves at the wells.

0.9

0.8

0.7

Class | TSA

— — — — ClassVITSA
— Class | LAVA
— — — — Class VI LAVA
——  Class IVTSA
Class IV LAVA

500
Time (years)

Figure7-4. Unit breakthrough curves at the ER-20-5 wells (well #1 isin the TSA, #3isin the
LAVA) for the deterministic flow field and unit releases at BENHAM in the two aqui-
fers. Note Class |V arrives at the wells after 50 years.

In these simulations, breakthrough occursin the TSA earlier than inthe LAV A because the
TSA has higher permeability and lower fracture porosity. For base case parameters, the colloidal
particles (Class V1) arrive first, retarded only by filtration (modeled here as fracture retardation).
Class| solutes are slightly more retarded than Class VI solutes due to matrix diffusion.
Experiencing minor sorption to fracture and matrix minerals, Class 1V solutes appear later. All
other classes (I1, 111, and V) do not appear in the ER-20-5 wells, nor do they crossthe NTS
boundary in either aquifer in less than 1000 years due to greater retardation.
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7.7.3 Estimated Radionuclide Concentrations in Groundwater at the ER-20-5
Wells

Convolution of the unit BTCs captured at the ER-20-5 wells with the transient source
functions yields mass fluxes for each RN considered (for thisanalysis, the BASE-CA SE source
from Table 6-9 is used; sensitivity to the source term is considered later). These mass fluxes are
converted into groundwater concentrations by dividing the mass flux (moles/time) by the
groundwater flux (I/time) to give the groundwater concentration (mole/l). To compare
groundwater concentrations with the data tables in Chapter 1, the concentration for each RN
considered is converted from moles per liter to picocuries per liter. In considering this flux-
averaged approach for estimating groundwater concentrations, it is notable that an alternative
(releasing particles at all times during the transient source release and then measuring particle
concentrationsin grid cells at times of interest) would not yield satisfactory results. In addition to
requiring exceptionally large numbers of particles, such a process would require deciphering the
resident aqueous concentration from the particles, which represent mass in fracture water, sorbed
onto fracture minerals, diffused into matrix porewater, and sorbed onto matrix minerals,: this
processis not readily amenabl e to post-processing. Errors and uncertainty associated with the flux-
averaged concentration estimate used here involve the size of the capture zone considered.
Developed after these calculations were performed, a new method (Robinson, 2002) implements
the flux-averaged concentration estimates within FEHM on a cell-by-cell basis, eliminating the
need to estimate the size of the capture zone for in situ concentration estimates.

Pu-Caoalloid

The Pu-colloid species in the particle-tracking model is estimated to represent of 1e-4 of
the total Pu released from the MG and EV. The basis for this estimate comes from site-scale
simulations conducted with the reactive process model (Appendix F). In these simulations,
agueous Pu is brought into contact with colloids and reactive immobile minerals. Of theinitia
mass entering the site-scale domain, approximately 1e-4 of that mass migrates more than a
kilometer. The rest sorbs to immobile mineralsin the fracture coatings and matrix material. This
fraction isafunction of the sorption and desorption kinetics of Pu onto colloids, residencetimein
the agquifer, and sorption coefficients of the immobile minerals.

Resulting from colloid-facilitated Pu transport, Pu concentrations at both ER-20-5 wells
are estimated following the particle tracking and convol ution procedure (note: no Pu arrives at the
wellsas an agueous species). The BENHAM sourceisconsidered first, followed by TYBO. Figure
7-5 shows the field observations compared with simulated concentrations using the BENHAM
source. Because the source term is based upon unclassified information, the most important aspect
in thisfigure is that the ssimulated time of transport from BENHAM to the observation wellsis
consistent with the data. For these simulations, only the retardation factor for the Pu-colloids was
modified. Namely, the retardation in the LAV A was reduced well within the range of uncertainty
(see Table 7-3) to increase the arrival times at ER-20-5 #3. It is also quite interesting that the
simulated concentrations agree so well with the measurements. This implies that, within the
uncertainty of the actual source inventory, these estimates involving both a non-isothermal
transient source release function and site-scale transport in fractured rock provide reasonable
matches with field observations.

We next consider source releases originating at TYBO. As described in Chapter 6, the
TYBO transient source release to the TSA abstraction is simply equal to the sum of the ssmulated
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Figure 7-5. Simulated and observed Pu-colloid concentrations at ER-20-5 wells. The simulations
usethe BASE-CA SE BENHAM source described in Chapter 6. Retardation factorsfor
colloidsin fractures are listed in parentheses. Note that no Pu arrives at thewellsasan
agueous species in these simulations.

BENHAM releasesto the TSA and LAVA at each time step. With no lateral dispersion on the
particles leaving TYBO, the plume does not intersect the ER-20-5 #1 (See Figure 7-6). Such
intersection does occur when transport from TYBO is simulated, with the dispersion described in
Chapter 5 (3 m lateral dispersion) and alarge capture zone at the ER-20-5 wells to account for the
large volumes of water pumped during production. For such conditions, Pu-colloid massis
simulated to arrive at ER-20-5 #1, but not at ER-20-5 #3. Figure 7-7 shows the simulated Pu
arrivalsfrom TYBO, in addition to those from BENHAM for this case. With the assumptions
associated with these calculations (large lateral dispersion and large capture zone for ER-20-5
wells), TYBO contributions are just as feasible as those from BENHAM in ER-20-5 #1.

Such results are inconsistent with the Pu fingerprinting of Kersting et al. (1999). Thus,
TYBO could be discounted as a possible source for RN observations at ER-20-5 #1. Because
migration of the other RNs discussed in the following section is governed by processes other than
those for colloids, the possible contributions from TYBO for the case involving large lateral
dispersion and a large capture zone at ER-20-5 #1 are presented along with the results for the
BENHAM source.

Class | Radionuclides

In addition to Pu, several RNsfrom Classes |, II, and Il were found in the ER-20-5 wells
(see Tables 1-1 and 1-2). The Class | RNsmigrate as non-reactive solutesthat are affected by fluid
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2 50m
s TYBO
ER-2
BENHAM

Figure 7-6. Structure of plumes originating from TYBO in the deterministic flow model. The up-
per plot shows plume shape for case of no dispersion. The lower plot shows same sim-
ulation, but with alateral dispersivity of 3 m. Capture zone radii of 50 m and 150 m
for ER-20-5 #1 are also shown.
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Figure 7-7. Simulated and observed Pu-colloid concentrations at ER-20-5 wells. The simulations
usethe BASE-CASE BENHAM and TY BO sources described in Chapter 6. Transport
from TYBO is subject to dispersivity and capture-zone size constraints discussed in
this report. Retardation factors for colloids in fractures are listed in parentheses.

velocitiesin the fractures and matrix diffusion. Simulations using the BA SE-CA SE source and the
base-case site-scale transport parameters presented earlier in this chapter are compared with the

field observations for 3H, 14C, 38Cl, %Tc, and 127 (Figures 7-8 through 7-12). First, for al five
RNs, the travel times from BENHAM to the observations wells are consistent with the non-
background observationsin BOTH wells. This feature indicates that the site-scale flow field and
transport parameters provide areasonabl e representation of the governing processesin the system.
Further, for each RN, the simulated and observed concentrations are remarkably close, considering
that the source isfor an average unclassified mass of each RN not specific to BENHAM. In some
cases, the model overpredicts the observations and in some cases it underpredicts them.

For each RN, the simulated concentrations at ER-20-5 #1 (resulting from a TY BO source)
are plotted with the constraints listed above. These simulations show that the travel time from
TYBO isaso consistent with the field data and that the concentrations are reasonable, considering
that the source term is an unclassified average. If classified source models were devel oped for the
BENHAM- and TYBO-specific RN inventories, they could be convolved readily with these site-
scale transport simulations for a more detailed analysis. Such analysis may serve to shed light on
the suggestion that all RNs found in ER-20-5 #1 originated exclusively at BENHAM.

Differences between simulated and observed concentrations for tritium may also be
attributed to our implementation of Smith’s (2001) inventory. In the source term simul ations of
Chapter 6, the initial masses were not decay corrected from the 1994 average values back to 1968
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for BENHAM or 1975 for TYBO. Not doing so was originally justified because this unclassified
sourcetermisnot specifically representative of BENHAM or TY BO. Inretrospect, such correction
would have led to even better concentration matches of the short-lived tritium, increasing the
source mass by nearly afactor of 4. There would have been no difference for the other Class| RNs
because of their long half-lives.

108 !
- = BENHAM SOURCE - at #1
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Figure 7-8. Simulated and observed tritium concentrations at ER-20-5 wells for BASE-CASE
source and transport parameters.

7-17



Rev 0.0 SITE-SCALE PARTICLE-TRACKING TRANSPORT MODEL

10°
E o e BENHAM SOURCE - at #1
C o1y BENHAM SOURCE - at #3
R = = = = TYBO SOURCE - at #1
10'F 4 O Data ER-20-5 #1
- " O Data ER-20-5 #3
-1
1 CI-36
10°F
= - 1
2 [
4] 1
10 E_l
1
| 1
102k 1
E 1
-1
L1
10-3 11

50 100 150 200
Years (since 1968)

Figure 7-9. Simulated and observed chlorine-36 concentrations at ER-20-5 wells for BASE-
CASE source and transport parameters.
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Figure 7-10. Simulated and observed car bon-14 concentrations at ER-20-5 wells for BASE-
CASE source and transport parameters.
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Figure 7-11. Smulated and observed technetium-99 concentrations at ER-20-5 wells for BASE-
CASE source and transport parameters.
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Figure 7-12. Smulated and observed iodine-129 concentrations at ER-20-5 wells for BASE-
CASE source and transport parameters. Note, data for ER-20-5 #1 from Table 1-1is
below the detection limit for that measurement. It is plotted here to show date of non-

zero detect.

7-20



Rev 0.0 SITE-SCALE PARTICLE-TRACKING TRANSPORT MODEL

Class 1l and |11 Radionuclides

Class!l and I11 RNsfound in the ER-20-5 wellsinclude Cs, Eu, and Am. In the absence of
colloids, none of these species are simulated to migrate from BENHAM to the ER-20-5 wellsin
less than 1000 years. Of these species, Cs has the smallest matrix and fracture retardation factors
and its migration as an aqueous species from TYBO to ER-20-5 #1 is simulated for the conditions
of large dispersivity and alarge capture zone at ER-20-5 #1, as discussed earlier. Figure 7-13
shows the aqueous species Cs concentrations at ER-20-5 #1 for the base-case matrix Kd of 100 (cc/
g) and the minimum value of 10 (cc/g). For this model, the distance between the TYBO chimney
and the ER-20-5 #1 capture zone is very small; such Kds do not completely preclude agueous
transport. On the other hand, Class 1| RNs are almost compl etely immobile as agueous species
because the fracture retardation factors are so large.

Because the Pu found in the ER-20-5 wells was characterized as being associated with
colloidal material, Kersting et al. (1998a,b) note that the Cs and Eu found in those wells were
associated with both colloids and particul ates. These highly reactive species would likely sorb to
colloidal material just asthey sorb toimmobile minerals. Becausethey are not simulated to migrate
as aqueous species from BENHAM to the observation wells (although they were found there)
further implicates colloid-facilitated transport mechanisms. Therefore, a suite of simulationswere
conducted in which colloid-facilitated transport of these three speciesis considered. For each case,
the colloid unit BTCs used in the Pu simulations described earlier are convolved with modified
source releases for Cs, Eu, and Am. The modification is simply areduction factor applied to the
BASE-CA SE source release functions for these species (described in Chapter 6). This reduction
factor, similar to the one for Pu-colloid, ranges between 1e-4 and 1e-5 to achieve the fits (in
simulated peak height to match the data) shown in Figures 7-14 through 7-16. However, because
the source function is based on an unclassified average mass, matching such concentrationsisonly
aqualitative confirmation that the processes of flow and transport are properly represented in this
model.
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Figure 7-13. Simulated and observed aqueous cesium-137 concentrations at ER-20-5 wells for
BASE-CA SE source and transport parameters. No arrivalsfrom BENHAM simulated.
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Figure 7-14. Simulated and observed colloidal cesium-137 concentrations at ER-20-5 wells for
BA SE-CA SE source and transport parameters (source reduction factor 1e-5).
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Figure 7-15. Simulated and observed colloidal europium concentrations at ER-20-5 wells for
BASE-CA SE source and transport parameters (source reduction factor 1e-4).
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Figure 7-16. Simulated and observed colloidal americium-241 concentrations at ER-20-5 wells
for BASE-CASE source and transport parameters (source reduction factor 1e-5).
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7.7.4 Parameter Sensitivity: Downstream Mass Flux Curves

The previous section examined RN migration to the ER-20-5 wellsusing the BASE-CASE
source model and base-case site-scal e transport parameters. The results show good consistency
between the models and the field observations. However, the parameters are uncertain. Therefore,
this section examinesmodel sensitivity to thetransport parameters. The parameter sensitivity study
is conducted for simulations from BENHAM to the NTS boundary to develop a broader sense of
such sensitivity and avoid issues such as those associated with the exact size of the capture zone
and flow-model boundary conditions.

Computed with base-case parameters and perturbations taking each parameter in Tables 7-
2 through 7-5 individually to its minimum and maximum,unit mass BTCs are convolved with the
different sourcefunctionsfrom Chapter 6 to generate cumulative mass BTCsat the NTS boundary .
In the sensitivity study, the six sources described in Section 7.4 are considered with each transport
parameter perturbation. Thus, atotal of six different sources are considered for reactive RNs
(Classes 11-V) and three different sources are considered for non-reactive solutes from Class | and
V1. Our BASE-CASE source involves the highest Rag,s and no chimney sorption, hence it yields

the most mass to the aquifers of all sources considered.
The parameter sensitivity presented for the deterministic flow field is somewhat
gualitative. In this case, figures showing the sensitivity to the various parameters are presented. In

addition, a detailed quantitative assessment is saved until the next section in which multiple
heterogeneous fields are considered, as well as all the source and parameter uncertainty ranges.

Class | Radionuclides

Figures 7-17 through 7-23 demonstrate the model’ s sensitivity to various inputs for Class
| RNs. In each figure, results using the base-case transport parameters are plotted along with BTCs
associated with individual parameter perturbations to the minimum and maximum value in the
range of uncertainty. Figures 7-17 and 7-18 show the cumulative mass breakthrough at the NTS

boundary for 36C| with the different sourcesin the TSA and LAVA. Although the TSA source
starts approximately 10 years after the LAV A source due to convection and rising in the chimney
(Figure 6-33), arrivals at the NTS boundary in the TSA are much sooner thaninthe LAV A dueto

higher velocities (see Figure 7-4). Figure 7-19 shows the combined mass breakthrough for *6Cl at
the NTS boundary for both sources. Similarly, Figures 7-20 and 7-21 show the cumulative mass

arrival at the NTS boundary for 3H and 14C. All Class | nuclide sensitivities show that with
increased aperture, arrivals are sooner because less diffusion occurs relative to the mass of solute
remaining inthefracture. Similarly, arrivalsare earlier when fracture porosity is decreased because
velocities are larger. As was found in the data recorded in Appendix F, there is not substantial
sengitivity to the diffusion coefficient for these non-reactive solutes, primarily because the range

of uncertainty considered in Table 7-4 isrelatively tight. The 3H plot has adifferent form than the

36C| and 14C due to the short half-life of tritium. For high-aperture and low-porosity cases, tritium
breaks through before substantial decay has occurred. The behavior highlights the important
sensitivity to fracture aperture and porosity relative to the other parameters. Decay is considered
during transport, but the massthat has broken through the location of interest isnot further decayed
after breakthrough. This method enables a demonstration of the cumulative mass actually arriving
at alocation of concern.
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When less convective cavity/chimney systems are considered, the rel ationship between the

source function and the BTC at the NTS boundary is somewhat complex. The discussion for 36Cl
holdsfor al Class| RNs. The three source conditions are shown in Figures 6-42, 6-45, and 6-48,
each with a decreasing Rayleigh number. Decreasing the Rayleigh number to the medium case

leads to increased 36Cl fluxesto the LAVA and decreased, aswell as substantially delayed, fluxes
to the TSA. Comparing Figures 7-22 and Figure 7-19, we determine that with amedium Rayleigh

Number source, reduced convection to the TSA eliminates the very early breakthrough of C at
the NTS boundary, but the total massfrom the LAV A isdlightly higher dueto the increase in mass
flux at the source location. With an even lower Rayleigh number, there is no source input to the
TSA and the LAV A source is decreased and delayed. Comparing Figures 7-23 and Figure 7-19,

we see the delays and decreases manifested in later breakthrough times of 3°Cl at the NTS
boundary. The general conclusions about model sensitivity to diffusion, aperture, and fracture
porosity are the same, regardless of which source is considered.
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Figure 7-17. Chlorine-36 mass breakthrough at the NTS boundary for the BASE-CASE TSA
source release.
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Figure 7-18. Chlorine-36 mass breakthrough at the NTS boundary for the BASE-CASE LAVA
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Figure 7-20. Total tritium mass breakthrough at the NTS boundary for the BASE-CASE TSA and
LAVA source releases.
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Figure 7-21. Total carbon-14 mass breakthrough at the NTS boundary for the BASE-CASE TSA
and LAV A source releases.
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Figure 7-22. Total chlorine-36 mass breakthrough at the NTS boundary for the medium Ray-

leigh number TSA and LAV A source releases (Table 6-9: Case 2B).
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Figure 7-23. Total chlorine-36 mass breakthrough at the NTS boundary for the low Rayleigh

number TSA and LAV A source releases (Table 6-9: Case 3A).
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Classll, 111, and V Radionuclides

In the absence of colloids, agueous species of Class |1 and I11 RNs (Am, Sm, Cs, Sr, and
Eu) and classV RNs (Pu) do not break through to the NTS boundary under any transport or source-
term conditions considered in this study. Colloid-facilitated RN transport is considered following
the discussion of Class |V RNs next.

Class 1V Radionuclides

The Class 1V RNs (U and Np) are the most maobile of the reactive solutes because of their
low-matrix Kd and surface complexation constants for fracture minerals. For these solutes,
processes considered include matrix sorption, fracture mineral sorption, and sorbing and non-
sorbing chimney-source conditions, as are parameters considered for Class | nuclides, which were
discussed in the previous section.

Because U and Np exhibit long half-lives and are of the same RN class (1V), they possess
similar breakthrough characteristics, with the primary exception being that they have different

source masses. Therefore, U is used to demonstrate the model sensitivity. Just as with 3°Cl, there
are TSA and LAVA contributions to the mass breakthrough at the NTS boundary (as shown in
Figures 7-24 and 7-25). The cumul ative mass breakthrough of U and Np is shown in Figures 7-26
and 7-27. With base-case transport parameters, the retardation associated with migration in
fractured mediafor these RNs prevents any mass arrival at the NTS boundary inthe LAVA, and
only asmall amount arrivesin the TSA. When the matrix Kd is relaxed, some mass arrives at the
NTSboundary inthe LAVA. Changing parameters from their base-case values, within the ranges
of uncertainty specified earlier, thefollowing items are ordered by their impact onincreasing Class
IV nuclide arrivals at the NTS boundary in the TSA for Source 1A:

1 reducing the matrix Kd

2. increasing the fracture aperture

3. reducing the fracture porosity

4. reducing the matrix diffusion coefficient

Thus, processes that prevent the interaction of reactive solutes with matrix minerals have the great-
est impact inincreasing Class 1V RN mobility. Conversely, changing these parametersto increase
solute-matrix interactions reduces the mobility of Class1V RNsresulting in no mass breakthrough
at the NTS boundary. Note that variation in the fracture Kd is defined only by the mineral ogic com-
position, not the reactive surface area. Appendix F addresses the great sensitivity to fracture min-
eral reactive surface area.

Aswith Class | RNs, different source functions found in Chapter 6 (Table 6-9) are
considered. In addition to three different convective systems defined by their Rayleigh numbers,
source rel eases computed with sorption and no-sorption of Class IV RNsto chimney material are
considered. Reducing the BASE-CA SE source from high to medium Rayleigh number leadsto
reduced and delayed Class 1V input to the TSA aquifer (Figure 6-46). Because of this, Figure 7-28
shows that no U arrives at the NTS boundary, except for the case when matrix Kd is lowered.
Figure 7-29 showsthat such arrivals are reduced even more when the Rayleigh number is reduced
to itslowest value.
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When sorption of Class 1V RNsto chimney material is considered, the total mass
breakthrough to the NTS boundary is reduced. Interestingly, Figure 7-30 shows that for high
Rayleigh number conditions and chimney sorption, the mass fluxes at the NTS boundary are
reduced. However, sorption in the chimney aone does not eliminate mass breakthrough for any
parameter sets (Figure 7-26). Thisisprimarily dueto therelatively low sorption Kds used for Class
IV RNsin the chimney (as described in Chapter 6). For lower Rayleigh numbers and chimney
sorption, the trend described above is ssmply enhanced (as shown in Figures 7-31 and 7-32).
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Figure 7-24. Uranium mass breakthrough at the NTS boundary for the T SA source release in-
volving no chimney sorption and high Rags (Case 1, no sorption; Table 6-9).
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Class IV RN breakthrough (U)
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Figure 7-25. Uranium mass breakthrough at the NTS boundary for the LAV A sour cereleasein-
volving no chimney sorption and high Rags (Source 1a, no sorption; Table 6-9).
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Figure 7-26. Total uranium mass breakthrough at the NTS boundary for the combined T SA and
L AVA sour cerelease involving no chimney sorption and high Rag,s (Source 1a, no
sorption; Table 6-9).
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Figure 7-27. Total neptunium mass breakthrough at the NTS boundary for the combined TSA
and LAVA sour cerelease involving no chimney sorption and high Rag,s (Source 13,

no sorption; Table 6-9).
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Figure 7-28. Total uranium mass breakthrough at the NTS boundary for the combined TSA and
LAVA source release involving no chimney sorption and medium Rags (Source 2a,

no sor ption; Table 6-9).
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Figure 7-29. Total uranium mass breakthrough at the NTS boundary for the combined TSA and
LAVA source release involving no chimney sorption and low Rags (Source 3a, no

sor ption; Table 6-9).
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Figure 7-30. Total uranium mass breakthrough at the NTS boundary for the combined TSA and
LAVA source release involving chimney sor ption and high Rag,s (Source 1b, with

sorption; Table 6-9).
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Class IV RN breakthrough (U)
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Figure 7-31. Total uranium mass breakthrough at the NTS boundary for the combined TSA and
LAVA source release involving chimney sor ption and medium Rags (Source 2b,

with sorption; Table 6-9).
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Figure 7-32. Total uranium mass breakthrough at the NT'S boundary for the combined TSA and

LAVA source release involving chimney sor ption and low Rags (Source 3b, with
sorption; Table 6-9).
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Class VI Coalloids

Inadditionto Class| and Class|V solutes, the only other speciesthat is predicted to migrate
from the source location to the observation wellsand the NTS boundary isthe “ colloid” abstracted
solute. In this particle-tracking model, kinetic agueous interactions between RNs and colloids are
not simulated explicitly as they were in the simulations discussed inAppendix F. Rather, we
approximate a portion of the total released source mass that is effectively and irreversibly sorbed
onto colloids. The results (Appendix F) indicate that a reduction factor between 1e-4 and 1e-5is
appropriate for this system. Such a parameter that depends on RN sorption and desorption rates
with colloids, residence timein the aquifer, and reactivity of fracture and matrix mineralsin the
aquifer. The colloid species migrates as a component experiencing only attachment and
detachment from fracture walls (modeled here with alinear retardation factor); it does not
experience matrix diffusion or reactions with matrix material. Thus, the only parameters affecting
colloid migration are the velocity in the fractures (a function of fracture porosity) and the
retardation caused by filtration processes along fracture walls.

Figures 7-33, 7-34, and 7-35 show the simulated mass arrival of the abstracted Pu-Colloid
species. Comparing sensitivity simulations to the base-case parameter set, we determined that
reducing the fracture porosity and/or the fracture retardation increases mobility of this species.
Because the colloid speciesis so mobile in this model, we also observed that increasing the
porosity and the fracture retardation slows migration, but it does not completely preclude
movement of any mass.
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Figure 7-33. Total Pu-colloid mass breakthrough at the NTS boundary for the combined TSA and
LAVA source release involving no chimney sorption and high Rag,s (Source 1A, no
sorption; Table 6-9). Note that the mobile mass of Pu-colloid isassumed to be 1/10 000
of aqueous Pu released from melt glass.
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Figure 7-34. Total Pu-colloid mass breakthrough at the NTS boundary for the combined TSA and
LAVA source release involving no chimney sorption and medium Rags (Source 2A,
no sorption; Table 6-9). Note that the mobile mass of Pu-colloid isassumed to be
1/10 000 of aqueous Pu released from melt glass.

B
IS

W
o

total mass (moles) x 1e4
N

Class VI RN breakthrough (Pu-col)

—— base
hi frac K
lo frac K
— hipor,
— — — = lopor,

TSA and LAVA Source 3A

250 500 750 1000
time (years)

Figure 7-35. Total Pu-colloid mass breakthrough at the NTS boundary for the combined TSA and
LAVA source release involving no chimney sorption and low Rags (Source 3A, no
sorption; Table 6-9). Note that the mobile mass of Pu-colloid isassumed to be
1/10 000 of aqueous Pu released from melt glass.
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7.7.5 Summary of Transport Simulations on Deterministic Flow Field

The transport results presented in this section are as expected for solute migration in
homogeneous aquifers. The source releasesto the TSA remain within the TSA to thewellsand the
NTSboundary. Similarly, the source releasesto the LAV A remain withinthe LAV A. Because the
TSA haslower fracture porosity, travel timesinthat aquifer arelower thaninthe LAVA. However,
when chimney conditions do not support vertical transport (e.g., for alow Rag s and sorptioninthe

chimney), then BENHAM source releases exit primarily in the nearer LAV A aquifer, which
becomes the dominate site-scale migration pathway. Source-term sensitivity was not considered
for TYBO, but its releases would aways be to the TSA.

The deterministic transport model yields results consistent with the findings of Kersting et
al. (1999). With base-case parameters, thismodel predicts that migration from BENHAM to both
ER-20-5 observation wellsisfeasiblefor al speciesobserved in those wellsin the appropriate time
frame of the observations. Further, the simulated concentrations are similar to those observed,
considering that the model uses an unclassified average source inventory and that the predicted
concentrations result from coupling the transient source-term model (see Chapter 6) with the site-
scaletransport model described in this chapter, both of which are conducted with uncertainty inthe
model parameters. Simulations including the TY BO source demonstrate that it is feasible for
TYBO releasesto have arrived at ER-20-5 #1, but not at ER-20-5 #3. However, the concurrence
of the simulations for BENHAM source releases with all observationsin both wells (and the fact
that Kersting et al. (1999) fingerprinted the Pu in both wells to have originated at BENHAM)
impliesthat TYBO releases are not captured at ER-20-5 #1.

For the source and transport parameter ranges considered in this sensitivity study, only
Classl, IV, and VI species migrate to the ER-20-5 observation wells or to the NTS boundary. The
ranges of uncertainty inthetransport parametersimpact migration rates, and asaresult, cumulative
moles of source RNs migrate to the NTS boundary in less than 1000 years. For longer-lived Class
| RNs, transport parameter uncertainty is not as significant as source function uncertainty. But for
shorter-lived tritium, the transport parameters make all the difference as to whether migration to
the NTS boundary occurs or does not occur before radioactive decay reduces massin the system.
Once solute-solid reactions are considered for Class IV RNs, the range in mobile mass increases
significantly with parameter variations.
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7.8 Heterogeneous Flow Fields

Flow fields computed on 30 different but equally probable parameter maps form the basis
for analysis of reactive transport in heterogeneous domains (Appendix G). Whereas the
simulations on the deterministic HSU model (described in the previous section) were used to
predict groundwater concentrations at the ER-20-5 observations wells, multiple heterogeneous
attribute fields are used to focus on transport over alarger domain. Thisis because only about half
of the heterogeneous redlizationsyield BTCsin which solutes or colloids migrate from BENHAM
to ER-20-5 #1 in less than 30 years. Figure 7-36 shows the BTCs at ER-20-5 #1 for BENHAM
sources for the most conservative, unretarded species. Thisresult isnot surprising considering the
genera framework in which the geostatistical attribute maps were constructed. Summarizing the
process described in Appendix G, the heterogeneous attribute maps are constructed to capture
variability present in the data that are not represented in the HSU representation of materials. The
trade-off is that the method does not guarantee our notion that units such as the TSA must be
completely intact and of significantly higher permeability than the surrounding material (referred
to as confining unit or composite material in the HSU representation). Thus, at the local scale, we
have discovered that this representation does not always support simulationsthat predict migration
with travel times completely consistent with field data. Arrivals at ER-20-5 #1 may occur after 80
or 100 yearsin some realizations rather than after 30 years, as required to match field data. By
comparison, the LAV A was preserved as an intact unit in all heterogeneous attribute maps (by
design). Thus, similar to the HSU model described in the previous section, pathlines originating in
the LAVA remain inthe LAVA and transport is rapid due to the fractured nature of the class.

1.00

0.75 —

0.50 —

C/Co

0.25

0.00

0 10 20 30 40
Years (since 1968)

Figure 7-36. Unit breakthrough curves at ER-20-5 #1 of unretarded colloid species originating at
BENHAM chimney in TSA. All 30 realizations are shown. Nontrivial breakthrough
within 30 years occursin about half of therealizations. For diffusing solutes, even few-
er realizations yield arrivals within 30 years.
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Thismethod does capture variability not represented with the HSU model; units such asthe
TSA are generally represented, if not completely continuously (see Figure 5-5). Therefore, at
larger scales (out to the NTS boundary inthiscase), it ismore likely that all simulations contribute
useful information, by integrating larger portions of the domain aswill be required by CAU-
transport models.

There are several approaches for addressing transport simulations on heterogeneous
realizations that are not consistent with field observations. One would be to select only those
realizations that can achieve consistent results. Another approach would be to modify the
heterogeneous attribute properties (most likely fracture properties) to ensure that all realizations
are consistent in some sense. For the purposes of thisanalysis, we are most interested in the overall
sengitivity the“asmeasured” heterogeneity has on larger-scal e simulations. We focus on transport
from BENHAM to the NTS boundary in this section so we can avoid issues related to whether
streamlines from BENHAM are captured at the upper observation well or if transport takes 60
yearsrather than 30 years. In doing so, we acknowledge variability in materials not captured by the
HSUs but also acknowledge that data sparsity lead to arange of attribute representations, some of
which do not completely support additional information, such asthe measurementsin ER-20-5#1.
Using the NTS boundary, where most streamlines exit the site-scale domain, enables sensitivity
analysesto highlight which parameters associated with thismodel may have the greatest impact on
CAU-transport simulations.

The process for computing mass flux at the NTS boundary and at the ER-20-5 observation
wellsisidentical to that used for the deterministic flow fields described in this section. Unit-
source-release particle BTCs are computed for the observation wells and NTS boundary; the
results are convolved with the source-rel ease functions described in Chapter 6.

7.8.1 Source Terms

The same three different thermal conditions in the cavity/chimney system described in
Section 7.4 (Rags = 84.6, 8.46, and 0.846) are considered for both sorbing and non-sorbing

chimney properties for 13 RNs. These source conditions are listed in Table 6-9. Figures 6-33
through 6-50 show the mass flux to the TSA and LAV A aquifers for these different source
conditions at base-case parameter values. Note that the source functions were computed with a
deterministic representation of the cavity/chimney system. Thus, releases are el evation dependent,
but once they enter the site-scale domain, solutes encounter materials as mapped in the
heterogeneous realizations.

7.8.2 Site-Scale Breakthrough Curves

Reactive, dual-porosity streamline particle tracking is used to simulate BTCs at the NTS
boundary and the ER-20-5 observation wells for each flow field, RN class, and source location.
Figures 5-15 and 5-16 show representative unretarded particle paths from the TSA and LAVA
source-release locations for four of the 30 heterogeneous fields. The high uncertainty in
heterogeneity leads to significantly varying flow paths away from BENHAM. For flow field #3,
Figures 7-37 and 7-38 show the time of flight of 2500 particles released at the TSA and LAVA
source locations, respectively. The figures show particle pathways and times of flight for RN
classes|, 1V, V, and VI with base-case site-scale transport parameters.
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Asinthedeterministic study, BTCsof reactive dual-porosity particlesare generated at each
observations well and at the NTS boundary (defined as the southern and western boundary of the
site-scale model). The transport parameters are defined in Section 7.7.4 and their ranges of
uncertainty for the heterogeneousflow field simulations are catalogued in Tables 7-2 through 7-5.
Figures 7-39 and 7-40 show the simulated unit-source BTCs of the six RN classes at the
observation wells and at the NTS boundary for one heterogeneous flow field (#3 is arbitrarily
chosen as arepresentative realization) and for base-case parameters. As with the deterministic
study, breakthrough at the observation wells occurs before breakthrough at the NTS boundary.
Also in agreement with the deterministic study, more mass eventually crosses the NTS boundary
than is captured at the observation wells, and RN classes I, 111, and VV do not migrate to either
boundary. In contrast to the deterministic study particlesin thisflow field (#3 of 30) move faster
inthe LAVA thaninthe TSA. In the geostatistical realization generation, the LAV A iskept asan
intact (though heterogeneous and fractured) unit, whereas the TSA is not explicitly preserved.
Thus, particlesreleased at the TSA location in the source model enter a heterogeneous flow system
in which they are unlikely to remain in fractured welded tuff all the way to the observation wells
and the NTS boundary. On the other hand, LAV A release particles remain primarily in the
fractured LAVA lithologic class (see Figures 5-17 and 5-18 to compare material classes particles
travel infor TSA and LAVA releases).

For thisflow field (#3) the flow paths are such that significantly more LAVA release
particles arrive at deep observation well ER-20-5 #3 than TSA release particles arriving at the
shallower observation well ER-20-5 #1. In other realizations, this is not necessarily the case.
However, asmall number of Class VI (Pu-Colloid) particlesarrive at well ER-20-5#1 in just over
30 years. Thisindicates dightly greater mobility of these particles relative to the actual Pu-colloid
species (modeled in Appendix F), which did not arrive at well ER-20-5 #1, except for the most
relaxed transport parameters, which arrived after 100 years. The reason for this differenceis
because the particle-tracking model operates on the assumption that a certain fraction of Pu
released from the MG and EV isirreversibly sorbed onto colloids. This assumption depends upon
Pu sorption and desorption rates onto colloids, as well as residence timesin the aquifers and
sorption coefficients of immobile mineralsin the aquifers. As pathways between BENHAM and
ER-20-5#1 |leavefractured material classes, residencetimesincrease, as does the desorption of Pu
from colloidsin the process model. However, this discrepancy may be reduced in future modeling
studies because recent results indicate slower desorption of Pu from zeolite colloids than was
considered in Appendix F. Thus, even for slower flow rates and increased exposure to reactive
immobile minerals, Pu still may behave as an irreversibly sorbed species onto colloids, just asis
abstracted in the particle-tracking model.
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Figure 7-37. Time of flight for particles released from the T SA sour ce location at BENHAM.
Base-case transport parameters are assigned to each of the different radionuclide class-
€s.
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Figure 7-38. Time of flight for particles released from the LAV A sour ce location at BENHAM.
Base-case transport parameters are assigned to each of the different radionuclide class-
es.
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Figure 7-39. Breakthrough curvesat the ER-20-5wellsfor sourcereleasesinthe TSA and LAVA
at BENHAM using flow-field realization #3. LAV A breakthrough corresponds with
ER-20-5 #3 and TSA breakthrough corresponds with ER-20-5 #1. Note that Class I,
Il and V never break through. Also note that some Class V1 particlesdo arrive at well
ER-20-5 #1, unlike the results using the coupled reactive transport model in Appendix
F.
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7.8.3 Transport on Geostatistical Flow Realization #3 with Base-Case Parame-
ters

Geostatistical attribute realization #3 is chosen from 30 realizations to demonstrate the
analysis provided for each realization. For BASE-CASE cavity/chimney thermal conditions with
or without cavity/chimney sorption (sources 1A and 1B in Table 6-9), only Class|, Class1V, and
Class VI (colloid) nuclides have any appreciable breakthrough to the observation wells and the
NTS boundary. Figure 7-41 illustrates the computed mass flux at the source location, at the

observation wells, and at the NTS boundary is for the Class | RNs 3H and %6Cl. In this example,
we consider cumulative mass flux for both wells, with sources originating in both the TSA and

LAVA. Both 3H and 36Cl enter the ER-20-5 wells capture zones (almost entirely in the LAVA
aquifer) at approximately 20 years and cross the NTS boundary after approximately 50 simulated

years. Note the reduction in 3H mass flux at later time due to its short half-life of 12.3 years.

With base-case parameters (or with any of the sensitivity parameter sets considered), Class
11, 111, and V RNs do not exhibit any breakthrough at either of the observation wellsor at the NTS
boundary in under 1000 years. However, Class 1V RNs, U and Np, do exhibit breakthrough at the
wells and at the boundary in less than 1000 years. Convolving the upstream U TSA and LAVA
sources with the appropriate BT Csyields the downstream mass flux of U entering the observation
well capture zones after approximately 300 years and crossing the NTS boundary after 600 years
of simulation (Figure 7-42).

Pu (Class V) does not cross either boundary as a sorbing species. However, the Pu-colloid
species (Class V1) enters the observation well capture zone after 37 years (almost entirely in the
LAVA) and crosses the NTS boundary after 70 years (Figure 7-43). The Pu-colloid speciesis
simply a small fraction of the total Pu released during MG dissolution, which we assume sorbs
irreversibly onto colloidal material or formsanintrinsic, embedded, or pseudo-colloid. We assume
1/10 000 of the total-aqueous-Pu release forms such colloids, based on analyses with the reactive
transport model. However, this value may be adjusted, in which case the mass flux and total mass
BTCswill simply shift up or down. The Pu-colloid species experiences retardation in the fractures
due to attachment and detachment processes described earlier in this Chapter and in Appendix F.
It does not diffuse into or react with matrix materials.

For all mobile species, downstream cumulative mass curves for thewellsand NTS
boundary are plotted in Figures 7-44 and 7-45, respectively. As expected from the evaluation of
the unit-source BTCs, only Class|, 1V, and VI RNs break through at the observation wells and at
the NTS boundary for flow-field realization #3. Mass arrives at the observation wells before the
NTS boundary, but more mass eventually arrives at the NTS boundary, with the exception of U
and Np. Given an increased time interval, more of these two RNswould crossthe NTS boundary.

Comparing these particle-tracking model results with the process model resultsin
Appendix F, we note that general trends are preserved well with afew exceptions. A specific
exceptionisthat Pu-colloid arrivals at well ER-20-5#1 are simulated with thismodel whereasthey
did not occur with the process base-case model. Thisindicatesthe Pu-colloid species modeled here
(assuming that some Pu isirreversibly sorbed onto colloids) is slightly more mobile than when it
ismodeled as aformation product of akinetic reaction. However, only afew particle pathsleaving
the TSA source are even captured by well ER-20-5 #1 in this particular flow field. The NTS
boundary breakthrough provides a much better sampling of the two different models and the
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Figure 7-41. CLASSI| massfluxinflow-field realization #3 with BA SE-CA SE source conditions
and base-case transport properties. The top plot illustrates the combined TSA and

LAVA source curvesfor Class| radionuclides ®H and *6Cl. The bottom plot illustrates
the downstream mass flux curves at the ER-20-5 wells and at the NTS boundary.
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Figure7-42. CLASSIV massflux in flow-field realization #3 with BA SE-CA SE source condi-
tions and base-case transport properties. Thetop plot illustratesthe combined TSA and
LAVA source curves for Class |V radionuclide U (reported as total U, or the sum of

238 and 23*U). The bottom plot illustrates the downstream massflux curves at the ER-
20-5 wellsand at the NTS boundary.
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Figure7-43. CLASSV and VI masstlux in tflow-tfield realization #3 with BASE-CASE source
conditions and base-case transport properties. The top plot illustrates the combined
TSA and LAV A source curves for Class V radionuclide Pu (reported as the sum of
239py and 24%Pu) and Class V1 Pu-colloid (reported as 1/10 000 of total Pu source). The
bottom plot illustrates the downstream mass flux curves at the ER-20-5 wells and at
the NTS boundary. Note that only Pu-colloid breaks through to the wellsand NTS
boundary.
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comparisons are much more favorable there. With the process model in Appendix F, Pu-colloids
associated with both LAV A and TSA releases arrive at the NTS boundary. Similarly, with this
model they arrive at the NTS boundary soon after thefirst arrivals at the wells. Thetime of arrival
and the cumulative moles are very close in both studies, indicating reasonable consistency and
confidence for the two different models. Thus, the results obtained in the process-model study
serve to condition well the ssimplificationsin thismodel, leading to the sensitivity study described
in Section 7.9.

7.8.4 Estimation of Groundwater Pu-Colloid Concentrations at ER-20-5 Wells
and the NTS Boundary

Applying the same approximation used in the deterministic flow field, the Pu-colloid mass
flux results can be converted into groundwater concentrations (see Section 7.7.3). To estimate Pu-
colloid concentrations at the ER-20-5 wells, the mass flux of a Pu-colloid (moles/yr) through the
wells' capture zones is divided by the groundwater flux (liters/yr) through the same zone. At the
NTS boundary, the flux-averaged concentration estimate is made by dividing Pu-colloid flux
across the NTS boundary by the groundwater flux through the source region. Thisimpliesthat in
essence thereis virtually no dilution of the plume, hence a high estimate. Using these
approximations, Figure 7-46 shows the estimated Pu-colloid concentrations at the observation
wellsand at the NTS boundary for base-case transport parameters in heterogeneous flow field #3.
Asin the deterministic flow field case, the concentration pulse in the LAV A occurs at atime
consistent with the findings of Kersting et a. (1999) and the concentration is reasonable,
considering that the mass of Pu in the source is based on the unclassified average of Smith (2001).

The predictions of Pu-colloid concentration in the upper well, ER-20-5 #1, are not as
consistent with the field observations as the deterministic model results are (as shown in Figure 7-
4). As mentioned previoudly, the reason is because in this particular heterogeneous flow field a
continuous, connected fractured pathway from BENHAM to well ER-20-5 #1 does not exist.
Further, in this heterogeneous flow field, very few particles are actually captured by well ER-20-
5#1. The simulated concentrations at ER-20-5 #3 are dightly higher in thismodel than they arein
the deterministic model because LAV A groundwater fluxes are dightly lower in this model. The
concentrations estimated at the NTS boundary are based on Pu mass flux divided by groundwater
mass flux (aflux averaged concentration). The rough process for doing so in these estimates does
not account for mixing and dilution. If concentrations were estimated for a specific sampling
location, they would likely be less than those presented.
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Figure 7-44. Cumulative mass at the ER-20-5 wells for flow-field realization, BASE-CASE
source (Source 1a) function, and base-case transport parameters. For Pu-colloid re-
sults, it is assumed that 1/10 000 of total Pu is transported with colloidal material.
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Figure 7-45. Cumulative mass at the NTS boundary for flow-field realization #3, BASE-CASE
source function (Source 1a), and base-case transport parameters. For Pu-colloid re-
sults, it is assumed that 1/10 000 of total Pu is transported with colloidal material.
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Figure 7-46. Estimated Pu-colloid concentrations in groundwater at the ER-20-5 observation
wellsand at the NTS boundary for flow-field realization #3, Source 1a, and base-case
transport parameters. Inset shows log scale of concentration to highlight low, but non-
zero, simulated concentration at ER-20-5 #1 for this realization.
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7.9 Geostatistical Sensitivity Study

The same sensitivity runs considered for the deterministic model were executed for each of
the 30 heterogeneous flow fields. These runsinclude three different cavity/chimney thermal
conditions, sorbing and non-sorbing chimney properties, and 11 site-scale transport parameter
sensitivity cases--these were executed for two different source locations (BENHAM only) and
varying spatially with the heterogeneous attribute classes. Because of the nearly 40 000 massBTCs
at the NTS boundary created in this sensitivity study, presenting and synthesizing these results
presents a challenge. Therefore, we introduce the transport parameter sensitivity first, relative to
the base-case results using only the BASE-CA SE, non-sorbing source term (Source 1A, Table 6-
9). Wethen extend the sensitivity study, including the various source functions. A formal analysis
of variation (ANOVA) pulls together the entire sensitivity study in the third part of this analysis.

7.9.1 Parameter Sensitivity I: BASE-CASE Source.

For BASE-CASE source-term thermal conditions and non-sorbing chimney properties
(Source 1A, Table 6-9), breakthrough bars of the total mass crossing the NTS boundary at 30, 100,
and 1000 years (averaged for the 30 equally probable attribute fields) are plotted for all 11 transport
parameter sensitivity casesfor 3H in Figure 7-47, 3°Cl in Figure 7-48, U in Figure 7-49, Np in
Figure 7-50, and Pu-colloid in Figure 7-51. In these figures, the low or high designation for a
parameter meansthat all other parameters were held at base-case values while that parameter was
changed to the low or high end of its uncertainty range. For example, “Kd(mat) hi” indicates that
the matrix Kd was increased to its maximum value for each material class while all other
parameters are held at their base-case value. Also plotted on these figures are standard deviation
bars showing the range of variation across the 30 different flow field realizations. Clearly, the size
of the standard deviations, often twice the mean value, indicates substantial variability in results
across the 30 equally probable attribute maps. Another interpretation is that the set of 30
realizationsis not nearly great enough in number to provide a statistically significant sampling of
gpatial variability. However, the average cumulative mass value does provide a good metric for
analysisof transport and source-term sensitivity. The general trendsin parameter sensitivity arethe
same as found in the deterministic study, as reported in Section 7.7.5.

One extension to thistype of sensitivity study that could be conducted would be to discard
realizationsthat do not lead to good matches with the field observations. However, the limitations
of the geostatistical realizations discussed previously (in general, no connected welded tuff
between BENHAM and ER-20-5 #1) would make such discrimination difficult. Therefore, this
sengitivity is only conducted for transport to the NTS boundary (rather than to the wells) and is
meant to provide a sense for which parameter the transport model is most sensitive to, rather than
an indication of the quality of the model for simulating field observations. Good matches to the
field observations are achieved in Section 7.7.3.
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Figure 7-47. “Breakthrough bars’ for 7 sensitivity cases for BASE-CASE source thermal condi-
tions (Source 1A, Table 6-9). Each bar represents the average total amount of tritium
crossing the NTS boundary after 30 years, 100 years, and 1000 years for all 30 flow-
field realizations. Error bars represent one standard deviation for the 30 different flow
fields.
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Figure 7-48. “Breakthrough bars’ for 7 sensitivity cases (using Source 1A, Table 6-9). Each bar

represents the average total amount of 30C| crossing the NTS boundary after 30 years,
100 years, and 1000 years for all 30 flow-field realizations. Error bars represent one
standard deviation for the 30 different flow fields.
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Figure 7-49. *“Breakthrough bars’ for all 13 sensitivity cases (using Source 1A, Table 6-9). Each
bar representsthe average total amount of U crossing the NTSboundary after 30 years,
100 years, and 1000 years for all 30 flow-field realizations. Error bars represent one
standard deviation for the 30 different flow fields.
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Figure 7-50. “Breakthrough bars’ for all 13 sensitivity cases (using Source 1A, Table 6-9). Each
bar represents the average total amount of Np crossing the NTS boundary after 30
years, 100 years, and 1000 yearsfor all 30 flow-field realizations. Error bars represent
one standard deviation for the 30 different flow fields.
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Figure 7-51. “Breakthrough bars’ for all 13 sensitivity cases (using Source 1A, Table 6-9). Each
bar representsthe averagetotal amount of Pu-Colloid crossing the NTSboundary after
30 years, 100 years, and 1000 yearsfor all 30 flow-field realizations. Error bars repre-
sent one standard deviation for the 30 different flow fields. Note that the logarithmic
scale makes standard deviation bars seem less significant. Also, Kd(frc) isthe equilib-
rium parameter with which retardation due to filtration is approximated.
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7.9.2 Parameter Sensitivity Il: Impact Ratios

Section 7.9.1 began the demonstration of the sensitivity of mean mass breakthrough to
variations in uncertain parameters. Although Figures 7-47 through 7-51 show the average
cumulative mass arriving at the NTS boundary for different parameter sensitivity simulations, a
more compact statistic is desirable to compare parameter sensitivity and source-term sensitivity.
Therefore, we use an impact ratio, which is simply the ratio of the cumulative mass crossing the
NTS boundary for a parameter-sensitivity simulation relative to the results with base-case
parameters and BA SE-CASE source term (Source 1A, Table 6-9). Theimpact ratio can be used to
calculate the absolute mass for any simulation using the base-case mass breakthrough reported in
Figures 7-47 through 7-51. Figure 7-52 shows the impact ratios for parameters affecting tritium
breakthrough at the NTS boundary after 30 years. Relaxing the parameters for diffusion, fracture
aperture, and fracture porosity for this non-reactive solute increases the cumulative mass
breakthrough for the 30-year case. By 100 years, diffusion ceases to be as significant as the other
two parameters (Figure 7-53), indicating that retardation due to diffusion with the base-case
parameters is most important at smaller time scales for this particular RN (which isalso
significantly impacted by decay for times greater than 100 years).

It isinteresting to note that asthe convective potential of the sourceterm decreases, thetotal
mass produced decreases. Regardless of source term condition, increasing the mobility and

velocity of 3H by reducing the fracture porosity and diffusion coefficient and increasing fracture
aperture (hence reducing diffusion potential) resultsin significant increases in solute migration.
The same general trends are observed for all other Class | nuclides, as demonstrated in Figure 7-

54 for 36Cl at 100 years. However, the short half-life of 3H enhances the impact of the three
parameters, which in turn augment its mobility to the NTS boundary.

Classll, 111, and V do not produce any mass at the NTS boundary in these simulations. The
most mobile reactive solutes, Class 1V, demonstrate sensitivity to additional parameters not
affecting the Class | species. Figures 7-55 and 7-56 show the parameter sensitivitiesfor U and Np
at the NTS boundary after 1000 years. Matrix Kd, the diffusion coefficient, and fracture aperture
all contribute to effective retardation. Because the ranges of uncertainty on matrix Kd are so large
(Table 7-2), it dominates this coupled process. Also, fracture porosity plays alarge role because
smaller porosities lead to faster velocities, lower residence times, and reduced diffusion, thus
keeping the reactive solute away from matrix minerals.

The Pu-colloid pseudo-speciesis affected only by fracture velocities and fracture
retardation. Figure 7-57 shows that at 100 years, the cumul ative mass reaching the NTS boundary
is significantly impacted by the transport parameters. By 1000 years (Figure 7-58), not only has
the mass |eaving the sourcein all three source functions become more equal, but the mass reaching
the NTS boundary is also closer to the same. Thisindicates that over long enough time, the
processesimpacting the migration of this speciesdo not reduce thetotal massmigratingtothe NTS
boundary. The total massisthen completely defined by that which effectively sorbsirreversibly to
colloids. Therefore, these results call for greater examination of the accuracy with which
attachment and detachment processes can be effectively modeled with aretardation factor. An
additional extension would be to include afiltration or retardation factor for porous media. Such a
term was not built into this model because the conceptual model is that of migration in fracture
media. Due to the nature of the heterogeneous fields provided by DRI, it is clear that in these
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simulations particle pathways do not remain solely in fractured media, particularly for particles
released inthe TSA.
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Figure 7-52. Impact ratios for tritium transport to the NTS boundary for simulations of 30 years.
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Figure 7-53. Impact ratiosfor tritium transport to the NTS boundary for simulations of 100 years.
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Figure 7-54. Impact ratios for chlorine-36 transport to the NTS boundary for smulations of 100
years.
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Figure 7-55. Impact ratios for uranium transport to the NTS boundary for simulations of 1000
years.
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Figure 7-56. Impact ratios for neptunium transport to the NTS boundary for ssmulations of 1000

years.

7-61



Rev 0.0 SITE-SCALE PARTICLE-TRACKING TRANSPORT MODEL

Pu-Colloid

N
o
o
m
+
o
o

Impact Ratio (Relative to Base)

Sorpy;
Kd(frc) hi Sour Ce oy 08, P
Kd(frc) lo SOUr roti o
i C
repert frc por lo “la- 0 SOrpt,'On
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Figure 7-58. Impact ratios for Pu-colloid transport to the NTS boundary for ssmulations of 1000
years.
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7.9.3 Parameter Sensitivity Ill: Analysis of Variation (ANOVA)

The model sensitivity study produced cumulative mass breakthrough data for 30 different
geostatistical realizations using base-case parameters, high/low variations on up to five different
parameters (D, R, Kd, b, and n), and six different source terms (Source 1A and 1B, Source 2A and

2B, and Source 3A and 3B; see Table 6-9). The Class | nuclides do not undergo sorption, so they
are only analyzed for the non-sorbing source-term case. Section 7.9.1 showsfigures of the average
cumulative breakthrough results, as well as standard deviations considering all 30 realizations, at
30, 100, and 1000 years. Section 7.9.2 comparesthe average cumul ative massesfor each parameter
and source-term variation to the base-case results with impact ratios. In this section, we present a
guantitative evaluation that uses a classical statistical analysis of variation to compare the impact
of variationsin the different parameters and source functions on the cumulative breakthrough at
the NTS boundary. ANOVA is employed to determine (1) the statistical significance of variation
inall transport parametersfor 30 geostatistical flow fields, (2) the statistical significance of specific
transport parameter variations for 30 geostatistical flow fields, and (3) the statistical significance
of source-term variation for 30 geostatistical flow fields. The level of significance chosen for this
analysisisfor ap-value of 0.05, meaning that we are using aconfidence interval of 95% (the mean
plus or minus 1.96 standard deviations).

A single-factor analysis of variation, termed ANOVA (Sokal and Rohlf, 1981), is
conducted for each RN to determine statistical significance of variations of cumulative RN mass
breakthrough at the NTS boundary after simulations of 30, 100, and 1000 years. The ANOVA
considers the 30 heterogeneous geostatistical realizations to represent random and independent
measurements on the same system. Each heterogeneous field is assumed equally probable. Hence,
the variability between the means of simulations of different parameterization is aresult of the
changes in the parameters and does not reflect the variability between geostatistical realizations.
Here, the 30 realizations for each variation in parameterization istermed astudy group. Therefore,
there are atotal of 11 study groups (base case and high/low perturbations of the five sensitive
parameters) for each source condition of each RN.

The statistical significance of an ANOV A is determined through atheoretical distribution
called the F-ratio. The F-ratio is used to test variation for statistical significance and is simply the
variance between study groups divided by the variance within study groups:

> X —X)?

F = ( :) , (Eq. 7-2)
Y (X-X)?

where Xisthe singlerun value, X isthe mean of the study group, and X isthe mean of the ANOV A

(the mean of all study groups). To determine statistical significance, the F-ratio, F, iscompared to
acritical F-ratio, F;, that is determined from the degrees of freedom for the two variances being

considered. Fj; values are tabulated for p = 0.05 in Table E of Schor (1968), pp. 300-301. For a

p-value of 0.05, the F-ratio will occur less than 5% of the time. In other words, the parameter vari-
ation is statistically insignificant if F islessthan F;. Conversely, if F is greater than Fj;, then
the F-ratio will occur more than 5% of the time and the parameter variation is statistically signifi-
cant for a 95% confidence interval.

Of the 14 RNs and species that were considered with aModel | ANOVA, 8 were found to
have a statistically significant variation on a 95% confidence interval between the base case and
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the high-low variable simulations for some of the sourceterms. These werethe Classl, IV, and VI
species. For the Class ||, 111, and V RNs, an ANOV A was not conducted because no breakthrough
was observed for any of the ssmulations at 100 or 1000 years.

Single-Factor ANOVA for Each Source Function and all Parameter Variations

Tables 7-6 and 7-7 show the ANOV A F-ratios calculated at 100 and 1000 years,
respectively, for each of the six different sourcefunctions. All resultsare based on cumulative mass
breakthrough at the NTS boundary at the time specified for analysis(e.g., 100 yearsor 1000 years).
Considered inthe ANOV A for each source condition is the base-case study group and the 10 study
groups of the five sensitive parameter variations (high and low for each parameter). The six source
conditions (Source 1A through Source 3B) aredefined in Table 6-9. The ANOV Asfor each source
demonstratethat only Classl, 1V, and VI cumul ative mass results warrant further paired parameter
analysis to determine which parameters were most statistically sensitive. All of Class| 1000-year
cumulative mass predictions are statistically insignificant except for the case of tritium. This
discrepancy is explained below.

The ANOVA analysis shows that for the Class | RNs, tritium (3H) mass accumulation is
most sensitiveto variations among the parameter variations and between the different source terms
at both 100 years and 1000 years. The ANOVA also shows that even though there is statistical
significancein parameter variation for the 100-year results of the remaining Class| nuclides, there
islittle or no significant difference for the 1000-year results. The explanation for the difference
between tritium and the other Class | RNsliesin the short half-life of tritium. Discrepanciesin
cumulative mass arriving at separate times is enhanced if radioactive decay is high (i.e., the RN
has ashort half-life), asisthe casefor tritium. Cumulative mass curves are timeintegrations of the
mass flux curves, which account for radioactive decay. Therefore, RNs exhibiting high radioactive
decay (e.g., tritium) will show a marked difference in cumulative mass at late times for scenarios

with different breakthrough times. Conversely, RNs exhibiting low radioactive decay (e.g., 3Cl)
will show little difference in cumulative mass at late timesfor such scenarios. Toillustrate, Figure
7-59 shows both the mass flux and cumulative mass curves of tritium for the deterministic
sensitivity simulations of low fracture porosity and high fracture porosity inthe LAV A. Note how
the low fracture porosity simulated mass arrives at the NTS boundary at an earlier time than the
high fracture porosity. Also note how the mass flux of the later arrival isless asthetime difference
has allowed for more radioactive decay to occur. Comparing the time-integrated cumulative mass
curves, we observe alarge difference in cumulative mass at late times. Conversely, Figure 7-60

shows the same plots for 3CI. Because this RN does not exhibit much radioactive decay in 2000
years, thetwo massflux curves are nearly identical except for their timing. Hence, at latetimesthe
cumulative mass for these two simulation scenarios is nearly identical. As aresult, the difference
in the tritium breakthrough at 1000 yearsis areflection of its short half-life and not a reflection of
parameter sensitivity. Asaresult, none of the Class | nuclides (including tritium) are evaluated
with a paired comparison of means (as described in the next section) for 1000 years.
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Table 7-6. Calculated F-ratiosfor ANOVA at 100 Years. Comparing Sensitivity to 6 Different
Sour ce Functions Using Base-Case Site-Scale Transport Parameters
(sources are defined in Table 6-9).

Class Radionuclide Foi SOURCE SOURCE SOURCE SOURCE SOURCE SOURCE
1A 1B 2A 2B 3A 3B

Class I Tritium 2.14 42 NBR 30 NBR 30 NBR
Carbon 2.14 25 NBR 24 NBR 32 NBR
Chloride 2.14 25 NBR 24 NBR 32 NBR
Technetium 2.14 26 NBR 24 NBR 32 NBR
Iodine 2.14 25 NBR 24 NBR 32 NBR

Class IV Uranium 1.86 15 7 52 7 9 7
Neptunium 1.86 15 15 11 9 9 8

Class VI Pu-colloid 2.14 204 NBR 245 NBR 112 NBR

NBR - no breakthrough observed; No “B” source simulations conducted for Class I and Class VI radionuclides.
F_,; is based on a p = 0.05.

Table 7-7. Calculated F-ratios for ANOVA at 1000 Years. Comparing Sensitivity to 6 Different
Sour ce Functions Using Base-Case Site-Scale Transport Parameters
(sources are defined in Table 6-9).

Class Radionuclide Fori SOURCE SOURCE SOURCE SOURCE SOURCE SOURCE
1A 1B 2A 2B 3A 3B

Class 1 Tritium 2.14 41 NBR 30 NBR 30 NBR
Carbon 2.14 34 NBR 0.32NS NBR 0.31NS NBR
Chloride 2.14 33 NBR 0.29 NS NBR 0.28 NS NBR
Technetium 2.14 34 NBR 0.29 NS NBR 0.28 NS NBR
Iodine 2.14 33 NBR 0.29 NS NBR 0.28 NS NBR

Class IV Uranium 1.86 186 133 127 147 144 133
Neptunium 1.86 185 141 127 135 144 149

Class VI Pu-colloid 2.14 201 NBR 193 NBR 174 NBR

NBR - no breakthrough observed; No “B” source simulations conducted for Class I and Class VI radionuclides.
F . is based on a p = 0.05.
NS - calculated F value is less then critical F value, therefore the ANOVA shows no significant variation.
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Figure 7-59. The mass flux and cumulative mass curves of tritium for the deterministic simula-
tions of low fracture porosity and high fracture porosity inthe LAVA at the NTS
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Figure 7-60. The mass flux and cumulative mass curves of 3C| for the deterministic simulations
of low fracture porosity and high fracture porosity inthe LAV A at the NTS boundary.

Thelate-arriving high-porosity 3°Cl has comparable mass because little radioactive de-

cay has occurred.
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Statistical Significance of Transport Parameter Variation

Table 6-9 defines the six source conditions (Source 1A through Source 3B) and Figures 6-
42 through 6-50 illustrate the cumulative mass curves for the BASE-CASE source conditions for
all RNs. For Class |V and VI cumulative mass curves, the ANOVA calculationsindicate there are
statistically significant differences on a 95% confidence interval. To determine the individual
sensitivities of each parameter variable, a planned comparison is conducted between the means of
the study groups at base-case value, at high value, and at low value for each of the five sensitive
parameter variables. This planned comparison cal culates an F-value for each variable by taking the
mean sgquare between the study groups of concern and dividing by the mean square within the study
groups calculated for theentire ANOV A. For example, for Source 1A U five hypotheses aretested.
These hypotheses are the following: no significant difference from base-case parameter
breakthrough occursin breakthrough results using the high and low variations of the (1) diffusion
coefficient, (2) fracture retardation factor, (3) matrix Kd, (4) fracture aperture, and (5) fracture
porosity. If the F-ratio isless than or equal to the F critical, then the proposed null hypothesisis
accepted and variation of that parameter for U breakthrough is statistically insignificant.
Conversdly, if the F-ratio isgreater, then the alternative hypothesisis accepted and variation of that
parameter for U breakthrough is statistically significant.

Tables 7-8 and 7-9 list the F-ratios for the paired comparison of study group means at 100
and 1000 years, respectively. For the ssmulation of Class| RN cumulative mass breakthrough at
100 years, the fracture porosity is the parameter that shows the most statistically significant
variation. This means that expected variation in the fracture porosity will alter simulation results
more than any of the other variables. Variations in fracture aperture are also statistically
significant, but less so when compared to variationsin fracture porosity. Because fracture porosity
isderived as afunction of fracture aperture and spacing, it is not surprising that variations in both
porosity and aperture result in large uncertainty. Porosity changes affect velocity in fractures, and
asaresult, these changes affect the speeding up or slowing down of mass breakthrough. Therefore,
for most of these simulations which have the onset of breakthrough occurring at ~100 years,
cumulative mass variations that result from changes in fracture porosity are greater for the 100-
year curves rather than for the 1000-year curves.

For the ssimulated Class 1V RN cumulative mass breakthrough at 100 and 1000 years,
matrix Kd isthe most statistically significant parameter considered. Although fracture porosity is
also statistically significant, the transport of Np and U is more affected by changes in matrix
sorptionin all F-ratio comparisons except for the cases of U breakthrough at 100 yearsfor Sources
2B and 3B. It isinteresting to note that for the 100-year cumulative mass curves (Table 7-8)
produced by sources with chimney sorption (Source B simulations), the statistical significance of
Kd goes down, whereas the statistical significance of fracture porosity goes up. Similarly, asthe
simulations decrease from high Ra (Source 1) to low Ra (Source 3), the statistical significance of
Kd decreases, whereas the statistical significance of fracture porosity increases. Thisis because
for chimney-sorbed or lower Ra source conditions, RN entrance is more restricted to the transport-
facilitating, continuous, fractured LAV A aquifer. For the heterogeneous geostatistical simulations,
the fractured LAV A aquifer isthe primary aguifer of conductance due to its continuity. Asthe
LAV A becomesthe primary entry pathway for RN at lower Ra source conditions, the variation in
fracture parameters become more statistically significant. The exact opposite holds for matrix
parameter such as Kd (i.e., variation in Kd becomes less statistically significant for the lower Ra
source conditions). For the 1000-year cumulative mass results these trends no longer hold. As
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illustrated in Table 7-9, in the case of the 1000-year results, the statistical significance of variations
in Kd and fracture porosity for different source conditions remainsthe samerelativeto Ra value or
chimney sorption condition. Thisisbecause transport breakthrough has occurred before 1000 years
for Class|, 1V, and VI RNs and the cumulative mass curves are less affected by the time of entry
from the source and more dependent on site-scale processes alone. For further analysis of the
statistical significance of the source condition on 1000-year cumulative mass results, the BASE-
CASE source conditions are directly compared by the ANOV A and paired comparison discussed
below.

Statistical Significance of Source-Term Variation

An ANOVA analysis and paired comparison is conducted to investigate statistical
differences in total mass crossing the NTS boundary at 100 and 1000 years. F-ratio calculations
indicating the level of statistical significance can be compared between the different source
conditions using base-case transport-model parameters. The hypothesisto be tested iswhether the
base-caseparameter simulation with Source 1A produces the same cumulative mass breakthrough
at the NTS boundary aswith the other five source terms. If the F-ratio ishigher than F critical, then
the alternative hypothesis that they produce significantly different resultsis accepted and the
difference between Source 1A and the tested source simulation is statistically significant. The six
source conditions (Source 1A through Source 3B) are defined in Table 6-9, and the cumulative
mass curves for the source conditions and base-case site-scale transport model parameter values
areillustrated in Figures 6-42 through 6-50 for al RNs.

A source-term ANOVA that uses base-case parameter values is done for study groups of
the cumulative mass of the six different sources. The ANOV A computes a statistically significant
difference (p = 0.05) in the cumulative mass of Classes| and VI at 100 yearsand for Classes|, 1V,
and VI at 1000 years. A paired comparison between study group meansis conducted for these
groups. Tabulated in Table 7-10 are F-ratio values are tabul ated for the paired comparison of means
at a100 and 1000 years. Note that for the cumul ative massat 100 years, only Class| and V1 species
are considered because all other species have no appreciable breakthrough at thistime. The 100-
year cumulative mass results indicate that the low Ra case source (Source 3A) results are
significantly different from Source 1A. Conversely, the 100-year medium Ra case (Source 2A)
results are not significantly different from Source 1A. Thisinsignificance is because the lower Ra
Source 3A release to the LAV A issignificantly slower than the Source 1A release to the LAVA.
The medium Ra Source 2A release to the LAV A is not significantly slower than the Source 1A
release.

Interestingly, for these heterogeneous simulations the greatest mass release to the LAVA
occurs for the medium Ra Source 2A. Thisis because more mass is convected to the LAV A for
Source 2A than for Source 1A because the latter source produces alarge amount of massto the
TSA. Medium Ra Source 2A releases more mass to the LAV A than lower Ra Source 3A because
the latter source’ s mass movement isimpeded by the low chimney permeability. Because the
LAVA isthe primary pathway of mass movement in the heterogeneous geostatistical simulations,
Source 2A ultimately delivers more mass than any other source condition. Thisresult is borne out
by the statistically significant difference between Source 2A and Source 1A cumulative mass

results at 1000 years for all RNs except 3H (Table 7-10). The reason that the cumul ative mass of
3H is not statistical ly different hasto do with tritium’ s relatively rapid radioactive decay (see
Figures 7-59 and 7-60 and the discussion above). For the sources including chimney sorption
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(Source B), cumulative mass results at 1000 years follow the same pattern as the non-sorbing
chimney releases. That is, the cumulative mass result at 1000 years for the Source 2B release is
significant, whereas the result for the Source 3B release is not. Summarizing, the ANOVA
analyzing the variation of source conditions demonstrates that both the rate and location of RN
release show significant variation.
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Table 7-8. F-ratiosfor Each RN for Each Uncertain Transport Parametersat 100 years. The
Fritis3.04 for Class| and VI and 3.03 for Class|V.

Source

F-ratio for

F-ratio for

F-ratio for

F-ratio for

(sceTable6-g) | RNSPECIES | picigon | MatrixKd | FractureKd | Aperture | o for @
SOURCE 1A 3H 1.01e-02 n/a n/a 7.47 45.2
14c 2.84e-02 n‘a n‘a 5.36 16.9
360 2.86e-02 na na 5.45 17.2
129, 2.86e-02 na na 5.45 17.2
B¢ 2.9e-02 n/a n/a 5.65 17.9
U 0 29.2 0 4.6le-2 1.73
Np 0 29.2 0 4.61e-2 1.73
Pu-colloid na na 10.1 n/a 17.1
SOURCE 1B U 0 7.69 0 7.49e-2 7.33
Np 0 26.8 0 5.21e-2 242
SOURCE 2A 34 8.84e-3 n/a n/a 5.68 32.7
e 5.16e-2 n‘a n/a 5.86 17.3
360 5.22¢-2 n/a n/a 5.91 175
129, 5.22e-2 n/a n/a 6.01 175
97 5.31e-2 na na 5.91 17.8
U 0 19.6 0 5.18e-2 251
Np 0 194 0 5.18e-2 2.52
Pu-colloid n/a n/a 9.05 n/a 13.9
SOURCE 2B U 0 2.72 0 8.04e-2 11.8
Np 0 135 0 6.03e-2 4.08
SOURCE 3A 3H 7.95e-3 n/‘a n/‘a 5.64 33.0
14c 3.87e-2 n/a na 7.88 29.2
36 3.66e-2 n/a n/a 7.82 29.5
129, 3.66e-2 n/a n/a 7.82 295
B¢ 3.14e-2 n/a n/a 7.65 304
U 0 14.6 0 6.56e-2 4.78
Np 0 135 0 6.93e-2 5.55
Pu-colloid n/a n/a 16.2 na 79.1
SOURCE 3B U 0 3.08 0 7.48e-2 115
Np 0 10.9 0 6.80e-2 5.58

Bold italic numbers are the largest F-ratio for that particular RN, indicating the most statistically significant varia-
tion between source conditions. The resultsfor Sm, Am, Sr, Eu, Cs, and Pu are all at detection limits and are not sig-

nificant.

Note that conservative species (3H, 14C, %6Cl, 1291, ®°Tc, and Pu-colloid) do not have Source B estimations, so the F-
ratios for these are marked n/a (not applicable).
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Table7-9. F-ratiosfor Each RN for Each Uncertain Transport Parametersat 1000 years.
TheF it is3.04 for Class| and VI and 3.03 for Class|V.

e | s | ol | ol | Prto | ol | g

SOURCE 1A U 2.8%-2 311 7.56e-5 5.53 16.9

Np 2.83e-2 311 7.32e-5 547 16.8

Pu-colloid n/a n/a 9.35 n/a 7.05
SOURCE 1B U 1.22e-2 240 3.50e-6 4.35 154

Np 9.2%9e-3 249 1.29e-7 2.89 101
SOURCE2A | U 4.53e-2 198 3.33e-7 6.17 165

Np 4.53e-2 198 2.04e-7 6.17 16.5

Pu-colloid n/a n/a 521 n/a 344
SOURCE2B | U 3.40e-2 253 8.10e-5 6.41 20.0

Np 4.49e-2 215 4.53e-5 6.01 17.6
SOURCE 3A 0] 3.84e-2 241 1.75e-4 6.85 19.7

Np 3.85e-2 241 2.02e-4 6.89 19.8

Pu-colloid n/a n/a 6.23 n/a 4.25
SOURCE 3B 0] 1.22e-2 240 3.50e-6 4.35 154

Np 3.32e-2 258 4.70e-5 6.82 204
Bold italic numbers are the largest F-ratios for that particular RN, indicating the most statistically significant
variation between source conditions. The resultsfor Sm, Am, Sr, Eu, Cs, and Pu are al at detection limits and
are not significant. The results for Class | radionuclides are not included because variation at 1000 years for
these RNsis not as significant as variation at 100 years.
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Table 7-10. F-ratiosat 100 and 1000 Yearsfor Each RN Comparing Source 1B, 2A, 2B, 3A,
and 3B Resultsto Source 1A Results. F Critical is3.9.

Time of F-ratio for F-ratio for F-ratio for F-ratio for F-ratio for
Cumulative RN Species SOURCE 1B | SOURCE2A | SOURCE2B | SOURCE3A | SOURCE3B
Mass to to to to to
Analysis SOURCE 1A | SOURCE 1A | SOURCE 1A | SOURCE 1A | SOURCE 1A
100 years 34 n‘a 0.392 n‘a 8.24 n‘a
e n‘a 0.020 n‘a 8.54 n‘a
36y n‘a 0.015 n‘a 8.89 n‘a
129, n‘a 0.015 n‘a 8.89 n‘a
91 na 0.0077 na 9.47 na
Pu-Colloid n/a 0.242 n/a 6.72 n/a
1000 years | 3y n/a 0.017 n/a 8.83 n/a
¢ n‘a 187 n‘a 7.53 n‘a
360 n‘a 18.9 n‘a 3.96 n‘a
129, n‘a 18.8 n‘a 3.97 n‘a
B1c n‘a 193 n‘a 0.194 n‘a
U 1.62 6.18 1.76 0.278 4.44
Np 1 4.19 2.07 0.290 1.09
Pu-Coalloid na 19.0 n/a 1.84 n/a

significant.

Note that conservative species (°H, 14C,
the F-ratios for these are marked n/a (not applicable).

36C| 129|

Bold italic numbers are the largest F-ratio for that particular RN, indicating the most statistically significant vari-
ation between source conditions. The resultsfor Sm, Am, Sr, Eu, Cs, and Pu are all at detection limits and are not

99T ¢, and Pu-colloid) do not have Source B estimations, so
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7.9.4 Summary of Transport Simulations on Heterogeneous Flow Fields

Rapid transport occursin the LAV A becauseit was constructed as an intact lithologic unit and
is characterized as fractured media. Hence, transport resultsin the LAV A aquifer are most
sensitiveto parameters associated with fractures. Source conditionsthat release primarily tothe
LAVA (SOURCE 2A) lead to significantly more cumul ative mass breakthrough after a
simulation of 1000 years.

RN transport released from the source model in the TSA regionisnot asrapid asinthe LAVA
because the welded tuff between BENHAM, well ER-20-5 #1, and the NTS boundary is not
maintained as an intact lithologic unit in all heterogeneous flow fields.

Using base-case transport properties and flow-field realization #3, estimates of groundwater
concentration of Pu (on colloids) at observation well ER-20-5 #3 (sampling the LAVA) are
consistent with the field observations of Kersting et al. (1999). The travel time of the elevated
concentration pulse of Pu-colloid is dominated by the flux and fracture porosity term used in
the model. Differences between modeled and observed concentrations are related to the fact
that an unclassified average mass value for Pu was used in the source-term model and dilution
at sampling wells due to pumping is only roughly approximated.

Using base-case transport properties and flow-field realization #3, estimates of groundwater
concentration of Pu (on colloids) at observation well ER-20-5 #1 (in the TSA welded tuff) are
not consistent with field observations because (a) very few particle pathsintersect thiswell and
(b) migration rates of rel eases aretoo slow dueto the lack of connected fracture pathways. This
mismatch with field observations indicates that for the TSA aquifer, flow-field realization #3
is less probable than the deterministic model and likely other heterogeneous realizationsin
capturing correctly flow and transport properties.

Sensitivity analyses show that there are significant variationsin results between the 30 different
heterogeneous attribute fields considered. The standard deviation is sometimes more than
twicethe average acrossthe 30 fields. Thisindicatesthat thereis significant model uncertainty
due to lack of complete knowledge about the system heterogeneity. The attribute fields were
generated assuming they are all equiprobable. Additional information regarding solute travel
times to the ER-20-5 wells may be appropriate for identifying which realizations are actualy
more probable than others. With more than 30 realizations, it may be reasonable to use
transport results at the ER-20-5 observation wells to select and discard realizations for
consideration.

The non-reactive RNs (3H, 14C, 36Cl, 9T, and 129)) are mobile and retarded only by matrix

diffusion and differencesin fracture porosity. Of these Class | RNs, 3H isthe only speciesthat
experiences noticeable decay over 1000 years, causing great sensitivity to parameters that
affect its migration time to the NTS boundary. Therefore, predictions of 2H migration are
sensitive to fracture porosity, fracture aperture, and diffusion coefficients. Sengitivity to the
diffusion coefficient for other Class | RNs does not show up as being significant primarily
because a small range of uncertainty is considered.

Fracture porosity and fracture aperture (two correlated parameters) are the most statistically
sensitive parameters for all non-sorbing RNs (Class | and V1).

Matrix sorption Kd is the most statistically sensitive parameter for sorbing RNs. This
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sensitivity is due to the large range of uncertainty used in this study for Kd.

» Mobility of the reactive RNs U and Np is statistically sensitive to fracture porosity. The
fracture porosity controls the velocity of the solutes and, hence, the potential of their diffusion
into the matrix and subsequent reaction with immobile minerals.

* Animportant uncertain parameter not considered in this sensitivity study is the oxidation/
reduction potential (Eh) of the groundwater. Appendix F shows predictions are very sensitive
to this parameter. Including Eh changes in this model would simply entail recalculating the
effective Kd for fracture and matrix minerals and re-estimating the ratio of Pu sorbing to
colloidal material.

* Another parameter not considered in this sensitivity study is the available colloid site
concentration. This uncertain parameter, also examined in Appendix F, leads to substantial
sengitivity in the actual mass of Pu that is mobile in these systems.

» Finaly, this sensitivity study does not fully examine uncertainties associated with reactive
mineral surface area as was done in Appendix F. Whereas only the distribution of different
fracture mineralsis examined in this chapter, how much of the fracture coating is actually
accessible remains uncertain.

* Multiple different source terms were considered with respect to their implications on mass
breakthrough at the NTS boundary. The different source parameters lead to different mass
fluxesto the TSA and LAV A aquifersin the site-scale model. The downstream results show
significant sensitivity to which source functionisused, indicating CAU analyses should couple
strongly to source-term uncertainty.

7.10 Summary and Conclusions

In this chapter, we discuss how a site-scal e particle-tracking model was developed and
applied to both deterministic and heterogeneous flow fields. Migration of multiple RNsto the ER-
20-5 observation wells and the NTS boundary (approximated with the southern face of the site-
scale model) are simulated. Section 7.7.5 summarizes the transport results on the deterministic
model and Section 7.9.4 summarizes the transport results on the heterogeneous attribute models.

The deterministic model effectively predicts the observations of all RNsfound at both ER-
20-5 wells. In addition to effectively representing spatially varying attributes, the geostatistical
model predicts the observations of Kersting et al. (1999) at well ER-20-5 #3 (note that of the
reactive RNs observed, only Pu was considered for this comparison with the geostatistical model).
These results are strongly related to the groundwater flux and fracture porosity in the pathways
downstream of BENHAM. As currently simulated, the continuity required (and present in the
deterministic model) does not always exist in the heterogeneous attribute models for the welded
tuff sampled by ER-20-5 #1. Adjusting the heterogeneous attribute maps would require additional
control to force a continuous welded tuff unit at the elevation of well ER-20-5 #1. Perhaps this
could be done with alarger correlation length scale. Alternatively, the ability to match field
observations with any given heterogeneous attribute map could be used as a discriminator for
discarding or keeping the realization.
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The site-scale particle-tracking model is particularly effective for the sensitivity study
because it considersthe multiple RNsfor multiple source conditions, transport parameter sets, and
flow fields. For all of the cases, the analysisindicates that in the absence of colloids, it isunlikely
that Classll, 111, and V RNs (Sm, Am, Eu, Sr, Cs, and Pu) migrate from BENHAM to either of the
ER-20-5 wells or to the NTS boundary over 1000 years. However, when colloids are considered
themobility of asmall amount of Pu, Eu, Am, and Cs (those reactive RNsfound at the observations
wells) increases substantially. The relationship between the process-level model, which was used
to predict how much Pu released from the MG could be estimated to be irreversibly sorbed to
colloids, and the particle-tracking model which uses that ratio to specify a Pu-colloid speciesis
important. Linkage between the two models is necessary because the process-level model shows
strong correlation between the amount of Pu sorbed onto colloids and groundwater chemistry,
colloid concentration, and other competitive processes. The amount of Eu, Am, and Cseffectively
bound irreversibly to colloidsistreated as afitting parameter by comparing simulations with field
observations. Thus, the factors prescribing such amounts are uncertain because the models are
based on an unclassified average source inventory.

Class| RNs (3H, 14C, 36, 2°Tc, and 12°1) showed significant mobility, affected only by
diffusion and fracture porosity, both of which seem to affect mostly the exact time of arrival at the
NTS boundary. Cumulative mass arrivals of Class| RNs at the NTS boundary over 1000 years are

not highly sensitive to transport parameters, except 3H wich is very sensitive to any parameter that
impacts residence times. With its short half-life, small increases in residence time lead to large

decreasesin ®H mass arrivals at the NTS boundary.

In the absence of colloids, Class1V RNs (U and Np) arethe only sorbing RN’ sto reach the
well and boundary, but do so at late times (>150 years for the wells, >550 years for the boundary).
The RNs are sensitive to processes that lead to retardation including matrix Kd and fracture
retardation. However, the most important component of fracture retardation, the reactive surface
area of coating minerals, was highlighted in Appendix F, not here.

From the study presented in this chapter examining the base-case conditions, the following
specific conclusions can be drawn:

* Non-sorbing RNsand colloids are likely to arrive at the ER-20-5 wells and the NTS boundary
in under 50 years.

» Slightly sorbing RNs (Kd less than or equal to 10 cc/g) can arrive unaided by colloids at the
ER-20-5 wells and the NTS boundary, but only after migrating hundreds of years.

* Thecontinuity of the LAVA and TSA aquifersiscritical in determining the downstream
breakthrough of RNs. For example, the deterministic model, with continuous LAV A and TSA
aquifers, yields breakthrough of RNs at both observation wells, consistent with field data.
However, the lack of awelded tuff aguifer in heterogeneous attribute study #3 yielded much
less Pu-colloid at later times.

» Dilution effectsat sampling wells are only roughly approximated here. Therefore, estimates of
concentration in groundwater are less accurate than estimates of mass transport. Additional
modeling studies could serve to link models of mass transport with well pumping and
concentration estimates.

» Assuming irreversible sorption of Pu to colloids leads to mobility as Pu-colloids. Thus, the
7-75



Rev 0.0 SITE-SCALE PARTICLE-TRACKING TRANSPORT MODEL

amount of Pu that isavailablefor transport depends on the amount assumed to sorb irreversibly
to colloids, afactor determined by sorption and desorption rates, residence time, and competing
reactions with immobile minerals--these factors are addressed with the process-level model.
Similar arguments hold for all other reactive RNs, although far more supporting dataexistsfor
Pu.

* Integrating findings from the deterministic and heterogeneous models, we summarize that
groundwater transport is a feasible mechanism to explain the 1.3 km horizontal and 0.5 km
vertical migration from BENHAM to the ER-20-5 wells of all RNslisted in Tables 1-1 and
1-2inlessthan 30 years, atime necessary for concurrence with field-findings of Kersting et al.
(1999).
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Chapter 8: Summary and Recommendations

8.1 Review of the Integrated Model

The objectives of this project were to develop a modeling framework that evaluates the
processes and mechanisms by which radionuclides (RNs) migrate in Pahute Mesa groundwater.
Specifically, thismodeling task set out (1) to devel op amethodol ogy that can help explain thefield
observations of Kersting et al. (1999) and (2) to provide a defensible predictive tool for other
Pahute Mesa modeling needs. To that end, a three-component approach was developed that
integrates a sub-CAU flow model, source-term models, and site-scale transport modelsinto a
predictive framework. With this framework, simulations were conducted that

» provide estimates of aquifer properties and flow solutions that match head observationsin 23
wells,

» predict RN releases from cavity/chimney systemsincorporating processes of melt glass (MG)
dissolution and thermal convection,

» predict RN concentrations consistent with field observations at both ER-20-5 wells, and
* provide sensitivity analysis for uncertain parameters.
8.1.1 Sub-CAU Flow Model

In addition to providing hydrologic control on the site-scale domain, the sub-CAU model
determines aquifer, aquitard, and fault-zone permeabilities needed for the model to match head
observationsin boreholes. The sub-CAU flow model demonstrates the role of the Boxcar Fault by
creating a steep hydrologic gradient within the study domain. Also, low-permeability aquitardsare
required to preserve both an upward gradient from a deep, high-pressure unit and a downward
gradient in shallow units near the water table. The sub-CAU flow domain is significantly more
complex than initialy anticipated and, as the model sensitivity analysisindicates, isincompletely
constrained by the limited data, primarily because aquifer and aquitard properties were estimated
for HSUs in which no head measurements exist. To capture with greater confidence al the
complexities associated with the groundwater flow system, alarger domain with more head
observationsin more HSUswould berequired (e.g., the CAU domain). Neverthel ess, the sub-CAU
model effectively predicts the observations within the domain, highlights issues with fault-zone
hydrologic properties, and provides reasonable boundary conditions for the site-scale flow and
transport model.

8.1.2 Source-Term Models

Two source-term model s complement each other in predicting source releases to the site-
scale domain. A two-dimensional, fully coupled, thermal-hydrologic-chemical (THC) transport
model isused first to investigate the complex rel ationship between M G dissol ution and convective,
nonisothermal flow. This model predicts how the rate of glass dissolution, and hence RN release,
changes during the dynamic cooling process within the cavity/chimney system. It also highlights
the importance of modeling correctly the early time processes after the chimney re-wets because
dissolution rates at that early time may dominate RN releases. Because of its fully coupled
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formulation, the THC model can address mixing issuesin the transient flow fields associated with
convective circulation cellsin the cavity/chimney system that may not be adequately described by
one-dimensional models along streamlines. However, extension of the THC model (developed
primarily as a prototype in this study) from two to three dimensionsis required for more detailed
studies of the coupled phenomenain the source region.

Thermal relationships for glass dissolution rates in the non-isothermal source region are
applied to a particle-release function for a three-dimensional source-term model. This model
simulates the transient thermal flow and cooling processes in the cavity/chimney system and
couples particlereleasein the MG to the temperature-dependent dissol ution processesidentifiedin
the THC model. The efficiency of the three-dimensional source-term model allows for
consideration of multiple sensitivity cases based on uncertainty in cavity/chimney hydrologic
properties, aswell as uncertainty in initial thermal conditions. For each sensitivity simulation, we
compute mass fluxes of multiple RNs exiting the source region and entering the site-scale flow
domain. The mass fluxes becomethe input functions for site-scal e transport models. Additionally,
the three-dimensional source-term model is used to develop and test a non-dimensional
relationship, the Rayleigh number, for assessing the potential for vertical flow and RN transport in
cavity/chimney systems. Comparisons of Rayleigh numberswith three-dimensional model results
for avariety of scenarios confirm that, for this system, they are areasonable indicator of flow and
transport processes in the chimney. This approach may be extendable to a variety of different
geologic settings as part of the source-term screening process.

8.1.3 Site-Scale Transport Models: Descriptions

Site-scale transport modeling is performed primarily with a particle-tracking model.
However, a site-scale reactive-process-level model was developed to (1) provide insight into
governing processes and mechanisms and (2) establish atechnical basis for assumptions made in
the particle-tracking model. The reactive-process model is an extension of amodel developed and
validated with laboratory column experiment data.

Process Model: Laboratory Column Experiment

The chemical and physical processes considered in the dual-porosity reactive transport
model are (1) Pu speciation, (2) kinetic Pu—colloid reactions, (3) filtration of colloids on the
fracture walls, (4) solute diffusion into the matrix, and (5) surface complexation and ion exchange
of RNs with fracture minerals and matrix minerals. Because speciation and surface reactions are
expected to occur fast enough for relative groundwater velocities to warrant equilibrium
formulations, their representation in this model is simplified by assuming unchanging chemical
conditions such as pH away from the source regions. However, successful simulation of the
laboratory experiment involving Pu and clay colloids required a kinetic formulation of the Pu-
colloid reaction.

Process Moddl: Field Scale

The process-level model isextended to the site scale by simulating reactive transport along
streamtubes using the Generalized Dual-Porosity Model (GDPM) to represent fracture-matrix
interactions. The GDPM method allows for heterogeneous attribute distributions including
fracture aperture, spacing, and coating properties, as well as matrix Kd and porosity. With the
GDPM model and hundreds of streamtubes emanating from multiple source locations, transport
simulations are conducted for 14 different RNsin athree-dimensional heterogeneous site-scale
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model. Multiple simulations are conducted to analyze transport parameter sensitivity with this
model.

Particle-Tracking Model: Field Scale

The field-scale process model is abstracted to a more efficient simulator that uses dual-
porosity reactive particle-tracking transport and convolution integrals. The particle-tracking
moduleis used to generate unit source-term breakthrough curves at the ER-20-5 observation wells
and the NTS boundary, considering the processes of matrix diffusion, retardation in fractures, and
equilibrium sorption in the matrix. These breakthrough curves are then convolved with transient
source-term model resultsto process correct massflux curvesat the observation wellsandthe NTS
boundary. The efficiency of the field-scale particle-tracking transport model lends itself to
extensive parameter sensitivity analyses.

8.1.4 Site-Scale Transport Models: Results

Process-M odel Results:

The site-scalereactive-processmodel isapplied only to asingle heterogeneous domain and
is used to evaluate governing mechanisms controlling transport in this groundwater system. This
model demonstrates that, with expected parameter values, migration of very low quantities of Pu
from BENHAM to the ER-20-5 observation wells can occur in less than 30 yearsif a continuous
fractured aquifer exists. In the attribute model used in this study, the lava connecting BENHAM to
well ER-20-5 #3 is continuous and fractured. The model simulations predict migration of Pu-
colloid to that well in less than 30 years. However, the pathways from the BENHAM chimney to
the upper observation well, ER-20-5 #1, encounter not only welded tuff, but non-welded tuff and
bedded tuff also, both of which are classes that are not fractured. Along such pathways, rapid
migration does not occur because (a) the velocities are lower in matrix-flow material and (b)
retardation via matrix sorption isincreased, causing Pu to desorb from the colloids and sorb onto
immobile minerals when expected values for Pu-colloid desorption rates are used. The data
supporting the expected values in the process model were only for clay colloids. However, recent
experimental resultsindicate that even slower desorption of Pu from zeolitic colloidsis warranted.
The stronger attraction between Pu and zeolitic colloids is addressed in the parameter sensitivity
study and with the site-scale particle tracking model.

The sensitivity study with the site-scale process model shows that predictions are sensitive
to uncertainty in some model parameters. Theseinclude Eh, fracture-mineral reactive surface area,
matrix Kd, the reaction rates for Pu-colloid formation, and colloid site concentrations associated
with naturally occurring colloids (note, colloid-facilitated transport isonly considered for Pu). All
these parameters affect significantly the mass of Pu, U, and Np arriving at the NTS boundary in
lessthan 1000 years. The diffusion coefficient does not generally emerge asasignificant uncertain
parameter because a small range in uncertainty was used. However, a small range in matrix
diffusion uncertainty still impacts the transport process for U and Np migration in the upper
volcanic units associated with TSA releases (upper aquifer) from the BENHAM chimney.

Particle-Tracking Model Results

The particle-tracking model simulates transport on the deterministic property field and on
all 30 heterogeneous property fields. Additionally, six different source-term functions are
considered for reactive RNs and three source-term functions are considered for non-reactive RNs.
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Using expected values for parameters and the deterministic property model, simulated
travel times and groundwater concentrations are consistent with the field observationsfor all RNs
found in both ER-20-5 observations wells. Simulations are conducted using both BENHAM and
TYBO as source locations. No simulations predict TY BO releases arriving at ER-20-5 #3 under
any conditions. Allowing for alarge lateral dispersion coefficient and afairly large capture zone,
the simulations do show the possibility of TYBO arrivals at ER-20-5 #1. However, because the
simulationsfor BENHAM rel eases are consi stent with the observationsin both ER-20-5 #1 and #3,
and because Kersting et al. (1999) identified the Pu found in both wells to have originated at
BENHAM, not TYBO, the reasonable conclusion for reactive speciesisthat TYBO releases are
not captured in any significant quantities at ER-20-5 #1. Based on the simulations and association,
the same conclusion could be drawn for non-reactive species. However, if we could prove that
colloid-facilitated transport is somehow more likely from BENHAM than from TYBO (e.g., due
to emplacement material), then both BENHAM and TYBO are likely contributorsto the
observations of non-reactive species.

Using expected values for parameters and one of 30 heterogeneous property models (#3)
leads again to prolonged travel times to ER-20-5 #1 because transport pathways leaving the
BENHAM chimney at the upper release location (the TSA in the source models) encounter not
only welded tuff but also bedded tuff and nonwelded tuff. The particle-tracking results on field #3
are consistent with (1) the field observations of Kersting et a. (1999) in well ER-20-5 #3 in the
LAVA and (2) the results from the process-level reactive-transport model, with one exception. In
the particle-tracking model, Pu-colloid is predicted to arrive at ER-20-5 #1 when expected values
are used for transport parameters, although this takes place well after 30 years. Although the Pu-
colloid sorption and desorption reactions are modeled with kinetic rates in the process model, the
particle-tracking model assumes that a small amount of the total released Pu inventory is
irreversibly sorbed onto colloids. The assumption is based upon, and consistent with, the process
model for rapid migration in fractured aquifers. But, when flow velocities are decreased (asin
bedded tuffs), then more desorption occursin the process model . Sensitivity simulations conducted
with the process model indicate that the amount of mobile Pu depends upon the rates of that
reaction. Recent results obtained for Pu and zeolitic colloidsindicate that the desorption rate of the
reaction is significantly less for zeolites than for clay, as was used in the process model (Kersting
and Reimus, 2002). Therefore, amore irreversible formulation is warranted and would bring the
process and abstraction models closer together again, even for slow-velocity systems. However,
this does not resolve the issue of fast migration from BENHAM to ER-20-5 #1. These results
indicate potential optionsfor futurework. Either the TSA would need to be forced to be continuous
asthe LAV A was or the simulation process could be used to select and discard realizations
dependent upon their ability to provide matches to field observations.

A detailed set of parameter-sensitivity studies were conducted with the site-scal e transport
model. These studies included variation of each transport parameter for each RN class for each
different source term. The results generated by these studies are numerous, al of which require
statistical analysis. Therefore, a comparison of mean cumulative breakthrough mass at the NTS
boundary between simulations using BASE-CASE parameters and parameter perturbations was
conducted. Then, using the more elegant Analysisof Variation (ANOVA) from classical statistics,
significance of result variations within parameter groups (across the 30 realizations) and between
parameter groups was assessed. The parameter-sensitivity study confirms findings acquired with
the site-scale process model. Namely, key uncertain parameters to which results are most sensitive
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include fracture porosity and matrix Kd. The fracture porosity affects directly the solute velocity.
Lower porosities lead to earlier arrivals of solutes at the NTS boundary. Matrix diffusion and
matrix Kd lead to acombined retardation factor in the particle-tracking model. Because the matrix
Kd has the larger range of uncertainty of the two processes, it emerges as the more dominant
parameter to which results are sensitive. Finally, results are sensitive to the source-term function.
If the chimney controls the release of RNs to the site-scale domain either through retardation,
retention, or by lacking the convection cells to facilitate migration to the upper aquifer, then the
results at the NTS boundary are ultimately impacted, thereby highlighting the importance of
considering the entire plausible range of source-term processes and properties.

8.1.5 Integrating Heterogeneous Attribute Maps

In this study, independently generated maps of heterogeneous lithol ogic-class distributions
and heterogeneous rock-permeability distributions were used in the site-scal e transport
simulations. These maps were generated because examination of bore-hole data indicates that
significant heterogeneity exists within any HSU identified in the deterministic model. Therefore,
it is expected that proper representation of the material heterogeneities will lead to more accurate
assessments of dispersive transport processes. However, in executing this anaysis, two very
important observations were made.

First, simulating only some of the governing heterogeneous attributes but not others may
lead to inconsistencies in model results. In this study, permeability maps were generated, but not
corresponding maps of key transport parameters such as fracture characteristics. Therefore,
assumptions were made about fracture characteristics based on lithologic class. Theresult isthat a
connected fracture pathway between the BENHAM chimney and well ER-20-5 #1 is not
guaranteed. Second, simulated permeability distributions do not provide distinction between
classes. Thus, simulated flow pathsin the welded tuff exit readily to other classes characterized by
low velocities and increased solute retardation.

8.1.6 Confidence in Results

The simulations presented in this report do not lend themselves to formal assignment of
specific confidence intervals because probabilities are not attached to parameter uncertainties.
Such probability distributions are currently under development for the Western Pahute Mesa Data
Documentation Package. However, confidence can be discussed in qualitative terms. Most
importantly, simulations using expected values for transport parameters and the simple HSU
representation of aquifers and aquitards yield travel times and concentrations consistent with
measured concentrations of all RNs at both ER-20-5 observation wells. With these results, we are
confident that we have generally captured the complex process of source release and site-scale
migration. We can not ignore that each parameter used at its expected value in those simulations
isuncertain. The data tables presented throughout this report show expected, minimum, and
maximum values. Therefore, studies were required to identify to which parameters model results
aremost sensitive. Such sensitivity studiesalso takeinto consideration heterogeneity. Theseresults
are presented in aformat that may provide insight for future CAU-scale model development and
applications. The simulations were not conducted in a fashion to identify which parameters
precluded good matches between predi cted concentrations and observations because it would have
been difficult if not impossible to quantify such assessments and because the source term in these
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simulations is not representative of any specific test. Thus, such considerations are reserved for
classified simulations involving BENHAM- and TY BO-specific inventories.

8.2 Other Plausible Explanations

This study has focused on hydrologic transport of RNs away from underground nuclear
tests. We have not considered the phenomenon of prompt injection, the hypothesized process by
which RNs are transported away from atest at very early timein either aplasmaor gas phase. The
conceptual model for such atransport mechanismisthat at early time following atest, extremely
high pressures exist within the cavity created during vaporization of rock. Emanating away from
the cavity, fractures open up within the host rock and provide a conduit for rapid migration. Soon
thereafter, the fractures close as the stresses within the rock mass equilibrate and the temperatures
and pressures drop, thereby terminating the process of prompt injection. Containment geologists
were consulted early in this project to discuss the possibility of prompt injection to a distance of
1.3 km from BENHAM (because the Pu was fingerprinted to BENHAM). We were advised that it
isextremely unlikely if not impossible for such a phenomenon to occur over that distance, even
considering the announced yield of the BENHAM test. There are no studies or analyses we are
aware of in containment science that would yield prompt injection to the distances considered here.
However, that does not mean it has been proven not to be the case.

One reason for pursuing the strictly hydrologic transport pathway in this study isthat if
such processes can explain the observations, which we have demonstrated they can, then the
inventory of RNs associated with these tests must be considered as potential sources. On the other
hand, if prompt injection were the only plausible explanation, then the observations would be a
curious finding, but conclusions could be drawn that the RNs in the cavity that were not promptly
injected are not potential sources for groundwater transport. The resultsin this study show this
scenario to be an unlikely conclusion.

8.3 Recommendations

Theresults discussed in this study highlight several areasin which additional dataanalysis
and modeling analysis can improve our ability to predict RN migration in fractured rock aquifers
at the NTS. Listed below are some notable recommendations highlighted by this effort.

8.3.1 Assessment of Transport Processes

Additional research in the following areas would serve to reduce uncertainty in model parameters.

» Assessment of available reactive surface areas in fracture coating minerals.

* Insitu assessment of oxidation/reduction potential of groundwater in different aquifers.
* Reducing the range of uncertainty in matrix-sorption distribution coefficients.

» Characterization of fracture aperture and spacing distributions.
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Assessment of fracture porosity relative to spacing and apertures--most likely requiring afield-
scaletracer test with different tracers designed to elucidate multiple transport parameters, such
as diffusion coefficients, colloid filtration rates, and solute reactions with immobile minerals.

Assessment of Pu-colloid reaction rates in flowing fractures over longer time scales.
Scaling of laboratory-derived diffusion coefficients for field length and time scales.

8.3.2 Modeling Methods

Better integration of geostatistical modeling approaches with field-scale transport models.
Such improvements may include calibrating geostatistical attribute fields and conditioning
them with sources of information other than borehole observations. Geostatistical approaches
are pertinent for representing heterogeneity but also need to be constrained to capture
fundamental geologic processes.

Implementation of geostatistical modeling of significant transport attributes, such as fracture
spacing, fracture porosity, and matrix Kd. Although permeability fieldsare created at very high
resolution, correlating the appropriate parameters for transport is now a necessary step.

Continued modeling of laboratory fracture-column experiments. The Pu and montmorillonite
colloid experiments have been modeled. For future work, the Pu and silica colloid column
experiments (already completed) and the Pu and zeolite colloid column experiments (when
they are completed) should be modeled.

Continuation of the development of coupled thermal-hydrological-chemical (THC) flow and
transport modelsfor source-term analysis. The two-dimensional model devel oped in this study
may be the only one of its kind that solves dynamically the fundamental coupled chemical and
thermal processes at early time in the cavity. This model addresses the complex issues
associated with MG dissol ution under transient flow and temperature regimesthat occur during
the early timeframe after the cavity re-wets. Because a significant amount of dissolution likely
occurs during thistime frame, extension of this THC model to three-dimensions and inclusion
of sorption processes in the chimney are the next steps needed to be taken.

Consideration of two-phase flow and very early time source-term processes to reduce
uncertainty in release rates when they are at their greatest.

Improved calibration techniques. Many lessons were learned during this calibration exercise
regarding model complexity relativeto data quality and quantity. A new model using the CAU-
scale HSU and all water wellsin Areas 19 and 20 could serve as atest bed for identification of
calibration issues related to data quality, data needs, and model design.

Improved development of uncertain parameter distributions. Given the significant sensitivity
of resultsto transport parameters demonstrated in this report, the ranges and assumptions used
herein should be evaluated with respect to more recent data and with the goal of developing
proper statistical distributions of uncertainty.
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Appendix A: Sub-CAU Flow Model Grid Generation

A.1 Introduction

A three-dimensional computational mesh is constructed for the sub-CAU domain defined
in Chapter 3 (the terms “mesh” and “grid” are used interchangeably in this repor)t. The mesh-
building process beginswith surfacefilesfrom Drellack and Prothro (1997). These surfaces define
the top and bottom boundaries of each material unit and the truncating water table. From these
surfaces, two computational grids are built. Thefirst grid is at the sub-CAU scale with uniform
gpatial resolution, using the hydrostratigraphic model of Drellack and Prothro (1997). This second
mesh represents the same domain, but is embedded with a high resolution site-scale mesh (Figure
A-1). The embedded site-scale mesh provides local high resolution at the site scale of BENHAM
and TYBO. However. in this study, it isonly used to establish boundary conditions for
heterogeneous property model occupying the same domain. Chapter 5 provides more detail on site-
scale model resolution. Nevertheless, the processes of generating an embedded grid are included
in this appendix because the method has applicability to other NTS projects.

A.1.1 Grid Generation Tools and Software

GEOMESH/LaGriT: LaGriT (Los Alamos Grid Toolbox; George, 1997) is auniversal
finite-element grid generation software package developed at Los Alamos National Laboratory.
LaGriT consistsof alibrary of user-callabletoolsthat provide mesh generation, mesh optimization,
and dynamic mesh maintenance in three dimensions for a variety of applications. For example,
LaGriT isused for numerical model applicationsin weapons design, semiconductor development,
fluid dynamics, and hydrogeology. GEOMESH is a specialized subset of LaGriT developed
specifically for hydrogeologic applications.

X3DGEN isaspecialized module used for OMR (Octree Mesh Refinement). This method
breaks a hexahedral element into eight pieces. With each OMR refinement, all edges of arefined
element are bisected and nodes are added to the centroid of each of the six faces and the centroid
of the element. The octreeis also balanced, which ensures that adjacent cells are only one level of
refinement higher or lower.

A.2 Details of Method

The steps taken to create the three-dimensional computational mesh from the original data
arelisted asfollows:

» Create quadrilateral surface grids for building the Mesh.

» Create boundary and refinement surface grids.

» Stack surfacesinto the 3-D sub-CAU hexahedral mesh.

» Embed a high resolution site-scale mesh in the sub-CAU mesh.
*  Optimize sub-CAU and embedded mesh for computations.
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Figure A-1. The sub-CAU mesh is built from stacking the HSU surfaces from Drellack and Pro-
thro. The point distribution has 200 m horizontal spacing. The sub-CAU mesh is used
to embed a high resolution site with 50 x 50 x 10 m spacing. Thisimage showsthefinal
tetrahedraembedded mesh. Thismesh also hasvaluesindicating elementsinthe Moat,
Boxcar, and West Boxcar Faullts.

* Assign fault and unit material identification values.

» Compute volume and area coefficients.

» Define node sets for setting initial conditions, boundary conditions and properties.
e Perform mesh quality checks.

A.2.1 Create Quadrilateral Surfaces Grids

The original data for each stratigraphic unit are converted into digital contoured surfaces of
Western and Central Pahute Mesa. The data points on the surfaces are connected into quadrilateral
elements, which then are converted into two triangles for each quadrilateral. Surface size is reduced
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into a regular rectangular shape template covering the sub-CAU domain and the new surface is
created using a ray-shooting technique. The resulting points are connected into a quadrilateral grid
that becomes the new subset surface grid. Figure A-2 provides an example of a surface grid created
with the ray-shooting technique. This technique is also applied to surfaces that cross faults (an
example is shown in Figure A-3).

Figure A-2. Surfacegridswith new point distributionsare created from the original surfaceswith
aray-shooting technique. Surface OV CM is shown with the new point template above
and the resulting point on the surface.

A.2.2 Create Boundary and Refinement Surfaces

The sub-CAU model isbounded at the top by the water table. To represent thissurface, data
are extracted from (Drellack and Prothro, 1997) and contoured into X, y, and z coordinates at
locations corresponding to the subset quadrilateral surface grids. The water-table grid truncates all
surfaces below it.

The bottom bounding surface was chosen to be an elevation of -1555.0 m because thisis
well below the confining unit under the area of interest for radionuclide transport. Thissurfacegrid
isformed by setting all the Z-elevation values of the subset template to -1555.

Increased vertical resolution for amaterial unit is accomplished by adding surface grids
between the top and bottom bounding unit surfaces. The refinement surfaces are derived by
computing elevations at a proportional distance between the bottom and top surface. Some HSUs
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Figure A-3. Image shows original (green) and new (black) surfacesfor CHZCM. View islooking
east with the steep Moat Fault on the right.

are not refined or are refined just once, either because they are aready very thin or because they
are sufficiently distant from the expected transport pathway. There is particular interest in the
CHZCM unit, so this unit isrefined six times vertically, which results in elements averaging less
than 100 min height. No horizontal refinement is performed, all points remain separated by 200 m.

Interface buffers are created by adding layers 10 m bel ow and above each material surface
grid. Thisis done to alleviate computational difficulties at stratigraphic interfaces. Figure A-4
shows a close-up of a buffered interface. Because the computational simulations on this grid use
Voronoi volumes, it iseven moreimportant to capture detail at theinterfaces. Theinterface buffers
bind the Voronoi volumes to the interface geometry. Figure A-5shows a close-up view of the
computational VVoronoi cells relative to the unit interface with and without the buffer zone.

Vertical refinement to increase resolution and to buffer interfaces is conducted
automatically within the LaGriT routines, enabling the mesh to be built without generating any
additional surface grids.

A.2.3 Stack Surfaces into the 3-D Sub-CAU Hexahedral Mesh

The quadrilateral surfaces are stacked in order by elevation (Figure A-6) and populated
with hexahedral elements (Figure A-7). If surfaces cross, the layers pinch out to zero. The approach
maintains the geometry of interfaces and faults.

A.2.4 Embed a High-Resolution Site-Scale Mesh in the Sub-CAU Mesh
The site-scale mesh is embedded directly into to the coarser sub-CAU model as part of the
testing process to investigate whether heterogeneous attributes, generated el sewhere with

geostatistical tools, can be directly embedded in a deterministic regional model. The stepsin this
process include the following items:
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Figure A-4. Close-up of buffered layersfor four materials in the tetrahedral grid. The buffer
points (white dots) are created 5 m below and above each interface point (black dots).

b

» Create the high resolution site-scale mesh. Using the sub-CAU mesh, use OMR refinement to
increase resolution in the area abutting the site grid so that 200-m-sized elements do not abut
10-m-sized elements.

* Refinevertically to reduce the number of connections from the coarse grid to asingle node in
the fine grid. Excavate and align the site-scale mesh in the sub-CAU mesh.

» Usereconnection to connect the entire point set into a computable mesh.

The resulting grid blocks in the embedded region are 50 x 50 x 10 m, each. The embedded
region has to be buffered on al sides to reduce the large discrepancy between the sides of edges.
Horizontally, the sub-CAU mesh has edges of 200 m, the buffer area has 100-m edges, and the site
has 50-m edges. Figure A-8, Figure A-9, and Figure A-10 all show different characteristics of the
embedded mesh and the buffer zones added around it.

A.2.5 Optimize Sub-CAU and Embedded Mesh for Computations

The sub-CAU and embedded hexahedral grids have point distributions that represent the
geometry of themodel, but neither isacomputable mesh. They are both reconnected into Delaunay
tetrahedral meshes. The reconnection module is used to optimize agrid for computations.
Reconnection algorithms change the connectivity of a mesh without modifying node position or
the number of nodes in the grid. Two-dimensional grids use a single reconnection algorithm that
flips the shared edge of two triangles. The result is atwo-triangle to two-triangle transformation
that can improve the grid quality. These transformations are used in an automated reconnection
algorithm to improve grid quality. For the final computational grid, points are added to create a
Delaunay grid with positive coupling coefficients. This addition ensures the optimum
computational mesh results.
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Figure A-5. The computational VVoronoi cells with respect to the interface geometry formed by
the TIN sheetsinthe TIN to TET process. Figure (a) shows the actual interface geom-
etry, (b) showsthe computational Voronoi cellsformed without buffers, and (c) shows
them with buffers.

A.2.6 Assign Fault and Unit Material Identification Values

Once the points have been connected into a computational mesh, they are colored with
geometry surfaces used to create the hexahedral meshes. Each node of the computational mesh is
located within the layer sequence and assigned amaterial number. For example, if anodeislocated
between the top and bottom surface of stratigraphic unit 4, then the node would have a materia
number of 4. Figure A-11 is an example of the computational mesh colored by unit material.

There are three faultsidentified for thismodel: Timber Mountain Moat, Boxcar, and West
Boxcar (Figures A-12 and A-13). However, hydrologic properties within afault zone may vary
vertically, depending on the material unit being faulted. LaGriT provides routines that can define
afault’ svarious material regions. Thisis done by identifying which two original surfaces specific
fault-zone nodes fall between. For instance, region 2 is between the surfaces representing the
BRAQ layer and BFCU layer. The Moat Fault elements found in this region are tagged with an
identification number representing fault Moat-region 2. These values are assigned for each of the
three faultsin every region. Figure A-14 shows the faults colored by their fault identification
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Figure A-6. The stacked grid surfaces are shown at the top, including the tlat bottom layer.
Shown separate from the stack are the surface grids of the CHZCM surface and theflat
bottom. The Moat Fault is colored blue, West Boxcar isred, East Boxcar isgreen, and
South Boxcar isyellow. Notethe vertical tilt of the faults with respect to the surround-
ing stratigraphy.

number, and then by their fault-unit relationship. This procedure enables cal cul ations to be defined
for each fault in each unit.

A.2.7 Compute and Output Volume and Area Matrix Coefficients

FEHM uses finite control volumes to solve flow and transport equations. Thus, all
calculations are performed on the volumesin the mesh uniquely identified to each node, the VVornoi
volumes. One part of the grid generation process isto calculate the VVoronoi control volumes
associated with each node in the grid and the area of the polygonal faces of the Voronoi control
volumes. Each node on the surface of the grid has a surface area associated with it. Thisareais
computed and written to a file used to scale constant flux boundary conditions.
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Figure A-7. Sub-CAU hexahedral mesh. The stacked surface grids are converted to ahexahedral
grid. This mesh has 200 m horizontal spacing.

A.2.8 Define Node Sets for Setting Initial Conditions, Boundary Conditions and
Material Properties

Lists of node sets are created and outputed for use by FEHM to set material properties and
boundary conditions. The node set lists include outside, top and bottom nodes, stratigraphic unit
numbers, and fault numbers. These lists also include the node identification representing the unit
material, fault identification, and the fault-unit correspondence.

A.2.9 Perform Mesh Quality Checks
A number of tests are employed to ensure that the final grid meets the quality standards
necessary for accurate and stable computations. These tests are as follows:
< No holes in the mesh.
= No overlapping triangles.

= All elements have positive volume/area.
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Figure A-8. Image shows a close up of final sitelocation in white. The intersection of NTS plane
with the braq surface are the black elements. The blue Well 1 is close to point
(546356, 4119171) and the actual well coordinateis (546386, 4119208). The red well
2 isclose to point (546606, 4120621) and the actual well coordinate is (546618,
4120648).

« All material interfaces are maintained.
e The mesh is a Delaunay triangulation.

= All geometric coupling coefficients are positive.
A.2.10 Summary

The previous sections provide a step-by-step perspective on the process of finite-element
grid generation for FEHM simulations. The methods used surfaces generated el sewhere and
provide grids that preserve hydrostratigraphic complexity. Faults are called out with unique
properties and increased resolution is provided for regions of interest.

A.3 References

Drellack, S.L., Jr., L.B. Prothro, K.E. Robertson, B.A. Schier, E.H. Price, 1997. Analysis of
fractures in volcanic cores from Pahute mesa, Nevada Test Site. Report to U.S. Department
of Energy, Nevada Operations Office DOE/NV/11718-160.

George, D.C., 1997. LaGriT Users Manual, URL for publication is http://www.t12.1anl.gov/
~lagrit (URL confirmed July, 2002).
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Figure A-9. Slicethrough the refined sub-CAU grid showing the planned location for the em-
bedded site in dark green. The unit interfaces and their 10-m buffers can be seen as 3
lines close to each other. Under the site location, the elements have been refined with
OMR three times, with the transition from large elements to smaller occurring in the
thicker Bullfrog Confining Unit.
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Figure A-10. View from the top shows the embedded site-scale mesh. The colors show material
values, the southern unit TMCM is the red area on the bottom. The sub-CAU back-
ground mesh has horizontal spacing of 200 m. The site-scale mesh has spacing of 50 m
with 10 mvertically. The site-scale mesh is buffered around its boundaries by 2100 m
buffer.
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Figure A-11. Imageisadlicethroughy =4 119 218 showing the fina embedded site and back-
ground mesh. The mesh has been colored with values corresponding to each unit ma-
terial. Unit 1, PreTert, is at the bottom and unit 19, pvta, is at the top.
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West Boxcar
Fault Boxcar Fault

Moat F

Figure A-12. Image shows the lines describing vertical faultsin the model’ s region. Fault lines
are provided by GEOTRANS. The embedded mesh is shown in the background.
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Figure A-13. View from the top of the embedded mesh colored by intersecting vertical faults.
The Moat Fault isthe diagona across the southern end, bottom of image.
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14

Figure A-14. Threefaultswere used in this model; these images show these faults extracted from
the 3-D tetrahedra mesh. The bottom image is a view from above, showing the faults
colored by identication color. The Moat Fault isin red and “wins” priority color over
the Boxcar Fault which isin green. The West Boxcar is shown in yellow. The upper
image shows the Boxcar Faults colored by their material unit identication. The West
Boxcar isin front of the Boxcar Fault. The gap at the right end of the faults shows
where the Moat Fault elementsintersect the Boxcar Fault, and so do not appear in this
image.
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Appendix B: Coupled Thermal-Hydrologic-Chemical (THC)
Source-Term Mode

B.1 Introduction

A fully coupled thermal-hydrologic-chemical (THC) reactive transport model is used to in-
vestigate possible mechanisms for Pu migration from the BENHAM underground nuclear test. Pu
was detected 1.3 km from the test in wells ER-20-5 #3, sampling a lava formation located near
the depth of the working point (WP), and well ER-20-5 #1, sampling the TSA welded tuff aquifer
located some 500 m above the detonation point (Kersting et al., 1999). In both aquifers, Pu was
reported associated with colloids. The BENHAM test, with an announced official yield of 1.15
megatons (DOE, 2000), produced a spherical cavity estimated at 200 m in diameter. A cylindrical,
rubblized, chimney formed as rock above the cavity collapsed, extending from the working point
of the test to above the TSA welded tuff aquifer. Forming at the bottom of the cavity was a puddle
of melted rock, referred to as MG. The MG is thought to contain a large proportion of the RN
inventory.

A puzzling question arises as to how Pu could have migrated from the test site to two dis-
tant wells located in aquifers that apparently do not interact with one another, except through the
chimney system created by the test. To investigate this question, the computer code FLOTRAN
(Lichtner, 2001), which couples transient, non-isothermal flow and reactive transport, was used to
model Pu migration in the near field of the BENHAM underground test. A mechanistic model
for glass dissolution is incorporated in the model to describe the release of Pu from the MG. The
glass dissolution rate is dependent on temperature of the MG and solution composition within the
interstitial pore spaces. FLOTRAN accounts for changes in redox state, pH, carbonate, Pu, and
other species concentrations over time and distance as the ambient fluid reacts with the MG and
minerals in the chimney and surrounding host rock. In addition, FLOTRAN accounts for heat
released from the MG and the effects it has on the flow field and chemical reactions. The model
can also account for sorption of RNs on rock surfaces and colloids, including both ion-exchange
and surface complexation reactions. However, in this preliminary analysis, these processes are not
considered further. Instead, a conservative analysis is presented in which Pu is modeled in the
absence of retardation effects. However, the full solution chemistry of Pu is considered, including
the possibility of precipitation of secondary Pu minerals. This latter effect can be important in
limiting Pu concentrations under conditions of rapid dissolution of the MG.

In the development that follows, first the generic properties of a nuclear detonation are consid-
ered briefly. This is followed by a discussion of heat and mass conservation equations describing
coupled THC processes in a saturated porous medium. Flow of mass and heat based on Darcy’s
law is coupled to reactive transport equations that account for homogeneous aqueous reactions and
heterogeneous mineral precipitation and dissolution reactions. Taken into account are the effects
of heat released from the MG on flow, thermodynamic properties of chemical interactions, and
mineral and glass kinetic reaction rates through an Arrhenius behavior. The treatment is generally
applicable to a single continuum representation of a porous medium. However, extension to dual
continua incorporating fracture and matrix interaction can be carried out along the lines presented
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in Lichtner (2000) and is considered elsewhere in this report. Simulations are presented for the
BENHAM nuclear test to illustrate the influence of the disturbed hydrologic regime caused by heat
released from the MG on the migration of Pu for a simplified layer cake stratigraphy composed of
homogeneous units with a simplified mineralogy.

The THC coupled model provides a detailed assessment of MG dissolution rates and Pu re-
lease rates from the MG, a necessary input to the three-dimensional particle tracking source-term
model. In this preliminary study, possible retardation of Pu by ion exchange and surface complex-
ation reactions is ignored. This simplification provides a worst-case scenario in which Pu migrates
unretarded, for example, by colloid-facilitated transport. For this to occur, however, would appear
to require irreversible sorption of Pu on colloids or the formation of intrinsic Pu colloids, neither
of which have been unequivocally established to date.

B.2 THC-Coupled Processes: Modeling the Aftermath of an
Underground Nuclear Test

A quantitative description of RN migration following the aftermath of an underground nu-
clear test requires consideration of coupled THC processes produced by the detonation. A general
description of modeling THC processes can be found in Lichtner (1996) and Lichtner and Seth
(1996), which describe THC processes applied to the proposed Yucca Mountain high-level nu-
clear waste repository. In general, a variably saturated, non-isothermal system must be considered.
Within a few seconds following detonation of an underground nuclear device, a cavity surrounding
the epicenter of the blast is formed. The size of the cavity depends on the yield of the explosion,
overburden pressure, and strength of the surrounding rock. Energy released from the blast produces
temperatures as high as several million degrees centigrade that vaporize and melt the surrounding
rock. The melted rock eventually falls to the bottom of the cavity, forming a puddle of MG that
entraps radioactive material and rock fragments. Within minutes to hours or even days following
detonation, the cavity collapses, filling with rubblized rock (Pawloski, 1999). Depending on the
strength of host rock, a crater may form at the surface. The volume of rock vaporized and MG
formed is proportional to the blast yield. RNs produced during the explosion are incorporated into
the MG or distributed in the region of the collapse zone referred to as the exchange volume (Tomp-
son et al., 1999). Following collapse of the cavity, re-wetting takes place as the rock and MG begin
to cool. This process can take days to months before the chimney becomes fully saturated, even
for a deep WP placed beneath the water table (Pawloski et al., 2001).

The geometry of the cavity-chimney-MG system has been determined empirically. The chim-
ney radius is related to the size of the blast through the empirical relation (Smith, 1993)
y1/3
Re = 70'2(prdwp)1/4’ (B-1)
where R refers to the cavity radius in meters, ) denotes the yield in kilotons, p, denotes the rock
density in units of kg m—3, and dwp the depth of the detonation (working point) in meters. The
height of the chimney (in meters) can be estimated from the expression

he = 0.88R5%, (B-2)
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and the MG volume (m?) and mass (kg) estimated from the relations
Vue = 280), (B-3)

and
Myc = 7x 10°Y, (B-4)

consistent with an intrinsic MG density of 2.5 g cm~—3. Assuming that the MG fills the bottom of
the cavity to a height hyq, and assuming zero porosity, the MG height is related to its volume Vy;g
and cavity radius R¢ by the expression

mhita
Ve = 3 (3R¢ — huc)- (B-5)

The heat stored in the rock mass following denotation of fission device has been estimated to be on
the order of 10° kJ/(kt yield) (Hochstein and O’Sullivan, 1985 and 1988), and could be even larger
for fusion devices depending upon the yield. Properties of the BENHAM test estimated by these
relations are listed in Table B-1.

Table B-1: Parameters and geometry for
the BENHAM underground nuclear test.

Property Value Units

Yield 1.15 Mt
dwp 1402 m
R¢ 100 m
hc 1091 m
Myc 8.05 x 108 kg
Vua 3.22x10° m?
hmva 35 m

Heat 1.15 x 10" KkJ

It is clear that the early time period following detonation is a highly complex multiphase
problem. To simplify the analysis, only times following re-wetting of the cavity and chimney are
considered. This avoids the necessity to consider single-gas and two-phase regimes. The single-gas
phase regime would have no impact on MG dissolution, although volatile RNs could be released
during this period. The two-phase period is relatively short compared to the single liquid-phase
regime so that the effects of glass dissolution can be ignored during this period.

In the discussion that follows, the initial configuration of the system is simplified as a cylindri-
cal collapsed chimney of rubblized material with MG at the bottom of the cavity. As the MG cools
and reacts with the pore fluid, it can be expected that the glass will become chemically altered
and partially replaced, for example, by clay minerals and zeolites. During the cooling process,
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RNs such as Pu will be released from the glass matrix. Of interest is the fate of these RNs in the
groundwater flow system. The ambient groundwater system is also expected to become altered by
the heat released from the MG. For a sufficiently strong detonation resulting in a large volume of
MG and stored heat, it is possible for convection cells to develop within the chimney.

From these considerations, a complicated picture evolves for the transport of RNs from the
MG and cavity region to the far field. THC processes are intimately intertwined in this process.
To describe the evolution of heat released from the MG as it cools, and the effect of heat on flow
and transport, a fully coupled transient, non-isothermal, flow and reactive transport model FLO-
TRAN (Lichtner, 2001) is used to simulate Pu migration away from the BENHAM test. Because
of its fully coupled formulation, FLOTRAN addresses mixing issues that may not be adequately
described, for example, by a one-dimensional model along streamlines. The model is currently im-
plemented in two spatial dimensions for homogeneous stratified rock and can be extended to three
dimensions with heterogeneous media. The computer code FLOTRAN can account for changes
in redox state, pH, carbonate concentration and complexes formed with Pu, and other species over
time and distance as convection cells develop from the heat released from the MG. A realistic
model for glass dissolution is incorporated in the model to describe the release of Pu from the MG.
The dissolution rate depends on MG temperature and solution composition within the glass pores.
Pu solubility is controlled by the possible formation of secondary Pu-bearing minerals.

As already noted, processes not included in the present formulation include sorption reactions
and colloid-facilitated transport involving Pu. Thus the calculations are conservative in the sense
that Pu is allowed to migrate unretarded. If sorption were to be included in the model, then it
would also be necessary to include competing effects of colloid-facilitated transport of Pu incorpo-
rating sorption on colloids. Otherwise retardation would likely be too strong for Pu to migrate any
significant distance from the cavity, contrary to observations (Kersting et al., 1999). In addition,
sorption on colloids would need to be irreversible for colloids to have a significant affect on Pu
retardation at their estimated loading. To avoid these complications, it was decided to model Pu
migration as an unretarded tracer species to investigate the possible mechanisms for Pu to migrate
the significant distances observed from the working point of the test, both vertically and laterally.

B.21 THC Massand Heat Conservation Equations

THC coupled mass and heat conservation equations account for the interaction of a number
of coupled processes. Heat released by the MG affects both flow through density-driven buoyancy
effects and chemical interactions caused by changes in thermodynamic and kinetic parameters with
temperature. In turn, disturbance of the flow field affects temperature and chemical processes.
It is assumed that the chimney-cavity-MG system is emplaced instantaneously into the ambient
flow system. Although the rubblization process that occurs during collapse of the chimney most
likely results in the chimney being composed of large blocks of rock, for simplicity the chimney
is modeled as a single porous medium with an average porosity and permeability. Likewise, the
MG can be assumed to entrain blocks of rock material, resulting in a heterogeneous formation. It
also is modeled as a single porous medium. Thus potentially important processes such as fracture-
matrix interaction are not included in this near-field model describing the BENHAM post-test
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environment.

Partial differential equations describing conservation of mass and heat are based on Darcy’s
law for flow in a porous medium. For a single continuum with saturated conditions, the fluid flow
equations have the following form for pure water

%(WWHV-(%(J) = 0, (B-6)

where ¢ denotes the porosity and g denotes the volumetric Darcy fluid flow velocity related to
gravity and the pressure gradient by

K

q = (Vp—pug). (B-7)

w
In these equations « refers to the permeability, 1., and p,, denote the viscosity and density, re-
spectively, of pure water, both a function of fluid pressure p and temperature 7', and g represents
the acceleration of gravity. The flow equation is coupled to the equation for heat conservation
described by the equation

0
a [¢pwa + (1 - ¢)C;prT} +V- (pwqu - KC’VT) = 07 (B'S)

with U,, and H,, representing internal energy and enthalpy of pure water, respectively, C; denotes
the heat capacity and ¢ the thermal conductivity of the rock-fluid system, and p,. refers to the
intrinsic rock density. The temperature 7" is assumed to be the same for both fluid and rock.

The equations for heat and mass conservation must be augmented by initial and boundary con-
ditions that incorporate the regional hydrology and cavity-chimney system. The fluid and heat flow
equations incorporate the site-scale hydrologic flow regime and the superimposed effects caused
by heat released during the detonation and changes in material properties following chimney and
MG formation. Both transient and liquid buoyancy effects must be included, requiring that com-
pressibility of the fluid be taken into account. This requires an equation of state for liquid water.
Fluid material properties for density and viscosity are temperature and, to a lesser extent, pressure
dependent over the ranges of interest. Constitutive relations must be provided as functions of pres-
sure and/or temperature for the density, viscosity, internal energy, and enthalpy of pure water. In
FLOTRAN, this information is derived from thermodynamic properties of water obtained from the
International Formulation Committee (1967).

B.2.2 Reactive Transport Equations

The dissolution rate of the MG affects how rapidly RNs can be released to the flow system.
As the cooling MG reacts with the ambient groundwater, it can become altered to clay and zeolite
minerals, for example, which could significantly affect its sorptive properties. Depending on the
MG dissolution rate and temperature conditions, RNs may form secondary mineral phases. To
account for these processes, the fluid and heat flow equations must be coupled to reactive transport
equations that describe the chemical interactions taking place in the system combined with local
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advective and diffusive/dispersive processes. In general, the time-evolution equations must account
for transport of RNs by dissolved species and colloids, changes in fluid chemistry including pH,
Pco,, oxidation-reduction reactions, reactions with minerals, and sorption. In the discussion that
follows, the THC model for BENHAM is limited to aqueous speciation, reaction of the MG, and
precipitation and dissolution reactions for primary and secondary minerals.

Reactive transport equations for solute species and minerals are coupled to fluid flow and heat
conservation equations, Eqs. B-6 and B-8, respectively, through temperature, pressure, and veloc-
ity fields (7', p, v). In turn, the flow and heat equations may be coupled to the transport equations
through changes in porosity, permeability, and heat generation caused by chemical reactions. In
particular, alteration of the MG could potentially result in substantial changes in its porosity and
permeability. To determine whether it is necessary to incorporate changes in porosity and perme-
ability caused by mineral reactions, calculations are performed that first neglect these changes. If
the predicted changes in porosity are significant, then the calculation must be repeated with these
effects included. However, it should be noted that it is still a open question as to how best to relate
permeability to changes in porosity. Very likely relations more complex than simple dependencies
on porosity are needed that account for changes in mineral texture, for example. For the relatively
short time period and slow dissolution rate for the MG considered is this work, it was not necessary
to include effects resulting from changes in porosity and permeability.

Chemical Reactions

A simultaneous set of chemical reactions involving aqueous and mineral species is incorpo-
rated into the solute transport equations. All reactions are written in terms of a fixed set of aqueous
species {.A,}, referred to as primary species. The reactions taking place in the system may be
classified as homogeneous or heterogeneous, depending on the number of phases involved. In
the following development, rates of homogeneous reactions that take place in the aqueous phase
are described through conditions of local chemical equilibrium. These reactions include ion pair-
ing, complexing, redox, and dissociation of water. Heterogeneous reactions involving aqgueous and
solid phases consist of mineral precipitation/dissolution and reaction of the MG. Corresponding re-
action rates are described through a kinetic rate law based on transition state theory. Homogeneous
reactions can be written in the following form for aqueous species A;

Zl/jiAj = Ai; (B'g)
J

with stoichiometric coefficients v;;. The species A; is referred to as a secondary species. The
choice of primary and secondary species is not unique. Because of the assumption of local equi-
librium for these reactions, secondary species may be swapped for primary species, provided the
resulting set of reactions is linearly independent. Mineral reactions and reaction of the MG have
the form

Zvjm«‘lj = My, (B-10)
J

in which each reaction involves a single mineral or glass phase denoted by M,,, with stoichiometric
coefficients v;,, and reaction rate I,,,. Reaction of the MG is strictly irreversible and very likely
incongruent, accompanied by precipitation of various secondary phases, including clay and zeolite
minerals. Solid solutions are not considered in the discussion that follows.
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The stoichiometric coefficients and associated equilibrium constants, K; and K,,, correspond-
ing to Egs. B-9 and B-10, respectively, depend on the choice of primary species. The equilibrium
constants are functions of temperature and pressure. The temperature dependence is obtained by
interpolating log K values stored at temperatures of 0.01, 25, 60, 100, 150, 200, 250, and 300°C
along the saturation curve of water and interpolated at intermediate values using the Mayer-Kelly

relation ) )

log K(T) = T;j + % +boInT + by + by T, (B-11)
with expansion coefficients b;, where T denotes the absolute temperature in degrees Kelvin. Pres-
sure is constrained to lie along the steam saturation curve for temperatures above 100°C. Otherwise
it is set at 1 bar. The discrepancy between the actual pressure in the system and the pressure at

which the log K is evaluated is considered insignificant for the relatively low pressures involved.

Solute and Mineral Conservation Equations

Separate conservation equations are required for each primary species .A; in addition to each
kinetically reacting mineral and the MG. These equations are coupled through the kinetic rate term
and local equilibrium relations for homogeneous reactions. Reactive mass transport equations for
the set of primary species can be written as

0
g(‘ﬁ‘l’j) +VQ = = vl (B-12)

The quantity ¥, appearing in the primary species transport equations represents the total solute
concentration with respect to the chosen set of primary species given by

v; = Cj+ Z v;iCi, (B-13)

with primary species concentration C;. Secondary species concentrations C; are obtained from
primary species concentrations for conditions of local equilibrium using the law of mass action

Ci = 77 K [ [ (i), (B-14)
J

where ~; and ; refer to activity coefficients of the subscripted species. It should be kept in mind
that ¥; can take on both positive and negative values depending on the choice of primary species
(Lichtner, 1985). The total solute flux €2;, likewise defined relative to the chosen set of primary
species, is given by

Q= J;+ ) vidi, (B-15)

where the individual species flux, for primary and secondary species, is given by
J, = —1¢DV )+ qC, (B-16)

involving advection and diffusion/dispersion. For simplicity, the diffusion/dispersion coefficient
D is assumed to be the same for all species. However, for situations involving matrix diffusion,
incorporating species-dependent diffusion coefficients could be important (Lichtner, 1995).
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The volume-averaged kinetic reaction rate for precipitation and dissolution of the mth mineral
and dissolution of the MG is denoted by /,,. The mineral reaction rate is in general a function
of temperature, pressure, solution composition, and specific mineral surface area. Section B.3.1
provides more detail on the rate expression for describing dissolution of the MG. The mass transfer
equation for minerals and MG has the form

0m _ =
o = Vel (B-17)

with mineral (or glass) volume fraction ¢,, and molar volume V,,,. A typical form of the kinetic
rate law for mineral precipitation/reactions involving a set of parallel reaction mechanisms labeled
by the superscript o based on transition-state theory is given by

I, = —Am ( Al a;/gm> {1 — K, Qm] O(K 1 Qm, dm), (B-18)

where k7, denotes the backward kinetic rate constant for the overall reaction given in Eq. B-10
of the mth mineral, A, refers to the mineral surface area per unit bulk volume, v{ refers to the
stoichiometric coefficient of the reaction prefactor, and the factor © is zero or one depending on
whether the reaction can actually take place (see Eq. B-21). The different reaction mechanisms
can represent dependence on pH and inhibition from other species (e.g. Al, Oelkers et al., 1994).

The specific mineral surface area A,, is proportional to the mineral volume fraction. It is
related to the characteristic length scale associated with the surface, such as grain size or matrix
block size b,,, surface roughness J,,,, and a geometric shape factor o,,, according to

OmAm

Ap = ™ Prm- (B-19)

The shape factor has the value o,, = 3 for spherical-, and 6 for cubical-shaped grains or matrix
blocks, for example. An alternative formulation of the specific surface area is based on mass rather
than bulk volume as in Eq. B-19. The two forms are related by the bulk rock density:

M AV
Ay = —2 (B-20)
(1 - ¢)pr
where p, denotes the intrinsic rock density with porosity ¢.
The factor © is defined by
1, K,.Qm> fm,orife, >0and K,,Q,, <1,
(K Qm, ¢m) = / i (B-21)
0, K,,Qn. < 1land ¢, =0,
where the ion-activity product Q,,, defined by
Om = [ (B-22)
J
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According to this definition, a mineral is not allowed to dissolve if it is not present. Furthermore,
precipitation can occur only if the nucleation kinetic barrier is exceeded by a certain amount, as
determined by the saturation index f,,. Setting f,, = 1 presumes a Kinetic barrier does not ex-
ist. In the case of MG, a very large value is taken for f,, because the glass reaction is considered
strictly irreversible. This form of the rate law is based on the mineral reaction as written in Eq. B-
10 with the mineral appearing on the right-hand side. The convention chosen for the sign of the
rate is positive if the reaction proceeds from left to right (precipitation), and negative in the op-
posite direction (dissolution). Mineral stability depends on the saturation state, determined by the
equilibrium constant K,,, corresponding to Eq. B-10, and the ion activity product. Thus the reac-
tion rate is positive, negative, or zero, thereby indicating precipitation, dissolution, or equilibrium,
respectively, depending on the magnitude of the product K,,Q,.:

>0, iIfK,,Q,>1,
I, = =0, ifK,,Q,=10rifK,,Q,, <1landC,, =0, (B-23)
<0, iIfK,,Q,<1landC,, >0,

where C,,, denotes the mineral concentration. Mineral concentration C,,, is related to volume frac-
tion ¢,, by
Cn = Vi bme (B-24)

Mineral and glass surface areas are difficult to quantify in natural systems. To complicate matters,
different surface areas can be involved in different processes. Thus dissolution involves the surface
area of the dissolving phase, whereas precipitation of one mineral could occur on the surface of
another.

Porosity is often related to mineral volume fractions by the expression
6 =1=) tu (B-25)

However, this expression is only approximate because it does not distinguish between total and
connected porosity. Nevertheless, it does provide an estimate of the extent to which mineral pre-
cipitation and dissolution affects the porosity of the porous medium.

B.3 Application tothe BENHAM Underground Nuclear Test

B.3.1 Mét-Glass Source Term: Composition and Dissolution Rate

Because a detailed description of the source term is classified, it is necessary to assume a
generic source term in the modeling studies. The generic source term may differ from the actual
source term in size of cavity, chimney volume, MG chemical composition, and RN inventory. The
chimney is considered as part of the source term because it is created during the underground test
and RNs could have been emplaced in the chimney during the initial detonation period. Values for
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these quantities were estimated from the announced yield of the BENHAM test of 1.15 Mt. For
the RN inventory, generic values are used based on unclassified average values for 76 tests near or
below the water table on Pahute Mesa (Smith, 2001).

A number of processes couple chemical reactions to the flow and thermal fields. Alteration
of the MG to clay and zeolite minerals can affect porosity and permeability of the glass. The
glass composition is taken from Pawloski (1999), although it is modified somewhat to reduce the
complexity of the glass. The only RN considered is Pu. In addition, the species iron, phosphate,
titanium, chloride, and manganese were eliminated to reduce the number of primary species to
describe the aqueous solution composition. Eliminating these species and adjusting the Pu stoi-
chiometric coefficient to be consistent with 18.7 total moles of Pu, the average value of all tests
conducted near or below the water table on Pahute Mesa (Smith, 2001), and modifying stoichio-
metric coefficients for H* and H,O in the original rate expression to maintain charge balance,
resulted in the following irreversible glass dissolution reaction:

Glass +0.91166 HT — 0.45583 HyO + 1.3077 SiOg(aq) + 0.23051 AI**
+0.0015055 Mg** 4+ 0.096598 Na™ + 0.10393 K*
+0.0082956 Ca** 4 2.10387 x 10~° Pu*". (B-26)

The density of the glass is assumed to be 2.5 g/cm3, similar to quartz, the dominate component.
The formula weight is 100 g/mol, which gives a molar volume of 40 cm?®/mole. The equilibrium
constant for the reaction is taken to be the same as amorphous silica. Activation energy used for the
glass is 20 kcal/mol or 83.736 kJ/mol. Although the glass dissolution reaction is written in terms
of Pu**, in the calculations presented below the Pu-species PuO; is used as primary species.

The Kinetic rate law for dissolution of the MG is given by transition state theory as

Ivue = —kuc(pH, T)Ayc [1 — KneQual (B-27)

for KyigQua < 0, and Iyig = 0 otherwise. This is to ensure that MG cannot precipitate from
solution if it becomes supersaturated. The MG specific surface area is denoted by Ayq, the glass
rate constant by &g, the quantity Kyq refers to the glass pseudo-equilibrium constant, and Qg
refers to the glass ion-activity product. The rate constant &y (pH, 7') is a function of temperature
and pH according to the relation

kva(PH, T) = (ko + kuay, + koyaby-) fa(T), (B-28)

with rate constants ky = 2.57 x 1076, kg = 3.12x 10~ ", and kog = 9.75 x 10~ mol cm~2 s~ 1,
and slopes a = 0.4566 and b = 0.5155 (Pawloski, 1999). The Arrhenius factor f4(7) is given by

]
) = e |2 (- 7). (B-29)

with reference temperature T, gas constant R, and activation energy AET. The temperature depen-
dence of the Arrhenius factor is shown in Fig. B-1. As can be seen from the figure, the Arrhenius
factor varies over six orders of magnitude from 25°C to 300°C. The pH dependence of the rate con-
stant is shown in Fig. B-2. The rate increases by as much or more than two orders of magnitude
for low and high pH.
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Figure B-1: Arrhenius temperature factor corresponding to an activation energy of 83.72 kJ/mol.
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Figure B-2: The pH dependence of the melt-glass dissolution rate constant.

As the MG dissolves, its surface area changes with time. It may either increase or decrease, but
eventually as the glass completely dissolves, the surface area must become zero. One possible form
for the surface area is to assume a two-thirds dependence on the glass volume fraction, relating area
to volume to give the relation

owa " 10
Ay = (0—> A (B-30)
MG
To use this relation, it is necessary to estimate the initial MG surface area AY,,. Without having
much information about the physical state of the MG and properties that might be helpful for

estimating its fracture density and grain size, another approach is to consider the surface area
necessary for a significant change to occur in the MG volume fraction over time. From Eq. B-17,
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the change in MG volume fraction with time, taking into account Eq. B-30, can be expressed as

OPma _
ot

o & 2/3

Trahuall 0] ($2) A%, (B-31)
MG

where the dependence of surface area on volume fraction and the dependence of the rate constant

on time through the variation in temperature given by the Arrhenius expression, (Eg. B-29), has

been explicitly inserted. Integrating this equation yields an expression for the fractional change in

MG volume fraction given by

3

0 V. A0 t .
Xua(t) = %‘}() =1- [1— %M / kMG[TMG(t)]dt'] , (B-32)
MG MG 0

which accounts for the reduction in surface area with dissolution and the change in average MG
temperature Ty with time. A value of one implies all MG has dissolved. Initially, xq(0) = 0.
To evaluate this relation it is necessary to obtain an estimate of the temperature of the MG Ty (2)
as a function of time. The MG is expected to cool primarily by convection and, furthermore, its
temperature could be highly nonuniform as a result of the formation of convection cells. Nev-
ertheless, an approximate estimate of the MG temperature can be obtained by considering the
conductive cooling of a spherical mass equal to the mass of the MG. The radial temperature profile
for a cooling sphere of radius a has the analytical form

1 2 t ) )
T(r, t) = 5(T2—T1){; L (et rat _ o-tamryrar)
terf (S— ) + — | ¢+ T, B-33
er (2 ol ) er (2 )} ( )

where « denotes the thermal diffusivity assumed the same for MG and host rock, T} refers to the
initial host rock temperature, and 75 the initial temperature of the MG. Taking the average over the
volume of the MG yields the desired temperature

Tualt) = /0 T, 1) rdr (B-34)

This temperature is used as an estimate of the MG temperature.

The average MG temperature is shown in Fig. B-3 for a = 42.52 m, o = 3 x 1076 m?
s~!, initial MG temperatures of 150°C and 290°C, and initial host rock temperature of 35°C. The
value for the thermal diffusivity was chosen to approximate the numerically calculated temperature
profile shown by the points in Fig. B-3, which accounts for advection as well as conduction. The
fractional change in volume fraction of the MG is plotted in Fig. B-4a for an initial MG temperature
of 150°C, and Fig. B-4b for 290°C for different surface areas as indicated in the figure. As can be
seen from the figures the most of the dissolution of the MG takes place at early times when the
temperature is higher. For the following simulation a value of by = 44 cm for the MG block
size is used, or Ayig = 0.135 cm~! with ¢y = 0.99, for an initial temperature of 150°C. This
choice avoids significant changes in MG volume. It implies that the MG is fractured into relatively
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Figure B-3: Average melt-glass temperature based on a pure conduction model for
cooling of a sphere with volume equal to the total MG volume for initial MG tem-
peratures of 290°C (red curve) and 150°C (blue curve). The initial rock temperature
was set to 35°C in both cases. The green dots correspond to the three-dimensional
convective cooling calculation shown in Fig. 6-6

large blocks, or alternatively, that only a small fraction of the MG surface area is in contact with
fluid. At the higher temperature of 290°C, and considering only heat transfer by conduction, this
surface area would result in complete dissolution of the MG in a matter of years. It should be
noted, however, that the pure conduction-based temperature used here probably overestimates the
temperature at longer times. Further, these rates do not account for transport-limited dissolution as
discussed in the next section.

B.3.2 RateControlling Step

At elevated temperatures, the high dissolution rate obtained for the MG could contradict the
assumptions inherent for the validity of the continuum formulation of the transport equations. The
continuum approach is valid provided that the concentration within a single pore space is uniform
(Kechagia et al., 2002). Furthermore, the rate as predicted by the transition state rate law must
not exceed the rate at which species can be transported to and from the surface where the reaction
takes place. For elevated temperatures or for conditions of high supersaturation, it is possible for
the rate predicted by the transition state rate law to exceed the maximum physically possible rate.
In such cases the rate becomes limited by diffusive transport to the mineral surface.

To estimate the implications of the MG dissolution rate on spatial gradients in concentration,
a single component system is considered in which species diffuse across a boundary layer between
the bulk fluid and the MG surface. The thickness of the boundary layer is dependent on the flow
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Figure B-4: Fractional change in melt-glass volume fraction plotted as a function
of time taking into account changes in temperature based on a pure conduction
model and melt-glass surface area. Left: initial melt-glass temperature of 150°C
corresponding to surface areas of 10, 5, 1, and 0.135 cm ! in decreasing fractional
change. Right: initial melt-glass temperature of 290°C corresponding to an area of
0.135cm~L.

rate. The flux J normal to the surface of the MG is equated to the reaction rate evaluated at the
glass surface with area A (Murphy et al., 1989)

dC Cy— C,
JA = —ApD—r = —ASD—",

= I, (B-35)

where Al corresponds to the boundary layer thickness. The solute concentration at the mineral
surface is denoted by C,, and for the bulk fluid by C,. Here I, refers to the reaction rate at the
mineral surface given by

I, = EA(Cs — Cey), (B-36)

where k denotes the forward rate constant. Equation (B-35) can be solved for the concentration at

the surface to give
_ dDCy+ kEAICe

Cs =
oD + kAl
With this result the rate I, can be expressed in terms of the bulk fluid concentration appropriate to
the continuum formulation. Substituting Eq. B-37 into Eq. B-36 yields

(B-37)

Is = keﬁA(Cb - Ceq): (B'38)
where the effective rate constant &g is defined by

K(T)
K(T)AL
15D

ket (T) = (B-39)

where the dependence on temperature is indicated. The quantity in the denominator, D = kAl/¢D,
is the Damkdhler number of the second kind (Damkdhler, 1936), also referred to as the Sherwood
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Figure B-5: Effective rate constant for dissolution of MG with a pore size of Al=1
mm plotted as a function of temperature. A pH of 8.5 is used in the calculation.

number (Flowler, 1997). For large values of the Damkdhler number the reaction rate is diffusion
controlled; whereas for small values the rate is surface controlled giving the limiting cases

k b (D<) (B-40)
eff — ¢D . -
2&75(1)>>1)

This is demonstrated in Fig. B-5 where the effective kinetic rate constant for the MG is plotted
as a function of temperature. A boundary layer thickness of Al =1 mm is used, which should be
considered as an upper limit of the MG pore-size distribution for illustrative purposes. Smaller pore
diameters shift the cross-over point between diffusion- and surface-controlled reaction to higher
temperatures. More data would be needed to properly characterize this value. Generalizing the
derivation of an effective rate constant to a multicomponent system involving several simultaneous
reactions at the surface is much more difficult to carry out and is not attempted here. Because the
resulting equations are nonlinear and must be solved numerically in most cases, it is not possible
to derive an explicit expression for the effective rate constant in this case.

B.3.3 Geologic Model

A two-dimensional, vertical cross section through the center of the chimney is used to model
the system. The model domain is 1050 m in depth and 500 m in length. A schematic diagram of
the initial configuration showing the relationship of the chimney, cavity, and MG, to the original
stratigraphy of the host rock is shown in Fig. B-6.
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Figure B-6: Schematic showing the stratigraphic sequence at BENHAM along with
emplacement of the chimney and MG following detonation of an underground test.
The vertical and horizontal lines indicate placement of the grid used in the simula-
tions. The origin corresponds to a depth of 1100 m a.s.l.

The stratigraphy at the BENHAM test consists of four distinct layers. These are designated as
the Topopah Spring Aquifer (TSA), Calico Hills Zeolitic formation (CHZCm), embedded lava for-
mation (LAVA), and Inlet Aquifer (1A), as shown in Fig. B-6. The depths and physical properties of
each stratigraphic unit, including the MG and chimney, is listed in Table B-2. The chimney region
is modeled as a homogeneous porous medium with uniform properties resulting from rubblization
during collapse, similar to those used by Pawloski et al. (2001). An alternative approach would be
to consider a stratified chimney with properties taken from the original formation at depth. How-
ever, this approach was not pursued further in this report. It should also be noted that the connected
porosity used for the MG of 1% is representative of fracture porosity. A larger value, such as used
by Pawloski (1999), would be more representative of the matrix of a vesicular porous media.

The host rock and MG composition and reaction rates and activation energy of primary and
secondary minerals are listed in Table B-3 and B-4. The same mineralogy is assumed for each
stratigraphic unit with the volume fraction for K-feldspar set to 0.4, and the volume fraction for
quartz adjusted to give the assumed matrix porosity of each unit. Porosity and permeability are
assumed to remain constant during the simulation and, as a consequence, the initial mineral volume
fraction only affects the specific mineral surface area. Because of the slow reaction kinetics of these
minerals, very little effect, if any, is expected on the final results, except perhaps within the melt
region where the temperature is highest. The minerals included are based on a simplification of the
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Table B-2: Stratigraphy and associated physical properties for different stratigraphic units
representing the host rock surrounding the BENHAM nuclear test (see Table 6-2). Parame-
ters used in the preliminary THC model were based on estimates from the range of Drellack
and Prothro (1997). Depth to TSA, CHZCm, and IA is taken from Drellack and Prothro
(1997), and depth to LAVA from Prothro and Warren (2001).

Unit Name Depth Pr C, K¢ 0] K
[m] [ko/m’]  [J(kgK)] [imsK)] — [m?]

TSA 0-145 2500 880 1.8 0161 3.99 x 10
CHZCm 145-320 2350 1154 1.2 0250 4.74 x 1071
LAVA 320-550 2270 1000 2.5 0.083 5.00x 1073
CHZCm 550-850 2350 1154 1.2 0.250 4.74 x 1071°
1A 850-1050 2270 1000 2.5 0.083 6.15x 10713
Chimney 0-714 2354 1043 1.8 0.185 5.00 x 10~
Glass 679-714 2500 1154 2.7 0.010 5.00x 1073

Table B-3: Host rock and MG properties.

Mineral TSA CHCZm  LAVA 1AQ Chimney MG
Glass — — — — — 0.45
K-feldspar  0.400 0.400 0.400  0.400 0.400 0.14
Quartz 0.439 0.350 0.517  0.517 0.415 0.40

Porosity 0.161 0.250 0.083  0.083 0.185 0.01

whole rock composition to provide an approximation for use in this preliminary modeling study.
The pH dependence of mineral rate laws is not considered in this analysis but could be added
easily.

The conceptual model used for the MG is based on large fractured blocks (on the order of
1-0.1 m), consisting of entrained rock fragments surrounded by glass. Water is able to flow around
the blocks, but communication with the interior of a block is considered to occur only by diffusion.
There is some justification for this conceptual model from photographs of the MG taken from the
RAINIER test (Wadman and Richards, 1961). The photograph shows a heterogeneous distribution
of MG and rubble with entrained tuff blocks on the order of 0.3 m in length. Unfortunately, direct
characterization of the MG for the BENHAM test is unavailable at present. As a first approxima-
tion only reaction with the outer surface of the blocks is taken into account. To account properly
for diffusive mass transfer and reaction within each block interior would require a dual continuum
approach, which lies beyond the scope of the present study.
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Table B-4: Mineral kinetic rate parameters used in this study.

Mineral ko, A, AEt
[mol cm=2 s~1] [cm~1] [kJ mol—1]

Glass (see text: Eq. B-28) 0.135 83.736
K-feldspar 3.02 x 10716 1. 35
Quartz 3.16 x 10718 1 35
Muscovite 1x1071 1. 35
Calcite 1x 10712 1. 35
Gibbsite 1x1071 1 35
Kaolinite 1x1071 1 35
Analcime 1x1071 1 35

Table B-5: Comparison of kinetic rate parameters used to model the
CHESHIRE (Pawloski, 1999) and BENHAM (this study) tests.

Property Test
CHESHIRE BENHAM
A 10 [em?/g] (25 [cm~1]) 0.12 [em?/g] (0.1325 [cm~1])
v 0.24 cm 50 cm
% 1 0.45
Ay /duc 25% ~5%

Very different MG surface areas were used in the CHESHIRE study (Pawloski, 1999) and the
BENHAM study (this contribution) resulting in different dissolution rates. Shown in Table B-5 for
comparison are the surface area and derived block size ;g used in the two studies. Also presented
is the percent change in average MG volume fraction A¢yc/dwmc Over a time span of 50 years.
The Kinetic rate constants, including pH dependence, were the same in the two studies. As can
be seen from the values listed in the table, the value for the effective rate constant (rate constant
times surface area) is approximately 190 times larger in the CHESHIRE (Pawloski et al., 2001)
study compared to that used in the BENHAM study. Using the porous medium conceptual model
presented in Chapter 6 with greater effective surface area leads to dissolution of approximately
25% of the MG, which is similar to the CHESHIRE model (Pawloski et al., 2001).
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B.3.4 Initial and Boundary Conditions

The initial conditions imposed on the simulation are based on an approximate treatment of the
post-detonation environment. The precise initial temperature of the MG is difficult to determine,
because it depends on the transfer of heat from the denotation to the surrounding rock and the rate
of re-wetting of the cavity and MG. In addition, entrainment of relatively “cold” rock fragments
into the MG could lower its temperature substantially. A lower initial MG temperature than the
maximum possible is used to avoid the complications resulting from two-phase conditions and
hydrothermal temperature regimes which can greatly complicate the numerical and conceptual
analysis of mineral reaction rates and which require appropriate thermodynamic data for mineral,
aqueous, and gaseous species. ldeally, the volume of rock heated by the detonation should be
determined such that the correct total heat input is maintained regardless of the initial temperature
assumed.

The temperature along the saturation curve of pure water for a saturation pressure correspond-
ing to the WP depth of the detonation is shown in Fig. B-7. For the BENHAM test with a WP of
800 m, saturation corresponds to a temperature of the MG of approximately 293°C (see Fig. B-
7). The initial MG temperature is arbitrarily set to 150°C, slightly higher than half the saturation
temperature at the WP depth (see Fig. B-7). This value is in agreement with that used by Maxwell
et al. (2000) for the CHESHIRE test which, however, had a lower yield compared to BENHAM.
The calculations in Chapter 6 use the maximum possible single-phase temperature for this system
because the amount of cooling that would occur is uncertain. However, cooler initial temperatures
are used in the sensitivity study.

Simulations are carried out over a time span of 50 years. The chimney-cavity-MG configu-
ration resulting from the detonation is presumed to be emplaced instantaneously in the ambient
groundwater flow system. The initial ambient groundwater system is assumed to be at a steady
state with a geothermal gradient of 0.01069 °C/m and a lateral pressure gradient of 2 m/km. Zero
flux boundary conditions are imposed at the top and bottom of the flow domain.

The initial fluid composition for host rock, chimney, and MG is determined by assuming
equilibrium with minerals k-feldspar, calcite, muscovite, and quartz. This fixes the concentrations
of species K*, Ca®*, AIP*, and SiOy(,q). Feldspars were chosen to result in undersaturation of
other aluminosilicate minerals such as kaolinite and albite. The pH is fixed at 8.5 and pCO,, at 3.5
outside the MG region. The redox state is set to an oxygen fugacity of pO, of 10. Chloride is fixed
by charge balance. Species Nat and Mg?* are setto 2 x 1072 and 2 x 10~° mol/L, respectively.
The initial Pu concentration is set to a small value of 10=25 mol/L. The fluid composition varies
spatially due to variation of the ambient temperature with depth. In addition, within the MG region
the fluid composition is equilibrated with the MG at its initial temperature of 150°C by adjusting
the concentration of aqueous silica. The pH was set to 7.92 at temperature within the MG region to
avoid supersaturation with respect to albite and analcime. The set of chemical reactions included
in the simulations are listed in Table B-6.

The choice of initial concentration of Pu within the MG region is also somewhat uncertain.
One choice is to assume that during rewetting, the glass has dissolved sufficiently fast resulting in
a significant release of Pu to come to equilibrium with a Pu-bearing mineral such as PuO,(OH)s,.
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Figure B-7: Temperature corresponding to two-phase conditions plotted as a func-
tion of depth (solid curve). The horizontal dotted line designates a temperature of
293°C that corresponds to two-phase conditions at a depth of 800 m which coincides
with the BENHAM test WP.

This assumption would certainly be consistent with the the rapid dissolution obtained at high tem-
peratures, even with a relatively small MG specific surface area. Alternatively, one could take the
initial concentration of Pu to be zero and assume that all Pu came from reaction of the MG at later
times. The former approach leads to a higher release of Pu compared to the latter approach which
is used here.

Although both the TSA and LAVA layers are dominated by fracture flow with typical porosi-
ties of 0.001 and 0.01, respectively, in this study they were both modeled using matrix porosities.
This leads to much slower transport in these units compared to fracture dominated transport. How-
ever, because the primary objective of this study was to determine if it was possible for Pu released
from the MG to reach the TSA and LAVA aquifers, the use of fracture porosities for transport is
not essential. Matrix flow is assumed to take place in the CHZCm layers. Likewise the chimney
and MG are treated as porous media with matrix flow.
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Table B-6: The set of aqueous and mineral reactions included in the THC-coupled pro-
cesses simulations. Equilibrium constants for a temperature range of 0-300°C are taken
from the EQ3/6 database (Wolery, 1983) modified for use with FLOTRAN.

Aqueous Resactions
Primary Species  Secondary Species
H,O —Ht = OH~
H* + HCO; —H,O0 = COz(aq)
HCO; — Ht = CO2~
APt + Hy,O — HY = AIOH?*
APt 4 2H,0 — 2Ht = AI(OH);
APF 4 2H,0 — 3H+ = HAIO(,)
APt + 2H,0 — 4H' = AIO5
Ca’t + HCO; — Ht = CaCOjzaq)
Ca?t + HCO; = CaHCOZF
HCO3 + Mg?t — Ht = MgCOj3,q)
Cl~ + Mg?t = MgClt+
HCO; + Mg?t = MgHCOZF
H50 + SiOy(aq) — HY = HSiO5
3HT +PuOj — 0.2502(,5 — 1.5H,0 = Put
2HT + PuOj — 0.5 Oy, — H20 = PU*
H* + PuOJ +0.25 Oy, — 0.5H,0 = PuO3*
2HCO; +PuOf +0.25 Oy, — HY — 0.5 H20 = PuO,(COs)3 ™
PUOS +0.25 Oy(44) +0.5H,0 = PuO,OH*
H* + PuOj — 0.5 0y, = PUOH?+
2H* +PuO} — 0.250 Oy(4q) — 0.5H20 = PUOH3+

Table B-6 Continued

Mineral Reactions
9.6598E-2 Nat + 0.1039 Kt + 8.2956E-3 Ca? ™
+ 1.5055E-3 M @2t + 0.2305 AI3t — 0.9117 HT + 1.308 SiOs(aq)
+ 2.1039E-09 Pqu — 5.2597E-10 Oy(44) + 0.4558 H,O = Glass
Cat — HT + HCO; = Calcite
SiOy(4q) = Chalcedony
2AIFT — 6 HT +2Si0,(,,) +5H,0 = Kaodlinite
Kt + APt — 4H' + 380y, + 2 H,0 = K-Feldspar
K+ +3Al3* — 10 H + 3 SiOy ) + 6 HoO = Muscovite
0.96 Nat+ + 0.96 A3+ — 3.84 H+ + 2.04 SiOQ(aq) +2.92 H20 = Analcime
SiOy(aq) = Quartz
SiOs(aq) = SIOs(am)
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PUOF +0.25 Oy(4g) — HT + L5 H,0 = PUO,(OH),

B.3.5 THC-Modeling Results

The resulting temperature field for times of 10 and 30 years superimposed on the correspond-
ing flow field is shown in Figs. B-8 and B-9. As can be seen from the figures, convection cells are
formed that carry packets of fluid through the MG and upwards through the chimney to the TSA
aquifer. With time the MG cools sufficiently to collapse the convection cells and the system returns
to approximate ambient conditions.

The distribution of dissolved Pu is shown in Figs. B-10 and B-11 for times of 10 and 30 years,
respectively. A pulse of Pu is released from the MG as it dissolves. It rapidly advances through
the chimney and into the TSA aquifer. The Pu pulse advances somewhat more slowly in the LAVA
aquifer because of its lower permeability.

It appears that this result can provide a plausible mechanism for release of Pu from the MG to
the upper TSA as well as the lower LAVA aquifers. Vigorous convection caused by heat released
from the MG enables flow to occur vertically through the chimney and into the overlying aquifer.
However, vertical flow can only be maintained over a relatively short time span during which the
temperature of the MG is sufficiently high. The minimum temperature to sustain vertical flow
depends crucially on the permeability of the chimney region. A Raleigh number analysis for the
relation between chimney temperature and permeability is presented in Chapter 6.

To follow the migration of Pu from the MG, the breakthrough curves for Pu in the TSA and
LAVA aquifers are shown in Fig. B-12 at a distance of 300 m from the center of the chimney. The
breakthrough concentrations are computed by averaging the flux over each layer weighted by the
cross sectional area perpendicular to the direction of flow according to the expression

ZAnvn‘IJjn
(T;) = (B-41)

’
E An’ Upt
nl

where W, represents the total concentration (see Eq. B-13) evaluated at the nth node, and v,
and A,, denote the fluid velocity and nodal area perpendicular to the flow, respectively, at the nth
node. According to the figure, a pulse of Pu is released from the MG to both the TSA and LAVA
aquifers. The double peak in concentration obtained for the TSA aquifer is presumably a result of
the complex flow field resulting from the formation of convection cells which grow and collapse
over time. At latter times as the flow field becomes more stable, these effects are no longer present
as evidenced in the LAVA breakthrough curve.

The pulse release is related to the lifetime of the convection cells and the enhanced dissolution
rate of the MG at elevated temperatures. As the MG cools, its dissolution rate decreases exponen-
tially reaching some steady state value after the system returns to ambient conditions. RNs are
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still released as the glass dissolves, but at a much slower rate. In addition, they travel laterally in
the absence of upward buoyant convection, rather than vertically through the chimney as at earlier
times when the MG is hotter. It should be noted that the relative breakthrough times of the pulse
release of Pu in the two aquifers is an artifact of the use of matrix porosities. If fracture porosities
had been used the breakthrough curves for the LAVA and TSA aquifers would have been much
earlier and very likely reversed in their first appearance from the results presented in Fig. B-12.

The pH is shown in Figs. B-13 and B-14 for times of 10 and 30 years. A relatively high pH
pulse of approximately 10 rapidly advances up the chimney and into the TSA aquifer. The pulse
can still be seen in the LAVA aquifer after 30 years have elapsed, but has disappeared after 10 years
in the TSA aquifer.

The dissolution rate of the MG is shown in Figs. B-15 and B-16 for times of 10 and 30 years.
The dissolution rate is highly nonuniform as a result of the convection cells which develop around
the melt region.

B.4 Discussion

From these results it becomes apparent that there exists a relatively narrow window in time for
RNs released from the MG to escape from the cavity-chimney system into the upper-lying aquifers.
The duration of the window is controlled by the effect of heat released from the MG on both the
perturbation of the flow field and the dissolution rate of the MG. Elevated temperatures result in
the formation of convection cells which eventually decay with time as the MG cools. Likewise,
the MG dissolution rate is many orders of magnitude larger compared to ambient conditions. The
pulse release is a combination of these two effects.

Reaction of the MG results in strong changes in pH which in turn may influence sorption prop-
erties involving surface complexation. Under such circumstances using a K p approach may not
be valid. Unfortunately, detailed site-specific data for mineral concentrations and their associated
surface areas is unavailable for the BENHAM site. In addition, it must be recognized that often
minerals in trace quantities, such as iron and manganese oxides, can contribute more to retardation
than major host rock minerals with high concentrations. Such information could help greatly in
constraining the possibilities of model predictions. Ideally, mineral abundances and surface areas
should be treated as stochastic variables. However, at the present time there do not exist models
with such capabilities to handle reactive flows and their inherent nonlinearity.

B.5 Conclusion

Two-dimensional calculations predict strong coupling between thermal, hydrologic, and chem-
ical processes at the BENHAM test. The thermal perturbation produced by the explosion and sub-
sequent cooling of the MG results in the formation of convection cells within the chimney. As
convection becomes more vigorous, fluid flows vertically driven by buoyancy forces into the over-
lying tuff aquifer. As the MG cools, the convection cells collapse, resulting in a pulse release of
conservatively transported RNs contained in the MG to both the upper and lower aquifers.
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According to the calculations presented in this report, the far field is strongly coupled to the
BENHAM cavity-chimney system source term due to the formation of convection cells that grow
and decay over time, resulting in a pulse release of Pu to the upper TSA and lower fractured LAVA
aquifers. The question arises as to what extent this interpretation applies to other underground tests
at the NTS. However, it must be cautioned that the stratigraphy may be very different for different
tests as well as the physical properties of the tests themselves including yield and WP depth. It
would seem prudent to investigate a suite of representative tests before any general conclusions are
drawn.

Future studies should include the following:

e three-dimensional THC simulations incorporating multicomponent chemistry,
e sorption and colloid-facilitated transport of Pu with irreversible sorption reactions,

e sensitivity of results to higher initial MG temperature and the immediate surrounding host
rock and chimney,

e more general mineral and glass kinetic rate laws, including e.g. Al-inhibition factors, and

e heterogeneous fractured porous media based on a THC-DCM (Dual Continuum Model) ap-
proach accounting for fracture-matrix interaction.
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Figure B-8: Temperature distribution after an elapsed time of 10 years. The lines with arrows
indicate instantaneous streamlines.
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Figure B-9: Temperature distribution after an elapsed time of 30 years. The lines with arrows
indicate instantaneous streamlines.
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Figure B-10: The distribution of Pu in the absence of sorption after an elapsed time of 10 years.
The lines with arrows indicate instantaneous streamlines.
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Figure B-11: The distribution of Pu in the absence of sorption after an elapsed time of 30 years.
The lines with arrows indicate instantaneous streamlines.
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Figure B-12: Breakthrough curves for Pu at a distance of 300 m from the center of the chimney in
the indicated stratigraphic units plotted against time.
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Figure B-13: The pH distribution after an elapsed time of 10 years. The lines with arrows indicate
instantaneous streamlines.
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Figure B-14: The pH distribution after an elapsed time of 30 years. The lines with arrows indicate
instantaneous streamlines.
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Figure B-15: Glass dissolution rate after an elapsed time of 10 years.
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Figure B-16: Glass dissolution rate after an elapsed time of 30 years.
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B.6 List of Symbols

a Radius of sphere equal in volume to the MG

a; Activity of ith secondary species [—]

a; Activity of jth primary species [—]

A Surface area [m?]

An Specific surface area of mth mineral [cm~!]
Ava MG specific surface area [cm~1]

b; Meyer-Kelly expansion coefficients [C~]

bva MG block size [cm].

Cy Bulk fluid concentration [mol L=']

Ceq Equilibrium concentration [mol L]

C; Concentration of sth secondary species [mole L=!]
C; Concentration of jth primary species [mole L]
Ch Concentration of mth mineral [mol dm—3]

o Specific heat [J kg=! K—1]

Cs Fluid concentration at mineral surface [mol L=']
dwp Depth of working point of underground test [m]
D Diffusion/dispersion coefficient [m? s—1]

fa(T) Arrhenius factor [—]

fm Saturation index for the mth mineral [—]

g Acceleration of gravity [m s—2]

hc Height of chimney [m]

H, Specific internal enthalpy of pure water [kJ mol—!]
AFE? Activation energy [kJ/mol]

I, Mineral kinetic reaction rate [mol dm 2 s ]
TIvg Kinetic rate for MG [mol dm—2 s7!]
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I Reaction rate at mineral surface [mol s—!]

J Flux [mol m=2 s~1]

J; Flux of sth secondary species [mol m—2s™!]

J; Flux of jth primary species [mol m—2 s™1]

k Kinetic rate constant [m s—!]

kot Effective kinetic rate constant [m s ]

ko Kinetic rate constant associated with mth mineral for the oth parallel reaction [mol
cm~—2s71]

kaa Kinetic rate constant for MG [mol cm=2 s71]

k, Neutral pH kinetic rate constant for MG [mol cm—2 s~1]

kg Acid pH kinetic rate constant for MG [mol cm=2 s™1]

kon Basic pH kinetic rate constant for MG [mol cm~—2 s71]

K; Secondary species reaction equilibrium constant [—]

K, Mineral reaction equilibrium constant [—]

Iva Characteristic length of MG blocks [m]

Myqg Mass of MG [kg]

P Pressure [Pa]

q Darcy flux [m s=']

Qm lon-activity product associated with the mth mineral

Qwma MG ion activity product []

r radial coordinate [m]

R Gas constant [J K= mol—1]

R¢c Chimney radius [m]

t Time [s]

T Temperature [C]

Ty Reference temperature [C]

T, Initial host rock temperature [C]
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T, Initial MG temperature [C]

Tyc Average MG temperature [C]

Uy Specific internal energy of pure water [kJ mol—1]

v Velocity field [m s™]

Vaa Volume of MG [m3]

Vin Molar volume of mth mineral [cm? mol 1]
Greek Symbols

o Thermal diffusivity [m? s=!]

Vi Activity coefficient of th secondary species [—]

Vi Activity coefficient of jth primary species [—]

Al Boundary layer thickness [m]

A¢mc/omc  Fractional change in MG volume fraction [—]

© Reaction factor with values zero or one [—]

K Permeability [m?]

Ko(T) Initial permeability at position vector r [m?]

ke Thermal conductivity [J m=t s=! K]

oy Viscosity of pure water [Pa s]

Vji Stoichiometric coefficient matrix for homogeneous reactions [—]
Vjm Stoichiometric coefficient matrix for mineral reactions [—]
o) Porosity [—]

éo(r) Initial porosity at position vector r [—]

Om \Volume fraction of mth mineral [—]

Pr Rock density [kg m~3]

T Tortuosity [—]

U5 Total concentration of jth primary species [mol L=!]

Q; Total flux of jth primary species [mol m=2 s~!]

XMG Fractional change in MG volume fraction [—]
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Other

>

Designation for sth secondary species [—]
Designation for jth primary species [—]
Damkdhler number [—]

Designation for mth mineral [—]

S <% &
3

Yield of nuclear explosion [kiloton]
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Appendix C: Field-Scale Transport in Fractured Rock:
Reactive Dual-Porosity Particle Tracking

C.1 Introduction

In this study, particle tracking is used for several purposes. In Chapter 5, it is used to
visualize flow patternsin complex three-dimensional flow fields. In Appendix F, particle tracking
isused to prescribe multiple pathlinesthrough athree-dimensional heterogeneousflow field, along
which coupled reactive transport is simulated with the finite-volume method. In Chapter 7, particle
tracking is used to conduct a large number of simulations necessary for the parameter sensitivity
study. For all these applications, the streamline particle tracking (SPTR) capability in FEHM is
used.

Whereas the simple ability to map out pathlinesis employed in Chapters 5 and Appendix
F, the full suite of transport capabilitiesin FEHM’ s streamline particle tracking is used in Chapter
7. Streamline particle tracking provides an efficient method for modeling large-scale transport of
solutes in three-dimensional heterogeneous flow fields. By contrast, finite-element or finite-
difference continuum approaches generally suffer from numerical dispersion associated with the
large grid blocks required to represent large three-dimensional systems. With streamline particle
tracking, plumes can be simulated at scales smaller than the grid block size and source zones can
be smaller than the grid resolution. Dispersion can be added with the random walk algorithm, or
by not invoking the random walk component, dispersive effects strictly related to prescribed
heterogeneity can be evaluated.

Streamline particle tracking can be used as a method strictly for mapping out pathlines,
along which complex processes such as diffusion and reactions can be studied with high-resolution
models. Matrix diffusion also can be simulated directly. Further, the reactive processes of matrix
sorption and fracture retardation can be included. Thus, for fully three-dimensional fractured rock
systems, all processes except those involving kinetics and solute-solute interactions can be
effectively and efficiently simulated with streamline particle tracking.

One significant limitation associated with particle-tracking methods is that they are most
efficient when all particles can be started at or about the same time. That is, generally alarge
number of particles are required to resolve complex three-dimensional effects, so it is best to add
them al at once. Resolving a complex, transient input function with actual particle releases could
require an impractically large number of particles. In Chapter 7 we demonstrate a method for
integrating unit releases of particles with time-varying input functions to provide time-varying
breakthrough curves and appropriate solute breakthrough curves at locations of interest. For this
method to be valid, all transport processes must be linear. To date, this method had not been
extended to provide simulations of concentration contours at all locations in three-dimensional
domain at all times of interest. However, the methods described in Chapter 7 may be extendableto
provide results in such aformat. The method is currently best suited to provide breakthrough
curves at alimited number of locations or zones of interest.

Thereactive, dual-porosity particle-tracking method used in this study isdescribed in detail
in CRWMS M& O (2000e). In that document the mathematical formulation of the method is
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provided, along with verification and validation documentation. Therefore, only asummary of the
method is provided here.

C.2 Advective and Dispersive Components

Transport with streamline particle tracking is decomposed into the advective component,
the dispersive component, and the physiochemical component involving diffusion out of fractures
and reactions with immobile minerals. The advective component is based directly on that of
Pollock (1988). With this method, particle pathways are computed with a semi-analytical solution
that computes the exit time and location of a particle entering agrid cell. Thus, each particleis
marched through the system entering and exiting cells, with each computation using interpolations
of flow velocities computed with the flow model.

The dispersive component is calculated using a random wak method (Tompson and
Gelhar, 1990), which is based on an analogy between the mass transport equation and the Fokker-
Plank equation of statistical physics (Van Kampen, 1981). Using uniform random numbers, the
dispersive displacement of each particle is computed based on the dispersivity tensor and the flow
velocity at the particle’ s location. Although a detailed description of the derivation of the
dispersivity tensor defined by Burnett and Frind (1987) isprovided in CRWMSM& O (2000e) and
Lichtner et al. (2002), we provide no additional detailsin this report because in nearly all
calculations presented herein that use particle tracking, random walk dispersion is turned off and
dispersive effects are generated by the incorporation of heterogeneity. Random walk dispersionis
used in Chapter 7 when the plume from TYBO is considered with and without dispersion.

C.3 Dual-Porosity Reactive Streamline Particle Tracking in FEHM

Using aresidence-time transfer function, adjustmentsto the velocity of particlesmovingin
fractures are made to account for physiochemical processes, such as diffusion into the matrix,
reaction with fracture minerals, and reaction with matrix minerals. Thetravel time of each particle
moving along a streamline is governed by atransfer function that describes the probability of the
particle spending a given length of time in each portion of its path. The residence time of any
particle in any segment of its path is determined by sampling randomly from a cumulative
probability density function of particle residence timesthat isafunction of both solute and aquifer
material. Thus, if alarge enough number of particles encounter this portion of the domain, the
cumulative residence time distribution of the particles will reproduce the shape of the transfer
function. The transfer function is derived from analytical or numerical solutions that capture such
processes of diffusion in matrix material with finite spacing between fractures, as well as linear
chemical sorption processes.

Figure C-1 provides a schematic with which to discuss the transfer functions; The primary
parameters are:

= 2b - the fracture aperture,
= 2B - the spacing between fractures,

= v - the velocity in the fracture,
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0 - the porosity in the matrix,

Kd - the distribution coefficient for the matrix material and a given solute,
= R - the retardation factor for the solute in the fracture (computed with a Kd as well),
= and D’ - the matrix diffusion coefficient.

A transfer function defined in Sudicky and Frind (1982) and described in CRWM S M& O (2000g)
utilizesthe primary parametersto computethetransfer function that providesadelay inaparticle’s
velocity relative to an unretarded, non-diffusing particle. Efficient implementation of the model in
FEHM isachieved with a series of type curves generated to represent the transfer functions. Then,
for agiven set of transport parameters specific to a solute’ slocation, properties, and the material it
isin, FEHM performsalinear interpolation between the nearest type curvesto obtain aresult. This
approach is much more efficient that computing the transfer functions (requiring numerical inte-
gration) at run time.
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Figure C-1. Matrix diffusion schematic taken from CRWMS M& O (2000g).
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Appendix D: Reactive, Colloid-Facilitated Plutonium
Transport Model: Development and Testing

D.1 Overview

To study the Pu transport under natural conditions in fractured, porous media, a dual-
porosity transport model was developed incorporating plutonium speciation, reactions with other
solutes, reactions with immobile minerals, reactions with colloids, and colloid filtration. In this
appendix, the governing equations and assumptions are presented followed, by a series of model
verification and sensitivity simulationsto match laboratory experimental observations. Because of
the homogeneity of the columns considered in the verification simulations, the models are built
with asimple discrete fracture formulation. In Appendix F, the model is extended to the site-scale
domain and utilizes the Generalized Dual-Porosity Method (GDPM) to account for heterogeneous
material properties.

D.2 Background for Dual-Porosity Fracture Transport Model

Groundwater flow and solute transport in fractured media have been investigated by
severa studies (Grisak and Pickens, 1981; Neretniekset al., 1982; Johnsand Roberts, 1991; Keller
et al., 1995; Berkowitz and Scher, 1995; Berkowitz and Zhou, 1996; and Zimmerman and
Bodvarsson, 1996). For many problemsinvolving transport of solutesin fractured rock, the
permeability of the aquifer is high and the time scale of the modeling islong enough that diffusive
mass transfer becomes a factor in determining large-scale solute transport patterns (National
Research Council, 1996, pages 346-347). McKay et a. (1993) simulated tracer tests at an
experimental sitein afractured clay till by applying an analytical model to describe advective/
diffusive transport with evenly spaced, parallel fractures. Sudicky and McLaren (1992) used a
L aplacetransform in conjunction with afinite-element model to (1) overcome numerical problems
of different time scalesinvolved for transport along fracture and in the matrix and (2) to represent
the sharp concentration gradients at the fracture-matrix interface. Dershowitz and Miller (1995)
implemented a discrete fracture model to simulate matrix diffusion using a probabilistic particle-
tracking technique. To support flow and transport simulations, Okusu et al. (1989) created a mesh
generator to discretize the matrix for any two-dimensional fracture network.

Although impractical at largefield scales, discrete network modelsincorporate explicitly
information concerning dominating fracture features and processes associated with fracture-matrix
interactions. Discrete network models are valuable tools for concept evaluation or model-based
process studies (Long and Witherspoon, 1985, and Smith and Schwartz, 1984), which proved
useful in examining requirements for the characterization of afracture network as an equivalent
porous medium or dual-porosity media and for studying the scale dependence of dispersion
processes (National Research Council, 1996). Therefore, in this study a discrete fracture model is
used first to test the reactive transport formulation against acontrolled |aboratory experiment. And
second, the method is extended to the Generalized Dual-Porosity Method (GDPM) for practical
application in heterogeneous material at the field scale.
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D.3 Mathematical Model

D.3.1 Introduction

With the exception of the non-isothermal transient flow and transport simulationsin
Chapter 6, all reactive transport simulations are conducted in steady-state flow environments.
Beginning with a steady-state flow regime, the following governing set of transport equations
describing the fate and migration of a mobile speciesis solved with the Finite Element Heat and
Mass Transport code, FEHM (Zyvoloski et al., 1997):

N
JCc] _ o [D_O[C]}_O(vE[C])J,Cis[c]sJr e (Eq. D-1)
k=1

ot oxL ' ox ox; 0

N
where > isthe chemical sink/source term representing the rate of change in solute mass of a
k=1
particular species dueto N chemical reactions, Dj; is the dispersion tensor, v; is the transport ve-

locity, ggisthe fluid sink/source term, and @is porosity. [C] isthe concentration of the mobile spe-

ciesof interest, such asPuO,", PUO,(CO5)", or Pu-Colloid (plutonium-colloid). Viswanathan et al.
(1998) and Robinson et al ., (1999) describein detail how FEHM solvesthe reactive transport equa-
tions by using a technique that involves solving the mixed equilibrium-kinetic transport problem

in large, two- and three-dimensional domains. Although somewhat benign looking, Equation D-1
captures multiple complex processes. In the following sections, the processes are introduced and

the mathematical formulations for each are presented.

The chemical and physical processes considered in this model are (1) Pu speciation, (2) Pu—
colloid reactions to form Pu—colloid, (3) filtration of colloids on the fracture walls, (4) solute
diffusion into the matrix, and (5) surface complexation and ion exchange of Pu with fracture
minerals and matrix minerals. A schematic diagram for the processes and reactions are illustrated
in Figure D-1.

D.3.2 Chemical Speciation Network

Aqueous speciation calculations in this study use Gibbs free-energy datacited in
Langmuir (1997). The Langmuir compilation mainly usesthe sources of Puigdomenech and Bruno
(1991), Lemire and Tremaine (1980), Lemire and Garisto (1989), and Nitsche et a. (1995). In this
model, chemical speciation reactions (including oxidation/reduction, hydration, and carbonate
complexation) are considered and arelisted in Section D.5. Using the equationsin Section D.5, the

speciation results for a total Pu concentration of 10719 mol/1 (somewhat arbitrarily chosen based on
Pu solubility and estimated groundwater flux near the source) at Eh = 550 mVolts and temperature

= 25°C are shown in Figure D-2. The dominant species are PuO,(CO3)", Pu(OH),4, and PuO,".

PuO," is the only dominant positively charged species. Under the field-measured conditions of pH
= 8.6, the majority of the colloid and mineral surfaces in the fractures and matrix will be negatively

charged. Thus, we assume that surface complexation reactions involve only PuO," and these
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Figure D-1. Schematic of processes and reactions associated with Pu and colloid-facilitated Pu
transport in fractures.

negative sites. Although it has been suggested that Pu(IV) may sorb strongly to various minerals,
the Pu surface complexation data developed for this project (Pawloski et al., 2001) provide only

for PuO," and Pu*" (see Section D.5). Under the conditions considered in generating Figure D-2,
Pu(OH), is the dominant Pu(IV) species and Pu*" concentrations are essentially zero. Thus,

aqueous concentrations and sorption of Pu** are not considered for these calculations. We note that
Pu speciation and sorption are actively studied at both LLNL and LANL. Future findings may lead
to modifications in the present assumptions. Nevertheless, Pu0," sorption is a strong process (as
will be shown in the next section), providing an appropriate mechanism for removal of Pu from

aqueous solutions.
The concentrations of PuO,(CO5)” and Pu(OH), under equilibrium will be 4.1 and 1.3
times the concentration of PuO, ", respectively, as indicated in Figure D-2 if the pH, Eh, and

carbonate concentrations in the water remain unchanged. This approach for relating PuO," and

other Pu species can be invoked for any Eh and pH when equilibrium speciation is assumed. For
these conditions, a pseudo equilibrium constant is defined by

sp
kP =S =54, (Eq. D-2)
C
where C* is the combined concentration of non-sorbing PuO,(COj3)”, Pu(OH), and other species

that can be used to compute the equilibrium concentration relationship between the reactive Pu cat-
ion and all other significant species, assuming fixed pH and Eh.
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Figure D-2. Speciation of 10"1°M Pu at Eh = 550mV, [HCO37] = 2.27e-3, and 25 °C.

D.3.3 Plutonium—Colloid Reactions

In this model we assume any significant colloidal form of Pu will occur due as a result of
sorption reactions between agueous PuO, ™ and naturally occurring colloids. Certainly, other

intrinsic Pu colloids could form due to molecular aggregation or due to Pu being embedded in
colloidal glass particles during the dissolution and weathering of the cavity melt glass (MG).
However, no studiesto date have indicated asignificant Pu-Colloid form created asaresult of MG
dissolution. By comparison to waste form rel eases studied by the Y ucca M ountain Project (YMP),
the process of Pu release from the MG is different from the corrosion process of canistersin the
unsaturated zone. Although iron may be abundant in the canister-corrosion process YMPis
interested in, it is expected to be very small (less than 1%) in MG following an underground
nuclear test. Further, naturally occurring colloids onto which Pu may sorb in the saturated zone are
in abundance (Kung 2000). Assuming that Pu-colloids result primarily from sorption reactions,
this model is consistent with the process in which Pu-colloid solutions are created for the
laboratory experimentsthe model isverified with. Namely, aqueous Pu isbrought into contact with
clay (montmorillonite) colloids (Reimuset al., 1999) and, morerecently, silicaand zeolite colloids
(Reimus et al., 2001) and allowed to sorb onto those colloids to generate the feed solution for the
column experiments described later in this appendix.

A simplification in this model design isthat colloids are not actually considered as mobile
entities. Rather, the sorptive sites on the colloids are modeled as an agueous species that does not
diffuse out of fracturesin matrix material. Thus, aggregation, buoyancy, and other issues
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associated with the actual size and shape of individual colloids in not considered. Only the
concentration of available reactive sites on colloids are considered. This approximation is
warranted for this study due to the very low agueous concentrations of Pu under consideration. If
larger Pu concentrations were considered, then issues of increased utilization of available colloid
sites would need to be addressed. As more and more sites on colloids are taken by Pu molecules,
then the rate at which sorption to the remaining sites decreases. In this case, the available sites on
natural colloids exceed the aqueous concentration of reactive Pu, thereby minimizing our concern
about needing amore complex representation of available colloid site concentration. Kung (2000)
reports that the colloidsin groundwater from observation wells ER-20-5 #1 and ER-20-5 #3 have
an average diameter of 90.0 nm and 80.8 nm, respectively, and average standard errors of 4.61and
4.28, aso respectively. On average, there are 3.02e+10 and 7.86e+10 particlesyml for ER-20-5 #1
and ER-20-5 #3, respectively (Brachmann and Kersting, 2000, Table 2). The colloid site
concentration C., (moles sites/l) can be defined by

Ceol = Ne (particles/l) 4mtr? (nmP/particle) x,, (sites’hm?) /Av (sitesmole), (Eq. D-3)

where n., is the colloid particle concentration (particles/l), r is the particle radius (nm), x,, isthe

sorption sites per nm? (2.31 sites’nm? of goethite was used for the calculation), and Av is
Avogadro's number, 6.022 x 1023 sites/mole sites.

The number of colloids per liter and the colloid sizesvary within arange, asshownin Table
D-1. The colloid site concentrations are 2.9e-9 and 6.0e-9 moles sites/| for wells ER-20-5 #1 and
#3, respectively, computed using Equation D-3 for average colloid sizes and concentrations. These
values of colloid-site concentrations are more than an order of magnitude greater than
conservatively estimated maximum aqueous Pu concentrations (e.g. 1e-10 M).

Under Western Pahute Mesa field conditions, the pH is approximately 8.6. Thus, the
colloids are predominantly negatively charged, favoring reaction with PuO," in the following
form:

>XO{gop) + PUO; = >XOPUO, o) (Eq. D-4)

where >X O represents an agueous colloid hydroxide site. However, recent experiments indi-

cate that reactions between Pu and colloids may be better represented with a kinetic formulation,
thus allowing for irreversible and semi-irreversible adsorption of Pu onto colloids.

Reimuset a. (2001) conducted experiments on Pu sorption to both clay (montmorillonite)
and silicacolloids. These datawere collected to capture therate-limited process of Pu sorption onto
the colloids and then, by removing Pu’ s aqueous phase, the desorption rate as well. Fitting kinetic
parameters to the Pu-colloid sorption and desorption curves was accomplished through a coupling
of TRACRN V1.0 (Travisand Birdsell, 1991) with awidely used L evenberg-Marquardt (LM)
algorithm (Press et al. 1986). The LM package finds parameter values that minimize the sum of
sguared differences (SSD) between a set of observations (the concentration of sorbed Pu versus
time) and the rate constants calculated by the code. The TRACRN code solves a set of partia
differential equations using appropriate boundary and initial conditions that approximate the
sorbing and desorbing experiments.
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The parameters used for matching the data are the forward and reverse sorption rates. An
initial estimate of each was specified at the beginning of the fitting process. Through a series of
TRACRN simulations with perturbed parameter values that provide derivatives of the ssmulation
resultswith respect to the various parameters, the LM package searches until the sum of the square
differences (SSD) no longer isreduced in value with further parameter changes. Coupling the LM
algorithm with a simulated annealing process (Press et al. 1986) provides an approximate global
SSD minimum to the objective function.

A kinetic sorption model is used for the preliminary analysis of Pu(V) sorption and
desorption onto the clay and silicacolloids. In TRACRN, the exchange of Pu between the aqueous
and solid phases is governed by (Travis and Birdsell 1991)

> = k,Cch- = F =0 KkH- CDS (Eq. D-5)

where

k¢ = forward reaction rate (M, zer/M collcid/)

k, = reverse reaction rate (1/t),

S = sorbed concentration (M g1/ colloid)

Shax = Maximum sorbing capacity of the colloid (M g yte/M collid)s
C = agueous phase concentration (M g yte/Mwater)

Cp = the solubility limit (Mg ute/M water)

M denotes mass, and t denotes time

Equation D-5 describes the kinetic balance between sorption and desorption processes. Under

equilibrium conditions & =

5 = 0 and it reduces to the Langmuir form:

K4C

$=6(C) = 7ke

(Eq. D-6)

where
G(C) = symbolizesthe relation between Sand C,
KL = Kd/Syax, and
Kd = k¢/K;.
Table D-2 shows the results from fitting data from Reimus et a.’s (1999) experiments.

D-6
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Table D-1. Colloid M easurement Data

From Brachman and Kersting, 2000

Number of
Samples Average Std. Dev.
Colloid Sizes Well ER-20-5 #1 15 90.90 461
(nm) Well ER-20-5 #3 19 80.8 4.28
Colloid Well ER-20-5 #1 20 3.026+10 | 4.33e+8
Particles Well ER-20-5 #3 19 786e+10 | 1.07e+9
(particles/ml) d S Orer

Table D-2. Forward and Rever se Rate Fitsto Experimental Pu-Colloid Sorption Data

Colloid Type kf (g/g/hr) kr (1/hr)
Ca-Montmorillonite 8.06E+01 5.98E-03
Silica 2.36E+02 8.56E-04

Note: Recent preliminary experimentsindicate that Pu sorbs nearly ir-
reversibly onto zeolite colloids, with over six orders of magnitude be-
tween the forward and reverse rates.

D.3.4 Colloid Filtration

Colloids attach and detach to/from the fracture wall during filtration. The filtration
reactions for colloids and Pu-colloids can be expressed as follows:
(Eq. D-7)

> X0y =>XO 4

> XOPUO,,, =>XOPUO, (Eq. D-8)
The processes and mechanisms associated with colloid filtration in fractures are not fully under-
stood. However, both UGTA and Y MP have supported studies seeking to quantify parameters as-
sociated with colloid filtration processes. Most relevant are the recent studies of Reimus et al.
(2001), in which filtration parameters are fit for multiple, different, natural colloid typesin frac-
tured core experiments in the laboratory. These are presented later in this appendix when we dis-
cuss modeling laboratory experiments. LANL has also conducted experiments directed toward
assessing attachment and detachment rates of colloids onto fracture walls using synthetic micro-
spheresin field tests.

Summarizing several different field experiments, Table D-3 lists estimated attachment and
detachment rates of colloids to fracture surfaces, aswell as retardation factors that would be

D-7
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associated with the attachment and detachment ratesif the time scales are large enough to assume
local equilibrium conditions. The retardation factors are based on

K Eq. D-9
W’ (q')

r

R=1+

whereb isthefracture aperture. Asdescribed in CRWM S M& O (2000d), for each experiment mul-
tiple different pathways were identified, each having unique attachment and detachment rates. The
probabilities of the attachment and detachment rates associated with each pathway are weighted
by the mass fraction of colloids traveling in each pathway. Thus, for each pathway, a unique pair
of forward and reverse rates and their probabilities are determined. Then, similar rates are binned
into cumulative distributions. When retardation factors a computed, the coupled pairs are used in
Equation D-9 and the associated probability of that pair is reported. The experimentsindicate that
retardation due to filtration of colloids can range from nearly negligible valuesto values that lead
to significant retardation in predicted colloid migration rates. CRWMS M& O (2000d) provides
further discussion and analyses of these parameters. For the purposes of the current study, colloid
filtration rates are considered as a fitting parameters for the laboratory data presented later in this
appendix. In Appendix F and Chapter 7, sensitivity to colloid filtration, modeled as a retardation
factor, isconsidered in site-scal e transport models. Table D-3 is used to define ranges of uncertain-
ty.

Table D-3. Colloid Filtration

(From CRWMS M& O 2000d)
Attachment Only Detachment Only Retardation Factors with Coupled Rates
Distribution
K, 1/hr Probability bkes, 1/hr Probability R kit bk, s Probability
0.04 0.25 0.000154 0.25 1.06 0.2 3.33 0.0105
0.043 0.5 0.00025 0.7395 1.1 0.04 0.4 0.039
0.07 0.75 0.000404 0.91875 6 0.04 0.008 0.08125
0.2 1 0.008 0.961 100 0.04 0.0004 0.2605
0.4 0.9895 280 0.07 0.000251 0.5102
3.33 1 280 0.043 0.000154 0.7605
800 0.2 0.00025 1.0

D.3.5 Surface Complexation of Plutonium with Fracture and Matrix Minerals

In the model simulations described later in this appendix, fracture and matrix Kd valuesare
estimated for the columns considered. However, in this section we provide a method that estimates
the Kd, starting with mechanistic complexation reactions and developing simplifications that
ultimately lead to such Kd values. This approach is used in Appendix F, where fracture Kds must
be estimated rather than fit to experimental data.

Plutonium species are expected to complex or undergo exchange with secondary fracture
lining minerals. These reactions include the interactions with >Ca?*, >FeOH, >MnOH, >SiOH,

D-8
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and >AIOH, where “>" indicates a site on an immobile mineral. Pawloski et al. (2001) list
equilibrium coefficients for the following surface complexation reactions.

> FeOH +Pu* +H,0 => FeOH PuO?" +2H" logk =6.93  (Eq. D-10)
> FeOH +Pu* +2H,0 => FeOH PuO, +4H" logk = -1.29  (Eq. D-11)
>AIOH +Pu*" + H,0= >AIOPUO" + 3H" logk = 5.95 (Eq. D-12)
>AIOH +Pu*" + 2H,0=>AIOPUO" + 5H" logK =-11.93 (Eq. D-13)
>SiOH +Pu** + H,0=>SiOPUO" + 2H" logk =232 (Eq. D-14)

> FeOH +Pu0," => FeOH PuO; logk™ =4.79  (Eq. D-15)

> FeOH +Pu0," +H,0 => FeOH PuO; +2H* logK? = ~10.66(Eq. D-16)
>Ca” +PuO} => PuO; +Ca* logk™ =185 (Eg. D-17)
>AIOH +PuO,= >AlOPUO, + H” logK™ =-3.09 (Eq. D-18)
>SiOH +Pu0,=>SiOPUO, + H” logK™ = -6.43 (Eq. D-19)
>SiOH +Pu0j + H,0= >SiOPUO,H + 2H" logK™ =-14.8 (Eq. D-20)

The concentration of Pu**, at pH = 8.6, Eh - 550 mV, and bicarbonate concentration of 2.27e-3is
estimated to be more than 20 orders of magnitude lower than the concentration of PuO,". It does
not even show up in Figure D-2. Therefore, although its concentration can be written in terms of

PuO," (reactions D-10 and D-11 can be rewritten in the form of either reaction D-15 or D-16 with

the appropriate relationship from Section D.5), it is not considered in these calculations. Thus, in
this study the surface complexation of Pu to these mineralsis only described with reactions D-15
through D-20.

Due to the low Pu concentration anticipated for this study, the concentration of stationary
mineral sites and pH are assumed to remain constant. Eh and bicarbonate concentration are also
assumed to remain constant. With these assumptions, the surface complexation reactions are
simplified and modeled using a lumped K. For reaction (D-15),

kn=__C" (Eq. D-21)
[> FEOH]C
rl
Kﬁm - Kr1[> FeOH] :T , (Eq D-22)
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where C" isthe concentration of >FeOHPuO," and C isthe concentration of PuO,*. Similar equi-
librium constant K and lumped K values can be written for the remaining reactions as

r24n-2pH
(2o _C7107° (Eq. D-23)
[>FeOH] C
r2
KIZ, =K'2[> FeOH] 10 = < (Eq. D-24)
umy C
r3 +2
k=S [C? ] (Eq. D-25)
[>Ca™]C
r3 +2 r3
s _K”"[>Ca"] _C (Eq. D-26)
" [Cat?) C
4 _ C107tPH
K" = AlomTC (Eq.D-27)
4 4 1pH Cr4
K lump = K™[>AIOH] 10" = = (Eq. D-28)
Cr510—1pH
K® == — Eq. D-29
[>SIOH]C (Ea. D-29)
5 5 1pH Cr5
K™ lump = K"[>SIOH] 10°" = = (Eq. D-30)
Cr610-2pH
K® === Eq. D-31
[>SOH]C (Eq. D-31)
6 6 opH _ C'®
Kiomp = K [>SIOH] 107" = = (Eq. D-32)

where C'2, C"3, C" C™, and C'™ are the concentrations of >FeOHPUO3", >PuO,*, >AIOPUO,,

>SiOPuUO, and >SiOPUO3H", respectively. Because we assume that the agueous Pu concentrations

are low enough that the available surface reaction sites are not depleted during the course of asim-
ulation, Equations D-22, D-24, D-26, D-28, and D-30 can be combined into one effective lumped
K to describe all sorbed Pu species on fracture minerals

e _ ri r2 r3 r4 r5 ré
KIump - KIump + KIump + KIump + KIump + KIump + KIump (EQ- D'33)

(1 2 r3 r4 15 rl
_CcC +C +C +C +C +C

e
KIump - C

(Eqg. D-34)
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Equation D-34 provides a simplified method for estimating the ratio of sorbed to nonsorbed
species for the case when surface site concentrations of the reactive minerals can be assumed to be
unchanging. However, there is still great uncertainty in the actual concentration of fracture mineral
surface sites available to react with solutes flowing in the fracture.

The sorption sites, W, (mole sites/l), on the fracture mineral surfaces are related to the

specific surface site density I [sites/nm?] of the medium by the relation
Wy = (N As p/A) F, (Eq. D-35)

where As (mz/kg) is the specific sorptive surface area of fracture-lining minerals, p is the mineral

density [g /dm3], F; is the mineral volume fraction of mineral i (e.g., >FeOH), and A, is

Avogadro’s number, 6.022 x 1023 sites/mole site. The specific sorptive surface area for the various

minerals (represented here by their actual reactive site species) will vary depending on the structure
of the mineral coating. Because of uncertainty in this term and even greater uncertainty in other

terms, a value of 1 m?/ g is used for all fracture coatings. This value is representative of those mea-
sured by White et al. (1996) on a variety of soil and mineral components. For these calculations, n

is assumed to be 2.31 sites/nm? (note: 1 nm = 10" m), As =1 m?/g, p=2650 g/dm°. The resulting
sorption sites w,,, = 0.01 F;. The available reactive mineral in the fracture (mineral volumefraction

of mineral i) can be approximated by the following equation:
F;= Poyn% X Pyo % X P, % % (d/b/2), (Eq. D-36)

exp

where d/b/2 is the ratio of the thickness of the secondary fracture-lining mineral to the aperture,
P70 1s the percentage of the mineral mass exposed to the aqueous phase, P, %is the percentage

of the fracture surface covered by mineral lining, and P,;,% is the proportion of a mineral (i) in

the coating. Estimates regarding the concentration of sorption sites in fractures are highly uncertain
because the following characteristics have not been measured in detail: the coating mineral’s ex-
posure to the fluid, the fracture wall’s coverage by the coating mineral, and each specific mineral’s
percentage. However, in Appendix F relevant observations from field studies are incorporated into
sensitivity studies of these parameters (e.g., Tables F-4 to F-15). For this initial testing of the trans-
port model, the Kd for Pu sorption to fracture minerals is treated as a lumped parameter and the
individual components are not derived. However, when the coatings for these particular experi-
mental cores are analyzed, the more and less certain components of Equation D-36 can be extract-
ed.

In the simul ations conducted with thisreactive transport model, sorption to matrix minerals
isrepresented with Kd parameters. These are either fit, asis done later in this appendix, or derived
from laboratory batch studies for the site-scale transport model. The following general-purpose
surface complexation reaction is assumed take place in the matrix.

> OX +PuO} =>OXPuO; - (Eq. D-37)

where >0OX isthe matrix reaction site. As with fracture sorption, assuming a constant pH and un-
changing available site concentration, alumped Kd can be written for the complexation in the ma-
trix
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kma=_C (Eq. D-38)
[>OX]C
KILﬁr'rla;J — K rma [> OX] — CT f (Eq. D'39)

where C"™?{s the concentration of total sorbed Pu in the matrix. The lumped log(K) valuesfor ma-
trix sorption are obtained from Y MP sorption studies (CRWMS M& O 2000g - see Table F-16)
with arange between 5 and 300 cc/g for Pu on a variety of devitrified and altered tuffs.

Using the method described above for estimating Kds for sorption to fracture minerals,
matrix Kds can be derived that fit approximately in the range of 5 to 300 cc/g. The sorption

experiments by Triay et al. (1997) give surface areas of tuffs between 3 to 5 m?/g and Daniels et
al. (1982) report Fe content in Y uccaM ountain tuffsaslessthan 0.1%. Thus, assuming that >FeOH

and >Ca?* represent a volume fraction in the matrix material of between 0.1% to 1.0%, the site
concentration for these two minerals ranges between 3.1e-8 to 5.1e-7 mole sites/l, which leads to

a k" petween 1.1 and 180 for pH = 8.6.

lump

D.4 Pu-Colloid Transport in Fractured Column Experiments

D.4.1 Overview of Column Experiments

A seriesof colloid-facilitated Pu(V) transport experimentsin naturally fractured rock cores
was conducted by Reimus et al. (1999). In these experiments, soluble Pu(V) was sorbed onto
inorganic colloids (Ca-montmorillonite) and then some of the Pu-colloid solution wasinjected into
saturated, fractured rock cores, through which steady water flow had been established. Also,
tritiated water was injected with the Pu-colloid solution, thus providing a non-reactive tracer for
comparison. Figure D-3 is a schematic of the experiments and resulting data.

Two separate cores with fractures from the Topopah Spring Tuff unit in well UE-20c were
used in the experiments. The fractured cores were cut perpendicular to their axes such that the
fracture bisected the length of the resulting core section. The final dimensions of the cut cores are
listed in Table D-4. After assembly, the cores were saturated under water by replacing oxygen and
nitrogen with CO, and subsequent evacuation of the CO, using a vacuum. Detailed steps are (1)

evacuating the cores under vacuum, (2) introducing CO, gas to displace oxygen and nitrogen, (3)
evacuating the CO, using vacuum, (4) slowly introducing degassed water while still maintaining

vacuum, and (5) keeping the cores under vacuum and under water until they no longer evolved gas
bubbles. This procedure takes advantage of the fact that CO,, dissolvesin water more readily than

oxygen or nitrogen.
For each fracture, transport experiments were conducted with alow flow rate
(approximately 0.5 mi/hr) and a high flow rate (approximately 1.5 ml/hr), yielding atotal of four

sets of results. For each experiment, artificial groundwater water was prepared in the laboratory to
replicate the composition of major cations and anions found in water from U-20WW (water well
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20) on Pahute Mesa. In the artificial water, sodium was used in place of calcium to minimize
colloid aggregation induced by multivalent cations.

The montmorillonite-colloidal solution was prepared by dispersing Ca-montmorillonite
powder in nanopure deionized water. The dispersed suspension was allowed to stand for 5 hours
at room temperature for larger particlesto settle. Thereafter, the supernatant solution was carefully
collected as a stock colloidal solution. The mass of the colloidal particlesin the solution was

determined by the difference in the weight before and after vaporizing and oven-drying (105°C) a
given amount of solution. The working solution was obtained by diluting a measured amount of
stock solution into aliter of artificial water. The average particle size of the colloidal solution was
90.4 nm and the pH of the working solution was 8.5, almost identical to Pahute M esa groundwater
conditions.

The experimental parameters for these column experiments are listed in Table D-4 and the
results are shown in Figures D-5 through D-8, along with the simulation results.

3H Pu + Colloids(montmorillonite)

Normalized Concentrations
0.3

0.25 1 o -3
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Figure D-3. Experimental design for fractured column experiments.

D.4.2 Column Simulations

We conceptualize the column experiment with a discrete fractured-media model for
colloid-facilitated Pu transport using FEHM (Zyvoloski et al., 1997). Thismodel (Figure D-4) uses
a computational grid normal to the fracture to capture both the fracture and the matrix and all
chemical and physical processes described in the previous sections. Affecting Pumigration in the
fractures are advective transport, speciation, sorption onto colloids, sorption onto fracture
minerals, and colloid filtration on fracture walls. In the matrix, the dominant processes are

diffusion of the ions and molecules, speciation, and sorption of the cation PuO," onto matrix

minerals. Because the fracture-coating minerals have not yet been characterized, only alumped Kd
isused for the complexation andion exchange of Pu(V) with fracture mineralsin these simulations.

D-13



Rev 0.0 PLUTONIUM TRANSPORT MODEL

N

.

/

Fracture

—
-~
~—

Figure D-4. Schematic of model grid for column experiments. Note the computational grid is ac-
tually not uniformly discretized as shown in this schematic.

The column experiments are model ed using atwo-dimensional x-, y-grid of 400 rows and
20 columns. The first column represents the fracture and its width is set to the fracture aperture.
The next five rowsinto the matrix are spaced at 0.5 mm. Then, the spacing of the remaining rows
increases geometrically, with the final row residing at outer wall of the core. Along the length of
the core, the grid is evenly discretized with 400 intervals. The third-dimension of the model,
perpendicular to thelongitudinal cross section of the column, is scaled to unit length. Theinjection
flow rate and concentrations are also scaled correspondingly.

To represent conditionsin the experiments, 75% of thetotal Puinthefeed solutionisinthe
form of Pu-colloid, and the remaining 25% is distributed between the positive charged PuO," and
the other species[PuO,(COs3)", Pu(OH),, etc.] by ratio of 1:5.4 (asper Figure D-2). Theflow fields
were modeled as steady state using the injection flow rates of the experiments (see Table D-4).

In the transport model, the diffusion coefficient and dispersivity of the conservative tracer

3H was adjusted to yield a breakthrough curve that closely matched the experimental data (Table
D-5). Then, reactive transport parameters were systematically varied to match the experimental
results. The best-fit parameters for all processes for each of the four experiments are reported in
Table D-5 and fall well within reasonable bounds derived from independent estimates. Figures D-
5 through D-8 show the simulation results for the four columns compared to laboratory
measurements.

D.4.3 Sensitivity Analysis

A systematic sensitivity analysis was conducted to evaluate how the model parameters
affect the Pu migration in the column. The sensitivity coefficient with respect to a particular
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parameter can be approximated by making a small perturbation in the parameter value while
keeping al other parameters constant, and dividing the change in the dependent variable (the peak
breakthrough concentrations for Pu-colloid here) by the change in the parameter. This can be
expressed by the formula (Zheng and Bennett, 1995, Lu et al., 1999):

X, = oy/y _ [y(a, +Aa) —y(a )]/ y(a)

EVEY Aa,/a, (Ea. D-40)

where X, isthe sensitivity coefficient of the model dependent variable, y, with respect to the kth
parameter. Further, y(a ) and y(a+Aa) are the values of the dependent variable obtained for the

base case and for the perturbed-parameter case, respectively. Inthis case, the calibrated parameters
for Column 1 (Table D-5) are the base case, and each parameter was perturbed to 50% above its
base-case value. Table D-6 summarizes the results of the sensitivity analysis. The Pu-colloid re-
verse reaction rate and Pu-colloid filtration rate have negative sensitivity coefficients. Thisindi-
cates that increases of their values will yield lower peak concentrations. Conversely, mineral
surface complexation (in the fracture), diffusion coefficient, and longitudinal dispersivity have
positive sensitivity coefficients. For this study, the matrix Kd, the filtration detachment rate, and
forward rate of Pu-colloid formation show no sensitivity at all. Of the parameters examined, Pu-
colloid filtration is the most sensitive of the parameters.
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Figure D-5. Experimental data and modeled results for Column 1 - high flow rate.
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Figure D-6. Experimental data and modeled results for Column 1 - low flow rate.
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Figure D-7. Experimental data and modeled results for Column 2 - high flow rate.
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Figure D-8. Experimental data and modeled results for Column 2 - low flow rate.
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Table D-4. Physical Description of Column Experiments

Core No. Corel Core2
Core sample depth 2851 ft. at well UE- | 2858 ft. at well UE-
20c 20c
Experiment No 1 2 3 4
Core Geometry | Length (cm) 16.7 21.90
Diameter (cm) 8.7 8.7
Average fracture 0.058 0.057
aperture (cm)
Flow Rate 1.55 0.575 153 0.587
(ml/hr)
Injection 7.73 24.4 7.52 234
Duration (hr)
Injection 3H (mol/l) 1.65e-11 | 1.66e-11 | 1.65e-11 | 1.01le-11
Concentration
239py (mol/l) 9.08e-9 | 1.4e8 9.08e-9 | 1.21e8
Colloids (1/ml) 3.95€9 1.99e9 3.95€9 2.25e9
Colloid sitest (mol/1) | 3-89¢-10 | 1.98e-10 | 3.89e-10 | 2.22e-10
1 - The average size of montmorillonite colloid is 90 nm, the sorption site density on col-
loids is assumed to be 2.31 sites'nm?.
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Table D-5. Column Simulation Parameters

Experiment No 1 2 3 4

Core No. Corel Core?2

Flow rate (ml/hr) 155 0.575 153 0.587

3H matrix diffusion coefficient (mZ/S)l 2.0e-10 2.2e-10 2.1e-10 2.7e-10

*H matrix diffusion coefficient (m?/s) 20010 | 22610 | 21610 ) 2710
Estimated by Reimus et al. (1999)
Colloid and Pu-Colloid diffusion coeffi- 0.075e-10 | 0.28e-10 | 0.07e-10 | 0.30e-10

cient (m?/s) Into stagnant zone of fracture?

Longitudinal dispersivity (cm) 0.1 0.1 0.1 0.1
Rxn1: Pu-colloid reaction k® k2100 | k2100 | K210 | K 210"
> XOH , +PuO; => XOHPUO;,, 5 > > S 5
Ky k, <10 k, <10 k, <10 k, <10
Rxn2: colloid filtration ks 3.15e-1 | 2.30e-1 | 2.85e-1 | 2.3e-1
> XOH ¢y =>XOH k. |505e3|70e4 |23e3 |3e4
colloid filtration ks 291 |18el |31lel |24el

Estimated by Reimus et al. (1999)

Rxn 3: Pu-colloid filtration Ks 3.15e-1 | 2.30e-1 | 2.85e-1 | 2.3e-1
> XOPUOy ) => XOHPUO, ke |505e3 |70e4 |23e3 |3e4
Rxn 4: surface complexation in the matrix | Kd >10 >10 >10 >10

>XOH+PuO,” =>XOH PuO;

Rxns5-7: composite surface complexation | Kd | >6 >6 >6 >6
on fracture minerals

> XOH +Pu0,” => XOH PuO;

1- Used Reimus et al’s diffusion coefficient estimates and achieved good fit for Tritium.

2 - Thisterm was added to fit model tail results where first-order kinetic processes do not lead to a good match.
a - Assumed agueous complexation ratio of PuO2+(aq) to PuO2(CO3)-& other species(aq) = 4.5.

b - Combination of kf and kr produces same breakthrough curves.
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Table D-6. Sensitivity Coefficientsfor Column 1 Simulation

Parameter ngrlc?igl- Sensitivity
Concentration Coefficient

Base 0.0933 0
Diffusion Coefficient (D) 0.0982 0.105
Dispersivity 0.0943 0.021
Pu-colloid formation rate (ks) 0.0933 0.0
Pu-colloid reverse formation rate (k;) 0.091 -0.049
Pu-colloid filtration: attachment rate (k) 0.0358 -1.233
Pu-Colloid filtration: 0.0955 0.047
detachment rate (k,)
Matrix Kd 0.0933 0.0
Fracture lumped Kd 0.0954 0.043
Carbonate speciation constant 0.0933 -0.001

D.5 Pu Speciation Reactions

In the aqueous speciation calculation, Pu redox between the states 3+ to 6+, pH, and
carbonate complexation were considered. Gibbs free-energy data used were cited from Langmuir
(1997), who references mainly from Puigdomenech and Bruno (1991), Lemire and Tremaine
(1980), Lemire and Garisto (1989), and Nitsche et al. (1995). The equilibrium constants were
derived in terms of the standard Gibbs free energy of the reaction AG® (J/mol):

_ 0
logK :% (Eq. D-41)
pK =—logK (Eq. D-42)

where K is the standard equilibrium constant, T is the temperature on the Kelvin scale (K), and R
is the gas constant (8.3143 Jmol L K1) (Langmuir, 1997; Drever, 1988).
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The redox reactions

0 - — 3+ -
PU(OH) ;o t€ =Pu™ +40H

Ef= —1.768 volt

Eh=E +

where F is Faraday’s constant.

PuO; +2H,0+e =Pu(OH), .,

Eh=EJ +

2303RT  [PuO;]

F [PU(OH) 4(aq)]

PuO?* +e” =PuO;

+2
En=E+ 2.303RT |  [PuO;’]

F [PuO;]

The hydration reactions

Pu* +40H ~ =Pu(OH)$,

Pu®" +30H " =Pu(OH); .,

Pu* +20H " =Pu(OH);;

2(aq)

Pu* +OH~=Pu(OH) 2,

PuO; +OH ~ =PuO,0OH?

(aq)

PUO;? +OH ~ = PuO,0OH

(aq)

2.303RT , [PU(OH)3.]
log ,
F [Pu¥][OH ]*
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E5>= 0.557 volt

Eg= 0.965 volt

logK4=46.88

logK~+=36.75

logKg=25.70

logKy=13.50

IOgK10:4.35

IOgK11:8.38

(Eq.

(Eq.

(Eq.

(Eq.

(Eq.

D-45)
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+ - 0
PUO;” +20H ™ =PuO, (OH); logK,,=16.62 (Eq. D-52)

PUO;” +30H ™ =PuO, (OH)5 logK 5=20.84 (Eq. D-53)

2PUO;" +20H ™ =(PUO,), (OH)a logK4,=19.77 (Eq. D-54)

3PUO;" +50H ™ =(PUO, )3 (OH) sy logK,5=48.42 (Eq. D-55)

Chemical complexation reactions with carbonate

PU(OH)3 ., +HCO; +3H " =Pu(CO,) " +4H,0 logK ,=11.82 (Eq. D-56)
PU(OH)j,, +*5HCO; =Pu(CO,);’ +4H,0+H" logK,,=-3.41 (EQ. D-57)
PuO;,,,, + HCO; =Pu0,CO; +H*

IOgK18:-522 (Eq D'58)

PuO;,,, +2HCO; =Pu0,(CO,);> +2H" logK o=-13.59 (Eq. D-59)
PUO;¢,, +HCO; =PuO,CO; +H”" logKyg=-1.12 (Eq. D-60)
PuO;(,, +2HCO; =Pu0,(CO,);" +2H " logK,,=-5.84 (Eq. D-61)
PuO;%,, +3HCO; =Pu0,(CO,);* +3H" logK,=-13.56 (Eqg. D-62)
PUO;Z,, +20H ~+ HCO; =Pu0,(OH),HCO; logK,3=19.77  (Eq. D-63)

The mass balance for Pu is

TPu=TPu* +TPu* +TPu® +TPu® (Eq. D-64)

where TPu is the total concentration of Pu, T Pu’ tT Pu4+, T pu5 *and T Pu" are total concentrations of Pu

of the corresponding redox state. Their values in terms of PuO, " are

TPU 3+ :[ Pu3+] — PU(OH )g(aq) 10(—Eh—l.77)/0.0592 +4 pOH

- + (~Eh+0.557) / 0.0592+(~Eh~-1.77) / 0.0592 +4 pOH
=[Pu0,,,110
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TPU4+ :[ PU4+] + [ PU(OH )?l(aq)] + [ PU(OH ):;(aq)] +[ PU(OH );(zaq)] +[ PU(OH )zr:q)]
+Pu(CO,)** + Pu(CO,);°
- PU OH 0 10 pk4+4pOH + PU OH 0 1+ 10— pk 7+ pk 4+ pOH + 10—pk8+ pk4+2 pOH + 10— pk 9+ pk 4+
[PU(OH) 0] [PU(OH) 40 I (
+[PU(OH)3,, [0 PP [HCO; ] +107 """ [HCO; 1°)

_ + (~Eh+0.557) / 0.0592+ pk4+4 pOH + (~Eh+0.557)/0.0592 —pk7+pOH
=[ PUOZ(aq) ]10 +[ PUOZ( a0) 110 (1+10

+ 1O—pk8+ pk4+2 pOH + 10— pk9+ pk4+3 pOH )

+ [PUO+ ]10(—Eh+0.557)/0.0592 (1O—pk16—3pH [HCO;] + 10—pk17+ pH [HCO;]S)

2(aq)

TPu® =[PuO;?,]+[PuO,0OH ] +[PuO,(OH )2(aq)] +[PUO, (OH )55y ]

2(aq) (aq)

+[(PUO,),(OH ) 3(aq) 1 +I(PUO, )3 (OH )5 ]

2(aq)

+[PUO,CO;) | +[PUO,(CO;) 5eq) ] +[PUO, (CO;) ) ] +[PUO, (OH) , HCO, ]

- [ Puog(Zaq) ]{1+ 10— pk11- pOH + 10— pk12-2 pOH + 10— pk13-3 pOH

+10— pk14-2 pOH [Puo+2 ] +10—pk15—5pOH [Puo+2 ]3

2(aq) 2(aq)
+1o—pk20+ pH [ HCOS—] +10— pk21+2 pH [ HCO:;] 2 + 10—pk22+3pH [ HCO3_ ] 3 + 10—pk23—2 pOH [ HCOs—] }

— [ PuO ;(aq) ] 1 ((En-0.956)/0.0592 { 1410 PKII-POH | 1()=PKI2-2pOH 1 ()~ PK13-3pOH

+1O—pkl4—2 pOH [Puo+2 ] +1O—pk15—5pOH [Puo+2 ]3

2(aq) 2(aq)

+1O—pk20+ pH [HCO;] +10° pk21+2 pH [HCO;] 2 + 1O—pk22+3pH [HCO;]?’ + 10—Pk23—2POH [HCO:,:] }
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D.6 Summary

Following these simulations, afew general observations are as follows:

* Themodel results are reasonably sensitive to the diffusion coefficient. Thisis because the
diffusion coefficient helps control the rate at which PuO," is exposed to matrix minerals to
which the positive molecul e sorbs.

» A kinetic model of Pu-colloid formation is necessary to match the data. The forward rate must
be fast enough to create appropriate amounts of Pu-colloids and the reverse rate must be slow
enough to keep the Pu on the colloids. The forward and reverse rates used are extremely close
to those rates estimated from the batch sorption/desorption experiments. The model is more
sensitive to the reverse rate than the forward rate because, in laboratory experiments, the
colloids are effectively “doped” with Pu before injection into the fracture. No free-ion Puwas
observed in the effluent solution. Hence, the reverse rate controls how much Pu remains on the
colloids. The field-scale implication of this parameter sensitivity isthat the reverse rate
controls how the Pu remains on the colloids for large time and space scales. The site-scale
transport model results presented in Appendix F show that this parameter does, in fact, have a
governing rolein determining whether Pu transport is facilitated by colloids over the distance
between BENHAM and ER-20-5 #1 and #3.

» At the short time and space scal es associated with these experiments, it is necessary to model
with kinetic rates the attachment and detachment of colloids and Pu-colloids to the fracture
surfaces.

» A very small colloid diffusion coefficient (more than an order of magnitude smaller than the
solute diffusion coefficient) was needed to match the curvature of thetails of the breakthrough
curves. The detachment rate of colloidsfrom the fracture surface captured the decreasing slope
in the tails, but not the change in curvature. The physical and chemical effects this parameter
could be capturing include diffusion into a low-velocity boundary film of water near the
fracture surface, second-order kinetic attachment/detachment processes not captured in the
first-order equation, and actual diffusion of colloidsinto large matrix pores.

» Matrix Kds and fracture Kds must be large enough to retain (e.g., retard) the Pu that desorbs
from the colloids. All Pu in the effluent was reported to be on colloids. Thus, PuO,* cannot
travel asafreeionin this system.
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Appendix E: Field-Scale Transport in Fractured Rock:
The Generalized Dual-Porosity Model (GDPM)

E.1 Generalized Dual-Porosity Model Description

Figure E-1 shows several computational methods designed to handle fracture matrix
interactions. A discrete fracture model (DFM), as used in Appendix D allows the fracture and
matrix to be explicitly discretized, allowing for user-specified grid resolution in the matrix. This
method is accurate and requires that the flow and transport equations be solved for each node,
which can be computationally restricting for large problems and impractical for field-scale
simulation of flow and transport in fracture networks. In addition, it does not readily extend to
represent heterogeneous systems involving flow paths through fractured rock and porous,
unfractured material.

Another method is the dual-continuum model, in which the fracture and matrix media are
discretized on the same numerical grid via a one-to-one pairing of grid points for each medium.
Flow may occur in each continuum, and a coupling term allows transport to occur between the
media. Although this method extends readily to heterogeneous two- and three-dimensional
problems, sharp concentration or pressure gradients in the matrix cannot be resolved becauseit is
only represented with onenode. Thisisaprohibitiveissuefor solutetransport in fractured systems,
in which diffusion into the matrix and perhaps sorption on the bulk rock are important.
Furthermore, in saturated, fractured mediain which fracture permeabilities are much larger than
the matrix permeability, itisnot really necessary to compute flow over field-scale distanceswithin
the matrix medium because the majority of the flow probably occurs within the fractures.

An efficient aternative to the dual continuum approach is to decouple the matrix nodes
from each other, following the assumption that little flow occursin the matrix rel ative the fractures.
The numerical solution for this system is efficient because the equation set can be decomposed into
a series of small one-dimensional systems for the matrix connected to the fracture continuum.
However, the resolution in the matrix domain away from the fractures still dominates the accuracy
of the method in correctly resolving concentration.

To address some of these problems, we have developed aflexible approach called the
Generalized Dual-Porosity Model (GDPM). GDPM isamodular capability invoked within the
FEHM flow and transport model. To use GDPM, anumerical grid for FEHM is generated for the
system to capture the spatial variability of attributes such as permeability. Each nodein the grid
represents a segment of the domain that is either fracture or matrix dominated. If the nodeis
fracture dominated, then GDPM matrix nodes of user-specified number and resolution are set. The
user may specify different fracture spacing, matrix porosity, and fracture porosity at each node
location in the domain or for zones defined by similar properties such aslithology. Inthe site-scale
transport model for BENHAM, welded tuff, lava, fractured zeolitic tuff, and fracture nonwelded
tuff are modeled as dual-porosity mediain which flow occursin fractures and diffusion occursinto
the matrix within which sorption may also occur. The bedded tuff, nonwelded tuff, and
unfractured altered tuff are modeled as matrix-flow-dominated single continua.
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Discrete Fracture Dual Continuum Generalized Dual
Model (DFM) Model (DCM) Porosity Model (GDPM)

Matrix Nodes
Matrix Nodes

Fracture Nodes Fracture Nodes
Fracture

Figure E-1. Schematic representation of a discrete fracture model, a dual-continuum model, and
the generalized dual-porosity model.

E.2 Verifying GDPM

E.2.1 One-Dimensional Tests: Diffusion and Reactive Transport

GDPM verification for the present study involves several different test casesin which
breakthrough curves are simulated for transport through a one-dimensional, 5000-m-long domain
that has afracture half spacing of 5 m. The steady-state flow rate through the fractureis 0.68 |/day .
The fracture volume fraction in the model is0.0001, the matrix porosity is 0.05, and the diffusion

coefficient is 1.5x1012 m?/sec. The first problem compares GDPM results in the homogeneous
model domain with the analytical solution of Tang et al. (1981) for a nondiffusing tracer, a
diffusing tracer, and a diffusing tracer with matrix sorption. The results from the three sets of
simulations, shown in Figure E-2, demonstrate that the GDPM solution and the analytical solution
for a homogeneous model match almost exactly.

Using the same model, the next set of tests use components A, B, and C to examine some
generic simplereactions. The primary reaction tested isA + B <=> C. Inthisreaction, the forward
rate, kf, is 1.0e+04 (1/hr) and the reverserate, kr, is 2.0e-01 (1/hr). A and B are introduced in the
column feed solution in equal concentration and C, set initially every where at a concentration of
0, isformed in the reaction. In the first case, the reaction is only alowed to occur in the fracture
and component A is allowed to diffuse, but components B and C do not diffuse. Thistest problem
ismeant to mimic achemical system of interest in the present study, namely fracture transport with
sorption of adiffusing agueous component (A) to anondiffusing agueous colloidal component (B).
Because there are no analytical solutionsfor this problem with reactions, GDPM is compared to a
high-resolution discrete fracture simulation. Figure E-3 shows that there is good agreement
between the two sets of simulations. | n the second reactive transport test, amatrix-sorption reaction
is added for component A, where A(aqg) <=> A(s) in the matrix only. Figure E-4 shows nearly
identical solutions for GDPM and the discrete fracture model again. In the final test of reactive
transport on this system, all three components are involved in sorption reactions in the matrix.
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Figure E-2. Test of GDPM method against the analytical solution of Tang et al. (1981)

Figure E-5 shows that the sol ution between the GDPM and DFM models match very well with this
increased complexity. Thisis not an exhaustive test of different possible reactions. However, this
benchmarking analysis does provide confidence by testing the basics before investigating more
complex systems with GDPM.

E.2.2 Applying GDPM Along Streamtubes in Three-Dimensional Flow Fields

For the TYBO/BENHAM site-scale transport study, streamtubes generated by the
streamline particle-tacking algorithm in FEHM are extracted for reactive transport simulations
conducted with GDPM. This process consists of first transforming the streamtubes into one-
dimensional grids for simulation with GDPM. And second, the transformed domain is
parameterized for simulation with the GDPM option in FEHM. This parameterization involves
specifying, for each lithology through which the streamline passes, fracture porosity, matrix
porosity, fracture spacing, and all transport parametersrelated to reactionswith fracture and matrix
minerals. Figure E-6 provides a schematic of the steps to create one-dimensional GDPM
simulations using pathlines in three-dimensional flow fields.

A three-dimensional test block that is 2000 x 1000 x 1000 m? is used to generate
streamtubes to test the GDPM al gorithm in homogeneous and heterogeneous media. Thefirst 3-D
test involves a homogeneous block with uniform properties. The second 3-D test is a sandwich
model in which the center 200 m (normal to flow) has a reduced permeability, and the third 3-D

test is a cube model where a200 x 200 x 200 m® block on the side of the model has a very low
permeability, thereby creating a deviation of flow around the embedded cube.
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Figure E-4. Comparison of the GDPM model to a discrete fracture model for atest in which only
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Figure E-5. Comparison of the GDPM model to a discrete fracture model for atest in which all
species diffuse into the matrix and react with matrix minerals.

In the first test, a streamtube is created with a single particle in the homogeneous domain.
Transport results for a nondiffusing, nonreacting solute computed with GDPM are compared to a
single-continuum finite-volume simulation in the three-dimensional flow field with apoint source
release. Figure E-7 shows that the 50% breakthrough of the single continuum model (SCM) and
the one-dimensional GDPM solution match well thetravel time of the unretarded particle (denoted
asasingle point).

For adiffusing tracer, the GDPM results are compared to a semi-analytical solution
obtained by releasing 8000 particles for which FEHM simulates diffusion with transfer functions
based on the analytical solution of Tang et al. (1981). In the homogenous domain, the GDPM
model matches the semi-analytical solution fairly well (Figure E-8). Thereisadlightly earlier
breakthrough with the semi-analytical result because there isless numerical diffusion associated
with the particles than with GDPM, but the overall shape and time scales match within 5-10%.
These results indicate that the process used for transforming a streamtube into a one-dimensional
grid for GDPM analysis works properly for this simple case.

The next case tests the “sandwich model” in which the flow path passes through alow-
permeability zone in the center of the model. Figure E-9 shows that the 50% breakthrough points
of the single-continuum model (computed in the three-dimensional flow field) and GDPM
(computed along a single transformed one-dimensional grid) match the particle travel time
reasonably well for a case with no diffusion and no dispersion. The particle breakthrough occurs
dightly later than either of the other simulations due to minor interpolation effects at the interfaces
between thetwo different materialsin the domain. Increasing the resolution of the grid transformed
from the streamtube can reduce this slight error, which highlights abal ance between computational
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1) Generate multiple particle paths
in 3-D flow model

\~/_/\>

2) Extract and straighten the 3-D path
with correct cell volumes and
properties to duplicate the flow
rate from the 3-D model

3) Add GDPM to the
straightened particle path for
reactive transport
simulations

Figure E-6. Schematic of transforming streamtubesin three-dimensional flow field to one-dimen-
sional grids for GDPM simulation.

efficiency and sufficient grid resolution to reduce such interpolation errors. However, the results
show that acceptable agreement can be obtained. With matrix diffusion invoked, the GDPM
solution and the 8000-diffusing-particle simulation compare well (Figure E-10), indicating that the
slight heterogeneity does not adversely impact the model’ s accuracy.

The final model tested includes alow-permeability cube in the model that forces the flow
path to go around the cube. Figure E-11 shows the results for the case with no diffusion. In this
case, the particle arrival is dlightly earlier than the 50% GDPM breakthrough. However the
differenceislessthan 2%, indicating that issues associated with three-dimensional pathsthat curve
through the flow field are resolved well through the grid transformation process and GDPM
simulation.

For the test cases considered, the results comparing dual-porosity particle-tracking
simulations, analytical solutions, and discrete fracture ssmulations with GDPM simulations
compare well. In cases for which there are slight discrepancies, the error is always less than 10%
and generally lessthan 5%. These results provide confidence that the streamtube extraction process
works well and that GDPM is fully appropriate for simulating complex processes involving
fracture-matrix interactions and reactive processes.
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Appendix F: Site-Scale Transport Model - Reactive
Transport Along Streamlines

F.1 Introduction

In this appendix, the reactive transport model described in Appendix D is extended for
application to the three-dimensional site-scale flow and transport domain. The four primary
components of the extension are as follows:

* Application along streamtubes within a heterogeneous three-dimensional site-scale flow field.

» Useof the Generalized Dual Porosity Model (GDPM, described in Appendix E) to simulate
reactive transport in fractured media.

» Consideration of multiple solutes in addition to the plutonium and colloids considered in
Appendix D.

» Use of the time-varying source functions described in Chapter 6.

These extensions are implemented for analysis of contaminant migration from BENHAM to the
ER-20-5 observation wellsand NTS boundary. Releases from TY BO are considered with the par-
ticle-tracking model in Chapter 7. A stepwise procedure for conducting these simulationsis de-
scribed as follows:

1. Develop steady-state flow field on a heterogeneous attribute map.

2. Release aswarm of particles from the source location and map the time of flight along
the pathway of each non-reactive, non-diffusing particle until it leaves the smulation
domain.

3. Convert each particle pathway through the three-dimensional domain into a high-
resolution, one-dimensional, finite-element grid.

4. Simulate reactive, dual-porosity transport for each solute of interest by using GDPM to
model fracture-matrix interactions and the source functions from Chapter 6 to model the
time-varying source functions from the BENHAM cavity/chimney system in the TSA
and LAVA aquifers.

5. Analyze results through examination of mass fluxes across the model boundary and at

the observation wells.
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F.2 Reactive Transport in Fractured Rock

F.2.1 Generalized Dual-Porosity Model

Reactive transport in fractured rock is simulated along one-dimensional streamtubes using
GDPM and FEHM'’ s reactive multispecies transport capabilities. Described in greater detail in
Appendix E, GDPM provides an efficient mechanism for capturing diffusion and pressure
transients between fracture and matrix material. Conceptually, for every node in adomain
representing the fracture continuum, GDPM provides a user-specified number of nodes into the
matrix at auser-specified resolution that need not be uniform. Although the discrete fracture model
in Appendix D requires two spatial dimensions to represent an experiment with flow in only one-
dimension, GDPM provides the capability for one-, two-, and three-dimensional flow systems.
Further, even though discrete fracture models are not well equipped to handle heterogeneity in
fracture and matrix properties (e.g., varying aperture, coating thickness, mineralogy), GDPM was
designed to readily incorporate such variations. Thisis possible because any nodein the model can
be populated with unique fracture properties, as can the corresponding matrix nodes associated
with that particular fracture node.

F.2.2 Solutes of Interest and Reactive Processes

Because spatial attribute variability must be considered at the site scale. GDPM is used
instead of a discrete fracture model to simulate the fundamental processes described in Appendix

D. We now also consider tritium (3H), and isotopes of carbon (X*C), chlorine (*6Cl), krypton
(8Kr), technetium (*°Tc), iodine (1), samarium (>1Sm), americium (?**Am), strontium (*Sr),
cesium (37Cs), uranium (234235238 neptunium (23"Np), europium (1°2 15*Eu), and plutonium
(23°:290py) Thislist is a subset of those reported by Pawloski et al. (2001). For these solutes, the
following processes are considered when appropriate:

= carbonate speciation,

= complexation and ion exchange with different fracture minerals,

- diffusion between fractures and matrix material,

= sorption to matrix minerals, and

= radioactive decay.
However, certain simplifications and assumptions regarding the list of source RNs must be noted.
The separate isotopes of U, Eu, and Pu are not considered individually. Because migration of all
isotopes of any element are expected to be controlled by the same physical and chemical processes,

only differencesin source inventory and radioactive decay rates |ead to differences in mass break-
through at locationsof interest. For the purposes of thisstudy, we assumethat all U isotopes behave

like 238U and lump them together. 238U has the longest half-life of the three device-related U iso-
topes and accounts for nearly 90% of the U in the radiologic source term (using the unclassified
average valuefor al tests conducted below or within 100 m of the water table in Areas 19 and 20;
Smith, 2001). Thus, this assumption leads to slightly conservative estimatesin total U mass, al-

though the half-lives of 23U and 23°U are also extremely long relative to the 1000-year simulation
times used in this study.
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To assess actual dose, these isotopes would need to be considered as a post-processing

calculation in the 238U BTCs. This assumption also leads to the omission of daughter products
caused by U decay, although with the long half-lives of the U isotopes, little decay will occur. On

the other hand, 2*1Pu will decay through 2*1Am to 23/Np, which is far more mobile (quite similar
to 238U). However, with less than 0.05 moles of 2*1Pu in the average source inventory and 2.87

moles of 23’Np, the maximum increasein the 23’Np would be less than 2%. Therefore, this process
isignored for now. This omission leads to a minor reduction in the modeled Np inventory and a
minor increase in conservatism with regard to Pu migration by not considering the process of

colloid-facilitated transport of Pu followed by decay to Np. 1>*Eu is lumped together with 1%%Eu
because they both have short half-lives, they have very small source-term inventories, and they are
highly sorptive.

In addition to the expanded list of RNs and their unique transport properties, Pu reactions
with colloids and colloid filtration to fracture surfaces are considered. Although colloid reactions
with other RNs arelikely, only Puis considered in this study for two reasons. First, the data at the
ER-20-5 observationswellsindicate that the Pu was measured in thefiltered portion of the samples
in the presence of colloids, not as an agueous species. Such association between colloids and the
other RNs has not yet been made. And second, following the field observations at ER-20-5, the
UGTA Project has conducted substantial laboratory characterization of the colloid-facilitated Pu
transport process, thus providing data support for this model. Colloid-facilitated transport of the
other RNs found in the ER-20-5 observation wellsis treated in Chapter 7 as afitting processto
determine what percent of the released inventory must attach to colloids to yield simulations
consistent with the field observations.

F.3 Transport Parameters for Site-Scale Calculations

F.3.1 Data Sources

Several different data sources are integrated in this appendix to develop appropriate
transport parameters. Table F-1 liststhe types and some of the sources of field and laboratory data.

F.3.2 Process Model Parameter Road Map

The remaining subsections in F.3 describe the various chemical processes considered in
this reactive transport model. A summary of these processesiis as follows:

= The extension of the model developed in Appendix D requires site-scale simulations in
heterogeneous media. The use of GDPM and spatially variable parameters are
incorporated into this model - Section F.3.3

= Carbonate speciation for six RNs is considered because the carbonate complexes of these
RNs tend to compete with the sorption processes. Carbonate speciation complexity is
reduced to a relationship between free-ion and carbonate species concentrations by
invoking assumptions of constant pH, eH, and bicarbonate concentrations - Section
F.3.4.
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Table F-1. Data Sources For Transport Parameters

Type of Data Study Reference

Matrix sorption of RNs onto vol- | YMP Triay et al. (1997),

canic rocks CRWMS M& O (2000g)

Complexation of RNswith frac- | ygTAl Pawloski et a. (2001)

ture minerals (Mn, Fe, Al/Si, Ca)

Matrix diffusion of RNs UGTA, Reimus et al. (2002)

YMP

Pu-colloid reaction rates UGTA, YMP CRWMS M& O (20009),
Reimus et al. (2001),
This study

Coalloid filtration UGTA, YMP CRWMS M& O (2000g),
Reimus et al. (2001)

Colloid size distributions and UGTA, YMP Kung (2000)

concentrations

Groundwater chemistry (pH, Eh, | UGTA IT DataBase (IT, 2002)

pCo0,, etc.)

RN source mass and concentra= | UGTA Smith (2001),

tion This Study?

Fracture apertures UGTA Drellack et a. (1997)

Fracture spacing UGTA Drellack et a. (1997)

YMP CRWMS M& O (2000f, c)

Fracture coating minerals UGTA Reimus et al. (2002)
[Appendix A by Benedict
and Warren]

Notes.

1 - Derivation of equilibrium complexation constants based on field and lab studies

from UGTA, YMP, and other projects.
2 - Source masses from Smith (2001). This study computes dissolution and mass flux
into aquifers (Chapter 6).

< RN sorption to fracture minerals is considered. These reactions are simplified by
assuming constant pH and unvarying surface site concentrations due to the low
concentrations of RNs in solution. However, spatially varying mineral surface
concentrations are considered for each reactive mineral for each different fractured rock
class - Sections F.3.5 and F.3.6.
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= Matrix sorption of RNs is primarily based on existing databases in which Kds were
determined in batch experiment. Because these experiments were conducted in the
presence of carbonate species, we apply a simple correction to simulate only the sorption
of the free ion, thereby allowing the inclusion of the carbonate speciation reactions -
Section F.3.7.

= Diffusion values are based on a recent UGTA laboratory study (Reimus et al., 2002). The
ranges of uncertainty in that study are not very large, relative to some references in the
literature - Section F.3.8.

= Fracture properties (including aperture, porosity, and spacing) affect the velocity and
diffusion potential of solutes. Little field data exists in which all of these properties are
measured explicitly. Therefore, geometric arguments and relationships between the
three properties are used to specify model parameters and ranges of uncertainty -
Section F.3.9.

« Pu-colloid reactions, already described Appendix D, are modeled with a kinetic
formulation. In addition to UGTA data and our model fit to column data, additional
studies from YMP are included in the development of rate ranges - Section F.3.10.

F.3.3 Transport Parameters in Heterogeneous Domains

Many transport parameters discussed in the next several sectionsvary spatially and depend
on the lithologic rock class. Chapter 5 introduced the attributes associated with the heterogeneous
flow systems used for these site-scale transport simulations. Distributed heterogeneously
throughout the domain are seven different lithologic classes, including (1) bedded tuff, (2)
nonwelded tuff, (3) fractured welded tuff, (4) fractured lava, (5) fractured altered tuff, (6) non-
fractured altered tuff, and (7) fractured non-welded tuff. We assign different transport parameters
to each different lithologic class. Therefore, in many of the parameter tables, ranges of uncertainty
are presented for each different lithologic class. During the simulations, these parameters are
distributed appropriately among the different lithologic classes. At present, heterogeneity in
transport parameters within the lithologic classes is not specified due to lack of information from
which such spatia variability could be modeled. However, significant heterogeneity in transport
parametersisrepresented in these model s due to the heterogeneity in the lithol ogic class mapsthat
were generated by DRI.

F.3.4 Aqueous System Chemistry: Carbonate Speciation

Reactions and Speciation Diagrams

Six of the RNs considered in this study are susceptible to carbonate speciation reactions.
These are particularly significant processes because the carbonate species of the RNs do not tend
to participate in sorption reactions with surface minerals, with the exception of those involving

surface calcium sites, >Ca?*. Therefore, carbonate speciation serves as a competitive process that
keeps RNs mobile, acting against the retarding processes of sorption with surface mineralsin the
fractures and in the matrix.
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Pu speciation is discussed in Appendix D. Table F-2 presents the carbonate speciation
reactions considered for the remaining RNs affected by this process. Figures F-1 through F-6 show
speciation diagrams for the RNs under redox conditions of eH = 550 mV. Note that Figure F-7
showstheimpact that variation in redox condition plays on carbonate speciation, thus significantly
affecting the distribution between sorptive and nonsorptive agueous species for the RN.

Based on limited data, it is believed that the upper aquifer in the Pahute Mesa area has an
oxidized eH approximately 550 mV. Although there are no reported in situ water measurements
indicating lower Eh values, thin section analyses from Warren (2000) identified pyrite, areduced
form of iron, in the matrix at depths similar to the deeper observation well, ER-20-5 #3. This
indicatesthat the lower aquifer has experienced reduced conditionsin the past, which in turn could
indicate that relative to the upper aquifer the water is more reduced, but this has not been verified.
For comparison, in their CHESHIRE study Pawloski et al. (2001) assume an oxygen fugacity of

1077, equivalent to an Eh of approximately 615 mV. Their slightly more oxidizing conditions may
be reflective of the shallower groundwater system at CHESHIRE compared to BENHAM.
However, this parameter remains uncertain until direct measurements are made, a process
currently underway in the UGTA project.

Simplifying Assumptions

A complete hydrochemical transport model of RN migration would include each of the
reactionsin Table F-2, aswell as all of the sorption reactions discussed later in this appendix.
However, certain ssimplifications are available when considering which processes govern RN
mobility and reactivity and which parameters remain constant for the simulation scale under
consideration.

Thefirst assumption isthat pH remains constant. Away from the source region there are no
data to suggest that pH varies along the flow paths under consideration caused by natural
geochemical processes. Therefore, the only mechanismsto cause pH variations are associated with
source releases. These mechanisms include thermal effects and reactions between source release
solutes and surface minerals. Although there isathermal pul se associated with the source regions
(Appendix B and Chapter 6), our simulations indicate that this thermal pulse does not persist a
significant distance into the aquifers in which site-scale transport will occur. Likewise, there are
no data to indicate such athermal plume either, other than the one-degree anomaly in UE-20n #1
near CHESHIRE reported by Pawloski et al. (2001). pH changes caused by reactions between
source-release RNs and surface minerals are also expected to be minor because of the low RN
concentrations.

The second assumption is that the redox conditions remain constant. If temporal or spatial
variations in Eh were to occur, then the distribution between free-ion and neutral species could be
significantly affected, impacting sorption parameters (e.g., Figure F-7). As part of the sensitivity
study presented later, an Eh of 350 mV is considered in the lava due to indications of reducing
conditions at a depth based on observations of Warren (2000). Finally, the bicarbonate
concentration in groundwater is assumed to remain constant.

With these assumptions, the unknowns in Table F-2 reduce down to the free-ion
concentrations and the other species (primarily carbonate species) concentrations. Using the
equations and the assumptions stated above (or ssmply using Figures F-1 through F-6), the ratio of
freeionto al other species can be computed for pH = 8.6. Thisratio constitutes apseudo speciation
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coefficient that can be used to calculate the free-ion and other species concentrations during a
dynamic transport simulation. Table F-3 shows these coefficients for each RN that undergoes
carbonate speciation. Also shown is the coefficient for Pu when more reducing conditions are
prevalent.
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Table F-2. Carbonate Speciation

Reaction Log K
Sm*" + 2HCO; = Sm(CO,); + 2H" logK = 78576
Sm*" + HCO; =SmCO} + H* logK = 24790
Am®" +2HCO; = Am(CO,); + 2H" logK =8.3868
Am®" + HCO, = AmCO}, + H* logK = 2.5434
Am®" +2H,0 = Am(OH); + 2H" logK =14.1145
Am®" +H,0 = AmMOH? + H* logK = 6.4072
Eu®” + 2HCO; = Eu(CO,); + 2H"* logK = 7.6676
Eu®” + HCO; = EuCO; + H* logK =2.3688
Eu®" +2H,0 = Eu(OH); + 2H" logK =14.8609
NpO; + HCO; = NpO,CO; +H* logK =5.7288
NpO; +H,0 = NpO,OH, + H* logK =8.9000
UO}? + 2HCO; = U0, (CO,);2 + 2H" logK =3.7577
UO}? + 3HCO; = UO,(CO,);* +3H" logK =9.4411
UO;* +H,0=UQ,,, + 2H" logK =10.3117
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Figure F-2. Americium speciation diagram for Eh = 550 mV and [HCO3] = 2.27e-3.
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Figure F-5. Uranium speciation diagram for Eh = 550 mV and [HCO3] = 2.27e-3.
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Table F-3. Pseudo Carbonate Speciation Coefficients
pH=8.6, Eh=550 nV, and [HCO;] = 2.27e-3

Pseudo Speciation Coefficient
Element ) :

([all neutral species]/[freeion])

Sm 7.03e+4

Am 2.48e+4

Eu 1.07e+5

Sr NA

U 4.33e+9

Np 3.99

pu! 5.44

1 - Note: at Eh = 350mV, the pseudo speciation coefficient for Pu

becomes 3144.

F-12



Rev 0.0 APPENDIX: SITE-SCALE REACTIVE TRANSPORT

F.3.5 Sorption in Fractures

For each RN, surface complexation with reactive sites in fracture minerals (including

>FeOH, >Ca?*, >AIOH, >SiOH, and >MnOXx) may serve to retard migration as well asinhibit
diffusion into the matrix material. In Section D.3.5, the model parameters for Pu reactions with
fracture mineral sites were developed. In this section, they are extended to all reactive RNs of
interest. Moreover, uncertainty in the parameters used to compute the equilibrium constantsis
considered.

For each RN, we assume that the cation form is the reactive species for complexation with
fracture-coating minerals. Pawloski et al. (2001) provided tables of equilibrium coefficients for
surface complexation of many RNs of interest with specific fracture mineral sites. Pawloski et al.
(2001) also provide ion-exchange coefficients for Sr?*, Cs*, and UO,2*. No data are available for

reactions with manganese oxides (MNnOx) so these mineral sites are lumped with iron hydroxides,
yielding a class of mineral sites, >FeOH/MnOX, referred to from here on as >FeOH.

Estimation of fracture-minera sorption-site concentration

Although the equilibrium coefficients for the individual reactions enable detailed
representation of the sorption process, the uncertainty in fracture mineral composition,
distributions, abundance, and accessibility to solutesflowing in fractures dominatesthe variability
in calculations of this nature. At each location in the model domain, the concentration of available
surface complexation sitesis hecessary to simulate these reactions. In Section D.3, we developed
amodel to calculate the concentration of each type of fracture mineral site. The following
paragraph repeats the derivation of Equation D-36 for continuity with the remainder of this section.

This model estimates the surface mineral sorption sites, w,, (mole sites/l), on the fracture

mineral surfaces as related to the specific surface site density N [sites/nmz] of the medium by the
relation:

Wy = (N As p/A) F, (Eq. F-1)

where As (mz/kg) is the specific sorptive surface area of fracture-lining minerals, p is the mineral
density [g /dm?], F; is the volume fraction of mineral i (e.g., >FeOH), and A, is Avogadro’s num-
ber, 6.022x1023 sites/mole sites, and N is the reactive site density. In these calculations, As =1 m2/

g (see Section D.3.5, White et al., 1996) and p =2650 g/dm3 .Forn=2.31 sites/nm? (a parameter
that varies for fracture mineral site types), the resulting sorption site concentration w,, = 0.01 F;.

And, the available reactive site concentration (i) in the fracture can be approximated by the follow-
ing equation:

Fi = Peyp%0 X Peoy% X Prin% (d x 1)/(1 X b/2), (Eq. F-2)
which simplifiesto
Fi = Pexp% X Pgoy% X Priin% x 2(d/b), (Eq. F-3)

where d is the thickness of the secondary fracture-lining mineral, b/2 is half fracture aperture, | is
the unit length of the fracture, P, % is the percentage of the mineral mass exposed to the agueous

phase, P.y,% isthe percentage of the fracture surface covered by mineral lining, and P,,i,%0 isthe
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proportion of mineral i inthe coating. The simplification in Equation F-3 is noted because theratio
of the mineral thickness (d) to the aperture (b) is considered asasingle parameter affecting the min-
eral volume fraction.

Each term in Equation F-3 introduces uncertainty into the estimate of reactive sorption site
concentrations. Further, for each different rock classin the heterogeneous domain, the distributions
of the minerals are expected to be different. One of the uncertainties in estimating these sorption
site concentrations is the mineralogic makeup of the fracture coatings. Therefore Tables F-4 to F-
7 show the parameters used to compute the surface site concentrations for the four different
fracture mineral site types considered in the four different fractured rock classes considered (the
other three classes are treated as unfractured porous media). The fundamental distinguishing
difference between welded tuff, lava, altered tuff, and fractured non-welded tuff in this portion of
the analysis is the mineralogic composition of the fracture coatings. The differences, as derived
from Reimuset al. (2002), are highlighted in column 4 of tablesthat follow. In addition to the base-
case parameters, a“high” set and a“low” set are provided. The high and low terms are
representative of the uncertainty in mineralogic composition of the fracture coatings. Although the
base-case parameters are the expected values, the high set favors the more reactive >FeOH and
>MnOx minerals, whereas the low set favors the aluminosilicates. Although these compositions
(Pmin%0) are not absolute, they demonstrate the impact uncertainty in mineralogic composition has

on surface site concentration estimates.

The other uncertain parameters that are held constant provide significant additional
uncertainty in estimates of w,,. There are currently no available data with which to bound the
percent exposed parameter P, ,% or the percent coverage parameter Py, %. However, asw,, isa
linear function of both of them, uncertainty in either can be dealt with as alumped parameter.
Namely, changes in the product of the two represents uncertainty in either parameter. Similarly,
there are very little data correlating mineral coating thickness with aperture (affecting the term, d/
(b/2) in Equation F-3). However, following the sensitivity analysis that deals primarily with
uncertainty in mineral composition, a study is presented in Section F.3.6 that examines the
sensitivity to |ess constrained Pe,,% and Peq, % parameters.
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Table F-4. Surface Mineral Sorption Sites: Welded Tuff

i/rl?ﬁteurr; Pep? | Poo,% | Pin% (mm(;I (m?:s F “oase n As W
Welded Tuff Base
>FeOH 0.1 0.5 0.22 0.01 0.1 2.2E-3 2.2E-5 135 18 | 231E-05
>Ca 0.1 0.5 0| 0.01 0.1 0.0E+0 0.0E+0 | 231 10 | 0.0E+00
>SiOH 0.1 05 0.7 0.01 0.1 7.0E-3 7.0E-5 7.8 0.14 | 3.31E-06
>AIOH 0.1 0.5 0.07 0.01 0.1 7.0E-4 7.0E-6 2.35 10 | 7.12E-06
Welded Tuff High
>FeOH 0.1 05 0.65 0.01 0.1 6.5E-3 6.5E-5 135 18 | 6.84E-05
>Ca 0.1 0.5 0.12 0.01 0.1 1.2E-3 1.2E-5 231 10 | 1.20E-05
>SiOH 0.1 05| 008 | 0.01 0.1 8.0E-4 8.0E-6 78| 014 | 3.78E-07
>AIOH 0.1 05 0.15 0.01 0.1 1.5E-3 15E-5 2.35 10 | 1.53E-05
Welded Tuff Low
>FeOH 0.1 05| 003 | 0.01 0.1 3.0E-4 3.0E-6 | 135 18| 3.16E-06
>Ca 0.1 05 0 0.01 0.1 0.0E+0 0.0E+0 231 10 0.0E+00
>SiOH 0.1 0.5 0.9 0.01 0.1 9.0E-3 9.0E-5 7.8 0.14 | 4.25E-06
>AlOH 0.1 05| 007 0.01 0.1 7.0E-4 70E-6 | 235 10 | 7.12E-06
Mineral sorption site percentages derived from Reimus et a. (2002). Other parameters are estimated as described
in text.
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Table F-5. Surface Mineral Sorption Sites: Nonwelded Tuff

Fracture

Mi neral Pexp% PCOV% I:>mi n% d b/2 Fi (*)base r] As (*)I'l'l

Nonwelded Tuff Base

>FeOH 0.1 0.5 014 | o001 0.1 14E-3 14E-5 135 18| 1.47E-05

>Ca 0.1 0.5 009 | o0.01 0.1 9.0E-4 9.0E-6 | 231 10 | 9.00E-06

>SIOH 0.1 0.5 037 | 0.01 0.1 3.7E-3 3.7E-5 78| 014 | 1.75E-06

>AlIOH 0.1 0.5 04| o001 0.1 4.0E-3 40E-5| 235 10 | 4.07E-05

Nonwelded Tuff High

>FeOH 0.1 0.5 02| o0.01 0.1 2.0E-3 20E-5| 135 18| 210E-05

>Ca 0.1 0.5 048 | o0.01 0.1 4.8E-3 48E-5| 231 10 | 4.80E-05

>SiOH 0.1 0.5 024 | 0.1 0.1 2.4E-3 2.4E-5 78| 014 | 1.13E-06

>AIOH 0.1 0.5 008 | 0.01 0.1 8.0E-4 8.0E-6 | 235 10 | 8.14E-06

Nonwelded Tuff Low

>FeOH 0.1 0.5 0.12 0.01 0.1 1.2E-3 1.2E-5 135 18| 1.26E-05

>Ca 0.1 0.5 009 | o0.01 0.1 9.0E-4 9.0E-6 | 231 10 | 9.00E-06

>SiOH 0.1 0.5 0.37 0.01 0.1 3.7E-3 3.7E-5 78| 014 | 1.75E-06

>AlOH 0.1 0.5 0.42 0.01 0.1 4.2E-3 42E-5| 235 10 | 4.27E-05

Mineral sorption site percentages derived from Reimus et a. (2002). Other parameters are estimated as described
in text.
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Table F-6. Surface Mineral Sorption Sites: Lava

Fracture

Mi neral Pexp% PCOV% I:>mi n% d b/2 Fi (*)base r] As (*)I'l'l

Lava Base

>FeOH 0.1 0.5 0.12 0.01 0.1 1.2E-3 1.2E-5 135 1.8 | 1.26E-05

>Ca 0.1 0.5 0.42 0.01 0.1 4.2E-3 42E-5| 231 10 | 4.20E-05

>SIOH 0.1 0.5 0| O.01 0.1 0.0E+0 0.0E+0 78| 014 0.0E+00

>AlIOH 0.1 0.5 045 o001 0.1 4.5E-3 45E-5| 235 10 | 4.58E-05

LavaHigh

>FeOH 0.1 0.5 017 | o0.01 0.1 1.7E-3 17E-5| 135 18| 1.79E-05

>Ca 0.1 0.5 038 | 0.01 0.1 3.8E-3 38E5| 231 10 | 3.80E-05

>SiOH 0.1 0.5 035| 0.1 0.1 3.5E-3 3.5E-5 78| 014 | 1.65E-06

>AIOH 0.1 0.5 01| o.01 0.1 1.0E-3 10E-5| 235 10 | 1.02E-05

Lava Low

>FeOH 0.1 0.5 0.1 0.01 0.1 1.0E-3 1.0E-5 135 18| 1.05E-05

>Ca 0.1 0.5 042 | 0.01 0.1 4.2E-3 42E-5| 231 10 | 4.20E-05

>SiOH 0.1 0.5 0 0.01 0.1 0.0E+0 0.0E+0 7.8 0.14 0.0E+00

>AlOH 0.1 0.5 048 | 0.01 0.1 4.8E-3 48E-5| 235 10 | 4.88E-05

Mineral sorption site percentages derived from Reimus et a. (2002). Other parameters are estimated as described
in text.
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Table F-7. Surface Mineral Sorption Sites: Zeolite

Fracture

M | neral Pexp% Pcov% I:>mi n% d b/2 F| (*)base r] AS %
Zeolite Base
>FeOH 0.1 05 0 0.01 0.1 0.0E+0 0.0E+0 135 18 0.0E+00

>Ca 0.1 0.5 05| o0.01 0.1 5.0E-3 5.0E-5| 231 10 | 5.00E-05

>SIOH 0.1 0.5 05| o0.01 0.1 5.0E-3 5.0E-5 78| 014 | 236E-06

>AIOH 0.1 05 0 0.01 0.1 0.0E+0 0.0E+0 2.35 10 0.0E+00
Zeolite High

>FeOH 0.1 0.5 0 0.01 0.1 0.0E+0 0.0E+0 135 18 0.0E+00

>Ca 0.1 05 1 0.01 0.1 1.0E-2 1.0E-4 231 10 | 1.00E-04

>SiOH 0.1 0.5 0| 001 0.1 0.0E+0 0.0E+0 78| 014 | 0.0E+00

>AIOH 0.1 0.5 0| 001 0.1 0.0E+0 0.0E+0 | 2.35 10 | 0.0E+00
Zeolite Low

>FeOH 0.1 0.5 0| 001 0.1 0.0E+0 0.0E+0 | 135 18| 0.0E+00

>Ca 0.1 0.5 0| 001 0.1 0.0E+0 0.0E+0 | 231 10 | 0.0E+00

>SiOH 0.1 05 1 0.01 0.1 1.0E-2 1.0E-4 7.8 0.14 | 4.73E-06

>AIOH 0.1 0.5 0 0.01 0.1 0.0E+0 0.0E+0 2.35 10 0.0E+00

Mineral sorption site percentages derived from Reimus et a. (2002). Other parameters are estimated as described
in text.

Derivation of sorption coefficients for each radionuclide

Once w,, isestimated for each of the fracture-mineral-site typesin each of the rock classes,

sorption coefficients are derived for each of the RNs of interest. The derivation uses the surface
complexation coefficients provided by Pawloski et al. (2001). Lumped fracture sorption
coefficients are derived, as described in Appendix D, based on the assumptions that (1) the
concentration of surface sorption sitesin fracture coatings far exceeds the aqueous concentrations
of the trace RNs, (2) the groundwater chemical composition remainsinvariant, and (3) that the
reactions occur fast enough to be described with equilibrium formulations. Tables F-8 to F-14
show the surface complexation reactions and the corresponding lumped sorption coefficients. Any
termthat appearsin the K ,m, value, such as pH and the sorption site concentrations for the various
fracture minerals, is assumed to be constant. With these lumped equilibrium coefficients, the
surface sorption site concentrations (e.g., >FeOH, >Ca, >AIOH, and >SiOH) computed in Tables
F-4 to F-7 impact the agueous concentration of the free and sorbed ions. The Pu reactions and
lumped equilibrium coefficients were presented in Section D.3.5.
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Table F-8. Plutonium Fracture Mineral Sorption Coefficients

Reaction Log K Kiump
> FeOH + PuO; = > FeOHPUO} logk =479 |K,,,, = K[> FeOH]
> FeOH + PuO}, + H,0 = > FeOHPUO; +2H" | logK = -10.66 | K, = %
+2
>Ca*? + PuO; => PuO; + Ca* logK =1.85 mp = Lcj]
[Ca™]
> AIOH + PuO; => AIOPUO, + H* logk =-3.09 | K., = K[>AIOH]
i
> SiOH + PuO} = > SIOPuO, +H" logk =-6.43 | K\, = K[> SIOH]
[H]
>SIOH + PuO; + H,0=>SOPuO,H™ +2H" logK =-14.80| K., =%
Table F-9. Samarium Fracture Mineral Sorption Coefficients
Reaction Log K Kiump
> +2
>Ca’?+SmCO; = >SmCO! + Ca™ logK =253 | K,y = %
a
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Table F-10. Americium Fracture Mineral Sorption Coefficients

Reaction Log K Kiump
+2
>Ca*2+AmCO} = >AmCO} +Ca*?| logK =4.13 o =12 C27]
[Ca™]
> AIOH+Am* = >AIOAM*™ +H"* logK =2.49 lump :%
>SOH+AmM*™ = >SIOAmM*" +H* logK =0.7 lump :%
>SIOH+Am™ +H,0= >S0AMO +3H"| logK =14.2 mmp:%

Table F-11. Europium Fracture Mineral Sorption Coefficients

Reaction Log K Kiump
> FeOH + Eu*® = > FeOEU*? + H* logk =1.89% 0.69 K 1, :%
> FeOH + Eu*® + H,0 => FeOEUO + 3H* | logK =-13.7 o = %
>Ca*? + EuCO} =>EuCO; + Ca*? logK =3.75 ump = }?ga—?f;ﬂ]
>AIOH + Eu™ => AIOEU™ + H* logK =2.29 = %
>SIOH + Eu™® = > SiOEu™ + H* logk =063 | Ky = —K[THS';(])H]
>SIOH + Eu™ + H,0 =>SIOEuO +3H" logK =-14.13 mp = —K[FHSJ]?H]
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Table F-12. Neptunium Fracture Mineral Sorption Coefficients

Reaction Log K Kiump
> FeOH + NpO; => FeOHNpO; logK =4.32 | K, = K[> FeOH]
> FeOH + NpO} + H,0 =>FeOHNpO; + 2H* | logK =-11.46| K, :%
>Ca*? + NpO; => NpO; + Ca* logk =2.35 | K, =Lcj‘+z]

[Ca™]
> AIOH + NpO; => AIONpO, +H" logK =-4.67 |K :—K[T:J]OH]
> AIOH + NpO}, +H,0=> AIONpO,H™ +2H*| logK = -14.26| K., =—K[[>HA+']?H]
>SiOH + NpO; =>SiONpO, +H" logK =-3.72 |K,,, = %
>SIOH + NpO; + H,0=>SIONpO,H™ +2H" | logK =-12.16 |K :%
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Table F-13. Uranium Fracture Mineral Sorption Coefficients

Reaction LogK Kiump
> FeOH + UO;? = > FeOHUO}? logk =6.63 |K,,,, =K[>FeOH]
> FeOH + UO;? + H,0 = > FeOHUO, + 2H" logK =-3.05 | K, = %
+2
>Ca™ + UO;r2 => UO;r2 + Ca*? |09K =512 lump — chg]
[Ca™]

> AIOH + UO;? = > AIOUO; +H* logkK =3.13 jump =%
o q

>SIOH + UO;? + H,0=>SIOUO,H + 2H" logK =-5.18 | K ., =%
o q

>SiOH + UO;? + H,0=>SI0OUO; +3H" logK =-12.33 K., =%

Table F-14. Strontium Fracture Mineral Sorption Coefficients

Reaction Log K Kiymp
> FeOH + Sr*? = > FeOHSr ™ logk =2.22 | K, = K[> FeOH]
>FeOH + Sr*? => FeOSr* + H* logK =-5.30 (K, :%
>FeOH + Sr*? + H,0 => FeOSrOH + 2H" logk =-5.30 | K\, = —K[FHF*E]?H]
>Ca” +Sr? =>%"? +Ca” logK = -1.75 | K = KEZTCET]
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For most RNs, the freeion participatesin the sorption reactions with the fracture minerals.

An exception, however, are the surface complexation reactions with >Ca?* for Sm, Am, and Eu.
For these RNs, the carbonate species reacts with the surface site. As part of the simplification of
the chemical model in this section, these three reactions are rewritten in termsof thefreeion, using
the equilibrium speciation partitioning described above. Thus, the three reactions between Sm,

Am, and Eu with >Ca?* shown in the previous tables can be converted to represent the free ion.
For Sm, we start with the carbonate species sorption reaction

>Ca’* + SmCOz" = >SmCO;* + Ca?* logK =253  (Eq. F-4)
and the carbonate speciation reaction
Sm>* + HCO5 = SmCO3* + H* logK =2.48, (Eq. F-5)
both of which can be combined to yield the following reaction for the sorption of the free ion:
>Ca?* + Sm>" + HCO5 = >SmCO;3* + Ca2* + H* logK = 0.05 (Eq. F-6)
Kiump = K[>Ca2*][HCOg1/[H*][Ca] (Eq. F-7)
Similarly, surface complexation with calcium for Am and Eu can be written as
>Ca?* + Am®* + HCO3 = >AmCO3* + Ca?* + H* logK = 1.59 (Eq. F-8)
Kiump = K[>Ca?*][HCOg1/[H*][Ca] (Eq. F-9)
>Ca?* + Eu" + HCO5 = >EuCO;" + Ca?* + HY logK = 1.36 (Eq. F-10)
Kiump = K[>Ca?*][HCOg1/[H*][Ca] (Eq. F-11)

These three equations are substituted for the carbonate species reactions shown in the tables.
Thefinal reduction in complexity of reaction parameters involves grouping all the K|m

termsfor each RN into asingle effective coefficient, Ke|ump. This term represents the partitioning
between the agueous phase and the sorption on fracture minerals for the free ion of each RN. For
each RN, the K m, terms are added together to give asingle effective lumped K, K& ump- This

reduces the number of equations that need be solved for the carbonate speciation reactions
described previously and the free-ion sorption reaction described in this section. However, because

the mineral-coating composition varies between all rock classes, different Ke|ump terms must be

considered for each different material. Table F-15 summarizes the K¢ ump terms used for free-ion
sorption to fracture mineral sitesin the different rock classes and the different sensitivity sets
outlined in Tables F-4 through F-7. Thus, in the fractures, the transport model explicitly simulates
competition for freeions by sorption reactions using the parametersin Table F-15 and mobile non-
reactive species using the coefficientsin Table F-3.
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Table F-15. Ke|ump (cc/g) for Free-lon Sorption to FractureMineralsin Four Different Rock

Classes
Actinide | Rock Class Low Base! High?
Class 11 Welded 2.60e+6 2.20e+6 4.28e+6
(Sm) Lava 1.39e+7 1.35e+7 9.04e+6
Zeolitic 1.89¢e+6 1.03e+7 1.88e+7
Nonwelded? 7.65e+6 7.40e+6 1.05e+7
Class 11 Welded 2.60e+6 2.20e+6 4.28e+6
(Am) Lava 1.39e+7 1.35e+7 9.04e+6
Zeolitic 1.89e+6 1.03e+7 1.88e+7
Nonwelded 7.65e+6 7.40e+6 1.05e+7
Class IT Welded 6.62e+6 3.20e+7 8.96e+7
(Eu) Lava 2.21e+7 2.45¢+7 2.89¢e+7
Zeolitic 2.21et+6 6.69¢e+6 1.12e+7
Nonwelded 2.14e+7 2.40e+7 3.37e+7
Class III | Welded 0.01 0.08 0.23
(Sr) Lava 0.04 0.05 0.06
Zeolitic 0 0.005 0.01
Nonwelded 0.04 0.05 0.07
Class IV | Welded 5.74e+8 3.37e+9 9.68e+9
(U) Lava 1.51e+9 1.81e+9 2.58e+9
Zeolitic 1.38e+8 6.91et7 691let+4
Nonwelded 1.86e+9 2.15e+9 3.01et9
Class IV | Welded 3.67 21.32 62.10
(Np) Lava 12.98 14.82 19.19
Zeolitic 0.88 4.17 7.46
Nonwelded 12.66 14.51 22.6
Class V Welded 11.14 81.68 245.8
(Pu) Lava 52.72 60.14 77.22
Zeolitic 0.001 18.56 37.11
Nonwelded 47.89 55.32 92.07
1 - Low refers to iron content in fracture mineral distribution. It usually leads to low K, but not always.
2 - High refers to iron content in fracture mineral distribution. It usually leads to high K, but not always.
3 - In these simulations, one of the seven rock classes considered is fractured nonwelded tuff.

F.3.6 Additional Fracture Ke|ump Uncertainty

The column-experiment models described in Appendix D indicate that Kelump termsfor Pu

in welded tuff must be greater than approximately 10 cc/g. The short time and distance scales of
such experiments do not provide upper bounds. The experiments also do not provide parameters
for other tuffs or other RN, hence the theoretical analysisin the previous sections. In the previous
section, fracture Kd uncertainty ranges were developed for variations in the mineralogic
composition of specified coating geometry. This means that although the specific mineral volume
fractions were changed, the coating thickness and its accessibility to solutes in fracture fluid was
held constant at our expected value. In fact, we know very little about how accessible fracture
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minerals are to solutes flowing in the fracturefluid. In thismodel, only those reactive surface sites
that are immediately available are of significance. If the solute must diffuse into the fracture
coating, then the retardation associated with that process is captured by the matrix-sorption
component.

The two uncertain parameters in Equation F-3 that were not varied in the previous section
are Py % and P, %, the percent of the fracture coating that is accessible to solutesin the fracture
fluid and the percent of the fracture surface that is coated at al, respectively. In the previous
section, these two terms were set at 10% and 50%, so their product is 0.05. If we allow Pg,,% to
vary from 1% to 50% and if we allow P.,,% to vary between 10% and 100%, then the range on
the product of thetwo termsisbetween 0.001 and 0.5. Thus, the quantity (Pexp%* Pcov%o) that was
held constant in Equation F-3 as 0.5 may vary by amost 3 orders of magnitude. In the sensitivity
studiesin Section F.7, thisincreased uncertainty is factored into the fracture Kd uncertainty
presented in the previous section as a secondary analysis.

lon exchange has not been considered in the development of fracture sorption parameters.
It is possible that some radionuclides such as Pu(lV) species other than put4 may sorb to fracture
minerals by this process. Pawloski et al. (2001) provide ion-exchange coefficients for Sr2*, Cs,
and U022+. Presently, however, coefficients are not available to markedly reduce uncertainty in
the fracture coating sorption process for the other radionuclides. In the next section, we note that

surface complexation and ion-exchange process are lumped together for matrix material sorption
coefficients.

F.3.7 Matrix Sorption

In addition to competitive chemical reactionsmodeled in the fractures, sorption with matrix
mineralsisalso considered for soluteswhich diffuseinto the matrix. The parameters used to bound
the sensitivity simulations for matrix sorption come primarily from the Y MP analysis and
modeling report (CRWMS M& O 2000g) that contain the best qualified data from the project.
Whereastheoretical estimateswere required for fracture-coating sorption coefficientes due to lack
of data, laboratory measurements are used to bound the matrix-material sorption coefficients. The
YMP datafor the Kd parameter are applicable for Western Pahute Mesa aquifer material because
the rock material used for the experimentsis of the same origin as the units under consideration on
Western Pahute Mesa. In this study, we are interested primarily in the Calico Hills and Topopah
Spring lithologic units. These units extend south of Western Pahute Mesato Y ucca Mountain and
have been extensively studied. Aqueous-solid matrix sorption data were available for most of the
RN’ of interest on vitric, devitrified, and zeolitic tuffs, classifications that can be used represent
bedded, non-welded, welded, and zeolitic tuffs at both Yucca Mountain and Western Pahute Mesa.
In fact, the only differences for sorbing RN to any of these rock types are whether they are
zeolitized or not (Table F-16). Lava material has not been studied by the YMP and to date Kd data
have not been measured for Pahute Mesa lavas. Therefore, for the purposes of this study, the lavas
are assumed to sorb reactive RNs similarly to welded vitric tuffs.

To help simplify the modeling and account for species with limited data, RNs and actinides
with similar sorption properties were grouped into five classes. These classes were then used to
represent the behavior of RNs in which specific data were not available and to provide the
maximum range of parameters for sensitivity analysis. For the species considered, Eu was the only
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one not published in CRWMS M&O (2000g). However, Triay et al. (1997) report that the sorption
of behavior of Euissimilar to Am and Sm. Therefore, the parameters from those specieswere used
in the model. When available, the expected value determined by the Y MP was used as the base
case for each RN. However, an expected Kd value was not available from the YMP for Sr, U, and
Cs. Therefore, the expected val ue for another speciesin their respective classeswas used. Also, the
highest and lowest values from experimental measurements of all RNs in each class were used to
set the range of uncertainty for the sensitivity smulations.

The batch experiments on which matrix Kds are based were conducted in carbonate
solutions. Thus, they represent the ratio of sorbed species to agueous species in which the
carbonate reactions are already competing for free ions. Because we model the free ions and the
carbonate species separately and explicitly simulate those competitive reactions, the measured Kds
are corrected for our system. Simply, the measured Kds are multiplied by the pseudo carbonate
speciation coefficientsin Table F-3 to yield afree-ion-only Kd. The bulk solution Kds and the
resulting free-ion Kds are shown in Table F-16.
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Table F-16. Matrix Kds for Seven Rock Classes

Actinide Rock Class Bulk Kd (cc/g) Free-Ton Kd (cc/g)
Base Low High Base Low High
Class II Bedded 400 100 2000 2.81e+7 7.03e+6 1.41e+8
(Sm) Nonwelded 400 100 2000 2.8let7 7.03e+6 1.41et+8
Welded(f)l 400 100 2000 2.8let7 7.03e+6 1.41e+8
Lava(f) 400 100 2000 2.8let7 7.03e+6 1.41et8
Zeolitic(f) 200 100 1000 1.41e+7 7.03e+6 7.03e+7
Nonwelded(f) 400 100 2000 2.8let7 7.03e+6 1.41et8
Zeolitic! 200 100 1000 1.41et7 7.03e+6 7.03e+7
eolitic
Class I Bedded 400 100 2000 9.92¢+6 2.48e+6 4.96e+7
(Am) Nonwelded 400 100 2000 9.92e+6 2.48e+6 4.96e+7
Welded(f) 400 100 2000 9.92¢+6 2.48e+6 4.96e+7
Lava(f) 400 100 2000 9.92¢+6 2.48e+6 4.96e+7
Zeolitic(f) 200 100 1000 4.96e+6 2.48e+6 2.48e+7
Nonwelded(f) 400 100 2000 9.92¢+6 2.48e+6 4.96e+7
Zeolitic 200 100 1000 4.96e+6 2.48e+6 2.48e+7
Class II Bedded 400 100 2000 2.81e+7 7.03e+6 1.41e+8
(Eu) Nonwelded 400 100 2000 2.8let7 7.03e+6 1.41e+8
Welded(f) 400 100 2000 2.8let7 7.03e+6 1.4let8
Lava(f) 400 100 2000 2.8let7 7.03e+6 1.41et8
Zeolitic(f) 200 100 1000 1.41e+7 7.03e+6 7.03e+7
Nonwelded(f) 400 100 2000 2.81e+7 7.03e+6 1.41e+8
Zeolitic 200 100 1000 1.41e+7 7.03e+6 7.03e+7
Class III Bedded 100 10 1000 100 10 1000
(Sr) Nonwelded 100 10 1000 100 10 1000
Welded(f) 100 10 1000 100 10 1000
Lava(f) 100 10 1000 100 10 1000
Zeolitic(f) 1000 500 5000 1000 500 5000
Nonwelded(f) 100 10 1000 100 10 1000
Zeolitic 1000 500 5000 1000 500 5000
Class IV Bedded 1 0 5 4.33e+09 0 2.17e+10
) Nonwelded 1 0 5 4.33e+09 0 2.17e+10
Welded(f) 1 0 5 4.33e+09 0 2.17e+10
Lava(f) 1 0 5 4.33e+09 0 2.17e+10
Zeolitic(f) 7 0 20 3.03e+10 0 8.66e+10
Nonwelded(f) 1 0 5 4.33e+09 0 2.17e+10
Zeolitic 7 0 20 3.03e+10 0 8.66e+10
Class IV Bedded 1 0 5 4.98 0 249
(Np) Nonwelded 1 0 5 4.98 0 249
Welded(f) 1 0 5 4.98 0 24.9
Lava(f) 1 0 5 4.98 0 249
Zeolitic(f) 7 0 20 349 0 99.7
Nonwelded(f) 1 0 5 49.8 0 24.9
Zeolitic 7 0 20 349 0 99.7
Class V Bedded 100 5 300 644 322 1.93e+03
(Pu) Nonwelded 100 5 300 644 322 1.93e+03
Welded(f) 100 5 300 644 322 1.93e+03
Lava(f) 100 5 300 644 322 1.93e+03
Zeolitic(f) 100 50 400 644 322 2.57e+03
Nonwelded(f) 100 5 300 644 322 1.93e+03
Zeolitic 100 50 400 644 322 2.57¢+03
Based on CRWMS M&O (2000g)
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F.3.8 Matrix Diffusion

Diffusion of solutes out of fractures and into matrix material retards their migration by
removing them from the flowing fractures and by bringing them into contact with reactive matrix
minerals. Two sets of experimental datafrom diffusion cell experiments conducted at LANL
(Reimus et al., 2002) were used to determine the diffusion coefficients and their ranges of

uncertainty. These experiments provide datafor diffusion of tritium (3H) and technetium (Tc) on
samples of welded tuff, non-welded zeolitic tuff, non-welded tuff, and lava, respectively. For each
unit, the high and low value was sel ected to bound arange for examination and the base-case value
was calculated by taking the log average of all available samples, except for the non-welded
zeolitic tuff in which only a single sample was available. For this case, the value measured was
used asthelow value, the high value was selected to be afactor of 2 higher, and the base case was

calculated from the linear relationship developed in Reimus et al. (2002) for 3H diffusion asa
function of porosity and permeability.

Reimus’ data set provides arange of diffusion coefficients for small moleculeswith the 3H
dataand larger moleculeswith the Tc data. Table F-17 showsthe dataderived from Reimus’ study.

In this application, the ®H dataare applied to 3H, 1*C, and 3°Cl. The Tc dataare applied to all other
nuclidesin Table F-16.

Theranges of diffusion coefficientsin Table F-17 may seem narrow relative to some other
studies for Pahute Mesa and Y ucca Mountain. For example, Reimus et al. (1999b) estimate
diffusion coefficients for iodide and PFBA in field experiments conducted in poor to moderately
welded tuff and densely welded tuff (also described in CRWMS M& O, 2000g). The range on

iodide is between 1.1e-6 and 17.5e-6 cm?/s, thus exceeding the maximum value considered here.

However, the large values in that study (above 3.3e-6 cm2/s) were calculated based on the
assumption that the aperture in the experiment was a constant 0.2 cm. Neglecting such estimates
brings the maximum value closer to those used in this study. Similarly, the PFBA diffusion range

is between 4.4e-7 and 7e-6 cm?/s, providing aslightly higher range for large molecules. Again, the

larger PFBA diffusion coefficients (above 1.3e-6 cm2/s) are estimated assuming a constant
experimental aperture of 0.2 cm. By using the datain Table F-17, the results are perhaps slightly
conservative because the largest possible values estimated in other studies are not used. More
importantly, however, sensitivity coefficients to the diffusion parameter are computed in Section
F.7, providing a quantitative assessment of this parameter relative to the other parametersin the
reactive dual-porosity transport model.
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Table F-17. Diffusion Coefficients for Rock Classes (cm?/sec)

Tritium Technetium

Rock Class | Low Base High # of Low Base High # of

samples samples
Zone | - 7.50E-07 | 1.21E-06 | 3.50E-06 4.00E-07 | 6.95E-07 | 1.30E-06
Bedded
Zone Il - 7.50E-07 | 1.21E-06 | 3.50E-06 8 | 4.00E-07 | 6.95E-07 | 1.30E-06 8
Nonwelded
Zone Il - 3.50E-07 | 1.03E-06 | 3.00E-06 8 | 3.20E-07 | 8.22E-07 | 2.70E-06 14
Welded
Zone |V - 8.00E-07 | 1.38E-06 | 2.30E-06 6 | 2.50E-07 | 8.92E-07 | 5.00E-06 6
Lava
ZoneV - 5.50E-07 | 9.02E-07 | 1.00E-06 1] 5.00E-07 | 9.02E-07 | 1.00E-06 1
Altered
Zone VI - 7.50E-07 | 1.21E-06 | 3.50E-06 4.00E-07 | 6.95E-07 | 1.30E-06
Fractured
non-
welded
Zone VII - 5.50E-07 | 9.02E-07 | 1.00E-06 5.00E-07 | 9.02E-07 | 1.00E-06
Bedded -
altered
Data reported in Reimus et al. (2002)

F.3.9 Fracture Properties d, b, ¢

The fracture properties (half-spacing, aperture, and porosity) for modeling are related
through the equation

b/d = g, (Eq. F-12)

where b is the aperture, d is the fracture spacing, and ¢ is the fracture porosity. Information on
spacing of open fracturesin the saturated zone was obtained from Drellack et a. (1997). Drellack’s
report providesinformation on the fracture density for several different boreholes on Pahute Mesa
and Area 18 for welded tuff aguifers (WTA), lavaflow aguifers (LFA), and tuff confining units
(TCU). It classifies the fracture angles into high (60-90), medium (30-60), and low (0-30) catego-
ries, and then reportsthe percent of fractureswithin each group. Thefracturefrequency iscorrected
by the measured angles using

Corrected fracture density = fracture density * cosa. (Eq. F-13)

Because the fracture angle is reported as categories, the average for each category is used in the

correction. For example, an angle of 75isused for all fracturesin the high-angle category. The cor-
rected fracture density for each category is summed, correcting for the percentage in each category
to determine asinglefracture density for each data set. Inverting the fracture density resultsin frac-
ture spacing. Table F-18 shows the high and low values of fracture spacing in metersfor the three
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different HSUs.
Table F-18. Low and High Values of Fracture Spacing (m)
Altered/
Range Welded Lava Non-welded
Low (m) 0.57 242 7.95
High (m) 1.86 6.73 73.30

These values represent fractures that were observed in the core and do not distinguish
between flowing and non-flowing fractures. We are unaware of any correlated data of borehole
flow meters and core samples for multiple HSUs in Western Pahute Mesa. Limited data of this
form are available from the Y MP. However, CRWMS M& O (2000f) found that there were not
enough YMP datato provide a flowing fracture spacing analysis for individual HSUs, so for this
analysisthe datawas|umped for all HSUs. Theresultsindicate that the fracture spacing for flowing
and nonflowing fracturesis 1 to 100 m, which is consistent with Table F-18. A correction was
applied to distinguish the fractures that are flowing, with the range increasing to 8 to 500 m. A
comparison is not available for the Pahute Mesa HSUs, but the Y MP analysisindicates that a
sensitivity analysis with alarger range of fracture spacing than obtained based on the above
analysis should be included.

Data on the fracture aperture was available from seven boreholes examined in the same
report aswas used to determine fracture spacing (Drellack et al ., 1997). A base, high, and low value
of fracture aperture were derived from the data. The base case was determined by taking the log
average of the values available, which assumes that the distribution of fracture aperturesis|og-
normal distributed. The high and low value for each unit were used for the extremes. Table F-19
shows the range determined in this analysis. For the Lava, the high end is skewed by data from
Area 18.

Table F-19. Fracture Apertures

Welded Lava | Aeed
Base(m) | 265E-4 | 346E-4 | 255E-4
Low(m) |400E5  |530E4 | 9.00E5
High(m) |219E-3 |209E-3 | 151E-3

The fracture porosity (fracture volume fraction) data are limited, and are therefore derived
from fracture aperture and density data assuming parallel plates. In general, the angle corrected
fracture density is multiplied by the fracture aperture to estimate the fracture porosity. If the
fractures occur in three dimensions, a factor of three is multiplied to the value to account for the
effects of dimensionality (CRWMS M& O, 2000f). However, not including the correction is more
conservative because it leads to a smaller fracture porosity.
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Using the fracture aperture and spacing data from Drellack et al. (1997), the fracture
porosity was calculated for the three different units. The low values of porosity were based on the
parallel plate equation that does not account for the fracture being three dimensional, which
provides the smallest porosity. The high value was determined using the equation that did account
for the three-dimensional nature of the fracture, which produced the largest porosity possible. The
base case for the porosity was determined by taking the log averages of the high and low case. The
ranges cal culated for the lavaaquifer had very low porosities, but based on the experimental results
from the BULLION tracer experiment (1T, 1998), the fracture porosity was expected to be higher.
Therefore, for the lava aquifer, the high value was extended to allow for the high porosities
observed in the field. Porosity values used are listed in Table F-20.

Table F-20. Fracture Porosities

Wel ded Lava | Altered
Base 498E-4 | 209E-3 | 1.06E-4
Low 700E-5 | 219E-4 | 1.13E5
High 354E-3 | 200E2 | 1.00E-3

These values compare well to the range available from YMP analysis on wells G-1, G-4,
GU-3, and UE25&#1e of 8.0E-5 to 1.0E-3 (CRWMS M& O, 2000f). An analysis by IT (1996)
reports avariation in fracture porosity of 6.1E-6 to 2.1E-4. Both the range reported in Table F-20
and the values from Y ucca Mountain are not as small as those reported by IT (1996). Hence, IT
(1996) values are used as alower bound, whereas the other sources are used for the upper bound.

Although fracture porosity is a derived parameter, in these studiesit is treated asa
sensitivity parameter because velocity directly depends upon it. Also, in the FEHM transport
model, porosity and aperture are primary variables and fracture spacing is computed from them
based on Equation F-12.

F.3.10 Plutonium-Colloid Reactions

Forward and Reverse Kinetics

Thekinetics of Pu-colloid formation were discussed in Section D.3.3. In summary, a set of
experiments was conducted and analyzed that yiel ded estimates of the forward and reverse rates of
reaction over arelatively short time frame for Pu and montmorillonite colloids. Simulations of
montmorillonite colloid-facilitated Pu migration in the column experiments yielded results that
were consistent with the fits to laboratory data. However, the simulations aso indicated that to
match the column experiments, it was most important that the forward rate be large enough and
that the reverse rate be small enough, but that there were no bounds on how large or how small.
Thisfinding is due to the short spatial and temporal scales associated with the experiments. An
additional concernisthat silicaand zeolite colloids are present in NTS groundwater. Preliminary
findings in ongoing NTS studies indicate that zeolite colloids sorb Pu much more strongly than
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clay or silica colloids (Kersting and Reimus, 2002). Therefore, to help develop ranges of
uncertainty for the field-scale kinetic rates of Pu-colloid formation, additional data are considered.
Forward and reverse rates of Pu sorption onto colloids werefit to datain CRWMS M& O (2000g)
using the same technique described in Section D.3.3. Table F-21 liststhe forward and reverse rates
fit-to-existing-data sets. Additionally, recent analyses indicate that desorption ratesin flowing
fractures are different than those measured in batch experiments (Kersting and Reimus, 2002),
possibly due to collisions with fracture surfaces that do not occur in batch experiments.

The values used in the sensitivity (Table F-22) span alarge range with respect to the
potential for forming Pu-colloids onto which the Pu will remain long enough to migrate a
significant distance. The base case uses the maximum kf and minimum (approximately) kr for the
data setsthat do not include zeolite colloids. The minimum set of kr and kf simply reduce kr from
the base-case value by one order of magnitude (as may be appropriate for zeolites) to provide for
even more irreversible behavior of the Pu-colloid. The maximum case seeks to decrease kf and
increase kr, reducing the likelihood of retention of Pu onto colloids. Thus, the model parameters
are informed by the batch data and other recent analyses, but do not draw explicitly from any one
data set.

Table F-21. Forward and Rever se Rate Fitsto Experimental Pu-Colloid Sorption Data

Experiment kf (g/g/hr) kr (1/hr)
Pu(V) on Ca-Montmorillonite! 8.06E+01 5.98E-03
Pu(V) on Ca-Montmorillonite - Model? >1E+01 <1E-02
Pu(V) on Silica' 2.36E+02 8.56E-04
Pu(IV)- J133 6.48E+03 5.62E-02
Pu(IV)- Syn? 4.01E+05 3.00E-02
Pu(V)-J133 5.4E+03 1.58E-01
Pu(V)- Syn® 1.62E+03 1.61E-01
Sources of Data:
1 - Reimus et al. (2001)--UGTA studies.
2 - Results from Appendix D, this study--simulating Reimus column experiment.
3 - Yucca Mountain Study CRWMS M&O (20000g)--studies conducted with J-13
water and synthetic J-13 water.

Table F-22. Forward and Reverse Rates Used in This Sensitivity Study

Base-Case Minimum-Case Maximum-Case
kf (1/hr) | kr (g/g/hr) kf (g/g/hr) | kr (1/hr) kf (g/g/hr) | kr (1/hr)
4E+05 1E-03 4E+05 1E-04 1.6E+03 5E-02
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Caoalloid Site Concentration

Kung (2000) has analyzed samples for colloid size distributionsin 21 wells at the NTS.
Using his size distributions, we compute the total colloid site concentration in each sample with

Cool = (410X, /AV) 3 r(i)neli) (Eq. F-14)

wherei isthe bin number in the size distribution, r(i) is the particle radius (nm) in the bin, nc(i) is
the colloid particle concentration (particles/l) in each bin of the size distribution, x,, isthe sorption

sites per nm? (2.31 sites’nm? of goethite was used for the calculation), and Av is Avogadro’ s num-

ber, 6.02x10% sites/mole sites. Taking the average of the logs of the resulting site concentrations
for all samplesyieldsa colloid site concentration of 6.29e-09 moleg/l. In most calculations, this
valueisheld constant. However, due to the range in the measurements, a sensitivity study |ooks at
the maximum value calculated using Equation F-14 for any single sample, 6.2e-06 moles/| of re-
active sites.

F.4 Reactive Transport Along Heterogeneous Pathlines

A variety of methods can model transport in the three-dimensional flow fields presentedin
Chapter 5. Full three-dimensional finite-element cal culations could be performed using GDPM,
but the simulation times would be substantial and the numerical dispersion may be significant,
even at the increased resolution of the site-scale domain. Another approach would be to abstract
the process to a single one-dimensional representation at the risk of oversimplifying significant
impacts of three-dimensional flow and spatia heterogeneity. In this study, we applied a method
developed by Viswanathan (1999) in which multiple streamtubes map out pathlines and attribute
distributions through the three-dimensional domain which are then transformed into one-
dimensional grids for transport simulations. Whereas Viswanathan (1999) solved reactive multi-
solute transport in his study, we extend his approach to include the GDPM to simulate reactive
transport with fracture-matrix interactions at the site scal e along pathlines mapped with individual
streamtubesin our heterogeneous flow field. Although using GDPM for reactive transport isnovel
for this study, the transforming of pathlinesin three-dimensional flow fields to multiple one-
dimensional grids for transport simulations is often used to minimize numerical dispersion and
increase efficiency (e.g., Ginn, 2001; Tompson et al., 1999). In the present application, dispersion
isonly considered along the streamtube. Transverse dispersion between streamtubes is not
captured by this model. However, the heterogeneous attribute maps on which the flow and
transport simulations are conducted provide the primary dispersive component for this study.

Each tube may encounter up to seven different materials (see Table 5-1), each of which has
different physical and chemical attributes. For example, the bedded and non-welded tuff classes
are modeled as matrix-only materialsin which al flow and transport occurs only in porous matrix
material. However, when a streamtube |eaves a nonwelded tuff and enters a welded tuff, then all
the fracture-matrix interaction processes described above must be considered. As described in
Section F.3.3, the physical (aperture, porosity, and fracture spacing) and chemical (fracture Kd,
diffusion coefficient, and matrix Kd) properties vary spatially, with the seven heterogeneous
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lithologies for each of the sensitivity simulations described in the next section. The process of
modeling reactive transport along these pathlinesis as follows:
< A swarm of non-diffusing, non-reactive particles are released in the heterogeneous flow
field for which the effective porosity is specified as the fracture volume fraction in
fracture materials (Rock types 3, 4, 5, and 6) and the matrix porosity in matrix flow only
units (Rock types 1, 2, and 7). Figures 5-15 and 5-16 show examples of the pathlines.
< The pathline of each particle is transformed into a one-dimensional finite-element grid.
=« Physical and chemical transport parameters are transformed from the three-
dimensional attribute field to the one-dimensional grids, thereby preserving the
heterogeneous properties encountered along the streamtubes. Tables F-15 through F-20
provide the parameters for each of the encountered heterogeneous lithologic groups.
< The fluid flux along each pathline is preserved; to confirm that the one-dimensional
pathline reproduces the transport behavior of the original streamtube, finite-element
simulations of non-diffusing conservative tracers are tested to ensure they have the
same mean travel time as the particle that mapped the pathline.
< Reactive and non-reactive solute transport with fracture-matrix interactions is
simulated along each pathline using the GDPM methodology described in Appendix E.
= The flux rates and cumulative mass fluxes of RNs at the ER-20-5 observation wells and
the NTS boundary are computed by integrating results from the individual streamtubes.

F.5 Site-Scale Application

F.5.1 Overview

Using the source-release functionsto the TSA and LAV A aguifers described in Chapter 6,
reactive transport issimulated along 225 streamtubes originating in the BENHAM cavity/chimney
system at both aquifers. The following analysis examines the mass arrivals of RNs at the NTS
boundary and at the ER-20-5 observations wells for base case, maximum retardation, and
minimum retardation conditions. The maximum and the minimum cases use the parametersfor al
processes described previously in this appendix for the most and |east favorable retardation
conditions, with two exceptions. First, Eh isnot varied from 550 mV. And second, the colloid site
concentration remains constant at 6.29e-09 moles/l. Sensitivity to these two parametersis studied
separately. For each RN set, we examine independently source originations at the TSA and LAVA
aquifer locations (as defined by the deterministic model). Thisapproach provides additional insight
regarding impacts from releases in the two different zones of interest. However, we acknowledge
adiscrepancy between release locations defined by the deterministic model for a heterogeneous
site-scale mode!.

For this set of analyses, asingle heterogeneous domain is used for the detailed evaluations.
The full set of 30 equally likely realizations described in Chapter 5 are then examined in Chapter
7 in our evaluation of the significance of heterogeneity. Figures 5-15a and 5-16a show the
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streamtubes generated with the three-dimensional flow field (flow-field realization #3). The
streamtubes are used in the reactive transport simulations.

F.5.2 Source Term

The SOURCE 1A massflux curves computed in Chapter 6 (Table 6-9 and Figures 6-33 and
6-34) are converted into time-varying source terms for each of the streamtubes originating in the
TSA and LAVA source locations. Sensitivity to other source functions is examined in Chapter 7.
The total mass flux into each aquifer is divided by the number of streamtubes associated with the
transport model, in this case 225 at each source release location in this case. Then, that fractionis
applied uniformly to each streamtube. Although this process represents a normalization in
distributing the source flux once it reaches the aquifer of interest, it is reasonable because (a) the
source term was computed using a stratigraphic representation of the geology and this site-scale
model is a heterogeneous representation, (b) the approach is representative of the process that
would need to be implemented for CAU simulationsfor reasons of expediency, and (c) these mass-
flux curves out of the source region are of the same format as have been developed in Frenchman
Flat (Tompson et al., 1999).

Because reactive transport is simulated on each streamtube, these calculationsyield alarge
number of resultsthat need to beintegrated to represent the three-dimensional, site-scale transport
behavior. One of the key distinguishing characteristics of the resultsiswhether the source function
isassociated with TSA or LAVA releases. It isinstructive to see which source contributes to mass
fluxes at the ER-20-5 wells and the NTS boundary, so the results from each source release are
presented separately. Because the results are presented as cumulative mass arrivals, results from
each of the two sources can be simply combined for, say, total mass arrival at the NTS boundary.

F.5.3 Plutonium Base, Minimum, and Maximum Cases

Thefirst set of results reported are the colloid-facilitated Pu transport simulations for
heterogeneous flow-field realization #3. The base-case parameters indicate our expected value for
each of the transport parameters discussed earlier in this appendix. The maximum case favors
retardation in each parameter by choosing the most retarding value from the range of uncertainty
for each parameter. It also favors desorption of Pu from colloids and large colloid retardation due
to filtration. The minimum case favors solute and colloid mobility by choosing the least retarding
value from each parameter’ s range of uncertainty. It favors retention of Pu on colloids with small
desorption rates.

Figures F-8 through F-10 show the cumulative mass BTCs at the NTS boundary and at the
ER-20-5 wellsfor Pu leaving the source domain in the TSA aquifer. Figures F-11 through F-13
show the cumulative mass BTCs at the NTS boundary and at the ER-20-5 wellsfor Pu leaving the
source domain in the LAV A aquifer. For this particular flow field (one of thirty equally likely
fields described in Appendix G), there are no Pu arrivals at the observation wells or the NTS
boundary when the maximum case parameters are used.

When Pu breakthrough does occur, the figures show that the total Pu breakthrough is
dominated by the Pu-colloid contribution. In fact, the other species present in the BTCs are dueto
the desorption of PuO," from the colloids and then equilibrium speciation; they are not due to

independent migration of those aqueous species. In the absence of colloids, Pu does not migratein
these simulations. Under base-case conditions, there are no Pu arrivals at the ER-20-5 wells for
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releases into the location of the TSA aquifer, but there are arrivals at the NTS boundary. This
model result indicates that the pathways most conducive to transport (e.g., least amount of bedded
non-fractured tuff) are not captured by the observation wellsfor thisflow-field realization. Infact,
Figure 5-15a shows that for this flow-field realization (number 3), very few streamtubes leaving
BENHAM in the TSA zone come near the observation well. Closer inspection of Figure 5-15a
reveals that the pathlines that do come near well ER-20-5 #1 must encounter significant matrix-
flow-only regimes, asindicated by their late time of flight.

By comparison, a substantial number of streamtubesleaving BENHAM inthe LAV A zone
intersect the capture zone for the observation well ER-20-5 #3. Considering the continuity of
fractured mediainthe LAV A (seeFigure 5-18), itisnot surprising that there are arrivals at the well
ER-20-5#3for base-case parameters (Figure F-11). Aswith the TSA source releases, Pu migration
associated with early arrivalsin the LAVA is dependent upon Pu-colloid reactions. Starting with
the minimum-case simulations (Figure F-13) we see that Pu-colloid arrivals dominate the total Pu
mass breakthrough curve in the LAV A at the NTS boundary.

As stated above, the aqueous species arrivals at the NTS boundary are due to desorption
from colloids, not from agueous species mobility. Moving from minimum-case parametersto base-
case parameters (Figure F-11) sorption coefficients are increased as are desorption rates for Pu
from colloids. Thus the total aqueous mass arrival isless than in the minimum case, but it is also
closer to that of the Pu-colloid mass arrival. Again, thisis due to desorption from colloids, not
agueous speci estransport. Moving to the maximum case (Figure F-12), desorption rates are highest
(yet still lessthan the forward sorption rates), leading to no arrivals of Pu associated with colloids.
In this case, the agueous species arrive with extremely low contributions and at times much greater
than would be necessary to match field observations. Whereas desorption rates measured in the
laboratory for clay colloids are less than sorption rates (Reimus et al., 2001), but still larger than
those used in the minimum-case study, recent UGTA studies examining other colloidal material
indicate that desorption rates for Pu from zeolites are likely much smaller (Kersting and Reimus,
2002). Transport modeling studies using the new parameters should provide additional insight
regarding the role of kinetics in colloid-facilitated solute-transport.

Examination of the cumulative massarrivalsat the NTS boundary for base-case parameters
compared with source Pu releases (Figure 6-43) shows that approximately 1e-5 of the total Pu
released from the MG to the LAV A (the input to these models) arrives at the NTS boundary. This
comparison provides the basis for estimating the amount of Pu that can be approximated to be
irreversibly sorbed to colloidsfor the particle-tracking model discussed in Chapter 7. Thisfraction
depends on the desorption rate (see Appendix D) and the residence time. Thus, we use the results
for the LAV A to make this estimate because the travel times are consistent with the field
observations of Kersting et al. (1999). In these simulations of heterogeneous field #3, residence
timesin the TSA are much greater than in the LAV A, and as aresult more desorption occurs. A
factor of 1e-6 representsthefraction of Puin the source released to the TSA that arrivesat the NTS
boundary. Asdiscussed in other sections, this particular heterogeneousrealization doesnot provide
for afractured aquifer pathway in the upper welded tuff, leading to results inconsistent with the
field observations. Therefore, if we posit that a fractured welded tuff aquifer actually isinvolved
in migration to ER-20-5 #1, then the 1e-5 factor islikely more appropriate and is therefore used in
the particle-tracking model abstraction.
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Figure F-8. Plutonium transport simulation results using base-case transport parametersfor TSA
source release. Cumulative mass arrivals at NTS boundary (NTS,,g) @e shown for
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Figure F-9. Plutonium transport simulation results using maximum-case (most r etar ding) trans-
port parameters for TSA source release. There are no mass arrivals at NTS boundary
or at the ER-20-5 observation wells 1 and 3.
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Figure F-10. Plutonium transport simulation results using minimum-case (least r etar ding)
transport parametersfor T SA source release. Cumulative mass arrivals at NTS bound-
ary (NTSyoyung) ae shown for total plutonium as well as for significant species. Also

shown are predicted total plutonium arrivals at the ER-20-5 observation wells.
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Figure F-11. Plutonium transport simulation results using base-case transport parametersfor the
LAVA sourcerelease. Cumulative mass arrivals at the NTS boundary (NTS,q,ng) are
shown for total plutonium as well as for significant species. Also shown are total plu-
tonium arrivals at the ER-20-5 #3 observation well.
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Figure F-12. Plutonium transport simulation results using the maximum-case (most r etar ding)
transport parameters for the LAV A source release. Essentially no mass arrives at the
NTS boundary or at the ER-20-5 #3 observation well.
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Figure F-13. Plutonium transport simulation results using the minimume-case (least retar ding)
transport parameters for the L AV A source release. Cumulative mass arrivals at the
NTSboundary (NTS,q,ng) @eshown for total plutonium aswell asfor significant spe-
cies. Also shown are predicted total plutonium arrivals at the ER-20-5 #3 observation
well.
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F.5.4 Uranium, Neptunium and Strontium

Resultsfor U, Np, and Sr BTCs at the NTS boundary and the ER-20-5 wells are shown in
FiguresF-14 through F-19. Thesefigures show theresultsfor both TSA and LAV A sourcerel eases
for base, maximum, and minimum transport parameters. The minimum and maximum parameter
sets represent all of the most and |east favorable parameter values for RN mobility. Thus, the
minimum set includes, from the ranges of parameter uncertainty, the lowest matrix Kds, the lowest
fracture Kds, and thelowest diffusion coefficients. U and Np have very similar transport properties,
so the differencesin their BTCs are primarily due to differences in source inventory. Because the
BTCsare plotted in log space, U often appears to have significantly early arrivals. However, the
differences are actually just shifts caused by the significantly greater U inventory (see Chapter 6).

Sr differsfrom U and Np in that it has larger matrix Kds and undergoes no carbonate
complexation. Both of these factors reduce its mobility. Therefore, Sr breakthrough at well ER-20-
5 #3 and the NTS boundary are only simulated with the minimum transport parameter set in the
sengitivity study. It never arrivesat the upper well, ER-20-5#1, in these smulations. No other RNs
exhibit any breakthrough at the observation wells or the NTS boundary with the parameters
considered in this study.

F.5.5 Colloid Transport of Other Radionuclides

It isworth restating that in these simulations, reactions between RNs other than Pu with
colloids are not considered. However, the process of doing so, just as with Pu, is straightforward
and requires only expected values and ranges for the rates off sorption and desorption of the
actinidesonto colloidal material. Others have made estimates of the potential for colloid-facilitated
transport of other RNs using site-specific chemistry and colloid concentrations (Contardi €et. al.,
2001). Using equilibrium chemical relationships, they compute reduced retardation factors caused
by competition colloid sorption sites present to RNs that would otherwise sorb to immobile
material. They conclude that weakly sorbing RNs such as U and Np are affected minimally by
colloids, but that strongly sorbing RNs such as Am may be substantially affected.

F.6 Non-reactive Class | Species

Of theClass| RNs, °H, 14C, 36Cl, %°Tc, and 129 are considered here. &K isnot considered
because its source distribution is primarily in the gas phase (Pawloski et al., 2001). The source
functionsfor these species differ from each other because of source-term inventory (Smith, 2001)
and distribution between MG and cavity water. In Chapter 6, the source fluxesto the TSA and
LAVA aquifers was computed for each of these RNs (Figures 6-33). Once these solutes enter the
site-scale model domain, they only experience matrix diffusion and radioactive decay. Their
transport isnot tied to any of the reactive process discussed earlier for Pu, U, Np, and theimmobile

species. Thus, for all Class| RNsother than H, the BTCs at downstream |ocations mirror the mass
flux curves entering the system.
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Figure F-14. U, Np, and Sr transport simulation results using base-case transport parametersfor
T SA source release. Cumulative total species mass arrivals at the NTS boundary
(NTSyoung) @nd ER-20-5 #1 well are shown.
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Figure F-15. U, Np, and Sr transport simulation results using maximum-case (most r etar ding)
transport parameters for TSA source release. Shown are the cumulative total species
mass arrivals at the NTS boundary (NTS,,ng) @nd ER-20-5 #1 well.
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Figure F-16. U, Np, and Sr transport simulation results using minimum-case (most r etar ding)
transport parameters for TSA source release. Shown are the cumulative total species
mass arrivals at the NTS boundary (NTS,ng) @nd ER-20-5 #1 well.
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Figure F-17. U, Np, and Sr transport simulation results using base-case transport parametersfor
L AVA sourcerelease. Shown arethe cumulativetotal speciesmassarrivalsat theNTS
boundary (NTS,qng) @nd ER-20-5 #3 well.
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Figure F-18. U, Np, and Sr transport simulation results using maximum-case (most r etar ding)
transport parametersfor L AV A sourcerelease. Shown are the cumulative total species

mass arrivals at the NTS boundary (NTS,ng) @nd ER-20-5 #3 well.
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Figure F-19. U, Np, and Sr transport simulation results using minimume-case (least retar ding)
transport parametersfor L AV A sourcerelease. Shown are the cumulative total species
mass arrivals at the NTS boundary (NTS,ng) @nd ER-20-5 #3 well.
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Figure F-20 shows the Class| RN BTCs at the NTS boundary for the TSA source release.

In this calculation, base-case source term and transport parameters are applied. Although 3H has
the highest mass flux into the TSA aquifer (Figure 6-33), decay during transport in the site-scale
model from BENHAM to the NTSboundary leadsto significant mass reductionsin this short-lived
species. Figure F-21 showsthesimilar Class| RN BTCsat the NTS boundary for the LAV A source
release. Due to afracture-dominated path from the LAVA release, travel timesto the NTS
boundary are less, so arrival occurs more quickly. For this reason, less tritium decay occurs for
these releases. However, tritium still emerges as the lowest cumul ative mass contributor. Figure F-
22 sums up the LAV A and TSA contributions to breakthrough at the NTS, showing that for these
simulations, the LAV A is the predominant contributor.

Figure F-23 shows that there is very little sensitivity to the range of diffusion coefficients

used in these simulations for 38CI. Due to the simplicity of the transport processes associated with
Class | RNs, the results are nearly the same as those achieved with the particle-tracking model
described in Chapter 7. Therefore, the remainder of the sensitivity study (which includes other
sources) is presented in Chapter 7.
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Figure F-20. Class| radionuclide breakthrough at the NTS boundary from the TSA source using
base-case transport parameters.

F.7 Sensitivity Analysis

In the previous section, the figures highlight the resulting differences when transport
parameters, within the range of uncertainty, favor retardation or maximum mobility of the RNs of
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Figure F-21. Class| radionuclide breakthrough at the NTSboundary from the LAV A sourceusing
base-case transport parameters.
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interest. However, amore detailed analysis presented here examines the sensitivity to severa of
the individual parameters, thus providing information that may serve to direct future data-
collection activities. Starting with the base-case parameter values, each parameter was varied
individually to its maximum and minimum value within the range of uncertainty presented earlier
inthisappendix. Transport simulationswere conducted for each case and mass breakthrough at the
ER-20-5 wellsand NTS boundary were compiled. Each sensitivity transport simulation simulates
the entire suite of source RNsaong every pathline mapped out of the three-dimensional flow field.
Thus, even for asingle flow-field realization, these results constitute a large number of transport
calculations.

Several different quantifiers can be used to assess the relative significance of each
parameter change, two of which include the cumulative mass at a particular time and the actual
time at which a specified cumulative mass has reached the boundary of interest. We present in this
section results focusing on the cumulative mass at the NTS boundary at 1000 years (in Chapter 7,
sensitivity analyses also consider other quantifiers). In the following discussion, the impact of
uncertainty is presented as the cumul ative number of molesreaching the NTS boundary for agiven
sensitivity simulation normalized to the result with base-case transport parameters. Thus, thisratio
isknown as an “impact ratio.”

For Pu transport, the parametersthat were varied, the resulting cumulative massat theNTS
boundary, and the impact ratios are presented in Table F-23 for LAV A source releases and Table
F-26 for TSA sourcereleases. The numeric values of the parameter variations (min, base, and max)
are given in the tables earlier in this appendix. The following points can be made about the
sengitivity to the various parameters:
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Figure F-22. Cumulative Class | radionuclide breakthrough at the NTS boundary from both

LAVA and TSA sources using base-case transport parameters.

Oxidation/reduction potential of the groundwater: For this sensitivity analysis, the pseudo

equilibrium coefficient for PUO," and nonreactive Pu species was simply changed (from 5.4 at

Eh =550, Table F-3) to 3144 for Eh = 350 mV for the LAV A source release only because it
is deeper (Table F-23). With this simple test, we did not alow the composition of reactive
surface minerals or colloid speciesto change. Thus, this change resulted in significantly more
non-reactive Pu species relative to the cation form. Although less colloid-facilitated transport
occurswith thischange, the only retarding mechanism operating on the non-reactive Pu species
isdiffusion, which does not prevent significantly more masstraveling to the NTS boundary in
1000 years.

Colloid site concentration: Most calculationsinvolving colloidsin this appendix used acolloid
site concentration of 6.29e-09 moleg/l, the log average based on all samples. Due to the
variability in measurements on field samples, we increase this value to the maximum site
concentration computed on any sampleto 6.2e-06 moles/| of reactive sites, based upon 7.86e10
colloids per ml, the maximum reported by Kung (2000). With this increase, significantly
greater quantities of Pu are predicted to migrate to the NTS boundary in less than 1000 years.

Reactive surface area of the fracture-coating minerals (reflected in fracture mineral Kd): A
highly uncertain parameter, the surface area prescribes how many fracture coating minerals
sites are actually accessible to solutesin the fluid. Significantly increasing this value
effectively immobilizes the migration of Pu; significantly reducing it leads to large increases
in the migration mass of Pu.
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Figure F-23. Sensitivity of 38CI breakthrough at the NTS boundary to high- and low-diffusion co-
efficient.

» Kinetic rates of sorption/desorption of Pu onto colloids: A fairly large range of valuesfor the
Kinetic rates associated with this reaction are used in the sensitivity study. This parameter is
particularly important because rates measured in laboratory batch experiments (relatively short
time scale) lead to very little Pu migration. However, model matches to flowing column
experimental dataindicate only the minimum k; rate and the maximum k, rate. Most important
in these field-scale predictions is the minimum k;. Additionally, recent preliminary results
(Kersting and Reimus, 2002) indicate lower k, values for Pu and zeolite colloids than those

reported in this chapter for clay and silica colloids.
» Matrix Kd: Although the Y MP has compiled an extensive database of matrix Kd values for

various RNs on various rock types, the range in uncertainty still significantly impacts
predictions such as this.

» Diffusion coefficient: For 1000-year simulations, this parameter does not appear to be as
significant of aparameter asthe othersin this study. One reason for thislow impact is that the
therangeof diffusion uncertainty consideredissmall. If higher and lower diffusion coefficients
were included, which are cited in studies other than the one that was used here (Reimus et al.,
2002), then impact ratios would go up.

«  Fracture mineral composition: Changing the distribution of >FeOH, >Ca?*, >AIOH, and
>SIOH (as outlined in Tables F-4 through F-7) has very little impact on Pu migration. The
differences in the effective retardation factors associated with different distributions of
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mineralsisvery small relative to the impacts of other uncertain parameters.

Theimpact ratios reported here must be considered with respect to the ranges in parameter
uncertainty utilized. For example, the rangein our uncertainty on fracture mineral reactive surface
arealeads to enormous impact ratios. However, we have very little basis with which to bound the
range in uncertainty. Measurements on fracture mineral coatings have tended to focus more on the
distribution of minerals in the coating rather than the exposure of those minerals to fluid flowing
inthefracture. Thisanalysisshowsvery little sensitivity to the distribution of the different minerals
in the coating ensemble.

U and Np parameter sensitivities are considered in much the same fashion as the Pu
parameters, with the exception that colloid-facilitated transport is not considered for these
actinides. Tables F-24 and F-25 show the parameters that were varied and resultsfor LAVA
releases and Tables F-27 and F-28 show the parameters that were varied and results for TSA
releases. Fracture mineral reactive surface area (affecting fracture Kd) and matrix Kd top the list
of parameters for which the range of uncertainty leads to large variationsin the total mass of RN
transported to the NTS boundary. The diffusion coefficient again has a minor impact and the
fracture mineral speciation (also affecting fracture Kd) again has little impact.

A second look at diffusion

The sensitivity to diffusion coefficients appearsto be quite small for 1000 year ssmulations.
However, the diffusion coefficient doesimpact the migration rate of the plume moving away from
BENHAM. A second look at this parameter sheds some light on itsimpact. Table F-29 shows the
impact ratios to the diffusion coefficient at 30 years and 100 years. These results show that the
diffusion coefficient significantly affects how early U and Np arrives at the NTS boundary in the
LAVA. Therefore, for shorter time considerations, as also shown in the column experiment model
in Appendix D, diffusion isin fact a significant parameter in uncertainty assessments.
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Table F-23. Plutonium Transport Parameter Sensitivity for Lava Source Release

Sensitivity based on cumulative moles crossing NTS boundary after 1000 years

Plutonium Plutonium
(Minimum Parameter) (Maximum Parameter)
Cumulative Impact Ratio Cumulative Impact Ratio
Moles (Normalized Moles (Normalized
to Base Case) to Base Case)
Base Case 1.63E-05 1.00 1.63E-05 1.00
Colloid Filtration Rate 1.74E-05 1.07 1.35E-05 0.82
Pu-Col Filtration Rate 1.77E-05 1.09 7.86E-06 0.48
Pu-Col Sorption Rate 1.98E-03 121.15 2.22E-19 0.000
Diffusion Coefficient 3.57E-05 2.19 8.83E-06 0.54
Fracture Mineral 1.63E-05 1.00 1.57E-05 0.96
Composition’
Matrix Kd 5.60E-04 34.35 9.40E-06 0.58
Colloid Concentration® 6.33E-01 38808.34 NA NA
Eh Reduction to 350 mVv*4 5.38E-01 32985.90 NA NA

1 - Varying only the distributions of >FeOH, >Ca®", >SiOH, and >AlOH; Pcov%*Pexp% =

0.5

2 - Varying Pcov%*Pexp% (min = 0.001, max = 0.5)

3 - Increased for 7.86e10 particles/ml--the maximum measured by Kung (2000)

4 - Only reduced from 550 mV to 350 to examine impacts of more reducing conditions
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Table F-24. Uranium Transport Parameter Sensitivity for Lava Source Release

Sensitivity based on cumulative moles crossing NTS boundary after 1000 years

Uranium Uranium
(Minimum Parameter) (Maximum Parameter)

Cumulative Impact Ratio Cumulative Impact Ratio

Moles (Normalized Moles (Normalized

to Base Case) to Base Case)
Base Case 2.92 1.00 2.92 1.000
Diffusion Coefficient 3.15 1.08 0.46 .16
Fracture Mineral Speciation’ 2.93 1.00 0.52 0.18
Matrix Kd 6.30 2.15 1.06E-05 0.00

1 - Varying only the distributions of >FeOH, >Ca®", >SiOH, and >AlOH; Pcov%*Pexp% =

0.5

2 - Varying Pcov%*Pexp% (min = 0.001, max = 0.5)

Table F-25. Neptunium Transport Parameter Sensitivity for Lava Source Release

Sensitivity based on cumulative moles crossing NTS boundary after 1000 years

Neptunium Neptunium
(Minimum Parameter) (Maximum Parameter)

Cumulative Impact Ratio Cumulative Impact Ratio

Moles (Normalized Moles (Normalized

to Base Case) to Base Case)
Base Case 4.26E-03 1.00 4.26E-03 1.000
Diffusion Coefficient 4.66E-03 1.09 3.71E-03 0.871
Fracture Mineral Speciation’ 4.27E-03 1.00 4.25E-03 0.998
Matrix Kd 1.06E-02 2.49 8.12E-10 0.000

0.5

2 - Varying Pcov%*Pexp% (min = 0.001, max = 0.5)

1 - Varying only the distributions of >FeOH, >Ca", >SiOH, and >AIOH; Pcov%*Pexp% =
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Table F-26. Plutonium Transport Parameter Sensitivity for TSA Source Release

Sensitivity based on cumulative moles crossing NTS boundary after 1000 years

Plutonium Plutonium
(Minimum Parameter) (Maximum Parameter)

Cumulative Impact Ratio Cumulative Impact Ratio

Moles (Normalized Moles (Normalized

to Base Case) to Base Case)
Base Case 4.53E-08 1.00 4.53E-08 1.00
Colloid Filtration Rate 4.63E-08 1.02 4.25E-08 0.94
PuCol Filtration Rate 4.79E-08 1.06 4.39E-08 0.97
Pu-Col Sorption Rate 1.16E-03 25519.34 2.80E-21 0.000
Diffusion Coefficient 7.34E-07 16.18 2.48E-08 0.55
Fracture Mineral Speciation’ 4.55E-08 1.00 4.51E-08 1.00
Fracture Mineral Kd 2 1.41E-01 3109717.37 1.04E-16 0.00
Matrix Kd 6.65E-07 14.67 1.51E-08 0.33
Colloid Concentration® 1.11 2.45E+07 NA NA

0.5

2 - Varying Pcov%*Pexp% (min = 0.001, max = 0.5)
3 - Increased for 7.86e110 particles/ml--the maximum measured by Kung (2000)

1 - Varying only the distributions of >FeOH, >Ca®", >SiOH, and >AlOH; Pcov%*Pexp% =

Table F-27. Uranium Transport Parameter Sensitivity for TSA Source Release

Sensitivity based on cumulative moles crossing NTS boundary after 1000 years

Base Case

Diffusion Coefficient

Facture Mineral Speciation’

Facture Mineral Kd 2

Matrix Kd

Uranium Uranium
(Minimum Parameter) (Maximum Parameter)x

Cumulative Impact Ratio Cumulative Impact Ratio

Moles (Normalized Moles (Normalized
to Base Case) to Base Case)
7.25E-06 1.00 7.25E-06 1.00
1.50E-03 206.99 1.92E-10 0.00
7.26E-06 1.00 7.2E-06 1.00
5.93E+01 8187685.38 4.26E-18 0.00
4.15E-01 57271.82 3.55E-13 0.00

0.5

2 - Varying Pcov%*Pexp% (min = 0.001, max = 0.5)

1 - Varying only the distributions of >FeOH, >Ca®", >SiOH, and >AlOH; Pcov%*Pexp% =

F-51




Rev 0.0

APPENDIX: SITE-SCALE REACTIVE TRANSPORT

Table F-28. Neptunium Transport Parameter Sensitivity for TSA Source Release

Sensitivity based on cumulative moles crossing NTS boundary after 1000 years

Neptunium Neptunium
(Minimum Parameter) (Maximum Parameter)

Cumulative Impact Ratio Cumulative Impact Ratio

Moles (Normalized Moles (Normalized
to Base Case) to Base Case)
Base Case 5.06E-09 1.00 5.06E-09 1.00
Diffusion Coefficient 2.30E-06 454.10 4.84E-22 0.00
Fracture Mineral Speciation’ 5.14E-09 1.02 4.90E-09 0.97
Matrix Kd 5.72E-04 113017.83 5.51E-22 0.00

0.5

2 - Varying Pcov%*Pexp% (min = 0.001, max = 0.5)

1 - Varying only the distributions of >FeOH, >Ca’", >SiOH, and >AlOH; Pcov%*Pexp% =

F-52




Rev 0.0 APPENDIX: SITE-SCALE REACTIVE TRANSPORT
Table F-29. Sensitivity to Diffusion at 30 and 100 Years
NBT stands for no breakthrough at this tine
Diffusion Diffusion
(Minimum Parameter) (Maximum Parameter)
Time Radionuclide | Cumulative Cumulative | Impact Ratio | Cumulative Impact Ratio
(years) and Source Moles - Base Moles (Normalized Moles (Normalized
Location Parameters to Base to Base Case)
Case)
LAVA
30 Pu: LAVA 4.09E-07 5.16E-07 1.26 3.20E-07 0.78
30 U: LAVA NBT 1.59E-13 HUGE NBT NA
30 NP: LAVA NBT 1.13E-11 HUGE NBT NA
100 Pu: LAVA 2.88E-06 4.55E-06 1.54 1.91E-06 0.66
100 U: LAVA 4.06E-10 6.30E-06 15488.92 1.36E-16 0.00
100 NP: LAVA NBT 5.11E-06 HUGE 8.16E-26 NA
TSA
30 Pu: TSA 3.40E-12 8.35E-12 2.45 2.77E-12 0.81
30 U: TSA NBT NBT NA NBT NA
30 NP: TSA NBT NBT NA NBT NA
100 Pu: TSA 6.38E-09 2.23E-08 3.49 5.27E-09 0.83
100 U: TSA NBT NBT NA NBT NA
100 NP: TSA NBT NBT NA NBT NA

F.8 Summary

In this appendix, we discussed how areactive, dual-porosity transport model for RN
migration in fractured and unfractured rock was developed and applied at the site scale of
BENHAM and TY BO. Building upon the colloid-facilitated Pu transport model developed and
tested in Appendix D, additional RNs were incorporated and the model was applied to a complex
three-dimensional heterogeneous flow field. Preparation of the model involved developing
uncertain ranges for physical and chemical transport parameters. These parameter ranges were
systematically analyzed in adetailed sensitivity analysis. Theimportance of the sensitivity analysis
is highlighted in the differences in simulation results as parameters are varied throughout their
ranges of uncertainty. Thus, it is extremely important to note that although expected values exist
for some of the parameters, the ranges of uncertainty do not indicate substantial decreasing
probability. In other words, we have no basis upon which to rule out the results obtained with
parameters extended to their upper and lower ranges of uncertainty. The implications of the
sengitivity analysis are more important than any single predictive simulation. From the sensitivity
anaysis, we draw the following conclusions:
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With base-case transport parameters, predictiveresultsfor heterogeneousflow-field realization
#3 are consistent with field observationsin the LAVA. Namely, colloid-facilitated Pu
migration to observation well ER-20-5 #3 is feasible in less than 30 years. However, such
migration to well ER-20-5#1 was not simulated for two reasons. First, the heterogeneous flow
field (#3) on which these cal cul ations were conducted yields very few streamtubes to the
capture zone of well ER-20-5 #1. Second, even though the LAV A is maintained as an intact
lithologic unit in the heterogeneous attribute maps, the TSA is not. Therefore, any streamtube
leaving the TSA source location of the BENHAM chimney does not stay in welded tuff. Most
pathlines move into either bedded tuff or non-welded tuff, both of which have slow velocities
(matrix flow only) and high retardation.

With changes in transport parameter values to favor mobility of reactive solutes, some Pu
arrives at well ER-20-5 #1, but more than 50 years |ater. As described above, the pathways
away from the TSA source in this heterogeneous flow field are not supported in fractured
welded tuff, as would be expected in the deterministic model (examined in greater detail in
Chapter 7).

The sensitivity study shows substantial variation in results to uncertainty in parameters. The
most significant are the Eh of the groundwater, the colloid site concentration, and the reactive
surface area of fracture minerals.

The kinetic rates of sorption and desorption of Pu onto colloids are significant. However, the
sengitivity to this parameter is due, in part, to a specified large range. If ongoing experiments
measuring such rates continue and field studies are conducted to determine scaling parameters
between the lab and field, then a much tighter bound can be established on this currently large
range. If the exact values derived from a single experiment are used, with no consideration for
scaling between the laboratory and the field, then no significant Pu migration would be
predicted with this model.

Large rangesin matrix Kd lead to large impacts in the sensitivity analysis. In this study,
minimum, maximum, and expected values of Kd for the different rock types and RNs were
used. If the existing Kd databases will support such analysis, development of probability
distribution functions for Kds and implementing them into the predictive modeling may help
reducethelargeimpact on the sensitivity analysisassociated with thisparameter. Thismay also
suggest that more sophisticated geochemical characterization and modeling are warranted to
link matrix material reactivity to mineralogic characterization and spatial distributions.
However, such models require information (such as mineral ogic composition) that often is not
available with Kds as historically measured.

For simulation of cumulative mass arrivals at the NTS boundary over 1000 years, there wasno
significant sengitivity to the diffusion coefficient. An UGTA database with relatively small
differences between maximum and minimum values was used to define the range for this
modeling effort. However, investigation of sensitivity to diffusion coefficients at earlier times
indicates that it does play a significant role in controlling the travel time of reactive solutes.
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» Thisstudy presented in this appendix did not consider multiple heterogeneous flow fields nor
the deterministic flow field. Such sensitivities are addressed in Chapter 7. Chapter 7 analyses
indicate that of the 30 realizations 10 may support rapid migration to ER-20-5 #1 from
BENHAM. Therefore, the conclusions drawn in this appendix are not representative of each
realization.
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Appendix G: Personal Communication Regarding
Development of Geostatistical Attribute
Maps at DRI

Craig Shirley - DRI

G.1 Introduction

This project by the Desert Research Institute entails estimating the distribution in three-
dimensional space of properties or attributes important to modeling groundwater flow
and radionuclide transport. The study area as shown in [Figure 1|and [Figure 2|is a
rectangle 2600 meters east to west by 3200 meters north to south. The study domain
covered the vertical distance from 2 meters to 1332 meters above sea level. The five
attributes initially considered for estimation were hydraulic conductivity, porosity, clay
abundance, zeolite abundance and iron oxide abundance. The distributions were to be
estimated using existing measurements, information about the general geologic setting
and secondary information such as geophysical logs. No sampling specifically in support
of this characterization was undertaken. Iron oxide was dropped from the project due to
the extreme paucity of measurements. The maps produced were dimensioned to allow use
in a larger flow and transport study being undertaken by Los Alamos National
Laboratory.

Nevada Test Site Boundary

|

Tybo/Benham /

Study Area

[ B S
0 10000 20000 30000 40000

Figure 1. Location map
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Figure 2. Study area and proximate tests.

G.2 Background Information

As listed in Table 1 and shown in twelve underground tests have been
conducted between 1963 and 1984 within 5 kilometers of the TYBO/BENHAM study
area. Most of these tests have been near or below the published static water level.

Table 1 Nuclear Testswith a 5-kilometer distance of the TYBO/BENHAM Study area

East North . . Static
res vt e e o Wate

(meters)  [(meters) Level
BELMONT 547684.52 (4119430.94 |(1897.68 1292.68 605.00 |613.0
BENHAM 546618.29 |4120674.84 |1914.45  |512.36 1402.08 |641.0
CHATEAUGAY 545785.96 |4122227.15 |1903.47 1296.24 607.23  1632.0
COMSTOCK 549482.20 |4123870.62 |1987.29 1366.99 620.30  1626.0
DELAMAR 543453.51 (4122478.01 (1901.95 1357.85 544.10 |617.5
GOLDSTONE 546687.61 |4121377.26 |1913.53 1364.53 549.00  |596.0
KNICKERBOCKER [546022.25 (4122498.18 |1905.61 1274.98 630.63  1632.0
MOLBO 547591.74 |4119887.29 (1900.12 1262.12 638.00 614.0
PIPKIN 549514.34 |4123491.31 [1991.56 1367.94 623.62  |640.0
SALUT 545234.88 |4122484.00 |1900.43 1292.43 608.00  1622.0
TAFI 546263.17 |4123429.23 |1886.10 1206.10 680.00  1607.0
TYBO 546571.06 |4119488.03 |1906.83 1141.83 |765.00 |630.0
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Both the TYBO and BENHAM, as shown in were more deeply buried and at a
lower elevation than many of the other tests which took place in western Pahute Mesa.

Western Pahute Mesa
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Figure 3. Underground tests at Pahute M esa

The geology of the TYBO/BENHAM area is characterized by numerous air fall and ash
flow tuffs, lava flows, breccias and alteration products of these volcanic materials. A
detailed description of the study area geology can be found in Prothro and Warren, 1999.
These materials occur in thin beds ranging from centimeters to hundreds of meters in
thickness. Traditional efforts at inter-borehole correlation based upon field observable
characteristics have generally proven unsatisfactory. Lithostratigraphic units have been
identified but are commonly comprised of numerous textural classes which may
profoundly affect flow and transport. Identification by means of chemical composition
has shed considerable light upon the origin of these volcanic materials. The geologic
description in Prothro and Warren, 1999 was used in conjunction with Drellack and
Prothro, 1997 and computer files of the hydrogeologic model (Sully, 1999) as the
deterministic zoned model in this study.

G.2.1 Approaches to Modeling

There are two basic approaches to the development of geologic and hydrogeologic
models, the traditional deterministic model consisting of layers and the geostatistical or
stochastic approach, which treats the distribution of material properties as random fields.
Applicability, weakness, and benefits of these two basic approaches remain active topics
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of discussion in the research literature as shown by the two following quotes from a
recent journal.

“Zonation has been, and we think will continue to be, a very useful tool in some
circumstances, especially when distinct geologic contacts exist, dominate the subsurface
hydrology, and are characterized.” (Cooley and Hill, 2000)

If a zone could be identified with a lithology, this [grouping of hydraulic conductivities
into 9 zones] might have been a defensible approach, but given the arbitrary uniform
mesh discretization that was used, a “zone” is a complex assemblage of different
lithologies of the very complex Yucca Mountain system. When the role of faults, the
variability of facies, the depth of each layer is so variable, this arbitrary calibration
constraint by zoning does not have any physical sense. (RamaRao et al., 2000)

In a complex geologic setting, such as the TYBO/BENHAM study area, where there was
substantial preexisting topographic relief, multiple eruptive events and sources,
contemporaneous erosion activity, faulting, both during and subsequent to deposition,
and alteration both during and subsequent to deposition, it is highly unlikely that
homogeneous, continuous layers are adequate to accurate characterization of the
hydrogeology.

The term deterministic zonation will be used in this paper to mean traditional,
lithostratigraphically based layered models where discrete layers are defined by fixed
surfaces and homogeneity of attribute values within the layers. Geostatistical fields are
produced using a space-filling simulation that adheres to a statistical description of the
attribute. The maps produced in this project use a combination of these two approaches to
yield zoned geostatistical simulations of the spatial distribution of attributes.

G.2.2 Deterministic Zonation

Description

The traditional approach builds a layered model with each layer having known upper and
lower boundaries and assigned a value for the attribute of interest. Sources of information
that can be included in this type of model include borehole contacts, data from both
surface and borehole geophysical surveys, surface geologic mapping and fault
identification from aerial photos. Many of the techniques developed by geologists and
hydrologists can and are used in developing models in this fashion.

Benefits

The benefits of this method include incorporation of expert opinion and knowledge, and
accurate characterization of abrupt discontinuities such as faults. Where the geometry of
lithostratigraphic layers is distinct and is known to be, or can be strongly inferred to be
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critical to control of flow and transport, then this method may be preferred. In areas
where relevant measurements are missing, sparse or biased, reliance on expert knowledge
of the region and its geologic and hydrologic peculiarities may be the only means to
develop a model.

Weaknesses

The disadvantages of this method include a false sense of certainty regarding the location
of contacts and a tendency to lump dissimilar facies together to produce a horizontally
continuous layer or zone, i.e., unrealistic assumption of homogeneity. Additionally in a
volcanic setting such as the TYBO/BENHAM study area, the layers maybe made
coincident with lithostratigraphic units, resulting in a tendency to separate texturally
similar materials, if these are from differing eruptive sources.

This approach fails to address uncertainty in the spatial distribution of attributes in two
ways, the contacts between layers are fixed at all points in the model, not just where data
exist, and there is no spatial correlation of attributes within layers. The assumption that
the location of the boundary dividing significantly different media is known equally well
at boreholes and at great distances from those boreholes is difficult to support.

G.2.3 Geostatistical Fields

Description

In the geostatistical approach, the distribution in space of attributes such as permeability
and porosity are considered to be random fields. These fields are generally described by a
limited number of parameters, such as, mean, variance and correlation length. At those
locations where the value of an attribute is known, geostatistical simulation techniques
will reproduce that measured value. At locations where the value of the attribute 1s
unknown, simulated values are produced. The complete field of attribute values
reproduces the statistics describing the random field.

Benefits

Geostatistical fields honor known data, allow the inclusion of some types of soft data, and
are equiprobable. Within the constraints of available computing resources, any desired
number of fields can be generated, all of which are equally likely. Equiprobability allows
for the quantitative treatment of uncertainty arising from the practical constraints of
limited site data. The variance found in the complete set of maps of an attribute is the
uncertainty of that attribute.
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Weaknesses

Geostatistical methods are not particularly good at reproducing sudden, abrupt changes in
attributes such as would be produced by faults. Unless substantial sampling immediately
adjacent to such discontinuous features had been done, the feature would not be
reproduced in the multiple realizations produced by geostatistical methods. Because these
methods rely upon relative simple mathematical functions to describe the variation of
attributes in space, the random fields produced tend to be excessively smooth to
accurately represent faulted terrain.

Attribute sampling correctly located in space and at an appropriate scale is rarely
available to rigorously estimate the both the vertical and horizontal correlation lengths.
Scaling adjustments required by measurements taken at various scales, often quite
different from the scale of the model, introduce significant uncertainty into the resulting
estimate. It cannot be overstated that an adequate number of properly spaced, correctly
scaled, unbiased samples are a requisite if these methods are to deliver the promised
statistical rigor. When used with lesser quality data and more assumptions, the methods
can provide useful models, but the rigor will be lost.
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G.3 MethodsApproach

G.3.1 Zoned Geostatistical Simulation; a hybrid approach

Lithologically based model classes and the flow and transport attributes in this study are
treated as a random variables. Model classes representing an exhaustive, mutually
exclusive categorizations of the lithology are simulated. The zoned deterministic model is
used as soft data to supplement borehole data to provide spatially distributed estimates of
conditional probability for each class. A transition probability simulation (Carle, 1999)
was used to simulate the spatial distribution of the model classes. This method has the
advantage of reproducing the juxtapositional tendencies of the lithologic classes found in
volcanic settings characterized by multiple cooling units .
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Figure 4. Simple cooling units

Within each model class, attributes are treated as random variables. Attribute variability
within each model class is simulated as a spatially correlated random field. A composite
attribute field is constructed by superpositioning the attribute value from the field
corresponding to the model class at that location (Figure 5). The superpositioning process
requires the existence of a field of categorical classes. This field may be a zoned
deterministic model, or as in this study, a geostatistically simulated field. At each element
of the model, the class is known. Random attribute fields of the same dimensions as the
entire domain are generated for each class. The attribute value is chose from the
appropriate, 1.e., corresponding to the class at that location, random field. The composite
attribute field thus demonstrates spatial structure due to the size, shape, abundance and
juxtaposition of the classes, and the inherent variation within class.
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Figure 5. Superpositioning process

The composite attribute field reproduces the variability due to large scale, more
deterministic spatial features such as faulting and bed pinch-out, as well as the smaller
scale, more stochastic, and more sparsely sampled variability found within each class. In
portions of the study domain where great confidence exists in the zoned deterministic
model, it is possible to force the model to reproduce exactly the tabular arrangement of
the deterministic model.

At present, there exists no rigorous way to determine how much soft conditioning data
should be used from zoned deterministic model. In the event that the zoned deterministic
model is believed to be perfectly accurate, then the transition probability class model
becomes superfluous. When uncertainty on the location of contacts exists, then the
frequency of conditioning represents an expression of how accurately large and small
details are captured by the zoned deterministic model. If the zoned deterministic model is
believed to accurately represent general geometric relationships, but uncertain in the
exact location of specific contacts, then the transition probability simulation should be
conditioned to the extent that difference observed between individual simulations is
consistent with the users degree of belief and uncertainty. The deterministic zoned model
contacts are boundaries where the probabilities of occurrence of models classes change.

G.3.2 Approach

The selection of model classes was driven by the requirements of observability and
geologic plausibility. The requirement of observability is a consequence of the type of
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data available. If sufficient number and location of appropriately sized measurements of
the attributes existed, then traditional geostatistical methods would allow for direct
estimation. However, the attribute measurements available for this study are sparse, far
from optimally located and of wildly varying scales. Therefore, an approach exploiting
the available attribute measurements, strongly supplemented by geologic observations
and an evolving deterministic zoned model was adopted. Once it became apparent that
the direct measurements of the attributes were insufficient to simply use traditional
geostatistical simulation, the requirement of geologic plausibility comes into play. The
transition probability method chosen requires that the classes to be simulated be
categorical, 1.e., mutually exclusive and exhaustive (Carle, 1999). The purpose of
generating maps of classes was to subdivide the attribute continuum into the most
meaningful and distinctly different populations. Ideally, each class would be separated in
attribute parameter space (see Figure 7) from every other class. The large amount of data
necessary to quantitatively sue attribute continuum is virtually never available,
necessitating a pragmatic, qualitative subdivision. However, it is worth keeping the ideal
of optimal separation in attribute parameter space in mind when choosing the categorical
classes.

There are three steps in creating attribute fields (permeability, porosity, clay or zeolite
abundance). These are:

¢ Construction of the observable model class field

* Construction of spatially correlated attribute fields with the distribution of the
attribute reproducing the specified distribution (means, variances and correlation
lengths) of that attribute as specified for each class.

* Construction of a composite attribute field by superpositioning attribute values
from the various class specific fields according to the class designation at each
grid location.

The horizontal correlation length is the most difficult parameter for which to develop an
estimate. The horizontal spacing of boreholes constrains the lag distances available for
use in developing a semivariogram. illustrates the distribution of separation
distances between boreholes at western Pahute Mesa.

G-9



APPENDIX: GEOSTATISTICAL ATTRIBUTE MAPS

Rev 0.0

OOOON

//////// [00002'005.T)
//////////// [00S2T'000ST)

Soomﬁ 00S2T) e

Meters between Borehol

20%

15%

Kouanbal4 annejay

Figure 6. Distribution of horizontal separation distance between boreholes.

G-10



Rev 0.0 APPENDIX: GEOSTATISTICAL ATTRIBUTE MAPS

Spatially correlated, zero mean, unit variance random fields identical in size to the model
domain are generated for each attribute and for each class. For each attribute these fields
are differ only in the correlation lengths specified for each class. A single composite field
is constructed by interrogating the class field at each location and choosing the zero
mean, unit variance random value corresponding to that class. This zero mean, unit
variance value is transformed to the correct value using a lookup table specific to that
class. The lookup table is created from the available measured data and specifying how
values at the tails of the distribution should be truncated. This method creates
conductivity fields, which reproduce the CDF of the measurements and conform to the
specified spatial statistics.
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Figure7. Idealized model classlocation in attribute parameter space

Because two of the attributes being estimated, hydraulic conductivity and porosity are
part of the defining characteristics of hydrostratigraphic units, “A hydrostratigraphic unit
is a body of rock distinguished and characterized by its porosity and permeability.”
(Seaber, 1992), the classes can be considered as informal hydrostratigraphic units, or
hydrofacies. However, because the distribution of the attributes is being treated as a
random field, “... random-function-based stochastic simulations tend to bypass the actual
genetic process and rely on global statistics that are deemed representative of the end
phenomenon actually observed.” (Deutsch and Journel, 1992), consideration of both
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population and spatial statistics needs to be added to the existing description of
hydrostratigraphic units.

The lithologically observable classes are characterized by the geometry of occurrence in
space and the likelihood of occurring adjacent to another class. This arrangement in space
needs to meet the test of geologic plasticity, that is, a geologist familiar with the area
should be able to conclude that any equiprobable class maps is a reasonable
approximation to reality.

Virtually all modeling involves subdividing the spatial domain in some fashion. This
process of subdivision raises the problem of scaling of attributes. If the entire domain is
thought of as a single block, then it is obvious that the variance is zero and the correlation
is infinite (relative to the domain). If the domain is subdivided into infinitesimal points,
then the variance is at its maximum and the correlation length is at a minimum. However,
there is no evidence that either the variance decreases linearly or that correlation length
increases linearly with the scale of support. It is likely that each attribute will have its
own distinctive relationship between support scale, variance and correlation length.
Samples of increasing size and correct location would make it possible to experimentally
determine how the variance and correlation length change with scale, but this type of data
is not available for this study.

The same evaluation was performed for each of the attributes; data was collected, a
population distribution was estimated taking into account the size of samples and any
known biases, and the correlation lengths were estimated. Point samples were useful for
helping to establish ranges, although for some attributes there were reasons to believe that
the smallest scale samples failed to accurately represent the extreme values.

Hydraulic Conductivity

Measures of hydraulic conductivity range in scale from sub-core plugs to aquifer tests.
The advantage of the smallest scale tests is the certainty that only a specific lithologic
class is being sampled. The drawback is that the sampling is biased toward the least
conductive end of the distribution. The highest conductivity in most of these materials
was where the material is strongly fractured. If the fracture is large enough, then a sub-
core plug would be smaller than the fracture, and simply never be sampled. Thus the very
smallest, but most specific samples are from a biased population. The extent of this bias
is unquantifiable. Borehole scale samples suffer from a similar bias. It is more difficult to
recover intact fractured core for testing than it is to recover unfractured core. So again,
the population is biased toward the lower end of the conductivity distribution. Packer
tests offer an improvement between specificity of lithology tested and a bias toward an
unfractured population. However, even these tests must be sited to avoid fractures at
packer locations if a good seal is to be achieved. Additionally, this method is unable to
accurately measure extremely low permeability. So data from packer testing is often
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censored on both the upper and lower ends of the distribution. There is no way to
determine if the censoring is symmetric, thus the mean as well as the variance may be in
error. If the packed intervals are large, then the likelihood of isolating a single lithologic
class is diminished. Aquifer tests and tracer tests suffer from the problem of sampling a
volume larger than the model discretization. Thus the estimates of hydraulic conductivity
are smoothed over several grid blocks. Additionally, the likelihood of sampling multiple
lithologic classes increases with the volume sampled in the test.

The population distribution of hydraulic conductivity was estimated for this report from a
series of tests conducted at the Nevada Test Site. The IT CORPORATION has collected
the results of these tests. The results were grouped so that the lithologies sampled most
closely resemble the observable lithologic classes. The resulting distributions are shown
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Figure 8. Ln(K) distribution by observable model class.

These distributions somewhat understate the variability because of the scale of support of
the measurements, and because the tests are unlikely to be sampling only individual
lithologic units. However, this represents the best available data at the time when the
estimates were made. If additional data becomes available to refine the distributions, then
additional, more accurate maps may be made.

The correlation lengths of hydraulic conductivity were and remain the most difficult and
problematic parameters to estimate. Packer tests, covering intervals equivalent to model
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grid blocks, isolated in single observable lithologies and separated vertically and
horizontally by multiples of the model grid blocks would be needed to rigorously
estimate the spatial correlation of this attribute. The data available does not even faintly
approximate this ideal, thus the estimates of correlation length must be considered the
most uncertain parameter in this study. However, some information useful for bounding
and ordering the correlation lengths may be gained from secondary sources. The average
thickness and length of the observable classes has been obtained from borehole
observations and geologic maps. It is unlikely that the hydraulic conductivity within a
class would be spatially correlated for a greater distance then the class itself. Thus the
correlation lengths of hydraulic conductivity were set to be less then the average length of
the class used in the transition probability simulation. The ordering of correlation, i.e.,
which class is correlated for the longest distance and which is correlated for the least has
been set to be consistent with the geometry of the observable classes. For example the
bedded air fall tuffs are found in thin continuous layers, consistent the nature of original
deposition. By contrast, the lava flow/breccias are found in thicker, more massive
deposits. Thus the bedded tuffs are simulated with a high vertical to horizontal
anisotropy, and are horizontally correlated to a greater degree than the lava flow/breccias.

Table 2 Horizontal and vertical correlation lengths of hydraulic conductivity

Observable Model Horizontal Correlation Length (m) | Vertical Correlation

Class (Short, Medium, Long cases) Length (m) (Short,
Medium, Long cases)

Bedded Air fall Tuff | 300, 500, 900 10, 20, 50

Nonwelded Tuff 200, 250, 500 30, 45, 90

Welded Tuff 250, 500, 900 15, 30, 35

Lava Flow/Breccia 125, 250, 500 50, 100, 250

Altered 250, 750, 900 50, 125, 250

In the absence of either dynamic flow data in the study area, strongly correlated
geophysical data or additional, appropriately spaced and scaled sampling, estimates of the
correlation lengths of hydraulic conductivity must be considered highly uncertain.
Similar rationale that was employed for bounding correlation lengths of hydraulic
conductivity was used in establishing correlation lengths for bulk porosity, clay and
zeolite abundance.
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Bulk Porosity

The porosity estimated in this report is bulk porosity, not effective porosity. The available
data consisted of core and sub-core samples, geophysical logs and calculated porosity
from aquifer tests. The most useful data were the estimates of bulk porosity from
geophysical logs.

p=1-21-2)
0

g

Where 0, 1s bulk density estimated from a gamma-gamma density log, [, is grain density
is a mean value for that observable lithologic class, and Z is the water content estimated
from coincident epithermal neutron logs. The scale of these measurements is less than
that of the model grids, but porosity is an attribute that may be upscaled by arithmetically
averaging, unlike hydraulic conductivity. The variance must be reduced to reflect the
upscaling and the correlation length increased. The porosity distributions used in this
project are shown in
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Figure 9. Bulk porosity by observable model class.
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Clay and Zeolites

The data available for estimating the distribution of clay and zeolites consists of x-ray
diffraction analysis (XRD) performed on samples taken from borehole sidewall samples
and sub-core plugs. The sample volume is extremely small, less than 1 cc, so the scaling
problem is acute. Exacerbating the scaling problem, the samples were not located in
space so that an arithmetic average could be calculated. Therefore the affine transform
variance reducing procedure was used in developing the estimated distribution. The
affine transform or correction as defined by Isaaks and Srivastava, 1989 is

g =f*(g-m)+m

where ¢ is a quantile in the original distribution, g “is the quantile in the transformed or
corrected distribution, m is the mean of both distributions and f'is a variance adjustment
factor. The effect of changing the variance adjustment factor is illustrated in
The extreme values were set to be consistent with geologic expert opinion and the shape
of the distributions controlled by the point samples. The distributions are shown in

11"and [Figure 12}
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Figure 12. Zeolite distribution by observable model class
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The correlation lengths used in generating the composite clay and zeolite attribute fields
are listed in

Table 3 Clay and zeolite correlation lengths.

Clay Horizontal Correlation Length Vertical Correlation Length
Bedded 300 10
Nonwelded 200 30
Welded 250 30
Lava Flow/Breccia 250 100
Altered 750 125
Zeolites

Bedded 300 20
Nonwelded 250 30
Welded 450 30
Lava Flow/Breccia 250 100
Altered 750 125
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G.4 Results and Discussion

G.4.1 Simulated Attribute Maps

Zoned geostatistical simulation is a systematic method of subdividing the attribute
continuum exploiting quantitative measurements of attributes, spatially registered
contacts between observable lithologic units and qualitative knowledge of the nature of
occurrence of these lithologic units. The variation between the equiprobable class maps
represents the uncertainty of the exact spatial distribution of lithologic classes. The
variation between the equiprobable composite attribute maps represents the joint
uncertainty of both the spatial distribution of lithologic classes and of the attribute within
each lithologic class. If the classes are well selected, the classes should display minimal
attribute variability within class and maximum attribute variability between classes. The
geometry of each class within the study domain should be distinctly different.

The relationship between observable lithologic units and flow and transport attribute
distributions could be better established if sampling at appropriate locations and scales
were conducted. However, given that the purpose of this study was to develop estimates
of the spatial distribution of specific flow and transport attributes using only previously
collected data, simplifying assumptions regarding the representativeness of the available
data were necessary.

Topopah
Spring
Aquifer

Calico Hills
Zeolitized
Composite Unit

Inlet Aquifer

Crater Flat Confining Unit

Bullfrog Confining Unit
Hast

Figure 13. Deter ministic model in study domain
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Figure 14. Equiprobable maps of observable model classes.
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Figure 15. Transition probability simulation of model classes
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Figure 20. Clay Map
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Figure 21. Zeolite Map

Faults are known to occur in the study area. Large faults are mapped and included in the
zoned deterministic model. Smaller faults are likely to exist, but are not likely to be
included in the zoned deterministic model. Additionally, it is unknown if buried faults
and the deeper portions of faults expressed at the surface are a series of smaller faults or
single large faults. The methods used to identify faulting (gravity and seismic surveys) do
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not have the ability to resolve features at the scale of the model discretization. The
transition probability simulation uses an average length for each observable lithologic
class. The effect of non-deterministic faulting and textural pinch out is simulated by
reducing the average length of a class to less than the infinite (i.e., as large as the domain)
length of layers of the zoned deterministic model.

G.4.2 Rescaling, Variance, and Correlation Lengths

“This problem of the discrepancy between the support of our samples and the intended
support of our estimates is one of the most difficult we face in estimation” (Isaaks and
Srivastava, 1989).

The affine transfer is a variance reduction method that does not affect the mean but rather
proportionally reduces extreme values. When applied to attribute its such as porosity or
clay content which may be arithmetically averaged it serves acceptably to upscale point
measurements. However, when the attribute in question does not average arithmetically
the affine transfer is not applicable. Hydraulic conductivity is example of an attribute that
may not be rescaled using the affine transfer.

While the affine transfer was used in this study due to the great difference in scale
between the measurements and the model grid blocks, it should not be considered
anything but a pragmatic approach. The problem of rescaling attributes remains an open
area of research as noted by Cressie, 1993, “From a statistical point of view, current
solutions to the change-of-support problems are unsatisfactory; I believe that further
progress will have to be model based.” and Isaaks and Srivastava, 1989, “There are a
variety of mathematical methods for adjusting a distribution so that its variance will be
reduced while its mean remains unchanged. Unfortunately, all of these depend on
unverifiable assumptions about how the distribution changes as the support increases; the
also require knowledge of certain parameters that are very difficult to estimate precisely.”

The attributes of porosity clay content and the zeolite content have all been measured at
the point scale, specifically very small samples used for X-ray diffraction (X R D). The
upscaling process from thumbnail size samples to 50 m blocks inevitably introduces a
great uncertainty. Compounding the uncertainty due to scaling, there are a number of
sources of bias that may affect the accuracy of the data. It is unknown if a specific
selection process or set of criteria were used in choosing which cores to sample and
which samples from a core to analyze in detail. Thus it is impossible to determine if the
samples represent a biased or unbiased estimate of the attributes. Because of this
uncertainty, the resulting estimates should be considered more as relative measures than
absolute. If a rigorous estimate of the absolute clay, zeolite or iron oxide content is
critical, then a sampling program designed with both the model scale and the need for
absolute measures will have to be undertaken.
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Differences in the mean value and variance as well as extreme values were noted when
specific analysts were considered and when the date of analysis was considered. It is not
possible to distinguish between biases introduced by specific analytical methods from
improvements in detection limits some resulting from more recent equipment. These
unquantified sources of bias coupled with the uncertainty introduced by the extreme
upscaling process mean that the distributions should be treated more as a qualitative
estimate rather than a rigorous quantitative estimate.

The measurements of attributes, i.e., exiting samples, were not comparable in size to the
model grid. When sample are made of differing size or support, some type of adjustment
must be made to render the data comparable. However all of the methods available for
rescaling data have undesirable effects. As Noel Cressie noted in 1993, “From a
statistical point of view, current solutions to the change-of-support problems are
unsatisfactory; I believe that further progress will have to be model based.”

While efforts have been made to be consistent with both the sparse measurements and
expert opinion, the relationship between observable lithologic classes and some flow and
transport attributes remains open to question. Until statistically significant numbers of
attribute measurements, appropriately located for the scale of modeling to be done, are
available, the spatial distribution of those attributes must be considered uncertain.

G.5 Conclusions

The zoned geostatistical method is a hybrid method that seeks to exploit the strengths of
both the zoned deterministic method and the pure geostatistical approach. The method
employed in this study of using borehole observations and deterministic model surfaces,
to generate equiprobable maps of observable classes allows for the expert knowledge
encoded in the deterministic zoned model to be blended with uncertainty which must
exist between points of observation. The simulation of flow and transport attributes as
random variables within these observable model classes allows for variation and
uncertainty characteristic of the lithologies upon which the units are based.

The most serious weakness of the zoned geostatistical method is the need for correctly
sized and located sampling. This is particularly acute for the estimation of horizontal
correlation lengths. Hydraulic conductivity is probably the parameter most sensitive to
the rescaling required by diverse testing methods. The use of dynamic data may be a
means to improve estimation of this critical parameter.

G.6 Recommendations

Estimating the spatial distribution of any attribute in the absence of exhaustive sampling
is always an exercise in division and aggregation, i.e., a set of decisions of what to lump
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together and what to split apart. The zoned geostatistical approach is a two-step process,
1) estimate the spatial distribution of observable classes which have distinct populations
of the attribute of interest, and; 2) estimate the spatial distribution of the attribute within
each observable class. The current set of classes was used for all attributes. The accuracy
could be improved by selecting observable classes specifically for each attribute to be
estimated. For example, instead of using a single class for altered volcanics, multiple
classes could have been used for each type and degree of alteration. This finer resolution
would improve the accuracy of the estimate, if supported by adequate sampling.
However, the sampling required for this approach is more demanding than for a coarser
subdivision of the attribute continuum. Additionally this approach would make the
inclusion of the maps into larger models more difficult because each attribute map would
be independent of other attribute maps.

The inclusion of dynamic data such as aquifer and tracer tests could dramatically improve
the quality of the attribute estimates. Numerous authors (Gomez-Hernandez et al., 1997,
Capilla et al., 1997, Capilla et al., 1998, Wen et al., 1999) have demonstrated that the
inclusion of flow data can dramatically improve the estimation of the spatial distribution
of transmissivity and hydraulic conductivity. If the dynamic data is obtained within the
study area, then the estimate can be directly conditioned. If the data is not from the study
area, but is from a comparable setting, then the estimates of difficult to obtain parameters
such as correlation length can be improved. This improvement is subject to the degree of
comparability. If the amount of dynamic data is limited, and is being reserved for
calibration purposes, then this method of improving the attribute estimates is foreclosed.

Sampling of attributes needs to be designed with the size and resolution of the model in
mind. Samples, which are taken at scales smaller than the model grid blocks, need to be
selected so that a meaningful aggregation can be done. Samples, which encompass
volumes greater than the model grid blocks, need to be carefully considered. The number
of samples for spatially correlated attributes needs to be carefully considered for any
specific degree of certainty (Barnes, 1988). In this study, the spatial distribution of iron
oxides could not be modeled in any meaningful way because of the absence of adequate
sample data. If dynamic data acquisition such as flow and tracer tests are to be conducted,
the specific attributes being estimated needs to be considered.
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