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ABSTRACT

The objective of this heat transfer and fluid flow study is to assess the ability of a computational
fluid dynamics (CFD) code to reproduce the experimental results, numerical simulation results,
and heat transfer correlation equations developed in the literature for natural convection heat
transfer within the annulus of horizontal concentric cylinders. In the literature, a variety of heat
transfer expressions have been developed to compute average equivalent thermal conductivities.
However, the expressions have been primarily developed for very small inner and outer cylinder
radii and gap-widths. In this comparative study, interest is primarily focused on large gap widths
(on the order of half meter or greater) and large radius ratios. From the steady-state CFD analysis
it is found that the concentric cylinder models for the larger geometries compare favorably to the
results of the Kuehn and Goldstein correlations in the Rayleigh number range of about 10° to 10°
(a range that encompasses the laminar to turbulent transition). For Rayleigh numbers greater than
108, both numerical simulations and experimental data (from the literature) are.consistent and
result in slightly lower equivalent thermal conductivities than those obtained from the Kuehn and
Goldstein correlations. '
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NOMENCLATURE

empirical constant (9.81)

fluid specific heat (J/kg-K)

RNG theory determined constant (0.0845)
inner cylinder wall diameter (m)

outer cylinder wall diameter (m)

total energy (J/kg)

acceleration due to gravity (m/ s?)

mean overall heat transfer coefficient (W/mz—K)

average equivalent thermal conductivity for natural convection (-)
turbulent kinetic energy (m?/s%)

turbulent kinetic energy at wall adjacent cell center (m?/s%)

air thermal conductivity (W/m-K)

annulus gap width, R, — R; (m)

molecular weight of air (kg/kmol)

Nusselt number for natural convection from the inner cylinder (-)
Nusselt number for natural convection from the outer cylinder (-)

average overall Nusselt number

Nusselt number for conduction

Nusselt number for convection between concentric cylinders
pressure (N/m?)

Prandtl number (-)

turbulent Prandtl number (-) .

total heat transfer rate from the CFD models (W)
conduction heat transfer rate from the CFD models (W)

wall heat flux (W/m?) :

i

dimensionless radial distance,

universal gas constant (N-m/kmol-K)

turbulent Reynolds number (-)

Rayleigh number based on gap-width (-)

Rayleigh number based on inner diameter (-)

Rayleigh number based on outer diameter (-)

radial distance (m)

outside radius (m)

inside radius (m)

inner cylinder wall temperature (K or °C)

outer cylinder wall temperature (K or °C)

cold cylinder (outer) wall temperature (K or °C)

hot cylinder (inner) wall temperature (K or °C)

inner cylinder film temperature based on bulk temperature
outer cylinder film temperature based on bulk temperature
temperature difference (K or °C)

bulk fluid temperature (K or °C)
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fluid temperature at wall adjacent cell center (K or °C)
wall temperature (K or °C)

velocity (m/s)

normal distance to nearest wall (m)

distance from wall adjacent cell center to the wall (m)

fluid thermal diffusivity, k./pc;, (m?/s),

inverse effective Prandtl numbers

volumetric thermal expansion coefficient (K ') _
laminar thermal boundary layer thickness for a plane wall (m)
laminar viscous boundary layer thickness for a plane wall (m)
dissipation rate of turbulent kinetic energy (m%s®)

angular position (0° vertical up, 180° vertical down)
molecular fluid viscosity (kg/m-s)

turbulent viscosity (kg/m-s)

effective viscosity, 4 + ¢ (kg/m-s)

fluid kinematic viscosity, #/p (m*/s)

fluid density (kg/m>) i

wall shear stress (N/m?)

viscosity ratio, < f )

. . T-T
dimensionless temperature, - YC’ )

specific dissipation rate
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1 INTRODUCTION

This report documents a comparison of computational fluid dynamics (CFD) simulations
of natural convection in the annulus formed between horizontal concentric cylinders with
experimental data and other numerical simulations available in the heat transfer literature.
CFD simulations are used to compute both overall and local heat transfer rates for
concentric cylinder arrangements. The CFD calculated heat transfer rates are then used
directly in comparisons with data, correlation equations, and other numerical simulations.
In this comparative study, interest is primarily focused on large gap widths (on the order
of 0.5 m or greater) with radius ratios (R,/R;) of about 3.5.

Although the Yucca Mountain Project (YMP) geometries are not concentric, a typical
simplifying assumption is made such that an average equivalent thermal conductivity for
natural convection can be computed with an existing correlation applied at a geometric
scale appropriate to YMP. The resulting average equivalent thermal conductivity is then
applied to a non-concentric annulus. This report focuses on heat transfer and fluid flow
within the annulus between horizontal concentric cylinders at the scale appropriate to
YMP. Francis et al., 2002, develops an analysis of heat transfer and fluid flow within the
annulus of non-concentric cylinders.

The CFD computer code, FLUENT, version 5.5 (Fluent Incorporated, 1998) and version
6.0 (Fluent Incorporated, 2001), are used for the analysis. FLUENT is a computational
fluid dynamics code that solves conservation of mass, momentum, energy (including a
radiative transfer equation), species, and turbulence models using various means to obtain
closure for the turbulent momentum equations. Transient or steady state formulations are
also available. For this heat transfer analysis, both steady -state laminar and turbulent
natural convection heat transfer are c0n51dered

2 MODEL DESCRIPTION AND COMPARISON TO LITERATURE DATA
AND RESULTS

This section provides a brief discussion of previous natural convection heat transfer
experiments, correlation equations, and numerical simulations. In the literature, a variety
of heat transfer expressions have been developed for horizontal concentric cylinders.
However, these expressions are typically based on experimental results using very small
inner and outer cylinder radii (on the order of a few centimeters) and gap-widths (1.9 cm
< L < 7.1 cm). In the present natural convection heat transfer study, the correlation
equations are applied to much larger gap-widths (0.5 m <L <1.9 m) and cylinder radii
(0.2m<R;, R, £2.75 m).
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2.1 Introduction

This report considers the effects of an imposed temperature difference and system
geometry on CFD calculations of internal natural convection heat transfer in a horizontal
annulus. Comparisons to established heat transfer correlation equations and experimental
heat transfer measurements described in the literature are performed. An investigation of
this type provides an evaluation of the capability of the CFD code to predict heat transfer
in a known geometry as a precursor to calculating conditions in modified configurations.

Previous experimental and theoretical studies of internal natural convection in the
annulus between horizontal cylinders have been largely restricted to simple geometries
such as concentric or eccentric horizontal cylinders. In many of these cases, the
geometries have small (~ 3 cm) gap widths (L = R, — R;). Typically, a single radius ratio
was considered (e.g., Kuehn and Goldstein, 1976a and 1978, considered a radius ratio of
2.6; Bishop, 1988, and McLeod and Bishop, 1989, considered a radius ratio of 3.37;
Vafai et al., 1997, considered a radius ratio of 1.1). A limited number of numerical and
experimental studies have investigated the influence of the radius ratio on internal flow
characteristics (Lis, 1966; Bishop et al, 1968; Desai and Vafai, 1994; Char and Hsu,
1998). Some investigators developed heat transfer correlation equations for their
experimental results (Lis, 1966; Bishop et al, 1968; Kuehn and Goldstein, 1976a; Kuehn
and Goldstein, 1978; Bishop, 1988). In the experimental studies, the range of radius
ratios considered was 1.1 < R,/R; < 4. In the numerical studies, a wide range of radius
ratios was considered (1.5 < R,/R; < 11), including a radius ratio of 3.5, which is similar
to that of the Yucca Mountain Project (YMP) geometry (Webb et al., 2002). In the
present comparative study, interest is focused on large gap widths (on the order of 0.5 m
or greater) and larger radius ratios (R,/R; = 3.2-3.5) than used in most of the experimental
studies. '

Most of the concentric cylinder modeling studies consider gases (Pr = 0.7) as the working
fluid in the annulus (Kuehn and Goldstein, 1976a; Kuehn and Goldstein, 1978; Farouk
and Guceri, 1982; Desai and Vafai, 1994); although, some investigated a larger range of
Prandtl numbers (Kuehn and Goldstein, 1976a; Desai and Vafai, 1994). An experimental
analysis used water (Pr = 5) as the working fluid in the annulus (Kuehn and Goldstein,
1976a). Some numerical studies considered Prandt] numbers as high as 5000 (engine oil
at room temperature) and as Jow as about 0.01 (liquid metals). The present study
considers gases with a Prandtl number of approximately 0.7 (e.g., air, nitrogen).

Table 1 lists the investigators and the form in which their natural convection heat transfer

investigation was presented (experiment, correlation equation, and numerical
simulations).
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Table 1. Internal Natural Convection Heat Transfer in the Literature
Investigators Experimental Correlation Numerical

' Data EQdé‘tib"n' ' Simiilation

Bishop, 1988 X X

Bishop et al., 1968 X X
Char and Hsu, 1998 '
Desai and Vafai, 1994
Farouk and Guceri, 1982
Fusegi and Farouk, 1986
Kuehn, 1976

Kuehn and Goldstein, 1976a
.Kuehn and Goldstein, 1976b
Kuehn and Goldstein, 1978
J. Lis, 1966

McLeod and Bishop, 1989
Raithby and Hollands, 1975
Vafai et al., 1997

Webb et al., 2002

XXX |X X [X

X OXPX| XX

XEOXE X XPX[XX|X

ot
x

X
x

For internal natural convection in an annulus, a Rayleigh number based on gap-width

3
Ra, = EPATL 1)
va

is normally used to determine if the internal flow is laminar or turbulent (Kuehn and
Goldstein, 1978). The transition gap-width Rayleigh number for turbulence is about 10°
(Kuehn and Goldstein, 1978; Desai and Vafai, 1994; Char and Hsu, 1998). For Rayleigh

numbers less than 108, the flow is laminar.

For Rayleigh numbers greater than the transition value, the annulus internal flow
conditions are characterized by a turbulent upward moving plume above the inner
cylinder and a turbulent downward flow against the outer wall. Stagnation regions exist
near the top where the plume impinges on the outer cylinder and over the entire bottom of
the annulus. A low velocity laminar region exists in the annulus away from the walls.
Turbulent flow conditions in the annulus are typically obtained either through the length
scale (e.g., gap width) or the operating conditions (e.g., temperature difference and
operating pressure) of the configuration. For the very small gap widths (~ 3 cm)
considered in the experiments presented in the literature, air at atmospheric temperatures
and pressures would not result in turbulent flow (e.g., Raj, < 10%). Pressurized gases such
as nitrogen were often used in experiments to obtain the fluid properties necessary to
achieve turbulent Rayleigh numbers for very small gap widths and small temperature
differences (Kuehn and Goldstein, 1978). The results of the experiments were then used
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to establish correlation equations that relate fluid properties and apparatus geometry to
average heat transfer rates, as discussed in an upcoming section. Numerical simulations
have been developed for some of the experimental geometries to compare model
‘predictions to measured temperatures and heat transfer coefficients. Most of the
numerical simulations are two-dimensional, but a limited number of three-dimensional
studies have been conducted (Fusegi and Farouk, 1986; Desai and Vafai, 1994).

Most of the experimental data discussed above and presented in the literature are
restricted to heat transfer results such as temperature and equivalent thermal conductivity.
Experimental measurements of fluid velocity and turbulence quantities for the annulus
configuration have not been published in the literature.

In the present study, a variety of two-dimensional models are developed to compare
directly to the existing heat transfer correlations and experimental data developed in the
literature. The two-dimensional CFD models are applied for both laminar and turbulent
flow Rayleigh numbers.

2.2 Turbulence Modeling

Turbulence is characterized by fluctuating quantities (e.g., velocity, temperature, etc.).
The velocity fluctuations impact transport of quantities such as mass, momentum, and
energy. Direct simulation of all scales of a velocity fluctuation is not computationally
practical. Therefore, simplifications for turbulent flow solutions are necessary. Typical
approaches for handling turbulent flows are through Reynolds averaging or filtering the
Navier-Stokes equations. However, both methods introduce unknown terms into the
Navier-Stokes equations; therefore, additional turbulence modeling is required to achieve
closure of the flow equations.

Reynolds-averaged Navier-Stokes equations (RANS) are written in terms of mean
quantities and unknown terms with respect to the time-averaged fluctuating components
that are generally referred to as the turbulent Reynolds stresses. The RANS approach is
used in the following turbulence models available in FLUENT:
One equation model:

e Spalart-Allmaras

Two equation models:

e k-emodels inclhding, standard, realizable, and renormalization-group (RING)
e k-wmodels including, standard and shear-stress transport

Five equation model (in two-dimensions) and a seven equation model (in three-
dimensions)

14




e Reynolds stress model (RSM)

Filtered Navier-Stokes equations typically remove eddies that are smaller than the
computational mesh size. Larger eddies are fully computed in a time-dependent
simulation of the flow. Similar to the Reynolds-averaging, filtering also introduces
unknown terms in the Navier-Stokes equations. These terms are related to the subgrid-
scale stresses. Additional turbulence modeling is necessary to achieve closure. The
filtering approach is used in the following turbulence model in FLUENT:

e Large eddy simulation (LES)

Due to computational limitations associated with the time-dependent approach of the
LES, the CFD analyses described in this document utilize the RANS equations
(specifically the RNG &-¢ turbulence equations).

In the RANS approach, unsteadiness is removed by casting all variables (e.g., velocity,
temperature, and pressure) into mean and fluctuating components and time-averaging the
subsequent governing equations. The governing flow equations, written in terms of mean
velocity and temperature components, for mass, momentum, and energy take the
following forms after averaging:

Conservation of Mass (Continuity)

6p O

—+ —\pu)=0 2

P (ou,) 2
Conservation of Momentum (Navier-Stokes)

G F) oo 0| (ou 0w, 2 _ ou o ( —
ou)+ Llouu)=-L + |y Ty L 25 0 + 2L pun
at (pul)+ axi (Ioul uj) ax + axj [#[ axj + 6x. 3 i axj ):l + pgl + axj ( putu‘l)

i i

3)

All of the terms in equation (3), with the exception of the last term, are written with
respect to mean velocities or pressure. The last term on the RHS of the momentum
equation contains the turbulent Reynolds stresses.

Conservation of Energy

0 0 _ o, or
5(pE)+5C7(u.-(pE+p))— o (/‘te,f axj] )

where viscous heating and source terms are neglected and Aoy = arcpuss The ar term is
computed in a manner similar to the inverse effective Prandtl numbers in the turbulence
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equations described below. The turbulent Prandtl number for energy is a function of the
molecular Prandtl number and the effective viscosity described below.

The Boussinesq hypothesis (an assumption applied by the Spdllart-Allmaras, k-&, and k-
turbulence models) can be used to relate the Reynolds stresses to the mean velocity
gradients and other turbulence quantities including the turbulent viscosity:

- Ou, Ou | 2 Ou,
—pud =p| b =L Z5 | pk+ u i 5
p [y #I (ax ax J 3 if [p /‘ll ax j ( )

As described above, a number of different turbulence models can be applied when
solving turbulent flow fields. The RNG k-¢ is selected for this analysis. The primary
reasons for using the RNG £-¢ turbulence model are that it allows for variation in the
turbulent Prandtl number as a function of flow conditions, it provides a means for
including low-Reynolds number effects in the effective viscosity formulation, and it
includes an extra term, R, in the sequation to better model separated flows. The
conservation equations for the RNG £-g turbulence (two-equation) model are given
below: :

k- turbulent kinetic energy

E 5 0 ok
E(pk)+g(pkuf)=5)cf[ak ueﬁgx—-)Jer +G, - pe-Y, (6)

J J

&— dissipation of turbulent kinetic energy

3] 0 % oe £ &’
5;(/75)""@;(,05”1):‘6;].'[“5 Heoy Ex—j—] +C,, '];(Gk +C,, G,)- Ca. ,0—];-— R,

(M

where a4 and a, are inverse effective Prandtl numbers derived analytically by the RNG
theory, Gy is the generation of turbulent kinetic energy due to mean velocity gradients, G,
is the generation of turbulent kinetic energy due to buoyancy (a function of gravity and
temperature gradient), Yy, is the contribution of fluctuating dilation to the dissipation rate,
Cic and Cp. are constants, Cs. is a (calculated) factor related to how the buoyant shear
layer is aligned with gravity, and R, is a strain rate term written as a function of the mean
rate-of-strain tensor. Including full buoyancy effects in the equations is related to
inclusion of the generation of turbulence due to a buoyancy term in the transport equation
for the dissipation rate of turbulent kinetic energy (e.g., in the s-equation). In the
governing equations, the subscripts i, 7, and / refer to values in the various directions (i =
x, ¥, and z directions; j = x, y, and z directions, / = x, y, and z directions).
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The RNG k-¢ turbulence model provides an analytically derived differential formula for
the effective viscosity that accounts for low-Reynolds number effects in the flow domain.
It is written in terms of the effective viscosity, s

A

2
d(ﬁi} =172—2ap (8)

Jeu ) o -1+C,

He/  and C, is a constant (x100). The differential equation for viscosity is

where O =
applicable to low-Reynolds number and near-wall flows. In the high Reynolds number
limit, the turbulent viscosity produced by the differential equation is given by:

k2
u,=pC, - ®)

The various model constants are Ci. = 1.42, Co = 1.68, and C, = 0.0845, which are the
default values in FLUENT. For complete details, refer to the FLUENT documentation
on modeling turbulence (Fluent; Inc., 2001).

Use of the differential formula for the viscosity requires an appropriate treatment of the
near-wall region. Specifically, it requires that the viscous sublayer and the buffer layer
(e.g., the near-wall region) are resolved (meshed) all the way to the wall (e.g., to the
surface of the inner and outer cylinders). The use of hydrodynamic wall functions (e.g.,
an alternative approach using semi-empirical modeling of the near-wall velocity
behavior) is not appropriate when low-Reynolds number effects are pervasive within the
flow domain. Additionally, the hydrodynamic wall function approach is not applicable in
the presence of strong body forces (as in the case of buoyancy-driven flows). The
inapplicability of the hydrodynamic wall function approach is illustrated in Figure 4 of
this document. As shown in the figure, Desai and Vafai, 1994, apply standard wall
functions through the viscous sublayer in their analysis of internal natural convection.
Their resulting heat transfer rates tend to underpredict the other literature results.
Therefore, the boundary layer must be adequately resolved by the grid in order to obtain
the correct surface heat transfer rates (the quantity used to determine the heat transfer
characteristics previously described).

A wall function approach is used for the near-wall mean temperature. In the viscous
sublayer, a linear law is written in terms of the molecular Prandtl number:

T =Pty (y <)) (10)

while in the turbulent sublayer, a logarithmic law is written in terms of the turbulent
Prandt] number:

17




T = Pr,[% ln(By* )+ P}

% _ Pr/ .
P=924[£?] —1P+02&°m”@}

Pr,

O > ;) (11)

where « is von Karman’s constant (0.41) and P is a function of the molecular and
turbulent Prandtl numbers (Fluent Incorporated, 2001). The dimensionless quantities in
the above equations are defined as:

1 ]
T, ~T,)pe,Clik’
Tn- :( w P)p"cp u VP (12)

q

and,
%klz
. y: _ pcy ’UP Ve (13)

The selection of linear or logarithmic laws is based on the computation of y,. This
quantity is computed as the y" value at which the linear law and the logarithmic law

y!’ z-w

intersect. For a refined grid (e.g., y' = <10), the linear law (equation 10) is

selected based on the intersection of the two curves. It is noted that in equilibrium
turbulent boundary layers, y* and y* are approximately equal. The law-of-the-wall for
temperature is acceptable in this analysis since the near-wall treatment for velocity places -
grid points inside the viscous sublayer. Subsequently, the natural convection boundary
layer is resolved for both velocity and temperature.

2.3 Literature Results for Natural Convecﬁon in an Annulus

Numerous investigators (refer to Table 1) have developed natural convection heat
transfer correlations for horizontal concentric and eccentric cylinders that relate an
average equivalent thermal conductivity in an annulus to Rayleigh numbers based on the
inner and outer diameters. The average equivalent thermal conductivity is defined as the
ratio of natural convection heat transfer to that of pure conduction. An equivalent thermal
conductivity of one is representative of pure conduction heat transfer. The equivalent
conductivity indicates the importance of natural convection when compared to pure
conduction. '

The analysis in this section focuses on the correlation equations developed by Kuehn and
Goldstein. The general heat transfer correlation developed by Kuehn and Goldstein
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(1976b) is valid for any Prandtl number and for laminar or turbulent internal flow
conditions. The heat transfer correlation in Kuehn and Goldstein (1978) is valid for a
Prandtl number of about 0.7 (applicable to pressurized nitrogen which was the working
fluid used in their work) and for laminar or turbulent flow conditions. Kuehn and
Goldstein (1978) made modifications to the empirical constants in the general correlation
thereby making it somewhat more specific to the experimental geometry and conditions
as described in that paper (e.g., R/R; = 2.6 and 2x10° < Ra; < 8x107). The correlation
presented in Kuehn and Goldstein (1978) is described below by equations (14) through
(22). The more general correlation presented in Kuehn and Goldstein (1976b) is not
discussed in detail here due to its complexity; however, it is shown graphically in the
various comparisons between correlations and models. Note that the Kuehn and
Goldstein (1978) correlation equation is one of the most widely used correlations for
natural convection heat transfer in a horizontal annulus. For example, Gebhart et al.,
1988; Bejan, 1995, and Incropera and DeWitt, 1990, all recommend use of the Kuehn and
Goldstein heat transfer correlation equations for natural convection in an annulus.

The Kuehn and Goldstein (1978) heat transfer correlation equations described below are
functions of fluid properties, annulus geometry, temperature difference, and a bulk fluid
temperature. The correlation is based on Rayleigh numbers for the inner and outer
cylinders and a bulk fluid temperature as:

Ra,, = e -T,)0} (14)
vo
and, '
T 3
RaDo ___gﬂ(TB‘To)Da (15)
va

The fluid properties in equations (14) and (15) are evaluated at the film temperature
written as a function of the bulk temperature, that is, for the inner cylinder,

Ty s :(ﬁ+7:% , and for the outer cylinder, T, :(73 +To%_ The bulk fluid

temperature is defined by Kuehn and Goldstein as:

AL (16)
Nu, + Nu,

ol

=T

o

where the Nusselt numbers in equation (16) are based on the inner and outer cylinder
Rayleigh numbers and are defined as:
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Nu, = (17)
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and,

Nu, = 2 ‘ (18)
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Equations (17) and (18) are valid for a Prandtl number of 0.7 and any Rayleigh number.
The average equivalent thermal conductivity for natural convection is defined as the
following:

In|1—

R N .
ky, =—— (19)
Nucand
The Nusselt number parameters in equation (19) are defined as:
2 . .
Nu,,, = ——, concentric cylinders only (20)
In =2
)}
Nt = (Vi) + (N, 1 en
and the convection Nusselt number is:
-1
1 1
Nu,, =|—+ (22)
Nu, Nu,

where inner and outer cylinder Nusselt numbers Nu; and Nu, are from equations (17) and
(18), respectively. The conduction Nusselt number (equation 20) is specifically derived
for concentric cylinders. Solution of the above equations requires an initial guess for the

bulk fluid temperature, 7,. Typically, about 4 to 5 iterations are required to obtain

convergence to within a fraction of a percent. Upon convergence, equation (19) gives the
average equivalent thermal conductivity.

The comparison with the Kuehn and Goldstein heat transfer correlations (1976b and
1978) is selected in this report since these correlations are widely considered standards in
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the natural convection heat transfer literature. However, other annulus heat transfer
correlation equations exist in the literature. Some of the more recent are Bishop (1988)
and McLeod and Bishop (1989), who provided an equation for the average equivalent
conductivity in terms of Rayleigh number based on gap width and expansion number
(B4T). Lis (1966) provided an equation for the average equivalent conductivity in terms
of Rayleigh number based on diameter and other geometrically based terms. Raithby and
Hollands (1975) provided an equation for the average equivalent conductivity in terms of
the Prandtl number, a Rayleigh number based on gap width, and other geometric based
terms. Finally, Vafai et al. (1997) provide for an average Nusselt number correlation in
terms of a modified Rayleigh number.

2.4 CFD Models Developed to Compare to Literature Results

A number of two-dimensional CFD models were developed to compare to the existing
literature results and correlation equations applied to YMP-scale geometries. Concentric
cylinder models for 25%-scale, 44%-scale, and full-scale geometries are compared to the
correlation equations. Additionally, a two-dimensional CFD model is developed based on
Kuehn and Goldstein’s experimental geometry and operating conditions (Kuehn and
Goldstein, 1978, Ra; =2.51x10°%) and is compared directly to their correlation equation.

2.5 Grid Specifications for Concentric Cylinders

The geometric specifications for the horizontal concentric cylinder CFD simulations are
given in Table 2. The table includes the modeled case, inner and outer cylinder diameters,
diameter ratio (radius ratio), and the gap width. The significant difference in the scales
between previous experiments and the application to YMP is clearly shown in Table 2.

Table 2. Concentric Cylinder Geometries

Case Inner Cylinder, | Outer Cylinder, | Dy/D; Gap}Width
D; (m) D, (m) L{m)

Kuehn and 0.0356 0.0926 2.6 0.03

Goldstein, 1978 ’ v

25%-Scale YMP | 0.4 1.37 3.4 0.5

44%-Scale YMP | 0.7 242 3.5 0.9

Full-Scale YMP 1.7 5.5 3.2 ) 1.9

The radial and angular discretization for the large-scale geometries (25%-scale, 44%-
scale, and full-scale) is described below. In the case of 25%-scale and full-scale
geometries, the radial discretization included 61 divisions. In the case of the 44%-scale
geometry, the radial discretization included 50 divisions. In each of the large-scale
geometries, the radial divisions included cell clustering at the walls of both the inner and
outer cylinders (refer to Figure 1). A two-sided cell clustering factor (e.g., refinement on
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both walls, coarse in the middie) of 1.2 is applied to each geometry in the radial direction.
Cell clustering is necessary in the near-wall region to resolve changes in the solution
variables (e.g., velocity, temperature, etc.) in the boundary layer. In the boundary layer,
solution variables are rapidly changing due to interactions with the wall.

The decision to apply additional cell clustering at the inner and outer cylinder walls is
based on an order-of-magnitude analysis that provides the order of magnitude for the
laminar thermal boundary layer thickness for a plane wall (Bejan, 1995):

23
Py (23)

H

- where H = RO is defined as the distance along the cylinder wall and Ray is a Rayleigh
number based on this distance. Therefore, as Ray increases, &y decreases thus requiring
finer resolution at the cylinder walls to resolve the thin boundary layer. Each of the
concentric geometries uses the same cell clustering factor (= 1.2). However, since the
25%-scale geometry results in a lower Rayleigh number (and hence thicker boundary
layer) than the full-scale geometry, it, in theory, does not require as much cell clustering
on the walls. Equation (23) only addresses the thermal boundary thickness.

One must also address the viscous (velocity) boundary layer thickness as well. It is
possible to relate the thermal boundary layer thickness to the viscous boundary layer
thickness through the Prandtl number of the working fluid. For Prandtl number fluids of
approximately one (0.7 in this case), the laminar viscous boundary layer is only slightly
less than the thermal boundary layer thickness as indicated by the relationship (Bejan,

1995) 5
[—5”— 8% ) (24)

T

where &, is the laminar velocity boundary layer thickness. Therefore, if the cell clustering
on the cylinder wall is adequate to resolve the thermal boundary layer, it is approximately
adequate to resolve the viscous boundary layer as long as the local velocity gradients
(e.g., the maximum velocity) are captured. Changes in the solution variables decrease
away from the (thermal and velocity) boundary layers. Therefore, as one moves away
from the cylinder walls (and the boundary layers associated with the walls), larger cell
widths in the core region are acceptable due to small changes in fluid velocities and
temperatures occurring in the core region.

Angular discretization for the full-scale, 44%-scale, and 25%-scale geometries is 51, 60,
and 61, respectively. A cell-clustering factor of 1.1 is applied to the angular direction in
the direction of both symmetry boundaries for the full-scale and Yi-scale geometries. That
is, added cell resolution on both symmetry boundaries near the plumes. A cell-clustering
factor of 1.03 is applied to the angular distribution from the top down in the 44%-scale
geometry (near the top in the plume region).
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The computational mesh for the 25%-scale geometry is shown in Figure 1. As indicated,
cell clustering occurs at the walls of both cylinders and on the symmetry boundaries. The
other concentric cylinder geometries are analogous.

The Kuehn and Goldstein simulation uses a 60 (angular) by 20 (radial) grid with cell
clustering towards the walls and symmetry boundaries. Cell clustering on walls allows
the formation of the boundary layer due to fluid viscosity and the presence of the wall.
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Figure 1. Computational Grid for the 25%-Scale Concentric Cylinder Geometry.

In order to determine if a grid independent solution has been attained, one of the
geometries (the full-scale concentric cylinder case) is selected for further grid refinement
study. The full-scale concentric cylinder arrangement is selected due to its large Rayleigh
number and due to the fact that it is one of the coarser simulations (61x51) used in this
natural convection heat transfer study. The results are presented in Section 2.10.5.

2.6 CFD Model Settings and Parameters

The CFD numerical simulation settings and runtime monitoring for equation residuals,
discretization, convergence, and steady-state energy balance are described in this section.

The steady-state segregated solver is used in this work. The segregated solver approach
results in the governing equations being solved sequentially. An implicit linearization
technique is applied in the segregated solution of the modeled equations previously
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described. This results in a linear system of equations at each computational cell. The
equations are coupled and non-linear; therefore, several iterations of the equation set are
required to obtain a converged solution.

FLUENT uses a control-volume method to solve the governing equations. The equations
are discrete for each computational cell. In applying this solution method the CFD
simulation stores flow properties (e.g., dependent variables) at cell centers. However,
face values are required for the convection terms in the discretized equations. Face values
are obtained by interpolation from the cell centers using a second-order upwind scheme
for the momentum and energy equations and a first-order upwind scheme for the
turbulence equations. It is noted that the diffusion terms in the equations are central-
differenced and are second-order accurate. Two pressure interpolation schemes are
applied to this analysis. Body-force-weighted and PRESTO! (PREssure Staggering
Option) schemes are used to compute face pressure from cell center values. Both
interpolation schemes are applicable to buoyancy driven flows. The body-force-weighted
scheme tends to result in better (faster) convergence performance than PRESTO!.
Pressure-velocity coupling is achieved through the SIMPLE algorithm. The SIMPLE
(Semi-Implicit Method for Pressure-Linked Equations) algorithm uses the discrete
continuity equation to determine a cell pressure correction equation. Once a solution to
the cell pressure correction equation is obtained the cell pressure and face mass fluxes aré”™
then corrected using the cell pressure correction term.

Because the equation set being solved is linearized, it is necessary to control the rate of
change of the flow/energy variables at each iteration step. Under-relaxation parameters
are assigned to pressure, momentum, energy, turbulence kinetic energy, turbulence
dissipation rate, and a variety of others that go unmodified from default settings (usually
1.0). For the buoyancy driven flow problems considered in this report, the default settings
for the under-relaxation parameters for the flow equations are too high. Therefore,
additional under-relaxation is necessary to obtain a converged solution. For the lower
Rayleigh number cases (<107), the under-relaxation parameters for the flow equations are
specified at about 0.1 or so (turbulence dissipation rate is set slightly lower). Typically,
the under-relaxation for the energy equation is maintained at 1.0. For the higher Rayleigh
number cases (>107), the under-relaxation parameters for the flow equations are specified
smaller than 0.1. In cases above 10°, the under-relaxation parameters are set at about
0.01. Typically, the under-relaxation for the energy equation is maintained at or just
below 1.0.

The lowest Rayleigh number flow solution is given an arbitrary initial starting point for
fluid velocity, temperature, and turbulence quantities. Additional iterations are required
for solution convergence. Most of the flow solutions at increasing Rayleigh numbers are
achieved by starting from a previously converged solution at a lower Rayleigh number.
For instance, a flow solution at a Rayleigh number of 10® is started from a converged
flow solution at a Rayleigh of 10”. However, in some of the large Rayleigh number cases
(>10”), final convergence required an arbitrary initial starting point rather than that
obtained from using a previously converged solution at a lower Rayleigh number. This
nuance reflects the non-linearity of the equation set being solved.
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A flow solution is considered to have converged after all equation residuals have been
reduced by about 4 to 5 orders of magnitude. For the higher Rayleigh number flow cases,
this may require about 10,000 or more iterations to achieve. A final convergence criteria
specified in the CFD simulations is based on an overall steady-state energy balance.
When the energy imbalance between cylinders is at or below about 2%, the flow
simulation is assumed to be at steady-state. Therefore, when the residuals are reduced by
4 to 5 orders of magnitude and the energy imbalance is about 2% or less, the flow
simulation is complete.

2.7 Boundary Conditions

The temperature boundary conditions are specified to give a temperature difference (A7)
across the inner and outer cylinders similar to that expected at early times between the
waste package and the drift wall at the Yucca Mountain repository during high
temperature operation. The hot temperature (7)) of the inner cylinder is assumed to be
100°C (373 K) and the cold temperature (7.) of the outer cylinder is assumed to be 80°C
(353 K), which results in a AT of 20°C. The temperature difference is more important
than the actual temperatures in the natural convection calculations because it, along with
the geometry, determines the Rayleigh number.

For the Kuehn and Goldstein (1978) numerical simulation, the inner cylinder temperature
(Ty) is 28.1°C and the outer cylinder temperature (7.) is 27.2°C, for a temperature
difference of 0.91°C (Kuehn and Goldstein 1978), consistent with the experimental data
reported in their paper. The specified wall temperatures for all models are maintained as
constants during the steady state simulations.

A vertical plane through the geometric center forms a symmetry boundary (half domain
modeled due to symmetry) as illustrated earlier in Figure 1. The existence of a steady-
state solution is tacitly assumed since symmetry boundary conditions are imposed on the
numerical simulations. Steady laminar flow has been found experimentally for low
Rayleigh numbers (Kuehn and Goldstein 1976a). At Rayleigh numbers of the order of
107, the wall boundary layers are steady (Kuehn and Goldstein 1978). For larger Rayleigh
' numbers (5x10S < Rgp £ 5x109), it is assumed that a steady-state solution is achievable
since the solutions converged. However, it is possible that some flow regimes
(presumably at high Rayleigh numbers) may not exhibit steady-state behavior.

2.8 Thermal Properties

Thermal property inputs for air and nitrogen are required in the CFD simulations.
Constant thermophysical properties are specified at the average fluid temperature of 90°C
for the large-scale geometries. This temperature is different than the bulk temperature
defined by Kuehn and Goldstein (see equation 16). The definitions for the bulk fluid
temperatures would result in about 3°C temperature difference at which the fluid
properties are evaluated. So, in the case of the fluid thermal conductivity, the average
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film temperature gives 0.031 W/m-K while the film temperature using the bulk fluid
temperature definition (see Section 2.3) gives 0.0307 W/m-K. This small difference does
not influence the CFD simulations presented in this document.

Using Bejan (1995), Appendix D for air evaluated at 90°C, the following thermophysical
property values for the density, dynamic viscosity, thermal conductivity, and specific heat
are 0.9745 kg/m3, 2.135x107 kg/s-m, 0.031 W/m-K, and 1010.25 J/kg-K, respectively.
The fluid kinematic viscosity is 2.1909x10™> m?%s and the fluid thermal diffusivity is
3.1488x10° m%*s. The Prandtl number is 0.7. The volumetric thermal expansion
coefficient is 1/Tm, (= 1/363 K) for an ideal gas. The dynamic viscosity, thermal
conductivity, and specific heat are inputs in the numerical simulations. Each thermal
quantity except the fluid density is treated as a constant. The fluid density is computed
internally by FLUENT using the incompressible-ideal-gas law. The incompressible-ideal-
gas law is ‘ -

p= 25)

“where P, is the operating pressure described in the next section and T is the fluid
temperature.

Internal natural convection occurs when a density variation (due to a temperature
variation) exists in a gravitational field. The incompressible-ideal-gas law is applied in
the density calculation when pressure variations are small enough such that the overall
internal flow conditions are essentially incompressible, but a relationship between density
and temperature is required as the driving force for fluid flow. The internal density
variation is based on the input ambient operating pressure and the computed fluid
temperature.

The working fluid used in the Kuehn and Goldstein (1978) experiment is pressurized
nitrogen. Using an average fluid temperature of 27.7°C (300.7 K), the density of nitrogen
is computed using the ideal gas law as 39.3 kg/m’ for an operating pressure of 3,500 kPa
(34.6 atm in the paper). (Note that this 1s the only CFD simulation presented here that
does not use 101.3 kPa as its operating pressure.) Reference to compressibility-factor data
for nitrogen at this temperature and pressure indicates a compressibility factor of one
(Van Wylen and Sonntag, 1986), so that the ideal gas law is applicable at this
temperature and pressure. .

From Kuehn and Goldstein (1978), for a specified Rayleigh number of 2.51x10°® and
Prandt]l number of 0.731, the kinematic viscosity and thermal diffusivity are computed for
nitrogen as 4.462x107 m?/s and 6.104x107 m%/s, respectively. The thermal conductivity
of nitrogen is computed as a function of temperature and pressure as described in Kuehn
(1976, Appendix A and Table A.1). Evaluating equation A.1 in Appendix A of this
reference at two temperatures (300 K and 320 K) and interpolating at the average
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temperature (300.7 K) gives a temperature and pressure dependent thermal conductivity
of 0.02735 W/m-K. Once the thermal conductivity is established, the specific heat for
nitrogen is readily computed as 1141.4 J/kg-K because the thermal diffusivity and density
are known. As in the case for air, the volumetric thermal expansion coefficient is 1/74m
(= 1/300.7 K). The dynamic viscosity, thermal conductivity, and specific heat are inputs
in the simulations. The density is computed internally using the incompressible-ideal-gas
law as previously described.

2.9 Operating Conditions

The operating pressure selected for the large scale geometries is 101.3 kPa. A standard
atmospheric pressure at sea level is selected to perform a comparison to literature heat
transfer results for natural convection (both data and correlation equations). The
operating pressure for the Kuehn and Goldstein (1978) simulation is 3,500 kPa. The
gauge pressure is specified during solution initialization as 0 Pa for all numerical
simulations. The absolute pressure is the operating pressure plus the gage pressure.
Gravity is specified as 9.81 m/s>. To achieve lower Rayleigh numbers for a given
geometry and temperature difference, the gravity vector is simply scaled below its normal
value. For instance, if for a given geometry and temgerature difference a gravity vector
(-g) of 9.81 m/s” results in a Rayleigh number of 1x10°, a gravity vector of (9.81/10) m/s’
results in a Rayleigh number of 1x10’ for the same temperature difference and length
scale. Using gap widths as the length scale in the Rayleigh numbers, the operating
conditions for each geometry are given in Table 3.

Table 3. Operating Conditions

Case RS Gravity, -g Ra, internal Flow

-, (m/s’) Conditions
25% Scale 0.0981 8.9x10° Laminar
25% Scale 0.981 8.9x10° Turbulent
25% Scale 9.81 8.9x10’ Turbulent
44% Scale 0.189 1x10’ Turbulent
44% Scale 1.89 1x10® Turbulent
44% Scale 9.81 5x10° Turbulent
Full Scale 0.00981 5.3x10° Turbulent
Full Scale 0.0981 5.3x10’ Turbulent
Full Scale 0.981 5.3x10° Turbulent
Full Scale 9.81 5.3x10° Turbulent
Kuehn and Goldstein | 0.0981 2.51x10* Laminar
Kuehn and Goldstein 0.981 2.51x10° Laminar
Kuehn and Goldstein | 9.81 2.51x10° Turbulent
1978 :
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Based on Table 3, most of the flow conditions are turbulent for these gap widths and a
temperature difference of 20°C.

2.10 Results of the Comparative Heat Transfer Study

2.10.1 Appropriateness of the Turbulence Model used in the Study

To investigate the extent of low-Reynolds number effects in the flow domain of interest,
the turbulent Reynolds number is plotted for a number of different angular positions (0° is
vertically upward, 180° vertically downward) represented in the full-scale concentric
cylinder simulation. The turbulent Reynolds number (Re,) is defined as:

_piky
U

Figure 2 illustrates the turbulent Reynolds number for each interior grid point as well as
those values at selected angular positions. For Re, greater than 200, the fully turbulent
RNG k-¢ equations are solved for the turbulence quantities. For Re, less than 200 (e.g., in
the near-wall region), a one-equation model (the k-equation) is employed together with a
length-scale equation in terms of Re, in order to determine the rate of dissipation of the
turbulent kinetic energy (&). From Figure 2 it is apparent that a fair portion of the fluid
domain exhibits turbulent Reynolds numbers less than 200, hence the need for a
turbulence model that accounts for the presence of low-Reynolds number effects.

Re (26)

y

28




3000

default-interior
line0

line120
line150
line180

line30

line60

line®0

2500

2000

4 4 ¢ 0 6 00

Rey 1500 ‘\
1000 -2

500 SR

Position (m)

Figure 2. Turbulengt Reynolds Number for Full-Scale Concentric Cylinders (Ra, =
5.3x10%). : ‘

The legend in Figure 2 indicates the locations at which the turbulent Reynolds number is
computed including each cell in the flow domain (default-interior), and lines at different
angular positions where lineQ represents a line vertically upward from the center of the
inner cylinder and line180 represents a line vertically downward from the center of the
“inner cylinder. From this figure it is clear that both flow regimes exist within the domain.
That is, high Reynolds number regions in which the fully turbulent equations are solved
by the model. Additionally, low Reynolds number regions exist in the flow domain such
that in the viscosity-affected regions, € is not computed with the transport equation and
the differential equation for the effective viscosity is necessarily applicable.

Due to the abundance of low Reynolds number regions in the flow domain, the RNG k-¢
turbulence model with the differential equation for effective viscosity is applied to each
of the simulations performed for the concentric cylinder geometries described in this
section. ' '
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2.10.2 Correlation, Experimental Data, and CFD Code Comparison for Average
Heat Transfer

Figure 3 illustrates a comparison of an average equivalent thermal conductivity between
the correlation equations (14 through 22) and the CFD modeled geometries for concentric
cylinders in two dimensions. Additionally, the general correlation equation is also shown
(Kuehn and Goldstein, 1976b). Recall that the average equivalent thermal conductivity is
defined as the ratio of natural convection heat transfer to that of pure conduction. When
the average equivalent thermal conductivity is equal to one, the mode of heat transfer is
* pure conduction. The lines in the figure represent the correlation equations. The data
points represent the CFD numerical simulation results. Figure 4 illustrates, in addition to
the information given in Figure 3, other literature data points either representing
experimental or simulation results as indicated in the figure legend.

e uehn and Goldstein, 1978

O FLUENT,K&G !
—K & G, 1/4 Scale !

A FLUENT, 1/4 Scale
—K & G, 44% Scale
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= Kuehn and Goldstein, 1976b '

1000

\\
Rk

Keq

10

-
- |

1 : : =7 ;
1.0E+03 1.0E+04 1.0E+05 1.0E+06 1.0E+07 1.0E+08 1.0E+09 1.0E+10 1.0E+11
Rayleigh Number (Gap-Width)

Figure 3. Comparison of CFD Model Results to the Kuehn and Goldstein Correlation
Equation (1978) and the General Correlation in Kuehn and Goldstein (1976b) for
Concentric Cylinders.
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The Rayleigh number in Figure 3 is based on the gap-width (L) between cylinders. The
average equivalent conductivity from the literature is given by equation (19). The
numerical simulation results are written in terms of an average heat transfer coefficient
initially and then in terms of an average Nusselt number. With knowledge of the Nusselt
number and a conduction based Nusselt number, one can compute the average equivalent
conductivity as a ratio of the two quantities (comparable to equation 19). The equivalent
conductivity based on numerical simulations is compared to the correlation equations in
Figure 3.

The average heat transfer coefficient is computed from the CFD simulation (per unit
length) as follows (Kuehn and Goldstein, 1978).

" aDAT

It is noted that the numerical simulations utilize symmetry boundary conditions in the
formulation, hence the factor 2 in equation (27). The steady state heat transfer rate from
the numerical simulation, Qr uent, is substituted directly into equation (27) to compute
the average heat transfer coefficient.

The average Nusselt number is then computed in terms of the average heat transfer
coefficient as the following (Kuehn and Goldstein 1976b, nomenclature):

D
k

a

Nu,, =22 (28)

The air thermal conductivity (k,) is computed at the average fluid temperature of 90°C.
The average equivalent conductivity for natural convection in the concentric annulus is
given as the following (Kuehn and Goldstein 1978; McLeod and Bishop 1989):

Nu,,
“  Nu

— QFLUENT (29)

cond Qcond

with the average Nusselt number given by equation (28) and the conduction Nusselt
number (Nu..nq) given by equation (20) for the concentric cylinder case.

The equivalent conductivity from equation (29) (using Nusselt numbers) is plotted in
Figure 3 for each of the concentric cylinder geometries considered. Reference to Figure 4
provides an illustration of a comparison to other experimental data and numerical
simulation results. These plots show that for laminar flow with a Rayleigh number of 10°,
the total heat transfer is approximately two to four times larger than for conduction only.
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For a moderately turbulent regime with a Rayleigh number of 107, the total heat transfer
is approximately ten times higher than conduction only. Based on th1s initial comparison
in Figure 3, the numerical results at higher Rayleigh numbers (>10®) are slightly low
. when compared to the Kuehn and Goldstein correlations.
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Figure 4. Comparison of CFD Model Results for Concentric Cylinders to Other
" Experimental Results, Model Results, and Heat Transfer Correlations:

Figure 4 contains the results of the correlation equations (1976b and 1978), numerical
simulation (FLUENT) results for concentric cylinders (25-scale, 44%-scale, and full-
scale, as previously shown in Figure 3), experimental data from the literature, and other
numerical simulation studies from the literature. Experimental and correlated heat
transfer data from the literature included results from Kuehn and Goldstein (1978): “K &
G Data, 1978,” Bishop (1988): “Bishop Correlated Data, 1988,” and Lis (1966): ““J. Lis
Data, Do/Di = 4, 3, and 2, 1966.” Numerical simulation results from the literature
included Desai and Vafai (1994): “D & V Model, 1994.” The Bishop correlation data are
valid for Rayleigh numbers between 6x10° and 2x10°. Figure 4 illustrates the Bishop
correlation data slightly on either side of its range of investigated validity (e.g., at
evaluated at 5x10° and 2. 5x10%). The estimated experimental data uncertamty is about 10-
15%.
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From the figure it is noted that the range of Rayleigh numbers investigated both
numerically and experimentally encompassed both laminar and turbulent flow conditions.
From the figures, it is noted that the numerical simulations and experimental data are
similar to the correlation equations at Rayleigh numbers less than about 10%, For Rayleigh
numbers greater than 10°, the numerical simulations and experimental data agree very
well. In contrast, Kuehn and Goldstein (1976b and 1978) slightly overpredict the average
equivalent thermal conductivity. This trend is consistent among the different geometries
considered.

2.10.3 Experimental Data and CFD Comparison for Local Heat Transfer

For a simple concentric cylinder arrangement, the local equivalent thermal conductivity is
computed from the numerical simulations based on the local heat transfer rates.
Experimentally, the local heat transfer coefficients are obtained through an analysis of the
surface temperature gradients at different locations. A graphical depiction of how the
equivalent thermal conductivity varies with angular position provides an idea of how
fluid motion results in an asymmetric distribution of heat transfer around the cylinders.— -
For instance, the local inner cylinder equivalent thermal conductivity is smallest on top
where flow separates and is largest on bottom where the boundary layer is thinnest. The
local outer cylinder equivalent thermal conductivity is smallest on bottom where flow
separates and largest on top where flow impinges and the boundary layer is thin. This
feature may be important when considering the effects of both increasing temperature and
mass transfer due to internal heating since the local variability in these quantities may
influence where processes such as condensation may occur in the full-scale problem.
Illustration of local variability is shown through experiment as well as CFD simulation
results.

The CFD numerical simulations are compared to the experimental data taken from Kuehn
and Goldstein (1978). With pressurized nitrogen (Pr ~ 0.7) as the working fluid and a gap
width Rayleigh number of about 2.5x10°, Kuehn and Goldstein measured the local heat
transfer rates around both the inner and outer circumferences of the cylinders in a
concentric cylinder arrangement. With 6 = 0° representing the top and 6 = 180° the
bottom, Figure 5 illustrates the local variability of the effective thermal conductivity
around both the inner and outer cylinders. It also shows the average effective
conductivity obtained from experiment for a Rayleigh number of 2.5x10° (Kuehn and
Goldstein, 1978). Experiment data and numerical simulations are both presented in
Figure 5.
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Figure 5. Comparison of Local CFD Model Heat Transfer to the Kuehn and Goldstein
(1978) Experimental Measurements for Pressurized Nitrogen (Concentric
Cylinders).

This figure shows the heat transfer rates vary significantly with angular position around
both cylindrical surfaces (inner and outer surfaces) with the largest heat transfer
occurring at the bottom of the inner cylinder and at the top of the outer cylinder.
Therefore, the correlation equations (developed for overall heat transfer) in the literature
(shown in Figures 3 - 4 above) will not capture local variability on either cylinder.

2.10.4 Experimental Data and CFD Comparison for Local Temperature

A similar analysis is performed for the fluid temperatures measured at angular
coordinates of 0°, 30° 60° 90°, 120° 150° and 180° at a Rayleigh number of 2.5x10°
(Kuehn and Goldstein, 1978). The angular coordinate is measured from the top of the
cylinder.
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Two models are compared to the experimental temperature data. The first CFD
simulation applies a turbulence flow model using the RNG k-& model described in
Section 2.2. The second CFD simulation is for laminar flow only. Both turbulent and
laminar flow models are considered since the Rayleigh number at which the data is taken
is close to the transition Rayleigh number of 10°. Dimensionless temperature and distance
are plotted on Figure 6. The solid lines illustrate the turbulence model results; the dashed
lines illustrate the laminar flow results. The data points taken from Kuehn and Goldstein
are shown as symbols.

Kuehn and Goldstein, 1978 0 Turb
Ra, =2.51 x 10° — —o0Lam
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\ =eear 30 Turb
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180 Turb

0 e [ :
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Figure 6. Comparison of CFD Model Temperatures to the Kuehn and Goldstein (1978)
Experimental Measurements for Pressurized Nitrogen (Concentric
Cylinders).

It is evident from Figure 6 that both flow models have merits at this Rayleigh number.
This is to be expected since the operating conditions are so close to transition. In the
upper half of the annulus (excluding the plume region directly above the inner cylinder),
the lines 30, 60, 90° indicate that the laminar flow solutions more closely match the
experimental data. The turbulent flow solution at these locations effectively transports
heat by an eddy diffusivity term (a function of the turbulent viscosity and turbulent
Prandtl number). Therefore, the turbulent transport of energy elevates the temperatures in
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the upper region of the annulus. In'the lower portion of the heated annulus (lines 120,
150, 180°), both flow models represent the data relatively well. The differences between
the laminar and turbulent flow solutions are minor in this slow moving region. Recall that
the RNG #-¢ model handles transitional flows through the use of a differential equation
for the fluid viscosity described in Section 2.2.

The heated fluid in the plume above the inner cylinder impinges on the outer cylinder.
This location is represented by the line 0°. Neither fluid flow model readily captures the
experimental data at this location. However, as expected, the turbulent flow model comes
closer to matching the temperature data. The heated plume region exhibits more
turbulence-like qualities than any other region in the flow domain. The turbulence model
tends to overpredict the turbulent transport of energy in the heated plume even with the
generation of dissipation included in the gequation, which, in turn, reduces the
generation of turbulent kinetic energy in the plume. The transport of turbulent energy
reduces the gradient in temperature within the stagnation region that forms when the
heated plume impinges on the outer cylinder. This reduction in temperature gradient
results in a smaller keq at the top of the outer cylinder for the turbulent flow model when
compared to the laminar flow model. '

It is noted from Figure 6 that a thermal resistance occurs across the thin boundary layer
on the inner cylinder as indicated by the large temperature drop. A temperature drop also
occurs across the boundary layer on the outer cylinder. The behavior of the numerical
simulation in the boundary layer on the outer cylinder closely resembles the
experimentally determined temperature data.

Finally, Figure 6 indicates that the core fluid is at an almost constant temperature with the
exception of a slight temperature inversion occurring near the center of the annulus. That
is, the fluid nearer the cool surface is warmer than the fluid near the hot surface.

2.10.5 Grid Independence Study

The full-scale YMP concentric cylinder geometry (Ra, = 5.3x10°) is selected for a grid
independence study. The coarse grid contains 3111 (51x61) cells. The coarse grid is
analogous to the grid shown in Figure 1. The refined grid contains 6561 (81x81) cells.
One additional refinement takes place in the angular direction of the refined grid. It
contains 7371 cells (91x81).

Unlike Figure 1, Figure 7 shows a coarsened resolution in the lower stagnation region so
that more cells could be concentrated near the top where the flow is turning due to
boundary conditions. The grid independence study considers both heat transfer rates and
fluid velocities.
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Figure 7. Refined Grid (81x81) for the Full-Scale Concentric Cylinders.

The steady-state heat transfer rates are checked at each of the Rayleigh numbers indicated
in Table 3 for the full-scale concentric cylinder case. Table 4 gives the overall heat
transfer rates from the inner cylinder to the outer cylinder as a function of the Rayleigh

number.
Table 4 Grid Independence Study for Heat Transfer Rates
Rayleigh Coarse Grid, Refined Grid, | Angular Refined % Change
Number 3111 (51x61) | 6561 (81x81) | Grid, 7371 (91x81)
(W) w) (W)
5.3x10° 14.03 13.53 13.82 1.5%, -2°
5.3x10’ 23.74 22.83 23.41 14,-2.5
5.3x10° 41.92 41.75 43.6 -3.9,-4.2
5.3x10° 78.35 77.3 80.87 -3,-4.4

a — coarse grid with respect to angular refined grid
b — refined grid with respect to angular refined grid
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The overall heat transfer rates are within a few percent of each other. Some of the
differences in the cases shown in Table 4 are attributed to the inexactness of using the
energy imbalance as the steady-state stopping point. Therefore, based on heat transfer
rates, the CFD results are reasonably independent of the grid.

The flow field was also examined for grid independence. For a gap width Rayleigh
number of 5.3x10°, the maximum velocity for the coarse grid is 0.31 m/s. The maximum
velocity for the refined grid and the angular refined is 0.30 and 0.29 m/s, respectively. A
horizontal centerline plot of the vertical velocity (same as Y Velocity) for each
simulation grid is shown in the Figure 8. It illustrates the centerline vertical velocity for
the coarse grid overlain on the refined grid.

03 A Y Velocity
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; * 6561 cells
02 |+ 7371 cells
0.1 'E 33
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Position {m)
Figure 8. Centerline Vertical Velocity for the Full-Scale Concentric Cylinders.

The figure demonstrates grid independence for the full-scale simulations for the fluid
velocity results. The other CFD simulations contain between 3000 (44%-scale concentric
cylinders) and 6172 (44%-scale YMP geometry) cells. Based on the grid independence
study for the full-scale simulation and the expectation that the full scale domain will
require more grid elements than the other cases (e.g., 25% and 44%), the number of
computational cells in the coarse full-scale model is adequate to generate grid
independent heat transfer rates and fluid velocities.
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3 DISCUSSION

Based on this CFD analysis it was demonstrated that internal natural convection heat
transfer in the annulus between concentric cylinders, the equivalent thermal conductivity
correlation equations developed in the literature for concentric cylinders with small
geometric features (e.g., small radii) can also be applied to the concentric cylinder cases
with much larger geometric features up to a Rayleigh number of less than 10® (this
includes both laminar and turbulent flow regimes). For Rayleigh numbers greater than
108 (turbulent flow regime), the correlation equations overpredict heat transfer rates (e.g.,
a larger equivalent thermal conductivity) than both the CFD simulations presented in this
report and the experimental data presented in the heat transfer literature. At the higher
Rayleigh numbers, the numerical simulations are consistent with the experimental data. A
comparison of experimentally determined local heat transfer and temperature data to
CFD results indicates that the numerical simulations adequately represent the flow
physics occurring within the annulus, but, at transition to turbulence, flow features are
satisfied by both laminar and turbulence flow models. This being the case, it is necessary
to use a turbulence flow model that handles transitional effects as well as large Reynolds
number effects. Hence, the selection of the RNG k-¢ turbulent flow model with the
differential . equation for fluid viscosity is appropriate when considering natural
convection heat transfer and fluid flow in an annulus.
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