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S~c%rotron x-ray c4xnp~ted microtomograp%y  {CMT) is a non-destrnctive  methad &X exsminatian  of
mck, sdl, and ather types of samples smdi& in the earth and environenmtal sv&mxr;. The high x-my
intensities afthe synahratran sourae make possible the aquisitian ~ftamagraphic valum~ at a high rate
that requires t%e application af big%-perfarmance computing tcx$miqu~ for data reaanstruatian ta pradwe
the three-diiensianaP.  valumes, far their visuafhat~an, and far data analysis. Tkese prablems are
exacer%ated  b the need ta s%am intkmatiom  %et~een cdla%orators at widely separated locations over %ot%
laocal  and tide-area networks. A snmmary of t%e CMT’ te&niqne  and exampks of appkations  are given
here together wit% a &scnssion lof t%e applications of high-perfo’olmance comgnting methods to improve
the ~xperimenralal  te&niq~es  and analysis of&he data.

Materials studied in the earth and euvironmental  sciences are gcuerally veq ~ornog~ueo~ and
complex materials. Investigation of the three-dimensional properties of these materials is esserrtial.
However, there are relatively kw ways that these properties can be measured using non-destructive
rnethcds. These methods indude laser con.Socal.  ~cr~~~~y~ magnetic res~riauce  imagings and x-ray
computed tomography. The use of x-ray computed tomography is quickly swear since it gives
tiormation  err x-ray atteuuation coeflkients and thus can diitinguish eza &Eerent miuerals, pore
space, and liquid-filled pore space in specimen that cau range fkom a few
centimeters in size. Qur purpose here is to describe the applicatiou of ~o~utc~ to
to these problems based on the use of ~~c~~tro~  radiatiou and to d~c~~~ the a~~~c~~i~u  of high
petiormance  computiug to improve the technicme,

of the CMT apparatus at the Broo pa Natio pcllrotran k
igure 1 [“!I. The x rays are detected with a thiu sciutillator  of CsI@Ta) or

Y.AG:Ce. A rnirmr/lens system is used TV focus light from the ~c~t~~o~ or&o a ~h~gc-cobbled  device
(CCD) camera. Blurring d by scatMing of the x rays in the stint r are minimized by the
smd depth-of-field of the lens. The spatial resolutioon  of the syti energy dependem and



of the order of 0.005 mm. The GCD cameras used employed GCD chips with 13 17 x PO35 and 3072 x
2848 pixels. IEn practice, the pixels are often binned ta, reduce the size of the to~o~~~~~ volutnes and
thereby ensure practicable times for data aquisition and reconstru&ooa. Monoenergetic beams are used
at energies to about 20 KeV, and kiltered white beam is used for measurements at higher energies to
obtain higher x-ray intensities. Typical data collection times are of the order of Z-2 hours.

Figure B e A schematic diagram of the apparatus.

Data ac~uisitiou produces a set of camera &rnes taken as the sample is rotated in a series of steps
determined by the zuuuber of pixels desired in the vohme. The procedure mvers an angular muge of % 80
degrees with respect to the incident x-ray beam. The number and size of files depend cm the sample size
and desired spatial resolution.

The data recomtructiou  proceeds in 3 phases. Phase 1 applies a wbitefield normalization, any
Bers needed, and writes ties co&&kg data I%om ah views for a single slice (hmizontal.  row ~f~~e~s~~
one file per slice. Phase 2 processes each slice iudependently.  f[t lies the view-by-view air value
n~mhtion, optionally applies a. filter to Teduce the tig artitkts, corhputes the bcatim in the images
of the center sf rotation, and converts the data to a sinogram. Phase 3 is the actual reconsttuction. Pt
generates a square array with dimensions of the horizontal row size. A.Ber this, the ~e~~~t~~t~~~  is
completed and the visuakation process begins. This is a much more varied process and depends strongly
on the particular sample being analyzed.

3. Experimen*i

We have used the @MT apparatus to iuvestigate  mauy di&erent materials relevant to the earth
sciences. In particular, saudstones are of wide iuteres& and typical data is presented here to show a
specific example of the useMness of syn&rotmn CMT,

The data can be presemted its several ways. A v&me representation §ho~~g a 3-D view of
sandstone Tom the Vosges region of Frame is shown in Figure 2. The grain ~t~~~~t~e of the material is
clearly visible. A view of a single section through the sample is showr~ jll Figure 3, This
helps to highlight the pore-grain relationships.

The data can then be processed accord&g to the meamed attenuation me ients to display the
data in b&my form representing either solid or pore space. Analysis of this data them gives the two-
dimensional correlation function, porosity? pe*eability, and tortuosity. The measured ~~r~ge~~et~
also can be used as a realistic basis for fluid flow cakulatiom  [2J.



Figure 2. Isosurface rendering of a three-dimensional tomographic volmne of a sample of sandstone from
the Vosges, ‘The color scale indicates the values of the measured absorption coefkients. The pore space
is 3hom as blue.
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Figure 3. Single section through the sandstone volume shown in Figure 2. Absorption coefficients are
indicated by the co%r scale.

The present system used at BNL and others, simiIar in design at the hJSI,S, AI%, ESRF, and other
synchrotrons, have demonstrated their worth in varied experiments on environmental and earth science
topics. However, the system performance and usemess can be vastly improved by use of high-
performance computing technology.

First, present day @CD cameras can produce 15-20 frames per second with a size of about 1000 x
1000 pixels, Assuming that about 2500 f&rnes will be necessary to acquire data for a tomogram
approximately 6 gigabytes of data are produced per second (2 bytes per pixel), The goal is then to carry
out ah steps of the reconstruction process in the time needed to acquire the data, or about 1500
frames/Ii 5 iZixines/s  or 100 s.



Second, in order TV be able to adjust experimental parameters in near real time, it is necessary to
produce data displays on about the same time scale. There needs to be control of the display by the
experimenter so that d3Rren.t views are feasible and thresholding can be set to display changes in pore
structures or fluid motion.

There are other aspects of the problem that inchtde high-speed networking, rapid data storage,
and remote viewing that present challenges to computer science. Here we concentrate our attention on
the tist two points, data reconstruction and viewing. We have developed methods for doing these tasks
on the time scales required by recourse to parallel computation techniques.

X-ray computed microtomography is a highly computer intensive and memory intensive
apphcatiou. The large volumes and small grid spacing required for micrometer resolution push the limits
of even the most powerful workstations. For this reason we are applying high petiormance parallel
computation and data compression for remote access of tomographic data sets. The two main areas that
need to be addressed are reconstruction and visualization. Reconstruction takes many projections
obtained tiom the high resolution CC3 camera and uses a FFT transform method developed by Robert
Marr at @rookhaven  to form a three-dimensional gridded data set. Visualization ofthe data set either as a
volume or an isosurface is used to closely inspect the sampb and extract new features. This is typically
done within a complete visualization package such as OpenDX or VTM.

Reconstruction of large data sets can take several hours. Visuatition on large grids can also take
tens of minutes just to form a particular view of an isosurface.  The use of parailelization  to address these
problems is one way to achieve necessary speedups for fast reconstruction and visuakation. Basically
one divides up the data set across multiple processors and reassembles the final result by synchronization
and communication among processors. There are two main protocols for parallelization: Parallei  Virtual
Machine (PVMJ and the Message Passing Tntetice (MPL). RapI is the more recent of the two protocols
and is becoming a standard particularly on clusters of Linux computers, Parallel reconstruction u %
is currently being used at the APS, and this technique c so be applied to data .&om the NS
line. The results of applying parallel visu*tion using H to the NSLS beam line data are descri:
here.

Paralleel  visualization refers to the use of multiple computers for the graphical depiction of large
data sets. It has its origins in parallel rendering where one breaks up the irnage to .be rendered into smaller
pieces and has each processor render its own part with all the pieces brought together for the final
composite image 16, 81. For example, Baily [S] has ported P&G&S RenderMan rendering so&ware to the
parallel Intel paragon machine. The %ee ray tracing program POV has also been ported to Linux clusters
using MH and PWI and achieved near linear speedups comparable with more expensive specialty
supercomputers. Recently, parallel visualization has gone a step beyond this by breakkg up the data set
itself This data parallel model allows large data sets of high resolution  such as the x-ray tomography
data sets discussed here, to be manipulated by using the cumulative memory and processing power of a
Linux cluster, The data parallel model has been implemented  in ~pe~X 4.12 and VTK using MPI [l ,
FL

OpenDX is an spen source viswdization pa&age that can be applied to a wide variety of data sets
[il. Currently, we use the software to give a quick view of x-ray tomographic data sets,



isosurfkes and slices, and convert fkm NetCDF data format to a data format that can be read tit0 VTK.
RecentIug a port of the soBware using IMPI has been achieved, and we are planning to apply this versim
to x-ray tomography. F&re 5 shows a screen save of the OpenDX so&ware we have developed.
OpenDX builds applications by drag& modules of specific fimctionality into the visual pro
editor canvass and .Euking them together to fbma a network. The network shown uses an isosurfae
module, an export module to do the NetCDF conversion, anzd an image module for the &al rendering.
The data set shmn is a high resolution x-ray tomographic data of the thigh bone of a rat used iua
osteoporosis studies.

Figure 5. OpenDX application for isosurface extraction and conversion tioru NetCDF data format to
VTK foI3nat.

The ‘Visualization Toolkit (VTQ is a multtip~atform  visualization package ~6th CW-, TWTCL a&
Python bindiugs. It is knoww for its high quality implementation of the latest algorithms in computer
graphics. Its most recent version includes a parallel &@I inqlementation of a subset of its modules [3,4J
Here we discuss three programs built on this stibset which we have applied to x-ray tomographic data
S&S.

The first: program, ParaIso,  breaks up the data set according to the command liue arguments. It
then coroputes isosur&ces  for each piece on separate processors ar~8 then renders the &al image with
colors to indicate the work of the separate processors. An e le for a tomographic data set is shown in
Figure 6. The computation was done gin a 4 Xeon processor 1+IO Limx server thorn SGL

The second program DataParallelism breaks up the data more directly by using an image
reader module. It includes it’s own sample data md explicit tirniug fimctions to measure the performance
of the parallel isosurface computation. The results for the sample data are shown in Figure 7 and indicate
nearly a factor ofthree speedup using alI four processors.



Figure 4. Output fbm the VTIS program PamIso. The four colors indicate the portion of the isosurfkce
computed hy each of the four processors 08 the Linux cluster.
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Figure 7. Graph showing the speedup using the parallel MPI VTK software DataParallelism to compute
isosurfaces.

Tk third program, ParaView, is potentially the most powerful of the three. It includes a Tk
widget control panel for interacting with the parallel MPI VTK application. This includes functionality to
iuput varbus data sources, control over isostice values, and thresholding for volumetric data. We are
currently modifj4ng the code to directly input x-ray tomographic data. A screen shot of the user interfae
applied to sample data is shown in Figure 8.

Figure 8. User interfke for the parallel M@I VTK program, ParaView, shown with sample data set.



The use of large computer failities to perform x-ray tomographic reconstruction and visualization
is of .no use unless the final rendering can be delivered to the scientist’s desktop. This can mean delivery
over a high-speed intranet or more remote delivery connecting dispersed researchers over the Internet or
wide area network. We are currently testing two software packages designed to perform remote
visualization. Both packages use compression algorithms to speed up transmission to the desktop.

The Grst remote visualization soBwane, VizServer from SGI, transmits OlpenGL visualization
remotely Corn a multipipe SGI Onyx2 computer to SGI, Sun, or Linux clients. The soflware was able to
achieve frame rates use&l for interactive viewing (approx. 10 frameskec) for typical data sets. The

j Onyx2 we used had 2 CB of Ram., 6 processors and 2 pipes. As only one pipe is available for *serving,
this means at most one user at a time can access the data remotely from this system

A second remote visualization software has recently been released by TGS as part of
OpenInventor 3.0. OpenInventor  is a high level C-k-+ and Java graphics toolkit built on top of OpenGL.
This software works on a variety ofplatforms  and doesn’t require separate pipes for each user. It delivers
OpenInventor applications directly to the desktop, and these can include x-ray tomographic data in
Inventor and format.

Another approach to remote visualization is the construction of a server to deliver 3-D
models directly over the Internet. VTK itself can be used to construct such in conjunction with a
VRML browser. Currently we are using Cosmoplayer and parallelgraphics V’RML browsers. The later
can deliver on a variety of platforms inchtding wireless l?DA devices.

To understand the three-dimensional structure from high-resolution x-ray computed tomography
it is usefkl to have a stereoscopic presentation of the data, Currently we are usmg a passive system with
two Barco projectors and polarized &hers [S]. The projectors are connected to an Onyx2 computer and
the visualization is rear projected on a special screen that preserves polarization. The final visualization is
suitable for group viewing in a visualization theatre with inexpensive polarized glasses. At the desktop,
stereoscopic viewing can be done using a page-flipping method and active Both methods can be
used with OperiDX or VTK visualization toolkits. The parallel graphics browser can also be
operated for remote stereoscopic visualization on the Internet.

In this paper we briefly descrrkd the use of synclnroton CMT for investigation of earth and
environmental sciences samples and then described improvements to the CNIT system by application of
high performance computing methods. We used BpenDX and R&PI versions of VTK to perform the
visualizations and achieved a fmtor of three increase in speed using a four processor Linux cluster. We
also studied the application of visualization server software for desktop delivery and achieved reasonabie
frame rates for typical data sets. In the future, we will apply JkPI versions of OperaPaX and the use of
YRML servers in order to make these high performance techniques widely available.
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