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Abstract

Heterogeneous diffusion in different regions of Cretaceous granodiorite samples
from Japan has been observed directly through the use of X-ray absorption
imaging. These regions of interest include gouge-filled fractures, recrystallized
fracture-filling material and hydrothermally altered matrix. With the X-ray
absorption imaging technique, porosity and relative concentration and mass of an
iodine tracer can be imaged over the samples in two-dimensions with a sub-
millimeter pixel scale. Based on the relative mass estimates, diffusion
coefficients for these different regions were also estimated using both an
analytical and numerical technique. The numerical solution estimated both a
single diffusion rate and a log-normal multirate distribution for diffusion
coefficients for each region. The different methods provided consistent estimates
of diffusion coefficients showing different rates of diffusion for the different
materials of interest. Estimates of diffusion coefficients from the gouge-filled
fractures, fracture-filling material, and altered matrix ranged from 4.5 x 10™° to
1.2 x 10”7 m?/s, 9.6 x 10" to 4.3 x 10"° m®/s, and 3.6 x 10" to 3.8 x 10" m’s,
respectively.  Diffusion rates for the gouge-filled fractures have not been
measured previously due their small aperture and fragility. It was also
determined that the imaging technique as applied to these experiments cannot be
used quantitatively for regions where the porosity is less than 3% — 4%. Thus



diffusion rates for unaltered matrix and healed fractures were not estimated. The
results of these experiments provide evidence that diffusion from advective zones
in fractures through the gouge-filled fractures and recrystallized fracture-filling
material could increase the surface area available for matrix diffusion. This
evidence is important for understanding the performance of potential nuclear
waste repositories in crystalline rocks as diffusion is thought to be an important
retardation mechanism for radionculides.
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1 INTRODUCTION

Matrix diffusion of radionuclides during transport is thought to be an important factor in
delaying potential releases from deep geologic waste repositories [Neretnieks, 1980]. The safety
assessment study of the geological disposal system in Japan found the rock matrix retardation
parameters to be one of the most important parameters effecting maximum dose [JNCb, 2000].
These parameters include the proportion of the fracture surface from which the nuclides can
diffusion into the matrix and the maximum depth into the matrix in which radionuclides can
diffuse. In the performance assessment calculations it is assumed that radionuclides can only
diffuse into matrix in direct contact with the areas of the fractures where water is flowing, the
flow-wetted surface (FWS). The proportion of the fractures with flowing water was 50% for the
reference case with a range of 10% to 100% for sensitivity studies. There is a two-order of
magnitude range in released dose over the sensitivity-study range.

In reality, field and laboratory studies have shown that the crystalline rocks over which the safety
assessment study was designed are extremely heterogeneous. Examination of crystalline rocks
commonly shows an altered rim (or halo) along the entire fracture surface, which is often
indicated by orange, pink or white coloring. The presence of this altered matrix gives evidence
that there is access via diffusion along the entire fracture surface. Therefore most of the rock
matrix adjacent to the fracture could be available for matrix diffusion. It is therefore possible
that due to diffusion in the fractures the FWS could be increased to 100% in the performance-
assessment time scale, making the 50% value used in the reference case over-conservative.

The conceptual model of a water-conducting fracture contains four distinct zones: gouge-filled
fractures, recrystallized fracture-filling material, altered matrix and unaltered matrix (Figure 1).
Through-diffusion experiments have shown that diffusion rates in the recrystallized fracture-
filling material, altered and unaltered matrix different from each other [Ota et al., 1998].
However, these materials are fragile and cover small areas and are thus difficult to measure.

The purpose of this study is to quantify the heterogeneous nature of the diffusion rates through
the different materials by use of X-ray absorption imaging. X-ray absorption imaging allows for
quantitative measurements of porosity and relative concentration and mass in two dimensions
with pixel sizes on the sub-millimeter scale [Tidwell and Glass, 1994; Tidwell et al., 2000].
Relative concentration and mass are measured over time as a tracer diffuses through the samples.
This information can then be used to estimate diffusion coefficients for the regions of interest.
The analyses of the experiments will provide relative differences between the effective diffusion
coefficients in the region of interest (gouge-filled fractures, recrystallized fracture-filling
material, and altered and unaltered matrix). In addition, this technique is being applied to low-
porosity materials for the first time. Therefore, an evaluation of the minimum sample porosity
needed to obtain quantitative results is also evaluated.

This study is meant to provide information on the effectiveness of the geological environment (in
this case fractured-crystalline rock) to act as a natural barrier to radionuclide migration in the
case that radionuclides are released from the engineered barrier system (EBS) of a nuclear waste
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Figure 1: Small-scale conceptual model of a water-conducting fracture in the Kurihashi

granodiorite at the Kamaishi mine (from JNCa, 2000). The stilbite and
chlorite porous layer is the gouge filling.

repository. Currently, a site for high-level waste disposal has not been selected in Japan. Both
fractured crystalline rocks and sedimentary rocks are being studied and evaluated for the safety
assessment case. It is proposed that in order to isolate waste from the human environment for
long periods of time, the waste will be solidified into a stable vitrified waste form and disposed
of in a stable, deep geological environment. In addition, an EBS will be placed around the waste
package to further isolate the waste. The geological environment can act as a natural barrier due
to slow movement of groundwater from the repository to the accessible environment and
retardation mechanisms along the transport pathway. Retardation mechanisms include diffusion
into the rock matrix and sorption. Diffusion without sorption leads to a decrease in peak
concentration and delay in time to peak concentration. Diffusion alone, however, will not
change the total mass released. Matrix diffusion with sorption would lead to additional
retardation. Ifthe sorption is irreversible, then the total mass released would be reduced. Osawa
et al. [1995] reported the results of batch sorption experiments that suggest the materials,
especially the recrystallized fracture-filling materials, have the potential to sorb radionuculcides

16



2 EXPERIMENT DESCRIPTION

Each sub-section in this section describes a step in the experimental set-up in the order they need
to be taken. Each step is also shown schematically in Figure 2. The steps are sample selection
(Section 2.1), sample preparation (Section 2.2), sample descriptions (Section 2.3), test cell
preparation (Section 2.4), tracer solution (Section 2.5), sample saturation (Section 2.6), setting up
and running the diffusion experiment (Section 2.7), X-ray absorption imaging (Section 2.8), and
X-ray film digitizing (Section 2.9). The analyses of outflow solution (Section 2.10) and potential
sources of error (Section 2.11) are also described. The steps taken in analyzing the experiment
are described in Sections 3 and the results presented in Section 4. At what steps the data that are
needed to make the specific analyses are also shown in Figure 2.

21 Sample Selection

Four samples were selected for the purpose of gaining an understanding of the variation in
diffusion rates in these different materials of interest: gouge-filled fractures, recrystallized
fracture-filling materials, altered and unaltered matrix (Figure 3). More detailed descriptions of
each sample after preparation are presented in Section 2.3. The sample naming convention was
as follows: "K" indicates the samples came from the Kamaishi mine, and "C" and "B" indicate
the samples were extracted from a core or block, respectively. The numbers indicate which core
or block the samples came from (in this case 1, since there was only one core and one block) and
the letters before the hyphen are an indication of the slice from which the samples were
extracted. The information after the hyphen indicates the materials of interest in the sample. For
example, the name KClc-FF explains the sample was extracted from the third slice taken from
the first core the came from the Kamaishi mine. "FF" indicates that the fracture-filling materials
were what was being examined from the sample. Use of KClc-FF focused on evaluating
diffusion rates through the recrystallized fracture-filling material. Test Cells KCla-alt and
KCla-unalt were selected to assess diffusion through the altered matrix and unaltered matrix,
respectively. Results from KBlam-1 were used to look at diffusion through fractures. The two
predominant fractures in KBlam-1 were partially opened and partially filled with gouge
material. There were also healed fractures in the sample.

Samples KC1c-FF, KCla-alt and KCla-unalt were extracted from a core approximately 15 cm in
diameter taken from the Kamaishi mine located in the northern part of Honshu (the main island
of Japan). The core sample consisted of fracture-filling material as well as altered and unaltered
matrix. The fracture in the core was characterized as a Type-B fracture, meaning it contains a
zone of fracture fillings, altered and unaltered matrix [Osawa et al., 1995]. Damage from
shipping and handling of the core might have caused fracturing in the fracture-filling material
along the plane of the fracture.

Sample KBlam-1 was obtained from a block, approximately 50 cmon a side, also obtained from
the Kamaishi mine. Several fractures running perpendicular to the diffusion face were observed.
Some of the fractures were filled with high-porosity fault gouge and others were healed. Rock
bolts were used to protect the integrity of the fractures during shipping. Altered granodiorite was

17
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Figure 2: Schematic of the steps in setting up and analyzing the X-ray absorption
imaging experiment with corresponding sections showing where the step is
described and the results are presented.
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Legend
. Reservoir |:| Recrystallized Fracture Filling Material
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Figure 3: Photographs of rock samples and schematic of the different test cells for the
experiments showing how the configuration of the materials with the source
terms differs. The regions of interest analyzed for this experiment are the
gouge-filled fractures in KBlam-1, the recrystallized fracture-filling material
in KC1c-FF, the altered matrix in KC1a-alt, and the unaltered matrix in KCla-
unalt. Scales are in millimeters.

also present in the sample in the vicinity of several of the fractures. One of the advantages of
this block over the core described above is that there was less damage to the block during
shipping. Therefore, the fractures have been left intact and disturbance or loss of the high-
porosity gouge material was probably minimal.

2.2 Sample Preparation

Preparing rock samples to put in the test cell was a time consuming and difficult process for
these fragile samples. For each step, care was taken so to not damage the sample. This includes
clamping or epoxying the sides of the sample to hold the fractures together. Also, in order not to
dissolve any of the sample or have materials precipitate (thus changing the internal pore
structure), cutting and grinding was done with as little water as possible.

Sample preparation for samples KC1c-FF, KCla-alt and KCla-unalt consisted of:
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e Cutting slab from core
e Cutting rectangular piece from slab
e Grinding sample so that thickness is uniform and edges are square with each other.

All three steps were done without using water.
Sample preparation KBlam-1 from the 50 cm block consisted of the following steps:

¢ Cutting manageable-sized piece from the block
e Cutting rectangular piece for experimental sample from smaller, manageable piece
e Grinding sample so that thickness is uniform and edges are square with each other.

The manageable-sized pieces were extracted from the large block, as depicted in Figure 4, using
a large band saw. Minimal water was sprayed on the saw blade as it was exiting the sample. Air
was blown on the blade as it re-entered the sample to attempt to minimize the water that entered
the sample. As further cutting and grinding was needed to finish the sample, use of water in this
step of cutting was not thought to affect the sample. The three pieces extracted from the large
block were held together with steel straps. To cut the samples, these steel straps had to be
removed from block KBlam. A fiberglass cloth was epoxied on each face of the block to give
strength to the sample during the next step of cutting. Care was taken to make sure the epoxy did
not seep into the fractures of the sample. Once the cutting was completed the sample was ground
so that thickness was uniform and edges were square with each other. In the process the epoxy
and fiberglass was ground off the sample. The second stage of cutting and grinding was done
without water.

The sample preparation for KBlam-1 was difficult due to the open fractures and loose gouge
material. Preparation proceeded successfully until the last step of grinding. Unfortunately, in
grinding the final face some gouge material was lost from the sample. It was decided to proceed
with this sample as it was thought that there was sufficient gouge material in the sample for the
preliminary experiments. It was decided not to refill the fractures with the gouge material
because many of the in-sifu fractures are partially opened and partially gouge-filled.

It should be noted that during the grinding it was difficult to avoid chipping along mineral
boundaries. The chips were generally small relative to the size of the sample (approximately 1
mm or less). Chipping was especially prevalent in the fracture filling material. As this chipping
exists only along the boundaries of the samples, it is not expected to affect the experimental
results significantly.

Final dimensions of samples used in the experiments were measured with electronic digital
calipers (Table 1).
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Table 1: Dimensions of samples

Length Width | Thickness | Volume
Sample ID Description (cm) (cm) (cm) (cm?)
KBlam-1 Fractured sample 10.024 14.989 2.423 364.010
KClc-FF Fracture-Filling 7.840 9.241 2.289 165.787
KCla-alt Altered matrix 4.940 7.330 2.625 95.034
KCla-unalt Unaltered matrix 7.240 6.861 2.641 131.187

2.3 Sample Descriptions
The descriptions of the samples used in the experiments are as follows:

Sample KBlam (Figure 5) — This sample is a composite of variably altered coarse-grained
granodiorite, similar to samples KCla-unalt and KCla-alt, cut by 4 to 6 prominent fractures, two
of which are “open” with an apparent aperture of 1-3 mm. These two open fractures are
associated with fine-grained gray siliceous material 1-5-mm thick, and are bordered by a fine-
grained mass of white to light-greenish alteration material. Primary feldspar crystals outside
these two fractured/veined intervals exhibit gradational changes in color from salmon- pink to
white to clear over zones extending 25-30 mm from the center. The largest fracture opening was
impregnated with grayish epoxy.

There are also 3-5 less-prominent “healed” fractures, consisting of fine-grained, light gray
siliceous material containing streaks and wisps of what may be greenish chlorite. Some of these
features exhibit microbreccia fabrics with a clast size typically much finer than 1 mm. Some of
these veinlets form weakly anastomosing networks.

A unique feature of this sample in comparison to others in this group is that the entire rock has
been flooded with disseminated, brassy-yellow pyrite. Pyrite is present as small cubes and small
numbers of octahedral crystals, typically on the order of 1 mm across. Most such occurrences
appear associated with biotite crystals, but some cubes and irregular masses are associated with
the gray siliceous veining. One large clot of biotite-plus-pyrite exceeds 10—12 mm across.

Sample KCla-FF (Figure 6) — This sample consists of unaltered and altered material similar to
that in samples KCla-unalt and KCla-alt, with an alterated zone extending 3—4 cm from a
complex, composite fracture/vein system. K-feldspars exhibit gradation from clear to white to
salmon-pink approaching the principal fracture that appears to control the alteration. The contact
of altered-but- relatively-intact granodiorite with the complex fracture/vein system is quite sharp.
Material with a coarse-grained igneous texture transitions to a 1-2 mm medium gray siliceous
veinlet, which in turn transitions to a 1-2-mm open fracture, bounded on the opposite side by 5-7
mm of very fine grained unidentifiable micaceous material. This fine-grained, micaceous
material appears to be part of a 20-plus mm zone of sheared granodiorite and medium-gray
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Diffusion Face

£ :
- KBlam-1

Figure 5: Photograph of two faces of sample KBlam-1. The upper face is the face
over which the X-ray images are taken (A). The lower face is the face
where the diffusion boundary is located (B). Note gouge-filled and healed
fractures. The scale is in millimeters.

siliceous material. The fracture/vein system locally exhibits a microbreccia fabric of finely
comminuted material with subrounded to subangular fragments of likely feldspar and/or quartz
in the size range of 1-0.1 mm. Traces of pistachio-yellow epidote can be observed along narrow
microfractures trending normal to the main fracture plane and along grain boundaries elsewhere
in the sample. Medium-gray siliceous veinlets locally cut through feldspar and biotite crystals.
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Fracture B

Figure 6:

iff. Face—> . "%

KC1c-FF

Photograph of two faces of sample KClc-FF. The upper face is the face
over which the X-ray images are taken (A). The lower face is the face
where the diffusion boundary is located (B). The portion of the sample
above “Fracture A” is the recrystallized fracture-filling material. Fractures
A and B could be artificial. The scale is in millimeters.
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Rounded blebs of magnetite up to 2-mm across are associated with centers of biotite crystals;
some of these blebs appear altered to brassy, yellow pyrite or other sulphide opaque mineral.

Sample KCla-alt (Figure 7) — This sample consists of a coarse-grained (2-5 mm) rock
consisting mostly of subhedral to anhedral crystals of plagioclase, K-feldspar, quartz, biotite, and
probable hornblende, basically similar to sample KCla-unalt. The sample exhibits a strong
zonation across its full width from what appears to be unaltered material identical to sample
KCla-unalt to altered material similar to that associated with the hairline fracture in that same
sample. Unaltered feldspars are clear to light gray and transparent, whereas in the more altered
portions of the rock, the feldspars are white, somewhat chalky and more translucent. The altered
feldspars become light salmon-pink and relatively “opaque” in a 1-cm band along one edge of
the sample. The salmon-colored material may represent zeolitic alteration to laumontite-stilbite-
prehnite, although this sort of material has been seen in potassic-altered intrusive rocks
elsewhere (“Kspar flooding”). Complex intergrowths of quarts and K-feldspar are quite evident
in the intermediate-altered areas, and there are a small number of weak siliceous veinlets less
than 0.1 mm across. There is minor weak epidote staining associated with some biotite crystals,
and likely chloritic alteration is also associated with mafic minerals. Rounded blebs of opaque
magnetite are associated with some biotite crystals, and there appears to be a trace of brassy,
yellow pyrite alteration from magnetite.

Sample KCla-unalt (Figure 8) — This sample is a coarse-grained (2—5 mm) rock consisting
mostly of subhedral to anhedral crystals of plagioclase, K-feldspar, quartz, and biotite with some
small subhedral to euhedral crystals of amphibole (hornblende). Rounded blebs of magnetite less
than I-mm in diameter are commonly associated with the centers of biotite crystals. The
feldspars are mostly clear to light gray and appear “transparent,” becoming distinctly milky-
white and more translucent in appearance along a band extending 3—5 mm symmetrically away
from a healed hairline fracture containing probable siliceous material. The rock also contains
minor pistachio yellow- green epidote in association with (altering from?) biotite. Greenish,
probable chlorite is associated with the primary mafic minerals and most likely represents an
alteration product.

The following features of the samples should be noted:

e The fracture near the bottom of the fracture filling material in sample KC1c-FF is most likely
not natural (Figure 6a, Fracture A). As the diffusion face is on the other end of this material,
we hope to be able to characterize the fracture-filling material before the fracture affects the
experimental results.

e The fracture along the diffusion face of the KClc-FF could strongly divert diffusion along
the fracture rather than through the matrix causing an effect in the third dimension that may

effect experimental interpretation. (Figure 6b, Fracture B)

e Healed fracture exist in samples KBlam-1 and KCla-unalt (Figures 5 and 8).
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Diffusion Face

Figure 7:

 Diff. Face -

Photograph of two faces of sample KCla-alt. The upper face is the face
over which the X-ray images are taken (A). The lower face is the face
where the diffusion boundary is located (B). Note that the pink and
bleached white portions are altered matrix. The scale is in millimeters.
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Healed Fracture

Diffusion Face

KCla-unalt
Diff. Face T top

Healed Fracture

KC1a-unalt
Diff. Face

Figure 8: Photograph of two faces of sample for test cell KCla-unalt. The upper face
is the face over which the X-ray images are taken (A). The lower face is the

face where the diffusion boundary is located (B). Note healed fractures.
The scale is in millimeters.
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24 Test Cell Preparation

A schematic of the test cells used in the diffusion experiment is shown in Figure 9. Each sample
was housed in a separate test cell. Four bars of aluminum were cut to fit around the four edges
of each sample. The frame was used to provide rigidity to the test cell, minimize X-ray scatter
around the edges of the sample, and provide no-flux boundaries. A reservoir was milled out of
one of the aluminum bars, the top of the test cell. Another aluminum bar, the base of the test
cell, consisted of two pieces. The piece in contact with the sample has a hole providing access to
tracer during saturating process (Figure 9, Piece A). The second piece was constructed so that it
would fit in the hole for final assembly (Figure 9, Piece B). By inserting plumber’s putty (a

Inlet
IS
Specimen
S
Epoxy Aluminum Frame v
Outlet //
/
Piece A
Piece B
Aluminum Frame
Inlet .
)
2 . \Screws
Py Specimen /
Outlet n
Q
m

Piece A Piece B Piece B

Cross-Section View

Figure 9: Schematic of a test cell showing oblique and side views. Pieces A and B
comprise the bottom aluminum bar on the test cell. Piece A, with its open
center is epoxied directly onto the sample. This end remains open during the
saturation period. Piece B fits into the open slot of piece A. When inserted
with plumber’s putty the end now becomes a no-flux boundary.
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very low conductivity material) along the end of the sample, in contact with the area where the
two pieces join, a no-flux boundary was created.

Once the aluminum bars were constructed, the frame and samples were encased in epoxy. The
epoxy was used to form no flux boundaries along the faces and edges of the sample. A high
viscosity epoxy was used to minimize imbibition into the rock. One drawback of using the high
viscosity epoxy was that air bubbles formed in the epoxy. After putting epoxy on the first face

of sample KBlam-1 it was found that more epoxy than desired entered the fracture. Therefore,
on the second face a piece of clear contact paper was sealed over the fracture prior to sealing
with epoxy.

2.5 Tracer Solution

Critical to the imaging process is the selection of a tracer that is "visible" to X-ray imaging. In
previous studies utilizing X-ray absorption imaging, iodine has been used because it is
geochemically conservative and it has favorable X-ray absorption characteristics [Tidwell et al.,
2000]. Iodine is assumed to mostly be in the form of the iodide ion.

Ten-weight-percent potassium iodide (KI) was used as the tracer solution. Assuming that the
volume of the solution did not change with the addition of the KI, 10 weight percent converts to
100,000 mg/L KI and 76,300 mg/L I. Tap water was used as the tracer solution because the
chemistry of the tap water was similar to the chemistry of the groundwater where the samples
were obtained (see Appendix A for sample water chemistry of Albuquerque, New Mexico
municipal water and water from the Kamaishi mine).

Because the samples were saturated in a vacuum chamber (see Section 2.6) some evaporation of
the solution took place during the saturating process. Thus, there was some variation in tracer
concentration over the saturation period. The density of the solution was measured periodically
while the samples were being saturated in order to monitor the evaporation. In addition, 10
weight percent KI solution was added to the container holding the samples periodically during
the saturation process.

2.6 Sample Saturation

After the samples were epoxied in their aluminum frame they were ready for saturating. The
samples were weighed dry then placed in a vacuum chamber. Once in the chamber the air was
removed from the chamber and carbon dioxide (CO,) emplaced. The air in the chamber was
replaced with CO,, which dissolves more easily in water than air, to minimize the possibility of
entrapped air in the sample. The CO, was evacuated and refilled into the chamber three times
and then was allowed to sit. After sitting in the CO, filled chamber for approximately 2.5 hours,
the CO, was again removed creating a vacuum in the chamber. With the vacuum, the container
holding the samples was filled with the tracer solution. Samples were saturated under a vacuum
in the tracer solution from April 2, 1999 — May 21, 1999, except for the period between April 20
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- April 29 when the samples were left in the tracer solution under ambient conditions. During
this entire time period the samples were weighed periodically.

The change in mass for each sample as it saturated is shown in Figure 10. In calculating the
change in mass the estimated mass of tracer in the reservoir was taken into account. The
estimation of the mass in the reservoir is further discussed in Section 3.3. Ideally one saturates
the sample until the change in mass approaches zero. Examination of Figure 10 shows that while
the rate of change in mass decreased over the time of the saturation period, there is still an
increasing trend in change in mass at the end of the saturation period. The saturation process
was very slow and there were time constraints for completing the experiments, therefore, it was
decided that the samples were sufficiently saturated after 49 days.

2.7 Diffusion Experiment

Once saturated the test cells were mounted on a steel frame (Figure 11) and the diffusion
experiment was ready to begin. The test cells were mounted to provide a consistent position of
the samples from X-ray to X-ray shot. The test cells were arranged so that the reservoirs were on
top of the rock sample. This position was chosen so that the less dense fluid that circulated
through the reservoir was above the denser tracer solution used to saturate the rock sample.
Therefore, mixing due to density differences was not expected. A fixed density wedge was also
mounted to the frame to provide information that is constant in every image. The wedge was
composed of 10% by weight KI solution in epoxy. The absorption of the X-rays increases as this
thickness of the wedge increases. Because data from multiple images were required to calculate
the relative concentration, total mass, and porosity at a given point, care in registering images
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Figure 10: Change in mass in individual samples over the saturation time period.
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Figure 11: Photograph of test cells mounted on steel frame and in position for X-ray

imaging.

was required. To aid in this process, lead reference marks were strategically affixed to the test
system.

A schematic of the test system used in the diffusion experiments is shown in Figure 12. The
primary components included the sample test cells, the fixed-density wedge, and the fluid
delivery system. A constant-tracer-concentration-boundary condition was achieved by
circulating fluid (tap water) through the reservoir. Note that the samples were originally
saturated with a KI tracer (C = Co) and the concentration boundary condition was C = 0.
Therefore, the experiment visualized diffusion out of the samples. The experiments commenced
with the circulation of clean, tap water. The water circulated from the upstream reservoir to each
individual sample reservoir and out to four separate downstream reservoirs.

The experiments started on May 25, 1999. X-ray images were taken periodically throughout the
202-day duration of the experiment (see asterisks in Figure 13). Note that on May 25, 6 images
were taken of samples KBlam-1 and KClc-FF and 4 images were taken of KCla-alt and KCla-
unalt. On May 26, 1999 2 images were taken of all the samples. Subsequently, only one image
was collected on the specified dates.
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Figure 12: Schematic of experimental system.

Flow rates were maintained at approximately 1 ml/min until June 16, 1999 when it was
decreased to approximately 0.5 ml/min. The pump ran continuously for 10 days. After mass out
of the samples was thought to have decreased significantly the pump was turned off periodically.
Table 2 shows the pumping schedule throughout the time period of the experiment. Flow rates
through the reservoir were low enough to avoid positive fluid pressures in the reservoir. The
mass of fluid in the downstream reservoirs was monitored gravimetrically in order to check

pumping rates.
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May 1999 June 1999 July 1999
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9 10 11 12 13 14 15 13 14 15 16 17 18 19 11 12 13 14 15 16 17
* K3 * * * . 50 * (3
16 17 18 19 | 20 | 21 22 120 | 21 22 | 23 | 24 | 25 | 26 18 19 | 20 | 21 22 | 23 | 24
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x * * * * * *
30 | 31
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* * 150
29 | 30 | 31 26 | 27 | 28 | 29 | 30 24 | 25 | 26 |27 |28 | 29 | 30
* * *
31
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Figure 13: X-ray schedule. Bold boxes on May 25 and December 13 mark the start and
end of the experiment. The small numbers in the lower portion of some of the
boxes mark the number of days the experiment has been running in 50-day
increments.  Asterisks (*) mark dates when x-ray images were taken.
Diamonds (¢ ) mark dates when leaks were noted.

2.8 X-Ray Absorption Imaging

The central process to the experiments was the acquisition of X-ray images at selected time
intervals throughout the test to visualize and quantify the diffusion process such as was used by
Tidwell et al. [2000]. High-resolution, X-ray absorption images were acquired by directing a
beam of X rays at the face of the test cells while recording the transmitted X rays on film secured
in a cassette behind the test system. The X-ray source was located a sufficient distance from the
film (approximately 2.8 m) to expose the entire film while minimizing parallax. X-ray source
parameters used in imaging were tuned to the absorption characteristics of the tracer. A source
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Table 2: Pumping schedule during the duration of the experiment

Minimum
Actual Pump | Effective Pump | Hours Pump | reservoirs volumes
Date Started | Rate (ml/min)' | Rate (ml/min)* | on Per Day purged per day
5/25/99 1 1 24 82
6/4/99 1 0.25 6 20
6/17/99 0.5 0.25 12 20
7/8/99 0.5 0.2 9 15
7/22/99 0.5 0.1 5 8
9/20/99 0.5 0.04 2 3

1 — Actual rate pumping.
2 - Effective pump rate as if the pump were running continuously.

intensity of 60 kV at 27 mA was used. The accompanying exposure time was set to maximize
image contrast, which is a function of sample thickness and tracer concentration. Exposure time
was determined by trial-and-error to be 17 minutes for samples KCla-alt and KCla-unalt and 13
minutes for KBlam-1 and KCl1c-FF. The exposed X-ray film was developed after each shot and
was then ready for digitizing.

2.9 Digitizing of X-Ray Film

Digitizing of the X-ray film is necessary to quantify the information from the experiments,
namely the spatial variation in mass of solute in the samples as a function of time. The amount
of X rays transmitted through the sample is, in part, dependent on the solute mass. The digitizing
process produces gray-level light-intensity values at a pixel scale. The more X rays that are
transmitted, the lighter the X-ray film, and therefore the higher the gray-level intensity recorded
when digitizing the film. Digitizing was accomplished by placing the exposed X-ray film in
front of a diffused bank of high-frequency (60 MHz), high-output fluorescent lights. A
computer-controlled feedback loop was used to maintain consistent light intensity during
imaging. Variation in the transmitted light intensity field was recorded by means of a charge-
coupled device (CCD) camera focused on the front of the X-ray film. The CCD camera output
was digitized into an array of at least 1024 x 1024 points, with each point assigned a gray level
value between zero and 4095 according to the transmitted light intensity. The array size of the
camera and the size of the test system determine the spatial resolution of the acquired image. For
this experiment each pixel measured approximately 0.3 mm on a side. To obtain gray-level
values for one piece of film, 50 images were acquired by the CCD camera and averaged. This
averaging was done to reduce the random error produced by CCD signal noise [Detwiler et al.,
1999].

X-ray film taken of samples KClc-FF and KBlam-1 was digitized at two different times. A
group of film was digitized before the experiment was finished (early images). After the
experiment was completed the late-time images were digitized along with some of the earlier
images. The dry and saturated images were digitized both times. X-ray film taken of samples
KClc-alt and KClc-unalt was digitized all at one time after the completion of the experiment.
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210 Analysis of Outflow Solution

As shown in Figure 12, samples were collected from the outflow solution. The sample bottles
were changed each time an X-ray image was collected. Bottles were weighed before and after
being attached to the experimental system so that the mass of the sample was known. These
samples were then analyzed for iodide concentration. Based on the mass and concentration
information, the mass of iodide that diffused out of each sample was estimated. The initial mass
of iodide in each sample was estimated from the initial concentration of the tracer and the
porosity and volume of each sample. Based on these estimates, the mass in the sample at
specific times as reported in Sections 4.1 and 4.3.4 were estimated.

Iodide analyses were performed at the Harry Reid Center at the University of Nevada, Las
Vegas. The analyses were conducted using a high performance liquid chromatograph (HPLC)
consisting of a SpectraSYSTEM P4000 gradient pump, a SpectraSYSTEM AS1000 autosampler,
and SpectraSYSTEM UV1000 detector. A SUPELCOSIL™ LC-ABZ Plus column (15 cm x 4.6
mm) with a 5-um particle size (Supelco, Chromatographic Products, Bellefonte, PA) was used
for all analyses. The mobile phase consisted of potassium phosphate buffer (0.05 M KH,PO4
adjusted to a pH of 2.7 with H3;PO,) and either methanol (HPLC Grade, Burdick & Jackson) or
acetonitrile with a flowrate of 1mL/minute, an injection volume of 20uL, and a detection
wavelength of 230nm. The detection limit of the analyses was 0.005 mg/L.

2.11 Potential Sources of Error

Sources of error can be divided into error associated with running the experiment and image
analysis error. Experimental error include errors associated with not completely saturating the
samples, sample volume measurements, leaks from the system, and movement of the X-ray head.

As discussed in Section 2.6, there is evidence that the samples were not completely saturated
prior to starting the diffusion experiment. The total mass of tracer in the sample is relevant for
the estimate of bulk porosity of each sample (see Section 3.3). As the bulk porosity estimates
were in the expected range based on previous measurements (Section 4.2), the samples were
thought to be saturated sufficiently. Errors in the measurement of bulk porosity will not effect
the relative concentration distributions and will only have a minimal effect (if any at all) on the
relative mass and therefore diffusion coefficient estimates (Section 3.4).

There are also potential errors in the calculation of the total volume of the samples. The samples
were assumed to be rectangular blocks. This assumption is mostly valid because of the careful
sample preparation. Several dimension measurements were taken at different locations along the
sample and the measurements were consistent. However, it is possible that there was minimal
chipping along the edges of the sample. Thus the assumption of rectangular blocks leads to an
overestimate of the sample volume. This error only effects the porosity estimates. As stated in
the previous paragraph, the porosity measurements were determined to be reasonable and do not
have a strong effect on the estimations of diffusion coefficients.

Another source of experimental error is leaks from the system. While running the experiments,
yellow staining from the KI solution was noted in the test cells. The staining is due to leaks
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between the sample, aluminum bars and epoxy indicating there was an error in the no-flow
boundary assumptions. At certain times leaks were noted such that solution was actually
dripping from the epoxy-aluminum contacts in the test cells. When these leaks were noted
additional sealant was put on the test cells to stop the leaks. The dates of leaks were also noted
so that they could be compared with the analyses to see if large drops in concentrations in the test
cells coincided with the dates of the leaks (see ¢ in Figure 13). To evaluate the effects of the
leaks, comparisons were made between the information obtained from the X-ray data (which
could potentially overestimate mass loss due to diffusion) and information obtained from the

recovered mass in the outflow solution (which could potentially underestimate mass loss due to
diffusion) (see Section 4.3.4).

Movement of the X-ray head during the course of the experiment could also be a source of
experimental error. As other experiments were run at the same time, the X-ray head had to be
moved in order to take images of these other experiments. Each time images were taken for
these experiments care was taken to move the X-ray head back to the original position so that the
intensity of the images were consistent. On three dates (June 6, June 11, and June 14), the X-ray
head was clearly not aligned correctly and these images were not analyzed. On the other dates,
and effects in change of X-ray head location were thought to be minimal. Dates of when the X-
ray head had to be re-aligned were noted. Errors from X-ray head movement can be partially
corrected with the wedge analyses (Section 3.1). The wedge error analyses (Section 3.1 and
4.3.1) captures this error along with others discussed below.

Potential sources of image-analyses errors include image registration, CCD camera noise, and
variations in the light-source intensity, X-ray source intensity, and the film developing process.
To assist with film registration lead reference points were affixed to each rock sample. Image
registration is accomplished manually, with the assistance of a computer program that minimizes
the least-squared difference in distance of these markers. This process allows for the registration
of the images within less than 1/10™ of a pixel (in this case, less than 0.03 mm). As described in
Section 3.1, the epoxy wedge was used to correct for temporal variations in the light source
intensity and film developing variations. Evaluations of the errors have shown that the errors can
be reduced to 3% or less (Tidwell, personal communications). This result is consistent with what
errors calculated for the experiments reported here (see Section 4.3.1).
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3 EXPLANATION OF IMAGE ANALYSES

The steps taken in analyzing the X-ray absorption imaging data are presented in this section.
Section 3.1 describes how the constant density wedge is used to adjust the gray-level intensities
in the film to correct for variations in the source intensity and variations in film quality. It also
describes how the gray-level information on the wedge is used to calculate errors in the gray-
level adjustment. Section 3.2 describes how detection limits of the X-ray absorption imaging
technique as employed in this study are evaluated. Sections 3.3 and 3.4 describe how pixel-scale
porosity, relative concentration and relative mass are calculated from the gray-level light-
intensity information. Finally, Section 3.5 describes how diffusion coefficients were estimated.

3.1 Wedge Error Analysis

As mentioned in Section 2.7, an epoxy wedge was placed on the frame shown in Figures 11 and
12 along with the samples. Therefore, each time an X-ray image was taken, the wedge was
imaged. The images of the wedge were then used to correct for variations in the source intensity
and variations in film and developing fluid quality.

For each digitized image, the gray-level intensity versus location along the wedge was plotted
along the same transect through the wedge. A polynomial function was fit to the wedge data.
One curve was chosen as the reference and all other wedge intensity data were mapped back to
the reference. Once the reference mapping has taken place, the image gray-level intensities of
the entire digitized film (including the samples of interest) were adjusted according to the
mapping. The polynomial was thus used to adjust the gray-level intensities so that the gray-
levels of the images of the wedge will be approximately the same for all of the images.

By comparing the gray-level intensity of the transect along the wedge of the gray-level adjusted
image to that of the reference image, an error analyses can be made:

abs(GLI,, - GLI,,,,)
GLI

(M

Error =
ref

where GLI.r is the gray-level intensity of the reference image and GLIimag. 1s the gray level
intensity of the gray-level adjusted image.

3.2 Evaluation of Detection Limits

As mentioned in Section 2.11, there are many sources of error associated with the image
analyses. Error due to these variations is corrected to some extent and evaluated by the wedge
analysis described in Section 3.1. There are also uncontrollable errors such as variation in
scattering of X-rays as they hit the test cells and different minerals within the sample. If the
variability in gray-level light intensity due to this uncontrollable and uncorrectable error is large
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relative to differences in gray-level light intensity between different images of interest, then the
technique used in these experiments is not appropriate. For this reason, these uncontrollable and
uncorrectable errors, herein referred to as detection limits, were quantified and compared to
calculations made using the gray-level light intensity data.

The detection limit is defined as the difference between the average gray-level light intensity of
the same sample or region within a sample of two different images taken under the same
conditions. In this case images of the samples saturated with iodine were used. For example, the
detection limit of the altered region of sample KCla-alt was determined by 1) calculating the
average gray-level light intensity for the altered region of the sample from one sheet of digitized
film taken when the sample was saturated with KI, 2) do the same thing from a second sheet of
digitized film taken at a different time, 3) calculating the difference between the two average
gray-level light intensity values. This method might slightly underestimate the error because the
amount of X-ray scattering is also dependent on the amount of tracer in the sample, which
changes with time. The detection limit was compared to the difference between the average
gray-level light intensity of each individual image taken as a function of time and the image of
the dry sample. In doing the detection-limit analyses, the different regions of interest
(recrystallized fracture-filling material, gouge-filled fractures, altered and unaltered matrix) were
analyzed separately. The whole samples were also examined. As stated in Section 2.9, the
images of KBlam-1 and KClc-FF (and their associated regions of interest) were digitized at two
different times. Therefore, early-time, and late-time images are differentiated. Results of this
detection-limit analyses are presented in Section 4.3.2.

3.3 Porosity Estimates

The porosity (¢;) at each pixel is determined from the X-ray images taken of the tracerless (I14)
and tracer-saturated (I;) samples. The natural log transformed images are subtracted and then
normalized by the mean value and scaled by the bulk porosity:

_ ln([s )i,j o ln([d )[,_/ Z;; 2
(7 S § 1Pbuik (2)
Y En(1,),, -In(1,), """ 2

avg

where E[In(/,);~ In(Z,);;] is the average difference between the tracer saturated and tracerless
images, @, 1s the bulk porosity of the rock slab, z;; is the thickness of the slab at point 7,j, and z,,,
is the average thickness of the rock slab. As the samples were all ground to have an even
thickness, the z;/z,,, term drops out of the equation.

The bulk porosity was estimated by calculating the change in mass between the dry samples and
saturated sample as follows:
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(Msat - Mdry - MRes )
(p tracerV)

¢bulk = 3)

where My, is the mass of the saturated sample, My, is the mass of the dry sample, Mg, is the
mass of the tracer in the reservoir, pyqcer 18 the density of the tracer and V is the volume of the
sample. M, and M, are measured directly. Two methods were used to calculate Mp.: 1)
calculating the difference in the mass of the sample with the reservoir full and the reservoir
empty, and 2) calculating the mass based on the volume of the reservoir (estimated from the
specifications for milling) and the density of the tracer. The density of the tracer was measured
periodically throughout the saturation process. The volume of the sample was calculated based
on the measurements of the dimensions of the sample prior to putting the sample in the test cell
(see Table 1). The minimum porosity was calculated by assuming the maximum tracer density
and the maximum mass of tracer in the reservoir. Conversely, the maximum value of the
porosity was calculated by assuming the minimum tracer density and the minimum mass of
tracer in the reservoir. The expected porosity value was calculated using the measured tracer
density (and linearly extrapolating between points when measurements were not made) and the
expected volume of tracer in the reservoir (using the second method as described above).
Results of the porosity calculations are shown in Sections 4.2 and 4.3.3.

3.4 CI/C, and M/M, Estimates

Relative concentration is calculated from the adjusted gray-level images by applying linear
absorption theory [Tidwell and Glass, 1994]. Specifically, at each point or pixel in the image
domain the following equation is applied:

C  In(/)-1In(/,) @)
C, In(L)-In(1,)

where / is the transmitted light intensity at a fixed point, /sis the transmitted light intensity at the
same point on the image for the fully tracer-saturated condition (image C/Co = 1), and /u is the
transmitted light intensity at the same point on the image before the sample has been saturated
with tracer, the dry image, (image C/C,= 0).

To assist in the analyses, the normalized cumulative mass (M/M,) for the area of the gouge-filled
fractures in KBlam-1, the fracture filling material in KCIc-FF, the altered matrix in sample
KCla-alt, and the entire samples for all four samples was calculated as follows:

6))

M N
Zzi¢i
i=1

o
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where M is the mass of tracer in the area at the time the X-ray image was taken and M, is the
corresponding quantity when the sample is saturated with tracer, z; is the thickness of the slab at
a given pixel, ¢ is the corresponding porosity and N is the number of pixels in the area. The
results are the relative concentration and relative mass calculations are presented in Section
4.3.4.

3.5 Diffusion Coefficient Estimates

Two methods were used to estimate the diffusion coefficients for different portions of the
samples: an analytical method and a numerical (semi-analytical) method employing multiple
rates of mass transfer. The regions of interest (gouge-filled fractures, recrystallized fracture-
filling material and altered matrix) were analyzed using both methods. Relative mass as a
function of time was calculated for each region, as described in Section 3.4, and used to calculate
the diffusion coefficient. The results of the diffusion coefficient estimates are shown in Section
4.4.

3.5.1  Analytical Solution

The configuration of a constant tracer concentration boundary condition along one edge of the
test sample while the other edges and faces are maintained as zero flux boundaries allows direct
comparison with analytical solutions for 1-D diffusion in a finite slab. According to Crank
[1975] the relative concentration is a function of position and time C/C,(x,?) is given by

Ci(x,t)zl—%i 1)’ exp{—De(2n+1)27fzf}0{(2”+1)7zx} ©

41° 21

where D, is the diffusion coefficient, / is the slab length, and n is a summation index. Similarly
consider M the total mass of tracer in the sample at time ¢ and M, the corresponding quantity
when the sample is saturated, their ratio is given by:

8 ~-D,2n+1y 7t
(7)

M 0
1=
M, ;(2n+1)27z2 eXp{ 41°

Important assumptions made in these solutions are that the diffusion coefficient is constant (i.e.,
independent of solute concentration), the porous medium is homogeneous, the tracer is
conservative and the boundary conditions are constant throughout the test.

Inversion and truncation of Equation 7 provides a direct means of calculating D, from the M/M,
profile. Crank [1975] gives the relation:

0.196/°
D, = (8)

tO.S
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where t, 5 is the time for which M/M, = 0.5. The diffusion coefficient, D, is defined as

D, =D 9)

where D, is the free water diffusion coefficient and 7 is the tortuosity. The error caused by the
truncation is reported to be approximately 0.001 percent.

Equations 6 - 8 serve as the basis for analyzing the matrix diffusion. Specifically, the relative
concentration C/C,(x,t) and the mass removal M/M, as measured by X-ray imaging can be
compared directly to Equations 6 and 7 to assess whether matrix diffusion in the samples follows

a constant rate. Equation 8 was used to calculate the effective diffusion rate assuming uniform
diffusion.

3.5.2 Multirate Modeling

The data analysis methods of Haggerty and Gorelick [1998] were also used to evaluate whether
multiple rates of diffusion are present during the course of the experiments. To understand the
multirate model of mass transfer, one can consider a system as having a distribution of diffusion
rates. The scale (both time and length) of the system controls which diffusion rates are
important. At large scales, for example, features contributing to fast diffusion rates may become
saturated with solute and no longer contribute to the diffusive response of the system. Also at
larger scales, more surface area becomes accessible for diffusion. A model of multirate diffusion
has been shown to be important in the Culebra dolomite at the Waste Isolation Pilot Plant
(WIPP) site, the U. S. Department of Energy’s deep geologic repository for transuranic nuclear
waste site in New Mexico [Haggerty et al., 2001]. The multirate model also has potential
implications for Performance Assessment (PA) calculations [McKenna et al., 2001]. A
conventional model of mass transfer with only a single-rate coefficient may be an adequate
conceptualization only if the time and spatial scale of the experiment being modeled and the total
system being assessed are the same. At the laboratory and field scale it may be possible to
determine an adequate integrated single-rate diffusion coefficient. However, such measurements
are often not possible at the PA scale. To more appropriately perform PA calculations one must
address the scaling issues that influence the mass transfer rate coefficients. One approach is to
use a distribution of rate coefficients or calculating an integrated single-rate coefficient that
accounts for the multiple rates of diffusion that are appropriate at the PA scale [McKenna et al.,
2001].

The curve-matching and Laplace transform methods described by Haggerty and Gorelick [1998]
were used to calculate the distributional properties of the diffusion coefficients (i.e., mean and
variance of a log-normal distribution). Fleming [1999] and Fleming and Haggerty [2001]
developed a code specifically to estimate both multirate and single-rate parameters from
experiments with this specific set-up (referred to as static diffusion experiments). The approach
for this analysis provides estimates of z (the mean of the natural log distribution of D.), and oy
(the standard deviation of natural log distribution of D,, calculated for multirate diffusion only).
The assumed multirate distribution of diffusion coefficients is lognormal. The correct
distribution for the materials in these experiments is currently unknown.
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The code estimates x4, and oy by normal inversion. The code iteratively simulates the
experiment and compares the log-space simulation data to the log-space observed data (M/Mo
versus time). Root mean square error (RMSE) was used as a measure of fit, as log-transformed
data shows a greater sensitivity to the late-time, low mass ratios at which multirate effects are
greatest. The parameter estimation statistics have been provided for the multirate and single-rate
interpretations. This information is a useful statistical estimate of the precision of the modeling
results, and is the primary advantage of using formal parameter estimation techniques as opposed
to conventional manual calibration of the model to the data. The 95% confidence intervals
presented in Section 4.4 represents * 2 standard deviations about the best-fit value of each
parameter.
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4 RESULTS

This section describes the results of the experiment analyses. Included are the results of
analyzing the outflow solution for iodide (Section 4.1) and calculations of bulk porosity values
for each sample (Section 4.2). The X-ray image analyses include evaluation of errors as
determined by the wedge analyses (Section 4.3.1), detection limits (Section 4.3.2), calculations
of pixel-scale porosity (Section 4.3.3) and relative concentration (Section 4.3.4). In addition, the
relative mass estimates based on the X-ray data are presented and compared to relative mass
estimates based on the outflow solution data (Section 4.3.4). Finally, diffusion coefficient
estimates are presented and discussed (Section 4.4).

4.1 Out-Flow Solution Analyses

The concentrations of iodide measured in the outflow solution are presented in Appendix B.
Calculations used to estimate iodide mass for each sample presented in Section 4.3.4 are
included in Appendix C. Based on blind duplicates, the repeatability of iodide measurements
was within 5% with the exception of two samples of concentrations less than 0.04 mg/L. The
precision of the analyses was also within 5% for standards with concentrations of 0.25 mg/L and
above, within 7% for concentrations of 0.05 mg/L and 2-14% for standards with concentrations
of 0.025 mg/L. The lower repeatability and precision for the lower concentrations should not
have much impact on the mass estimates, as there is such a low iodide mass in those samples.

4.2 Bulk Porosity Calculations

The bulk porosity estimates are plotted as a function of time during the saturation period in
Figure 14. As the samples were still gaining mass during at the end of the saturation period, it is
expected that the porosity estimates were still increasing. The error associated with not fully
saturating the samples is discussed in Section 2.11. The maximum weight gain over the 49-day
saturation period was used to calculate the porosity values as described in Section 3.3 (Table 3).

Table 3: Porosity estimates for each sample
Porosity
Expected Minimum Maximum | reported in Ota

Sample Description Porosity Porosity Porosity et al. [1998]

KBlam-1 Fractured 3.3% 3.0% 3.6% -
sample

KClc-FF Fracture- 6.9% 6.3% 7.6% 5.6% — 8.6%
Filling

KCla-alt Altered 6.6% 5.9% 7.6% 2.2% —-3.2%
matrix

KCla-unalt | Unaltered 3.1% 2.6% 3.6% 1.1% —-2.3%
matrix
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Figure 14: Estimated bulk porosity (with associated error shown as bars) of each sample

as a function of time during the saturation period.

Porosity estimates of KClc-FF and KCla-unalt are in the range and slightly above of what was
reported by Ota et al. [1998], respectively. The bulk porosity of sample KBlam-1 is also just
slightly above what was reported for the unaltered matrix porosity by Ota et al. [1998]. This
value is logical since the sample is largely composed of unaltered matrix with some higher
porosity regions. For samples KBlam —1, KClc-FF, and KCla-unalt the expected porosity was
used for the image analyses calculations to calculate the porosity distributions.

It can be seen that the porosity estimates for the KCla-alt are significantly higher than that
reported in Ota et al. [1998]. Explanations of the discrepancies could be sample damage during
shipping or sample preparation or potential void space between the sample and the epoxy. The
discrepancy might also be due to differences in measuring techniques. A smaller sample was
measured by Ota et al. [1998] that might not have captured the range in porosity values in
sample KCla-alt. Based on the uncertainty in the bulk porosity of sample KCla-alt, two values
were used in calculating the porosity distribution: 6.6% and 3.2%.
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4.3 Image Analysis

Error analysis and evaluation of detection limits are presented to determine the adequacy of the
X-ray absorption imaging for these experiments. Results focusing on porosity, C/Co, M/Mo
distributions and diffusion coefficient estimates for the gouge-filled fractures, recrystallized
fracture-filling material and altered matrix are then presented.

431 Wedge Error Analysis

Figure 15 presents the average, minimum and maximum error for all of the images based on the
wedge error analyses (Section 3.1). Examination of Figure 15 shows that the maximum error
does not exceed 5%. It can also be generalized that on average, the errors are less than 2% for
most of the images. As noted in Section 2.8, samples KCla-alt and KCla-unalt were exposed to
X rays for 17 minutes where as samples KClc-FF and KBlam-1 were exposed for only 13
minutes. Therefore, separate film was digitized for the two groups of samples. In addition, the
film for samples KClc-FF and KBlam-1 was digitized at two different times. A group of film
was digitized before the experiment was finished (early images) and after the experiment was
completed the late-time images were digitized along with some of the earlier images for
comparison. The dry and saturated images were digitized at both times.

4.3.2 Evaluation of Detection Limits

Figure 16 shows how close the individual images approach the detection limit, as defined in
Section 3.2, as the tracer diffuses out of the samples. In each graph the following values are
plotted as a function of time:

image

GLI,,.(t)-GLI,, (10)

Detection Limit

Thus, a value of 1 indicates the detection limit. Data are presented for the whole sample and the
specific regions of interest (gouge-filled fractures (Figure 16a), recrystallized fracture-filling
material (Figure 16b), altered matrix (Figure 16c), and unaltered matrix (Figure 16d)).

The farther from the detection limit, the more reliable the data. For the gouge-filled fractures
and the recrystallized fracture there is a sufficient difference between the detection limit and the
time-dependent data (at least almost an order of magnitude) such that all of the data for these
regions are meaningful. However the time-dependent data for both the whole sample and
altered-matrix region of KCla-alt and the whole sample of KC1c-FF does approach the detection
limit. Based this information, data from the altered matrix obtained 160 days after the start of
the experiment, and possibly even earlier is suspect. These data were therefore not used when
calculating diffusion coefficients.
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Figure 15: Results of error analysis using the data from the fixed density epoxy wedge.

Maximum error does not exceed 5% and on average errors are better than 2%.

Filled circles represent mean error of all images and lines represent minimum
and maximum error.

The detection limit analyses for the unaltered matrix is quite different than for the other samples.
There is a greater amount of scatter in the data and a time-dependent trend is not evident. This
scattering and lack of a great enough contrast between the dry and saturated image leads to the
conclusions that there is not enough pore-space, and therefore not enough tracer in the sample to
make analyses of these images meaningful. Based on this analysis, it appears that the X-ray

absorption imaging technique as performed in this experiment only works for regions with
average porosity values above 3 — 4%.
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Figure 16: Evaluation of detection limits for whole samples and regions of interest

(gouge-filled fractures, recrystallized fracture-filling material and altered
matrix). Note the sample KCla-unalt, which has an average porosity of 3.1%
is below the detection limit of the technique. The similarity of the gray-level
light intensity differences between the time-dependent images and the dry
sample images indicates that the imaging of the whole samples are dominated
by the high-porosity regions of interest.

Note that the slopes of the data for the regions of interest are generally slightly steeper than the
equivalent slope for the whole sample. This observation is not surprising as the diffusion rates
should be faster in the regions of interest and therefore mass loss as a function of time is
expected to be greater. What is surprising is that the slopes of the whole samples and the regions
of interest are so close to each other.
higher-porosity regions of interest dominate what is observed in diffusion over the whole sample
with the X-ray absorption imaging technique as applied to these experiments.

This similarity in slopes implies that diffusion in the
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4.3.3 Porosity Estimates

Porosity distributions of the four samples are presented in Figure 17. A range of 0 —25% was
used to emphasize the high porosity areas, specifically the gouge-filled fractures and the
recrystalized fracture-filling material. When the bulk porosity of 6.6% is used to calculate the
porosity distribution of KCla-alt (Figurel7d) an area of high porosity is seen in the upper right-
hand portion of the sample. This area is thought to be unrealistically high based on other
porosity measurements of the altered matrix. As discussed in Section 3.3, it is possible that there
is an error in the bulk porosity measurement. If a bulk porosity value of 3.2% [Ota et al., 1998]
is used, then the porosity distribution of the sample (Figure 17¢) seems more realistic.
Therefore, a bulk porosity of 3.2% was used in the other image analyses calculations.
Examination of the photographs of the sample (e.g. Figure 7) does not give any indication of a
higher porosity area in the regions shown in Figure 17d and e. Further examination of the
sample is necessary to determine why this higher porosity region exists.

The partially gouge filled fractures showed a range in porosity of 7-21% with an average value
of 13% in the left-hand fracture and 9% in the right-hand fracture (Figure 17a). The
recrystalized fracture fillings showed a porosity range of 5-24% with an average value of 13%
(Figure 17b) and the altered matrix showed porosity ranging from 3-12% (assuming a bulk
porosity of 3.2% for the whole sample) with an average porosity of 4% (Figure 17¢). The reason
why the recrystalized fracture fillings showed higher porosity than the partially gouge filled
fracture is not clear. One possible explanation is that these porosity values are calculated over
the integrated sample thickness. The partially gouge-filled fractures are rather narrow in width
and the fracture plane is not perfectly parallel to the X-ray beam. Thus some matrix could be
included in the integration over the thickness of the sample. It is also possible that there was
some sample damage to the recrystallized fracture-filling material during shipping and sample
preparation leading to some inappropriately high-porosity fractures in the sample (see Figure
6b).

The unaltered matrix generally had porosity values less than 3 to 4%. The healed fractures
shown in Figures 5 and 8 are not evident in the porosity image (Figure 13a and c), indicating that
they have properties close to that of the unaltered matrix. It is also possible that, as with the
gouge-filled fractures, the healed fractures are thin and not perfectly aligned with the x-ray beam
and are thus averaged with the matrix material.

4.3.4 C/Co and M/Mo Estimates

C/C, distributions at various times in the gouge-filled fractures in sample KBlam-1 are shown in
Figures 18. It can be seen that the iodide concentration is clearly decreasing in the gouge-filled
fractures. In addition, the rates at which they are decreasing is different for the two fractures
(note that the same times are shown for both fractures). The fractures themselves are clearly
heterogeneous with areas where concentrations decrease faster than other areas. Evidence of
three-dimensional diffusion can also be seen in the fracture on the left side of KBlam-1 as low-
concentration bullets appear at time = 7.27 and 10.2 days. The fracture-filling material also
shows heterogeneous behavior as the concentrations decrease non-uniformly in the material
through time (Figure 19).
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Figure 17:

7.2cm

10 15 20 25
Porosity (%)

Porosity distribution for each samples KBlam —1 (sample with gouge-filled
fractures) (a), KClc-FF (sample with recrystallized fracture-filling material)
(b), KCla-unalt (sample with unaltered matrix) (c), and KCla-alt (sampled
with altered matrix) (d and e). The mean porosity is set to 6.6% and 3.2% for
the images shown in (d) and (e), respectively. Note the range of porosity
values shown in each image is 0 — 25%.
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Figure 18: C/Co images of the fractures on the left (top) and right (bottom) side of sample
KBlam-1. Observe diffusion out of the samples in the upward direction as a
function of time. For scale, each fracture is approximately 10 cm long. Pixel
size is approximately 0.3 mm on a side.

50



)
s: e e o> e

Time = 10.2 days

e
Time = 1.26 days Time = 42.2 days

Time =_:_5-.23 days Time = 92.0 days

Time = 7.27 days Time = 202 days

0.0 0.2 0.4 0.6 0.8 1.0

C/Co

Figure 19: C/Co images of the recrystallized fracture-filling material in sample KC1c-FF.
Observe diffusion out of the samples in the upward direction as a function of
time. The region shown is approximately 9.4 X 2.6 cm. Pixel size is
approximately 0.3 mm on a side.

Concentration distributions through time are also shown for the altered matrix (Figure 20).
There appears to be more scatter or noise in these concentration distributions, though the
concentrations are clearly decreasing over the time of the experiment. Because there is a smaller
difference in contrast between the saturated and dry images in the matrix area, noise in the
imaging technique becomes more apparent. It is of interest to note that the high-porosity region
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Figure 20:
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C/Co images of the altered matrix portion of sample KCla-alt. Observe
diffusion out of the samples in the upward direction as a function of time. The
region shown is approximately 7.3 X 2.6 cm. Pixel size is approximately 0.3
mm on a side.

evident in Figure 17d and e does not seem to affect the C/Co distributions. In fact, diffusion
appears to be faster on the left-side of the sample, away from the high-porosity region.

Relative mass estimates for the entire samples and regions of interest are presented in Figure 21.
As a check of the image analyses technique, the relative-mass estimates as calculated based on
the analyses of the outflow solution (Sections 2.10 and 4.1) are also included. At very early
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Figure 21: M/Mo calculated for the whole sample using the iodide concentration in the

outflow solution and for the whole sample and regions of interest using the X-
ray imaging data.

times, the correspondence of the two different estimate techniques (X-ray imaging and outflow
solution) is very good, however at later times a discrepancy is clear.

There are two general explanations for the discrepancy between the X-ray and outflow solution
data: 1) mass loss out of the system prior to entering the outflow solution bottles, 2) mass
redistribution within in the sample from regions above to regions below the detection limit of the
X-ray imaging analyses. It is difficult to determine the effect of each explanation on the results.
Clearly, leaks were observed and did effect the results to a certain extent. However, examination
of Figure 13 shows that the first leak was not detected until after day 21, well after the
differences are noticed in the relative-mass curves for samples KBlam-1 and KClc-FF. The
observation of leaks does not preclude the possibility that there were leaks within the test cell
(e.g. between the epoxy and the aluminum frame). It can be observed in Figure 21 that at early
times the relative mass in the high-porosity regions decrease at a faster rate than that of the
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whole sample. At later times, the rate of mass loss appears to be the same for both the high-
porosity region and the whole sample. At these later times, the X-ray analysis is probably only
capturing the mass loss from the high porosity regions even when examining the whole sample.
This observation is consistent with the conclusions of the detection limit analyses (Section 4.3.2).
No matter the explanation, diffusion is still the likely process causing the mass loss regardless of
the boundary conditions. However, the effects on boundary conditions of mass loss due to leaks
and mass redistribution need to be accounted for when analyzing the data.

Three other potential explanations that could contribute to the discrepancies between the X-ray
and outflow-solution data are as follows: 1) outflow-solution iodide-concentration analytical
error, 2) outflow solution concentrations falling below the detection limit of the analyses
technique and 3) over-filling of outflow bottles at early times leading to loss of iodide mass in
outflow-solution data. Based on the repeatability and precision of the analysis technique
presented in Section 4.1 it is unlikely that errors from the analytical technique would have a large
enough effect on mass calculations to account for the discrepancies observed in Figure 21. The
large differences between the outflow-solution data and the X-ray data begin at approximately
12, 5, and 40 days for samples KBlam-1, KCl1c-FF, and KCla-alt, respectively. At these times,
the concentrations measured in the outflow solution are still well above the detection limit,
eliminating the second explanation. Spills from the outflow bottles were noted on day 0 and 1,
well before the discrepancies are obvious. While the fluid most likely had a high iodide
concentration, it is unlikely that this explanation can fully account the differences.

In summary, it is believed that the relative concentration and mass results of the X-ray imaging
are only reliable for the high-porosity regions of interest. Based on the data discussed in Section
4.3.2 and these data, for regions with porosity less than approximately 3 - 4%, this technique
does not produce adequate results. As all of the samples of this study contain some low-porosity
regions, it is difficult to interpret the data for the entire sample. Therefore, only the data from the
higher-porosity regions of interest are analyzed to calculate diffusion coefficients. Because of
the potential impacts of the leaks observed during the experiment and the uncertainty in diffusion
rates in the low-porosity areas, the boundary conditions of the system need to be carefully
evaluated when analyzing the data.

44 Diffusion Coefficient Estimates

As stated in Section 3.5, two different methods were used to estimate the diffusion coefficients
for the regions of interest (gouge-filled fractures, recrystallized fracture-filling material and
altered matrix): an analytical method and a numerical method employing multiple rates of mass
transfer. For both methods of analyses significant assumptions were made. Diffusion is
assumed to be one-dimensional when in fact the materials are heterogeneous and diffusion paths
could be tortuous. No-flow boundaries are assumed on all sides of the regions of interest, when
in fact it is know that the analyzed areas are adjacent regions into which the tracer could diffuse
and leaks were documented during the experiment. It is therefore assumed that diffusion into
and out of the matrix surrounding the regions of interest is significantly slow compared to
diffusion within the regions.
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As the purpose of this study is to understand the differences in diffusion rates for the materials of
interest in the Kurihashi granodiorite and the data from the lower-porosity regions in the samples
are considered below the detection limits of this technique, diffusion coefficients were estimated
using the X-ray data only for the gouge-filled fractures, the recrystallied fracture-filling material
and the altered matrix. The diffusion coefficients were calculated using the relative mass data
for the regions of interest (shown in Figure 21).

Single-rate, and multirate diffusion-coefficient values calculated using the methods described in
Sections 3.5.1 and 3.5.2 are reported in Figures 22 and 23 and Table 4. Comparisons of the
numerical calculations of relative mass curves to the experimental data are shown in Figure 24.
Results are also compared to previous analyses reported in Ota et al. [1998].

Examination of Figures 22 and 23 show that different methods of calculating the diffusion
coefficients provide consistent results for each of the materials. The largest variation in results
are in the diffusion coefficients calculated for the recrystallized fracture-filling material in KClc-
FF. Examination of Figure 24 shows that the single-rate model could not provide a very good fit
to the data and that this fit had the largest RMSE (Table 4). The diffusion coefficients calculated
from through-diffusion experiments [Ota et al., 1998] were consistently lower than those
calculated using the X-ray absorption data.

10° -
1 Gouge-Filled Recrystallized Altered
Fractures ATl Matrix
_ Filling
R - _
1097 u — [ ] |
[ J
— A
Nﬂ - i C
é B _
a - -
1077 A -
®  Single-Rate Model
A Multirate Model o
B Analytical Solution
Crank (1975) - e 4 =
%  Ota (1998) 1
&
107"
Figure 22: Effective diffusion coefficient estimates using a single-rate and multirate

numerical model and an analytical solution [Crank, 1975]. Results are
compared to those from through-diffusion experiments reported in Ota et al.
[1998]. The geometric mean of multirate De is shown, the entire distribution
is presented in Figure 23. The 95% confidence interval is shown for the
numerical results with the bars.
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Examination of Figure 22 and 23 also show that there are clear differences in the diffusion
coefficients for the different materials. The diffusion coefficients calculated for the gouge filled
fractures are almost one order of magnitude higher than that of the recrystallized fracture-filling
material and over an order of magnitude higher than that of the altered matrix. The diffusion
coefficients calculated for the recrystallized fracture-filling material are approximately one-half
an order of magnitude higher than that of the altered matrix.

Based on the results of the multirate modeling, the diffusion coefficient distribution in the left-
hand gouge-filled fracture and recrystallized fracture-filling material range over three-orders of
magnitude (Table 4, Figure 23). Note, however, that the high end of calculated diffusion
coefficient distribution for the gouge-filled fractures is above the aqueous diffusion coefficient.
This means that 25% to 35% of the range is unrealistic. It is therefore likely that the
recrystallized fracture-filling material is the most heterogeneous of all of the materials. The
altered matrix appears to be the most homogeneous with a range less than two orders of
magnitude.

Table 4:  Diffusion coefficient estimates. D, reported in m?/s.

KBlam-1 KCle-bF
KBlam-1 Rieht-Hand Recrystallized KCla-alt
Left-Hand Fracture Fgr actur Fracture-Filling Altered Matrix
cture Material
Crank [1975]
Analytical Solution 1.1x10° 9.5x 10™ 2.0x 107 3.8x 10™
(m’/s)
D, Single Rate (m*/s) 7.5x 107" 45x10™" 43x10™" 3.6x 10"
D, Multirate (m?/s) 1.2x 107 6.2x 10" 9.6x 10" 3.8x 10"
Ota et al. [1998] 24x10™" 1.8x 10"
(m’/s)
o, Multirate 1.1 1.5 1.3 0.77
95% Confidence 09-14 1.1-1.8 1.3-1.3 0-29
Range o, Multirate
RMSE Single Rate 3.1 1.8 4.0 0.8
RMSE Multirate 2.3 0.8 2.0 0.7
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Figure 23: Comparison of multirate diffusion coefficient distributions to the single-rate
estimates from the numerical model, Crank (1975) analytical solution and the
through-diffusion experiments reported in Ota (1998) for the individual regions
of interest.
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Figure 24: Comparison of results from both single-rate and multirate inverse numerical
modeling to the X-ray absorption imaging data.
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5 SUMMARY AND DISCUSSION

These experiments have demonstrated that diffusion can be an active process in the different
environments of the Kurihashi granodiorite. Specifically, these experiments have provided the
direct observation of diffusion in gouge-filled fractures, calcite-based recrystallized fracture-
filling material and altered matrix. Analogous evidence of diffusion in the Culebra dolomite at
the WIPP site, the U. S. Department of Energy’s deep geologic repository for transuranic nuclear
waste site in New Mexico, was important in convincing an independent oversight group (the
Environmental Evaluation Group), the State of New Mexico’s Attorney General’s Office and the
regulatory agency (the U. S. Environmental Protection Agency) that diffusion is a realistic
retardation mechanism.

Qualitative visual examination of the relative concentration distributions of the regions of
interest support different rates of diffusion in the different regions. Through X-ray absorption
visualization techniques it is clear that the materials and diffusion rates are heterogeneous.

This analyses suggest that the X-ray absorption imaging technique, as employed in this
experiment cannot be used quantitatively for regions where the porosity is less than 3% — 4%. It
was therefore not possible to evaluate diffusion rates in the unaltered matrix. Based on the
porosity images, it also appears that healed fractures have properties similar to that of the
unaltered matrix.

For regions of porosity above the detection limit of 3% - 4% quantitative estimates of diffusion
rates are possible. For the first time, estimates of diffusion coefficients for the fragile gouge-
filled fractures could be made. Comparisons of diffusion rates in the different materials indicate
that:

o diffusion rates in the gouge-filled fractures are almost one order of magnitude higher than
that of the recrystallized fracture-filling material and over an order of magnitude higher than
that of the altered matrix, and

o diffusion rates in the recrystallized fracture-filling material are approximately a factor of 5
higher than that of the altered matrix.

A consistent difference between diffusion rates as estimated by X-ray absorption imaging and
through-diffusion experiments [Ota et al., 1998] is apparent. There are several reasons why these
experiments would lead to estimates of larger diffusion coefficients than other methods for
measuring diffusion such as through-diffusion experiments: 1) X-ray absorption imaging can
study more fragile fracture filling materials whereas through-diffusion experiments require a
more solid sample to allow for sample fabrication, 2) through-diffusion experiments measure
only that diffusion that is able to pass completely through the sample (i.e., connected porosity)
where as the visualization technique measures diffusion in all regions, and 3) assumptions made
in calculating diffusion coefficients based on the X-ray absorption imaging experimental data.
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Modeling techniques are being developed and the X-ray data from the experiments presented in
this report are being evaluated so the assumptions made in estimating diffusion coefficients are
no longer necessary. The limiting assumptions of the modeling in this report are 1) one-
dimensional diffusion when examination of relative concentration data clearly show three-
dimensional diffusion could lead to an over estimate of diffusion coefficients, and 2) no
interaction between the regions of interest and the adjacent matrix. Both of these assumptions
could lead to an over estimate of diffusion coefficients. The new modeling technique will
calculate heterogeneous diffusion-coefficients for any regions of interest at the pixel scale.

Finally, the results of these experiments are presently being used in performance assessment
(PA)-scale calculations. The purpose of these calculations is to determine whether the flow
wetted surface (FWS) can be legitimately increased due to diffusion in the fractures. These
calculations will also be used to determine the effect of diffusion in the fractures and the
potential increase in FWS on radionulclide releases at the PA scale. In addition, these
calculations will evaluate the importance of multirate diffusion at the PA scale.
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APPENDIX A: SAMPLE WATER CHEMISTRY OF
ALBUQUERQUE, NEwW MEXICO MuNICIPAL WATER
AND WATER FROM THE KAMAISHI MINE

63



¥9

City of Albuquerque

=
MW ML

MO
@)

1997 ANNUAL DRINKING WATER QUALITY SUMMARY

Daily, the Water Quality Unit 1esponds to inquires about the water system and the water quality in Albuquerque. Here are answers to some commonly asked questions.

—
How dees Albuquerque's water systein work?

Ours is a "distributed” water system. So ne 91 wells in 25
wellfields are distributed over the Albuquarque Basin. Water from
each well is pumped to a common wellfitld collector line.
Collector lines discharge to 42 storage riservoirs. Reservoirs are
aranged throughout the Cily in trunks. nlong a trunk, water from
each reservoir is pumped 10 a higher ele ration, then mixed with
wellfield water already in the reserveir, \Vater is then gravity fed
1o the distribution system in lower elevation zones,

ZONE LINE

Station
ZONE LINE

DISTRIBUTION
SERVICE AREAS

Which Well Supplies My Home?

The waler in each reservoir is a blend of well walers. Each
reservoir supplies a distribution service area within the distribulion
system. All distribution service areas art- shown on the map on the

following page.

How Is The Water Treated?

All water is treated with the disinfectant chlorine. In addition,

fluoride is added to the water East of the Rio Grande. Water on the
Westside contains adequate amounts of natural fluoride for prevention
of tooth decay.

What is the Safe Drinking Waler Act ({DWA)?

State and federal regulations require mo)itoring to delermine
compliance with maximum contaminant I2vels (MCLs). Maximum
contaminant levels are the maximum permissible levels of any
contaminant in drinking waler.

™

-
Is Our Water Safe?

YES. Monitoring results for 1997 continue to meet all federal

and state drinking water standards. The water qualily monitoring

program is designed not only to meet all requirements, but to

provide additional assurance that your water is of the highest quality.

What Do We Test For?

Groundwater regulations require routine tests for some 83
contaminants. Our monitoring program tests for more than 100
conlaminants al wells and reservoirs and al representative
sample points throughout the water distribution system.
Distribution system sample points are customer's water laps.
Results of distribution monitoring is summarized for you on the
following pages.

How Often Do We Test?

Samples are collected daily within the distribution system. Test
samples are also collected monthly from wells and reservoirs. In
1997, more than 4,500 samples were collected representing more
than 37,000 analytical results.

Who Analayzes the Samples?

All analyses are performed by certified laboratories. The New
Mexico Depariment of Health Scienlific Laboratory Division (SLD),
the City of Albuquerque Public Works Water Quality Laboratory
(WQL) and the New Mexico State University Soil, Water and Air
Tesling Laboratory.

What If a Contaminant Is Found?
Ne contaminant has ever been found in any reservoir at levels
greater than regulations allow. If soil or groundwater contamination

Please be assured that we are required to notify our customers if
any standard is exceeded.

What Is Being Done To Protect and Malntain The Quality Of
Groundwater?

The Ground-Water Prolection Policy and Action Plan, or GPPAP, is
a joint effort of the City of Albuquerque and Bemalillo County. The
plan was adopted in 1983. Goals include finding and cleaning-up
contaminated groundwater and promoling the coordinaled protection
and prudent use of the ground water resource throughout the region.

-

\

is reported in the vicinity of a well, monitering frequency is increased.

-‘

~—

Should | Be Concerned About Lead?
Over the past six years, customers have collected samples for

lead and copper analyses from taps throughout the City. Evenin
worse case scenario (homes built between 1982 and 1987) tap

water was well below the action level for lead.

What About Arsenic?

Arsenic occurs nzlurally in varying amounts in groundwater
throughout the Albuquerque Basin. Arsenic levels detecled in
monitoring at reservoirs and in the distribution syslem indicale

that City water meets all current standards. Further information

about arsenic can be obtained from the SDWA hotline at
the number listed on the botiom of this page.

Why Is My Waler Cloudy?

Water in the distribution system is under pressure. Air some-
times dissolves in the pressurized lines. At the faucet, the air
gives waler a “"cloudy" or "milky" appearance. The quality of the
water is not affected.

How Hard Is My Water?

Hardness occurs in varying concenlrations throughoul the water
supply. Hardness ranges from soft 1o moderately hard dependent
upon your location. Although there is no regulatory standard for
Lhartiness, levels are well under the EPA recommended range.

w

/

For further information on drinking water
quality, contact the following:

City of Albuquerque
Water Quality Hotline: 857-8260

Bernalillo County
Environmental Health Department: 768-4390

New Mexico Environment Department
District 1: 841-9450

EPA Safe Drinking Water Act
SDWA Hotline: 1-800-426-4791

~N

X
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How To Use This Summary...

Use the map to locate your distribution service area as defined by the heavy black lines.
Find the number of the nearest sample point.Use the tables on the next pages to find
the results of testing for your sample point. Water quality components and their
respective chemical abbreviations and units of measurement are listed across the top
of the tables. Sample point numbers are listed in the column at the far left of the

tables. Match the sample point row with the column components to find the minimum,
average and maximum results for each component.

Al the bottom of the table you will find the city-wide range of values, the limits of
detection, and the EPA maximum contaminant level, action level, or recommended

limit or range for each component.

PT GRID
No. | QuaD NEAREST MAJOR INTERSECTION No.

1 NW |RIO GRANDE & RANCHITOS D-14

2 NW |4TH ST. & MONTANO RD. E-14

3 Nw  |I-40 & RIO GRANDE H-12

4 Nw  |12TH & LOMAS 13

5 NW |MENAUL & 4TH ST. H-14

] NW |TAYLOR RANCH & CALLE NORTENA D-11

7 NW |TAYLOR RANCH & MONTANO E-11

8 NW  |ST JOSEPHS & ATRISCO G-10

i) NW  |OURAY & UNSER H-10

10 NE |WASHINGTON & ALAMEDA c-17

11 NE |PASEO DEL NORTE & SAN PEDRO D-18

12 NE |PASEO DEL NORTE & VENTURA D-20

13 NE |SAN MATEO & MONTGOMERY G-17

14 NE |ACADEMY & SAN MATEO E-18

15 NE |MONTGOMERY & SAN PEDRO F-18

16 NE |EUBANK & MONTGOMERY F-21 Flow

17 NE |[MONTGOMERY & TRAMWAY F-22 ) .
18 | NE |MENAUL & WASHINGTON o7 | Visualization
19 | NE |MENAUL & SAN PEDRO H-18 and

20 NE |CONSTITUTION & PENNSYLVANIA J-19 Processes
21 NE__|LOMAS & EUBANK k21| Laboratory
22 NE |[TRAMWAY & LOMAS : J-23 is located in
23 sw |WOODWARD & 2ND. ST. M-14 Region 28
24 sw |CENTRAL & NORTH COORS K-11
25 sw |CENTRAL & ATRISCO K12

26 sw  |ISLETA & ARENAL M-12

27 sw |ISLETA & RIO BRAVD P12

2B SE |YALE & STADIUM L-15

29 SE |TRUMBULL & SAN PEDRO 118

\_30 SE |FOURHILLS M-22 J
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City of Albuguerque Public Works Department
ic Water Distribution System 1997 Water Quality Summary

INORGANICS
SAMPLE ARSENIC BARIUM BORON CADMIUM CHROMIUM COPPER IRON LEAD SELENIUM ZINC FLUQRIDE NITRATE + NITRITE
POINT As Ba B 1+ Cr Cu Fe Pb Se In F NO3:NO2
NUMBER mgh mgh mgA mgh mgl mgh mgh mgh mol mgh mgh mplasN
MEAN  MAX | MEAN MAX MEAN MAX | MEAN  MAX MEAN  MAX mEaN  max | mean | wax | mean  max I msan o wax | mEan  max | oM mEan Max ] MEAN MAX
1 0.008 | 0.00¢ 0.056 | 0.061 0.107 | 0123 ND ND 0.002 0003 § 0005 | 0008 | 0.012 | 0018 | 0002 | 0.002 § ND ND 0008 | 0011 Jog | 10| 11 ND ND
2 0.008 | 0.00f 0.082 | 0092 0.115 0189 ND ND 0.003 0005 § 0010 | 0013 | c.011 | 0013 | 0002 | 0002 | WD ND 0047 | 0068 ]| 08 | 1.0 | 11 0.2 0.6
3 0009 | 0.011 0085 | 0.085 0.123 0.152 ND ND | 0.003 0007 | 0014 0.030 | 0.010 [ 0011 | 0002 | 0002 | ND ND 0.011 0027 J 08 | 1.0 | 12 0.1 02
4 0010 | 0011 0.081 0,090 0.137 0.161 0002 | D002 | 0004 0009 | 0.008 0.009 § 0221 | 0442 | 0002 | 0002 | ND ND 0087 | 0141 098 | 10| 1.2 0.3 05
5 0,008 0,012 0,059 | 0.082 0,142 0.174 0002 | 0002 § 0.004 0.007 | o012 0018 § 0012 | 0016 § ND ND ND ND 0089 | 0151 | 09 | 1.0 | 11 0.1 03
6 0.014 0.01¢ 0055 | 0.059 0171 0.193 ND ND 0.005 0.008 § o005 0.006 ND ND ND ND ND ND ND ND 08 | 1.0 | 11 1.7 18
7 0.014 0016 § 0055 | 0080 0.171 0205 ND ND 0,005 0.008 0.014 0.018 ND ND MND ND ND ND 0006 | 0008 § 08 | 10 | 11 18 2.0
8 0.015 001% § 0054 | 0056 ) 0169 | 0.180 ND ND 0.005 0.008 § 0.005 0.008 ND ND ND ND | o002 | 0002 ND ND 08 | 10| 11 1.3 1.7
9 0.019 0.02% 0045 | 0054 0.174 0.176 ND ND 0005 | 0010 | 0006 | 0.009 ND ND ND ND Jooo2 | 0003 ) 0032 | 0113 § 08 | 1.0 | 12 1.3 15
10 0.018 002 § 0083 0093 | 0152 | 0184 ND ND 0003 | 0005 | 0017 | 0053 § 0010 | 0.011 ] NO ND ND ND 0023 | 0051 J o8| 09 | 10 0.2 0.4
11 0.029 0.035 | 0088 0.103 | 0.156 0.168 ND ND 0002 | 0003 | 0028 | 0061 | 0013 [ 0016 | 0002 | 0003 | ND ND 0103 | 0120 J 08 | 08 | 09 0.2 0.2
12 0.020 0.031 0.133 0.170 ]| 0130 0.136 ND ND 0002 | 0003 | 0026 | 0032 | 0090 | 0331 | 0002 | 0003 ] ND ND 0032 | 0111 § 07 | 08 | 11 0.2 0.5
13 0.006 0008 | 0083 0,101 0068 | 0087 ND ND 0003 | 0005 | 0006 | 0.008 ND ND ND ND ND ND 0007 | 0012 J 07 | 08 | 10 0.4 0.7
14 0.019 0.038 0.085 0.123 0.141 0133 ND ND 0.003 0.005 0.017 0025 | 0011 | 0012 ] ND ND ND ND 0.008 0.021 09 | 10| 10 0.3 05
15 0.006 0008 | 0095 0.110 | 0093 0.132 ND ND 0003 | 0005 | o021 0.035 | 0011 | 0015 ] ND ND ND ND 0014 | 0022 § 08| 10 | 10 0.4 0.5
16 0.017 0.02¢ 0.157 0.168 | 0.180 0198 | 0002 | 0002 ND ND 0080 | 0.081+ ) 0.012 | 0017 | 0.003 | 0004 § ND ND 0006 | 0013 § 10 | 10 | 1.1 0.2 03
17 0012 | 0016 § 0.142 0,153 0115 | 0.143 ND ND 0008 | ooos | ooos | 0012 ] 0011 [ 0013 ] ND ND ND ND 0007 | 0010 § 08 | 10 | 11 0.2 03
18 0006 | 0007 | 0.095 0.116 0,081 0,124 ND ND 0.003 | 0004 ooos | coos | ND ND ND ND ND ND 0020 | 0032 § 05 | 1.0 | 11 0.3 0.5
19 0.008 0006 § 0.118 0.127 0,068 0,079 ND ND 0.002 0.003 0.005 | 0.008 ND ND WD ND ND ND 0040 | o071 § 05 | 08 | 12 0.4 0.5
20 0.002 0.003 0,146 0.161 0,084 0.102 ND ND 0.002 0.003 0.011 0.018 ND ND ND ND | oooe | poos | o007 | 0010 § 05 | 07 | 12 0.2 03
21 0,008 | 0004 0,136 0.154 0,081 0.095 ND ND 0003 0.003 0007 | 0011 § o014 | 0021 | ND ND § oooz | o003 § 0018 | 0023 § 08 | 0.9 [ 1.0 0.5 08
22 0.002 | 0.004 0.123 0.145 0,071 0.085 ND ND 0002 | 0.003 0025 | 0035 | 0033 | 0104 | ND ND ND ND 0013 | 0033 J 08 | 1.0 | 11 0.7 1.0
23 0022 | 0029 | 0.080 0.100 § 0.173 0.215 ND ND 0002 | 0004 0012 | 0033 § 0061 | 0214 ] ND ND ND ND 0013 [ 0033 § 08 | 1.1 | 12 0.4 04
24 0.022 0.025 0.032 0.043 0.212 0.241 ND ND 0.009 0.012 0.005 0.006 § 0013 | 0.023 ND ND | 0.002 | 0002 | 0.006 0.007 10 | 1.1 1.1 1.2 1.6
25 0.014 0016 § 0.031 0038 | 0243 0258 ND ND 0.011 0.014 o008 | 0012 ND ND ND ND ND ND 0005 | 0006 § 08 | 09 | o9 0.7 0.8
26 0030 | 0.040 § 0016 | 0025 | 0275 0.337 ND ND 0.014 0.017 0008 | 0014 ND ND ND ND J 0003 | 0003 ] 0007 | 0010 § 10 | 1.1 | 13 1.6 1.8
27 0,031 0037 | 0012 | 0022 0.281 0313 ND ND 0015 | 0018 0005 | 0006 J 0010 | 0011 | ND ND Jooo2 | 0003 ] 0006 | oc08 § 10 | 11 | 1.2 1.6 1.8
—T—» 28 0.011 0012 | o113 | 0421 0.124 0.128 ND ND 0.002 | 0.003 0119 | 0172 § 0.1%0 | 0315 ] 0002 | 0002 | ND ND 0077 | 0125 J 07 | 10 | 12 0.2 0.4 ——
29 0005 | 0007 0138 | 0162 0.084 0.095 ND ND 0002 | 0008 0013 | 0020 § 0.100 | 0323 § 0003 | 0006 | ND ND 0.101 0173 J 07 | 08 | 10 0.3 05
30 0003 | 0.004 0.154 0.167 | 0078 0.091 ND ND 0002 | 0003 0.014 0024 | 0011 | 0012 ] ND ND ND ND 0006 | 0009 | 07 | 09 | 11 0.4 05
CITY-WIDE VALUES 0013 0.040 0.087 0170 | 0.140 0337 | 0002 0002 0004 0019 0017 0472 | 0028 ‘0442 | 0002 ooos | 0ooz o003 | co2 0472 fos 10 i3 0.6 20
LIMIT OF DETECTION 0.002 0.002 0.05 0.002 0.002 0005 0010 0.002 0.050 0,005 0.1 0.1
RECOMMENDED LIMIT/ RANGE 0.05 2 MIA 0,005 0.1 1.8 NiA 0015 0.050 NIA 40 10
MCL or ACTION LEVEL

mgA=miliigrams per ller; ugfl=micrcgrams per kiler, MIN i : ME. ge: MAX i ; MCL= Maximum Contaminant Level: Limit of Dalectionslowes! reliable measurement. ND=not delected. N/A=nal applicable: ==less than ar equal o
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GENERAL CHEMISTRY
SAMPLE ALKALINITY BICARBONATE CALCIUM CHLORIDE HARDNESS MAGNESIUM POTASSIUM SILICA SODIUM SULFATE froraL bissoLven
POINT HCO3 Ca cL graing/galion Mg K Si-5i02 Na S04 SOLIDS
NUMBER mgh us CaCO3 mgh as CaCO3 mgh mah as CaCO3 mgl mgh mgh as Si02 mgh mgh mp/l
MEAN MAX | MEAN MAX | MEAN  MAX § MEAN MAX MEAN MAX | MEAN MAX § MEAN MAX | MEAN  MAX | MEAN MAX | MEAN MAX MEAN MAX
1 136 139 136 138 35 40 12 13 7 7 8 10 8 ] 67 71 46 50 75 81 334 368
2 126 139 125 138 38 45 13 14 8 8 7 B [ 7 56 64 35 48 66 78 299 332
3 137 139 136 138 35 37 15 21 7 7 7 B T 8 65 ] ag 54 78 84 343 348
4 127 141 126 141 38 43 22 29 8 8 8 9 7 7 65 73 a1 52 69 80 325 356
5 136 140 135 139 35 39 15 22 7 8 7 8 8 8 67 69 52 58 78 86 338 348
6 125 131 124 128 18 13 g 8 4 4 4 4 & ¥ 68 71 57 61 52 58 291 308
T 124 126 123 125 18 19 9 10 4 4 4 4 6 7 &8 72 56 58 51 57 282 288
8 129 132 127 130 18 19 9 10 4 4 4 4 [ 7 88 7 ] 64 57 61 305 308
9 133 142 131 139 15 18 10 12 3 5 3 4 [ [ 80 67 &8 81 B4 73 308 324
10 132 139 130 138 3 46 34 43 ¥ 9 7 8 5 6 52 &0 48 57 47 48 299 340
11 133 135 131 134 33 36 40 44 7 8 8 8 5 7 56 63 51 57 38 39 312 368
12 125 129 125 128 49 53 71 81 8 9 4 5 4 4 36 38 51 80 33 35 329 372
13 117 130 117 128 43 49 14 16 8 8 5 6 3 5 41 54 27 38 55 63 276 336
14 125 132 124 131 41 52 32 43 7 8 [ (] 4 7 48 61 44 68 42 49 281 328
15 121 128 120 126 45 50 17 27 7 8 5 5 3 3 a7 41 28 32 41, 45 259 288
16 126 129 126 129 50 52 63 74 8 10 5 5 4 5 38 40 48 57 3 38 321 340
17 124 128 124 127 48 51 52 65 9 9 5 5 3 4 36 38 39 42 35 39 302 332
18 120 134 118 132 40 47 15 19 7 8 6 6 4 g a4 59 33 44 56 72 264 288
19 116 121 114 119 39 45 17 20 7 B 4 5 3 3 34 a7 27 29 38 45 235 248
20 118 120 118 118 42 45 29 42 7 8 4 5 3 3 35 41 3z 34 34 37 266 288
21 120 123 118 123 40 44 24 30 7 8 4 5 3 4 38 42 33 37 42 48 260 292
22 124 1248 123 127 41 47 22 32 7 8 5 5 3 3 3 36 a3 36 41 46 253 280
23 114 120 113 118 3 36 26 35 B8 5 7 7 7 8 70 B8O 48 57 55 70 313 320
24 13§ 141 134 139 16 18 13 14 4 4 3 4 5 6 56 85 81 88 73 79 327 342
25 135 139 133 138 23 25 17 17 5 6 5 5 5 6 57 85 82 85 98 103 381 432
26 140 144 135 138 9 12 18 25 2 3 2 2 2 3 43 53 114 148 99 115 386 408
27 141 144 135 138 8 10 23 26 2 2 1 2 2 2 43 48 118 126 104 116 390 428
e — 28 110 111 108 10 36 38 36 39 7 7 7 8 6 6 61 67 35 37 35 a1 285 304 ~<l—
29 113 115 112 113 40 42 34 36 8 8 6 6 4 4 40 45 30 33 31 34 255 264
30 112 115 112 114 41 43 33 35 8 10 5 6 3 4 ar 40 23 30 31 33 252 256
CITY-WIDE VALUES 126 144 124 141 a3 53 25 81 8 10 5 10 5 8 51 ] 50 148 55 116 303 432
LIMIT OF DETECTION 10 1 0.05 4 1 0.01 1 05 0.05 7 1
RECOMMENDED LIMIT/ RANGE 30-500 NIA 200 250 15 125 1000 NiA 200 250 500
MCL or ACTION LEVEL
MEAN. s MAX MCL=M Contaminant Level; Limit of D 3 1 reliable ND=not de! d, N/A=nol heable; »e=less than or equal to

mgA=miligrams per liter; ugl=micronrams per fiter; MIN
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GENERAL CHEMISTRY ORGANICS MONITORING ALSO INCLUDES . . .
SAMPLE FREE CHLORINE CONDUCTANGE pH TEMPERATURE TOTAL VOLATILE ORGANIC COMPOUNDS : DETECTED ONLY AT SAMPLE POINT 30
POINT RESIDUAL Field pH Field Temperature TRIHALOMETHANES
NUMBER mgh micromhosiom Standard Units Fahrenheit ugl (" sawrLe Xylenes (total) |
M MEAN Mar | omin mEaN mex | omin mean Max | MmN mEan  Max | mEAN MAX H’:":‘:gzn ugh
1 05 | 06| 08 ] 424 | 460 | 477 | 751 | 765 | 789 49 64 70 1.1 123 MEAN Max
2 04 | 05] 06 ) 373 | 420 | 482 | 744 | 748 | 756 53 £3 78 105 13.8 30 ND 0.9
3 05| 06 ] o6 ] 407 | 454 | so1 | 751 | 758 | 774 56 ] 83 15.1 222 LIMIT OF DETECTION 05
4 05| 06| o6 | ars | 438 | so1 | 7a7 | 761 | 767 | 57 67 79 142 24.1 k. MCL 10,000 =
5 05 | o6 | o7 | 405 | 457 | 496 | 733 | 748 | 762 61 67 75 9.6 1.8
6 07 | 08| oo | 392 | 398 | 407 | 774 | 789 | 812 50 72 B6 0.5 20 [
T 06 | o8] o8 ) 387 | 390 | 395 | 766 | 793 | 810 68 73 80 0.0 0.0 OTHER VOLATILE ORGANIC COMPOUNDS and MCLs (ug)) collected quarterly: NO DETECTION
8 06 | o8| oo ] 383 | 401 | 410 | 760 | 790 | 8.05 61 71 80 6.3 237 Vinyl chioride (2 ugh) para-Dichlorobenzene (75 uph) o-Dichlorobenzene (600 ug/)
9 0.8 07 | 08 414 435 460 8.02 8.12 8.34 54 69 81 0.9 2.4 Benzene (5 ug) 1,1,-Dichioroethyiena (7 ugh) Tetrachloroethylene (5 upf)
10 06 | o6) o7 | 360 | 460 | 497 | 766 | 786 | 8.03 53 €3 74 5.9 7.3 Carbon tetrachloride (5 ug/) 1,1,1-Trichioroothane (200 ug/) Dichloromethane (5 ugh)
11 05 | 07| 08 | 430 | 481 474 | 759 | 768 | 7.85 58 67 76 5.1 7.7 1,2-Dichloroethane (5 ugf) 1,2-Dichloropropane (5 1g/) 1,2 4-Trichlorobenzene (70 ugh)
12 0.6 07 | 08 452 539 577 7.34 7.49 7.69 59 6 76 0.9 2.6 Ethylbenzene (700 ug/} Monochlotobenzene (100 ugh) 1,1,2-Trichloroethane (5 ugh) *
13 0.5 06 | 06 333 390 421 7.41 7.48 7.57 ) &8 75 4,9 B.5 Teluene (1000 ug/) Trichloraethylene (5 ug) trans-1,2-Dichloroathylens (100 ugh)
14 0.6 07 | 08 370 428 466 7.45 7.59 7.68 56 65 75 6.1 9.7 Styrene (100 ugl) cig-1,2-Dichlor ethylene (70 ug/)
15 04 | 06| 07 § 349 373 | 415 | 730 | 754 | 773 61 69 78 2.9 4.4
16 04 | 06| 08 | 455 524 575 | 742 | 749 | 7.58 71 72 74 21 7.2 INORGANICS and MCLs (mg/1) collected quarterly from distribution system: NO DETECTION
17 06 | 07| o8 | 461 483 519 § 746 | 756 | 7.78 53 68 79 5.8 10.8 Anlimony (.006 mgl) Mercury (.002 mg/l) Molydbenum (N/A)
18 05 | 05| 08 365 406 446 § 715 | 748 | 7.83 60 67 76 5.8 8.0 (.004 mafh) Nickel (0.1 mgf) Thallium {002 mg/)
19 06 | 07| o7 | 319 | 347 | 350 | 753 | 763 | 769 58 67 72 as 7.4 Asbeslos (7 Millon Fibers per Liter) collected In 1996: NO DETECTION
20 06 | o7 | o7 | 345 | 3 437 § 732 | 756 | 7.81 64 ] 72 4.0 9.3
21 06 | or | o7 | avo | 395 | 432 | 743 | 758 | 7.85 46 62 75 6.4 8.6 SYNTHETIC ORGANIC CONTAMINANTS and MCLs (ugh)
22 0.7 o8 | 08 349 369 400 7.61 7.72 7.80 53 87 78 33 4.4 collected quarterly in 1994 from wells, thereafter every 4 yrs.: NO DETECTION
23 06 | 06| 07 | 423 | 444 | 455 | ves | 795 | 7.86 53 68 81 7.2 10.1 Alachor (2 ugh) Benzo{o)pyiene (0.2 up/i)
24 07 | o8 | o9 | 438 | 488 | 481 | e07 | 825 | 851 68 75 80 5.3 7.7 Atrazine (3 ugf) Dalapen (200 ugh)
25 0.6 07 | 08 477 514 539 7.54 7.85 8.09 58 73 78 16.7 16.9 Carbofuran (40 ugh) Dif2-ethylhexyhadipate (400 ug/)
26 05 | o7 | 08 456 508 616 | 794 | 842 | 861 58 €9 80 8.6 16.7 Chlordane (2 ugh) Dif2-ethylhexyl)phihalate (6 ugh)
27 0.7 07 | 08 422 538 587 842 | BEBO 8.68 55 72 83 7.6 14,0 Ditromechioropropane (0.2 ugh) Dinoseb (7 ugh)
—T» 28 03| o4 | 06 ] 410 413 418 | 756 | 782 | rea 54 63 76 1.9 4.4 <a— | 2.4-D (70 ugh) Diguat (20 ug/l
29 03 | 06| 08 | 385 | 354 | 402 | 753 | 767 | 784 56 68 80 4.9 9.6 Ethylene dibromide (0.05 ugh) Endothall {100 ug)
30 0.8 0.9 | 08 372 391 403 7.44 7.62 | 7.78 55 E6 a0 2.2 3.5 Heptachlor (0.4 ug/) Endrin (2 ug)
CITY-WIDE VALUES 03 07 08 319 436 616 7.15 773 868 46 €8 B6 6.0 241 Heplachlor epoxide (0.2 ugh) Glyphosate (700 ug/)
LIMIT OF DETECTION 0.1 WA 0.1 A 05 Lindane (0.2 ug) Hexachiorobenzene (1 ugd)
Methoxychior (40 ugh) Hexachicrocydopenladiene (S0 ugh)
RECOMMENDED LIMIT/ RANGE 203 1000 WA N/A 100.0 Polychlorinated biphenyls (0.5 ugf) Oxamyl (Vydate) (200 ugh)
MCL or ACTION LEVEL Pentachiorophenal {1 ugh) Picioram (500 ugh)
Toxaphene (3 ugh) Simazine (4 ug)
2,4,5-TP (50 ugh) 2.3,7,8-TCOD {Dioxin) (00003 ugA)

mgfi=milligrams per liter; ugfl=micrograms per liter; MiN=minimum; MEAN=average; MAX=maximum; MClL= Maximum Comaminant Level; Limd ol D

.

ipn=icwes! reliable ne

: ND=not

g N/A=not applicable; >=less than or equal 1o




Chemical Analyses of Water Samples from Kamaishi Mine

£ 551 OAFERBALORASHEE—RP
KF1-1 KF1.5] KF2-2 KF2-3 KG-1
Na+ (mg/l) 4,3 4.83 B.87 .14 14.2
K+ (mg/l) 0.49 0.46 0.63 0.41 0.6Y
Ma + + (ma/1) 0.09 0.08 20.02 <0.02 0.32
Cat 1 {mg/l) 11.3 11.3 & 6.8 k24
Al 3 +(ma/l) 0.06 0.06 0.06 0.06 0.0y
+Si (mg/1) 6.3 S.4 5.8 S.7 J.2
Si4 +(mg/1) 5.3 5.2( 4.59 513 321
SFo (mo/l) 0.02 nd 0.04[ 0.02 v
Fe+ +{mg/l) nd nd - 0.06 nd nd
Lit (mg/l) nd nd nd nd nd
Sr4++(mg/1) 0.003 Q.005 0.005 0.004 0.006
Mn+ +(mg/1) nd nd nd ‘nd nd
Ci— (ma/1) 2.4 z.4 2.2 1.6 3.22
S04 = =(ma/l) R.1 8.2 6.9 3 1.05
r (mg/l) nd nd nd nd nd
Rr——( "‘ﬂfn nd nd nd nd nd
1= (mg/1) nd| . nd nd nd nd
S~ — (mg/l) nd nd nd nd nd
P04 3 = (mg/) 0,008 0.005 0.006 0.007 0.006
2P (mg/l) 0.02 0.02 0.02 0.02 0.02
NO2— (rng}'l) nd nd nd nd 0.01
NO3 = (mg/1) nd nd nd nd 0.01
NH4+4 (mg/1) 0.u3 0.02 0.03 0.03 0.02
2N (mo/l) 0.04 0.05 0.0z _ 0.05 0.05
T0C (ma/l) 0.4R 0.53 0.36 1.31 0.8
iC_ (mg/l) 6.6 6.36 5.84 6.94 9.61
6 180 (%) -10.7] -10.7 -10.0 -10.3 -10.7
(60 (%) . -68.4 -68.8 -69.7 5.9 -70.8
r)F D L(TR) 7.4 5.8 6.6 5.1 3.4
eBUHB(cells/mi) 7.80E+0S 3.20€4058 4.90€105 5.10C+03 5.40E+035
AR REE(CFU/mI) 1.90E+04 1.20E+04 4.6E+04 1.B0F+01 6.80E405
SELET (MPN/mI) nd nd nd nd nd
i_ﬂz—tﬁg (MPN/ml) nd nd nd nd nd
ERSEaEE(MPN/mD) S.20E+02 1.10E403 9.60E+02 nd S.10€+00
FERE{CEH(MPN/mI) nd nd nd nd nd
A5 EEISE(MPN/ml) nd nd nd nd nd
EWEEE (MPN/ml) _ nd nd nd nd nd
HHEEBE  (MPN/ml) 8.00E 01 2.00C-01 0] nd nd
M= &R (MPN/mI) 330E401] 1.70F<01| 2.30E200|  S.00E-01| A1.90E+00
02(mg/1) nd _nd nd nd nd
N2(mg/l) 36.8 37.2 38.4 35.4 36.4
H2 (mg/1) nd nd nd nd nd
He(mg/1) nd nd na nd nd
CH4(mg/1) nd nd nd nd nd
CO(JIIH/U ] nd nd nd nd nd
X C02(mg/l) 26.41 25.46 23.35 eT.Tl 38.44
4,3B0X({mea/!) 0.58 0.56 Q.52 0.63 0.91
H2CO3(muy/I1) u.14 Q.07 0.09 0.07 0.05
HCO3(mg/l) 32.55 30.96 28,57 33.78 46.31
LCU3(ma/l) N.RR 1.3 0.99 1.42 £.435
Kim(C) 11.4 11.5 13.2 123 18.2
oH 8.9 ERES 6.69 9.1l 35
TRz (udem) 64.4 54.8 €5.5 119 115
BB rEE(mVY) 242.2 104.1 249.1 119.6 92.1
BEBER 0 0 0 0 0
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Chemical Analyses of Water Samples from Kamaishi Mine
ainn UL 6L Kui=2 | k=3 [ Rii-4 | KHI-G 2kl ()i iFTH
% AiFE (m) 102~23G| 237~337 | 338 ~411|412~5uu
mAEN N 05.7.7| 95.7.7 | 95.7.7 | 95.1.7
AR | Zmz | Zm3 | =M | KRS
EC(26°C) | uS/em| 121 | led__| 18 _|__wa_ | |
ot T [ o02 | 10,05 | 10.02 | 10,21 B
N N 0 - 0 OO I
CEN 7 AN 0 ML O T
Kig ol R R Y .
0,00 | mesL | Np | WD LMD | WD | ¢ | 1O
iyt SHT mg/b | 25,0 | 450 | Y 8 L * L |..05 ]
M, |.mg/t ) 0,095 | 0.087 | 0.091 ; 0115 | 1.8 | 0.2
e me/L | 0.202 [ 0199 [ 019 |03 [ 19¢_ | v |
o \me/L | M0 [ wb [wn ] mb [T S X
ch, pg/L|  N.D ND [ N.D N.D = 0.1
2€0,(1C) ImgC/L| 5.84 | 5.96 | S§.99 ) 523 | .25 0.05,
1L T— _me/L [ 0.461 | 0.623 | 0.854 | 0.498 | 0.77 | 0.1 |
-, AN T L (. e N A O S, e [ N
A Es | me/l | ND N D) N, 1) N, * 1077
4, 3n% meq/l | 0.631 0. 631 0. 716 0,67 U, b2 0.1
rsi I mgt] 823 | 322 | am | sz | ose | o1
b sicsi) | me/l | 708 | 307 | 365 | 5.1z [ oz | o]
ot | me/L| 1.0 [T175 [19.8 | 22 | 0.7 0.08
K | mest{"0-087 | o067 [ o.18_ | 0.i3 | “T0.69 | 0.05
T | me/l | ND [ N U LY T T 0,00 |
a3 F fmet 2 [ 21 [ 22 | "3 [ a5 | oo ]
g ¥ e/t | viosi [ v s [ ooz Tomi7 [0t | ooR
5 e d mg/L_|__ND__|_ ND_ L ND [ ND L S . 0.01_ |
Al mg/L | N.D N.D L D | * ___|.0.04 ]
T=fs: . | me/L ) NOD | KD N D Ny | e 0.001
p-Fe ___ | Y N T U . 0,001
(A 775 NI Y U ST I X T
T-tn ___ | me/l [ WD _{ Wb | Wb | Wb |« | ool ]
U-Nn me/L | N.D) N.D N.D N s 00| |
A .74 5 DA NU__poNw [ &b ¢ | 09 |
L mg/L | 1.49 .58 | _ND_| KD 0.58 __|.0.03
c1- mg/L | 2.08 2.69 2.51 | 2.05 0.44 0,09 |
e me/U | MDD [ i D | NP | KD . 0. 07
T mg/U TN [T RD [ TN ] R T 0 06 ]
50" " e/l {8 [ g8 | 03 | 181 XTI
ot AL 0 8 L0038 | 003 | 003 ] 0.03 | _I_.!_"»_F!_____D;(ll_m
PO, I mg/t | 0,028 [ vust [ wooa | uest [ 0.79 | 0.0001 ]
=y ____ . mg/L f 0.09 | _0.07 | 0w | 0.09 f LSRN . S
Ml-H | mg/L | .08 | 0.001 | 0.078 | 0.081 | 0.52 | U.0U5
Mo ~¢ 1 wg/l, | 0.00G | 0.007 | 0.005 [ 0,004 | 0.98 | 0.005 |
Mo -N mg/l | N N D N.D N.D I 0. 0001
B S o 1 WL O s (B (1 1 1 TR YO, SN,
g0 1. o L ALE | ST | Sl ) Sl g S S - . s
15794 T | 037 [T ND N h ¥ 0.3
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Chemical Analyses of Water Samples from Kamaishi Mine

a;hm‘uz dMlﬂ.E}dL'd r{ kG- |

ZUIAE | IL (]  Ke-788 | REHEEC) | Ko-iu2 KG=710 KG-75% [ M [
Deptfe |FRAGEE (n) 785~701 480195 | 740 ~747 | 785~791
0 O T 1378 ) 1914 i
vaty |QEFEHH Yoifll~121 U4, 12.22~2] 94.11.19 | 05.2.7~ 20
"‘"‘m‘ {FHER Xln) 2 [EXHAE 1Z14) 5 £ 2
CC(25C) | wSlemf 0081 | .__ SO, W gLo _J _ns9 1 AT L. ..
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APPENDIX B: RESULTS OF OuT-FLOW SOLUTION
IODIDE ANALYSES
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KB1am -1 KC1c-FF KC1a-alt KC1a-unalt

Bottle | Collection Date Bottle | Collection Date Bottle | Collection Date Bottle | Collection Date

Number (mm/dd/yy) Number (mm/dd/yy) Number (mm/dd/yy) Number (mm/dd/yy)

3705 09/14/1999 1833 09/29/1999 1852 08/19/1999 1801 07/08/1999
5221 05/26/1999 5800 07/12/1999 4689 09/14/1999 2615 09/14/1999
11965 06/09/1999 7993 07/23/1999 5020 10/13/1999 4442 07/06/1999
12661 07/02/1999 9237 09/14/1999 7106 06/14/1999 9640 06/30/1999
14629 06/18/1999 11043 06/14/1999 7697 05/25/1999 11080 10/27/1999
14770 08/09/1999 15589 08/31/1999 8612 07/12/1999 12556 06/14/1999
18092 07/12/1999 16649 05/25/1999 9658 05/29/1999 17601 06/25/1999
21620 06/01/1999 19438 07/19/1999 10359 07/06/1999 17712 06/04/1999
21950 06/11/1999 19460 06/21/1999 12312 05/25/1999 18753 05/28/1999
22273 07/23/1999 20185 11/24/1999 14838 08/25/1999 19048 08/02/1999
23659 07/15/1999 20615 06/25/1999 17341 06/30/1999 215617 05/31/1999

26936 08/02/1999 23229 08/02/1999 23377 06/04/1999 23485 07/15/1999

29543 06/16/1999 24131 06/07/1999 23903 07/29/1999 26659 07/23/1999

32103 06/25/1999 24392 07/29/1999 26741 06/23/1999 26914 11/24/1999

33566 06/04/1999 26347 07/02/1999 26892 06/18/1999 28553 11/10/1999

36670 07/29/1999 29703 09/23/1999 27225 06/21/1999 28964 06/18/1999

37268 09/07/1999 31557 08/25/1999 27833 09/23/1999 35668 06/07/1999
37573 10/13/1999 31596 07/05/1999 31540 09/07/1999 35915 09/29/1999
37628 05/29/1999 32195 10/13/1999 32166 08/09/1999 40168 07/02/1999
38477 06/21/1999 33582 08/09/1999 33981 05/31/1999 41471 06/16/1999
44545 06/30/1999 33843 05/26/1999 36281 07/23/1999 41870 07/19/1999
44783 07/08/1999 34024 06/11/1999 38464 10/27/1999 48643 07/05/1999
45215 07/06/1999 36925 06/04/1999 38695 05/28/1999 48782 06/01/1999
47877 05/25/1999 37355 05/27/1999 39122 06/25/1999 50258 05/26/1999
49203 06/07/1999 39213 05/29/1999 40931 11/24/1999 53067 05/25/1999
49980 05/26/1999 39586 05/25/1999 44349 06/09/1999 552902 05/26/1999

52736 10/27/1999 41069 05/29/1999 44782 06/04/1999 61678 05/29/1999

53858 08/31/1999 45861 05/26/1999 48988 05/27/1999 62465 09/07/1999

54141 05/31/1999 49785 06/28/1999 49256 07/02/1999 66673 08/09/1999

54955 07/05/1999 51725 08/19/1999 57589 07/05/1999 67853 07/12/1999
55068 05/25/1999 52834 07/08/1999 60164 08/31/1999 70384 05/25/1999
62154 08/25/1999 53854 06/03/1999 61804 05/26/1999 71095 06/21/1999
64892 05/27/1999 56268 06/18/1999 62177 07/19/1999 72202 09/23/1999
67359 11/24/1999 58375 12/08/1999 62996 08/16/1999 73957 06/04/1999
69243 11/10/1999 61020 05/28/1999 64037 07/15/1999 74307 06/11/1999
72283 05/28/1999 62370 05/26/1999 68656 05/25/1999 79253 08/16/1999
77071 07/19/1999 62648 06/16/1999 72698 06/01/1999 80078 06/23/1999
78720 06/04/1999 63883 09/07/1999 74478 06/28/1999 88078 06/09/1999
82059 06/14/1999 65637 07/06/1999 75206 06/03/1999 88950 10/13/1999
83553 06/23/1999 67308 06/30/1999 76190 06/07/1999 90026 12/08/1999
85064 12/08/1999 72090 06/04/1999 76298 05/26/1999 90874 05/25/1999
85091 09/23/1999 81645 08/16/1999 79420 06/16/1999 91770 08/31/1999
86126 06/28/1999 90785 11/10/1999 85171 06/11/1999 91865 07/29/1999
86601 08/16/1999 90842 06/09/1999 86667 11/10/1999 93636 06/28/1999
88580 06/03/1999 93849 06/23/1999 87222 07/08/1999 93665 06/03/1999
90399 09/29/1999 94341 07/15/1999 88076 09/29/1999 97204 05/26/1999
90480 05/25/1999 95024 05/25/1999 91900 05/26/1999 97921 08/25/1999
94886 08/19/1999 97494 10/27/1999 92202 12/08/1999 98362 05/27/1999
95659 05/26/1999 98731 06/01/1999 92795 08/02/1999 99660 08/19/1999
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UNIVERSITY OF NEVADA LAS VEGAS

October 19, 2000

Susan Altman

Geohydrology Department
Sandia National Laboratories
P.O. Box 5800, MS0735
Albuquerque, NM 87185-0735

Dear Dr. Altman,

The concentration of iodide in the samples received in our laboratory on June 16, 2000 were
analyzed using the following High Performance Liquid Chromatographic instrumentation and
conditions:

SpectraSYSTEM P4000 gradient pump
SpectraSYSTEM AS1000 autosampler
SpectraSYSTEM UV1000 detector
Column: SUPELCOSIL™ LC-ABZ Plus column
15 cm x 4.6 mm; 5-pum particle size
Mobile phase: 0.05 M KH,PO, (pH of 2.7) and *methanol or *acetonitrile
(*depending on optimal separation of iodide from background interferences)
Flowrate: ImL/minute
Injection volume: 20pL
Detection wavelength: 230nm

A summary of the iodide concentrations in each sample, along with the corresponding analysis date,
are listed in Table 1. Multiple measurements were made on many of the samples to assist in
addressing precision.

Please feel free to contact me if you have any questions.

Thank-You,

Irene Farnham

N

Harry Reid Center for Environmental Studies
4505 Maryland Parkway © Box 454009 ¢ Las Vegas, Nevada 89154-4009
(702) 895-3382 » Telex 62048164 UNLV/MSM o FAX (702) 895-3094
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Table 1. Summary of Analytical Results

Sample Name lodide [Analysis
ppm Date

1833 0.169 130ct00
1852 0.047 170ct00
1852 0.040 180c¢t00
2615 <0.005 | 180ct00
3507 0.730 130ct00
3705 0.715 130ct00
4442 0.006 170ct00
4442 0.006 180ct00
4689 <0.005 | 180ct00
5020 0.738 130ct00
5221 16.4 070ct00
5800 0.343 130ct00
7106 5.58 060ct00
7106 5.62 060ct00b
7106 5.70 160ct00
7993 0.164 130c¢t00
9237 <0.005 | 180ct00
9640 <0.005 | 180ct00
9658 4.84 060ct00
9658 4.93 | 060ct00b
9658 3.59 140c¢t00
9658 5.08 160ct00
10359 0.191 130ct00
11043 10.9 070ct00
11043 10.9 070ct00
11080 <0.005 | 180ct00
11965 0.984 100ct00
12312 16.8 070ct00
12556 <0.005 | 170ct00
12556 <0.005 | 180ct00
12661 4.81 060ct00
12661 4.80 060ct00b
12661 4.92 160c¢t00
12662 5.05 140ct00
14629 272 060ct00
14629 2.77 060ct00b
14629 2.83 160ct00
14770 2.31 140c¢t00
14838 0.070 170ct00
14838 0.067 180ct00
15589 <0.0056 [ 180ct00
16649 434 070ct00
16649 435 070ct00
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Table 1. Summary of Analytical Results Continued

Sample Name lodide [ Analysis
ppm Date
17341 0.253 100ct00
17601 <0.005 | 180ct00
17712 <0.005 | 180ct00
18092 1.20 160ct00
18092 1.19 160ct00
18753 0.156 100ct00
19048 <0.005 | 180ct00
19438 0.054 170ct00
19438 0.051 180ct00
19460 6.30 060ct00
19460 6.40 160ct00
20185 0.249 130ct00
20615 0.365 100ct00
20615 0.368 100ct00
21517 0.046 170ct00
21517 0.044 180ct00
21620 15.1 070ct00
21950 0.563 100ct00
22273 2.80 140ct00
23229 0.135 130ct00
23377 2.99 060ct00
23377 3.05 060ct00b
23377 3.17 160ct00
23485 <0.005 | 180ct00
23659 1.53 160ct00
23900 0.030 170ct00
23903 0.027 170c¢t00
23903 0.019 180ct00
24131 10.1 060ct00
24131 10.2 060ct00b
24131 10.3 160ct00
24392 0.184 130c¢t00
24392 0.178 130ct00
26347 0.384 130c¢t00
26659 <0.005 | 180ct00
26741 1.16 140c¢t00
26892 0.967 140ct00
26914 0.197 130ct00
26936 4,08 140ct00
27225 2.93 060ct00
27225 3.02 160ct00
27833 1.85 140ct00
28553 <0.005 | 180ct00
28964 <0.005 | 180ct00
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Table 1. Summary of Analytical Results Continued

Sample Name lodide | Analysis
ppm Date
29543 2.61 100ct00
29543 2.03 140ct00
29703 0.724 130ct00
31540 <0.005 | 180ct00
31557 <0.005 | 180ct00
31596 0.278 130ct00
31596 0.272 130ct00
32103 3.13 100ct00
32103 3.15 100ct00
32195 0.445 130ct00
33555 0.047 170ct00
33555 0.033 180ct00
33566 7.94 060ct00
33566 7.98 060ct00b
33566 8.19 160ct00
33582 0.041 170ct00
33582 0.034 180ct00
33843 47 .4 070ct00
33999 5.04 140c¢t00
34024 3.49 140ct00
35668 <0.005 | 180ct00
35915 <0.005 | 180ct00
36281 0.019 170ct00
36281 0.010 180ct00
36670 419 140ct00
36925 10.0 060ct00
36925 10.1 060ct00b
36925 10.4 160ct00
37268 222 140ct00
37355 28.8 070ct00
37355 29.0 070ct00
37573 3.63 140ct00
37628 17 070ct00
38464 0.446 130ct00
38477 2.91 100c¢t00
38477 2.99 140ct00
38477 3.03 140ct00
38695 5.85 060ct00
38695 5.95 060ct00b
38695 6.11 160ct00
39122 0.579 100ct00
38213 20.5 070ct00
40168 <0.005 | 180ct00
40931 0.522 130ct00
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Table 1. Summary of Analytical Results Continued

Sample Name lodide [ Analysis
ppm Date

41069 9.22 060ct00
41089 9.37 060ctO0b
41069 9.61 160ct00
41471 <0.005 | 180ct00
41870 0.952 100ct00
44349 2.31 060ct00
44349 2.26 060ct00b
44349 2.43 160c¢t00
44545 5.68 060ct00
44545 5.79 060ct00b
44545 5.93 160ct00
44782 4.26 060ct00
44782 4.27 060ct00b
44782 4.43 160ct00
44783 1.74 160ct00
44783 1.75 160ct00
45215 2.53 060ct00
45215 2.75 160ct00
45861 54 .4 070ct00
47877 23.1 070ct00
47877 23.2 070ct00
48643 <0.005 | 170ct00
48643 <0.005 | 180ct00
48782 0.034 170ct00
48782 0.030 180ct00
48988 6.74 060ct00
48988 6.86 060ct00b
48988 6.98 160c¢t00
49203 5.78 060ct00
49203 5.75 060ct00b
49203 5.89 160ct00
49256 0.221 100c¢t00
49785 0.396 100ct00
49785 0.396 100ct00
49980 23.4 070ct00
50258 0.840 100ct00
50258 0.842 100ct00
51725 <0.005 | 180ct00
52736 2.84 140c¢t00
52834 0.301 130ct00
53852 4.58 140ct00
53854 5.45 060ct00
53854 5.51 060ct00b
53854 5.60 160ct00
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Table 1. Summary of Analytical Results Continued

Sample Name lodide [ Analysis
ppm Date

54141 17.1 070ct00
54955 5.02 060ct00
54955 5.06 060ct00b
54955 5.18 160¢t00
55292 0.847 100ct00
55292 0.855 100c¢t00
56268 3.90 060ct00
56268 3.85 060ct00b
56268 4.02 160ct00
57589 0.266 130ct00
58375 0.117 130ct00
58375 0.117 130ct00
60164 0.021 170ct00
60164 0.017 180ct00
61020 27.1 070ct00
61678 0.094 100ct00
61804 7.45 060c¢t00
61804 7.50 060ct00b
61804 7.68 160ct00
62154 1.32 140ct00
62177 <0.005 | 180ct00
62370 36.0 070ct00
62465 <0.005 | 180ct00
62648 15.8 070ct00
62996 <0.005 | 180ct00
63883 <0.005 | 180ct00
64033 0.327 130ct00
64037 0.320 130ct00
64892 19.5 070ct00
65637 0.233 130ct00
66673 <0.005 | 180ct00
67308 0.381 100ct00
67308 0.382 100ct00
67359 1.33 140ct00
67853 <0.005 | 180ct00
68656 133 070ct00
69243 1.89 140ct00
70333 1.25 140ct00
70384 1.18 100ct00
70384 1.19 100ct00
71095 <0.005 | 180ct00
72090 2.85 060ct00
72090 2.87 060ct00b
72090 3.04 160ct00
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Table 1. Summary of Analytical Results Continued

Sample Name lodide | Analysis
ppm Date
72202 0.026 170ct00
72202 0.022 180c¢t00
72283 212 070ct00
72698 2.80 060ct00
72698 2.85 060ct00b
72698 2.95 160¢t00
73957 <0.005 | 170ct00
73957 <0.005 | 180ct00
74307 <0.005 | 180ct00
74478 0.370 100c¢t00
75206 2.61 060ct00
75208 2.72 060ct00b
75206 2.81 160ct00
75206 2.75 160ct00
76190 3.1 060ct00
76190 3.16 080ct00b
76190 3.28 160ct00
76298 10.4 100ct00
77071 2.03 140ct00
78720 120 070ct00
79253 <0.005 | 180ct00
79420 1.45 060ct00
79420 1.60 140c¢t00
80078 <0.005 | 180ct00
81645 <0.005 | 180ct00
82059 11.9 070ct00
83553 3.03 100ct00
83553 3.1 140c¢t00
83553 3.17 140ct00
85064 1.38 140c¢t00
85091 3.51 140ct00
85171 2.23 060ct00
85171 2.26 060ct00b
85171 2.39 160ct00
86126 4,36 060ct00
86126 4.41 060ct00b
86126 4.53 160ct00
86601 1.72 140ct00
86667 0.261 130ct00
87222 0.172 130c¢t00
88076 0.973 140ct00
88078 <0.005 | 180ct00
88580 6.07 060ct00
88580 6.19 060ct00b
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Table 1. Summary of Analytical Results Continued

Sample Name lodide [ Analysis
ppm Date
88580 6.21 160ct00
88950 <0.005 | 180ct00
90026 12.1 140ct00
90026 12.0 140ct00
90399 3.83 140ct00
90480 195 070ct00
90480 196 070ct00
90785 0.369 | 130ct00
90842 6.83 060ct00
90842 6.87 | 060ct00b
90842 6.95 160ct00
90874 64.0 070ct00
90874 64.2 070ct00
91770 0.124 | 130ct00
91865 <0.005 | 180ct00
91900 10.5 060ct00
91900 10.5 [ 060ct00b
91900 10.7 160ct00
92202 0.389 | 130ct00
92795 <0.005 | 180ct00
93636 <0.005 | 180ct00
93665 <0.005 | 180ct00
93849 1.97 160ct00
93849 1.99 160ct00
94341 0.181 130c¢t00
94341 0.179 | 130ct00
94399 0.179 | 130ct00
94886 2.18 140ct00
94886 2.14 140ct00
95024 466 070ct00
95659 16.2 070ct00
97204 0.775 | 100ct00
97204 0.778 | 100ct00
97494 0.249 | 130ct00
97921 <0.005 | 180ct00
98362 0.280 | 100ct00
98731 5.98 060ct00
98731 5.99 | 060ct00b
98731 6.11 160ct00
99660 <0.005 | 180ct00
Blank <0.005 170ct00
Blank <0.005 | 180ct00
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APPENDIX C: ESTIMATE OF MASS DIFFUSED OUT
OF THE SAMPLE BASED ON QOUTFLOW-SOLUTION
ANALYSES
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KB1am -1

Date Experiment Started 5!2_5;‘9_9_:

Time Experiment Started 1 10:35 AM |

Time (minutes) between start of experiment and bottle 14
|Note | concentration of 0 indicated a concentration below the detection limit

Total Expected Mass (mg) 891.3

| | % Mass Recovery, 2751% | |

| Total Mass Recovered to date (mg)| 2452 |
Expected Initial Concentration of | (mg/L) 76300

of 0.005 mg/L

Expected Porosity of Sample,  0.033

Shaded Areas indicate estimates o , B | Volume of Sample (cm*"3) 354
— N il B GOSN IS S S N |
Bottle |Weight (with cap) (g) _E_-pttlelattached to test cell | Bottle removed from test cell  |Weight of | Mass of I Time elapsed M/Mo  Cumulative lodide Conc,
Number dry wet Date | Time (hr)|Time (min)l Date | Time (hr)| Time (min) | Water (q) |lodide (mqa) since start (davs)__]n Sample Mass (mg) (mg/L)
55068 | 37.338 | 51.823 | 5/25/99 @ nla nfa nia nfa n/a 14.485 1.00 |
90480 = 37.680 | 333.718 5/25/99 | 10 49 5/25/99 16 48 296.038 | 58.0 026 0.93 58.0 196 |
47877 | 102163 | 958.408 | 5/25/99 | 16 48 5/26/99 | 8 10 | 856.245 | 199 090 0.91 779 | 2315
95659 | 35402 | 335770 | 5/26/99 8 10 5/26/99 14 8 300.368 | 4.9 145 0.9 82.8 16.2
5221 37.493 | 197.362 | 5/26/99 14 8 5/26/99 | 17 | 1M 159.869 2.6 1.28 090 | 854 | 16.4
49980 | 108.476 | 781.810 | 5/26/99 | 17 11 5/27/99 | 17 | 27 673.334 | 158 229 | 089 | 1012 23.4
64892 | 103.902 | 642.915 | 5/27/99 17 27 5/28/99 16 17 539.013 | 10.5 3.24 0.87 111.8 19.5
72283 | 103.767 | 604.514 | 5/28/99 16 AT 5/29/99 16 20 500.747 10.7 4.24 0.86 | 1224 21.2
37628 | 103.224 | 1008.310 | 5/29/99 16 20 5/31/99 | 12 | 0O 905.086  * 15.5 6.06 | 085 137.9 17.14
54141 | 104.051 | 764.615 | 5/31/99 12 0 6/1/99 18 0 | 680.564 11.3 7.31 0.83 149.2 171
21620 | 103.420 | 870.252 | 6/1/99 18 0 ~ B/3/99 10 58 | 766.832 11.6 9.02 0.82 | 160.9 15.1
88580 | 66.124 | 623.050 | 6/3/99 10 58 | 6/4/99 | 12 31 | 556926 | 34 10.08 082 | 1643 | 615
78720 | 37.727 | 74.849 6/4/99 12 31 6/4/99 16 10 | 37.122 4.5 10.23 0.81 168.8 120
33566 | 103.833 | 928.680 | 6/4/99 16 10 | 6f7/e8 | 17 26 | B24.857 6.6 13.28 0.80 1754 | 804 |
49203 | 103.989 | 623.354  6/7/99 17 26 6/9/99 | 17 | 40 | 519365 30 15.30 0.80 1785 | 581
11965 | 103.483 | 501.750 | 6/9/99 17 40 6/11/99 | 10 0 398.257 0.4 16.98 0.80 1789 | 0.984
21950 | 103.772 | 300.818 | 6/11/99 | 10 | 0 6/14/99 | 18 34 | 187.046 0.1 20.33 0.80 179.0 0.563 |
| 82059 | 68698 | 378678 | 6/14/99 | 18 | 34 | 6/16/99 | 17 | 15 | 309.980 37 22.28 0.80 1827 | 119
29543 | 68.521 | 558.025 | 6/16/99 17 | 15 6/18/99 11 34 489.504 1 24.04 0.79 183.8 2.32
14629 | 103.741  1080.810 | 6/18/99 1M1 34 6/21/99 | 17 35 | 977069 | 27 | = 27.29 _07¥9 | 1885 | 277
38477  103.306  720.353 | 6/21/99 17 35 6/23/99 16 13 617.047 | 1.8 29.23 0.79 1884 | 298
83553 | 103.143 @ 699.446 | 6/23/99 16 13 6/25/99 | 11 54 | 596.303 | 19 | 3105 | 079 | 102 | 310
32103 | 102.109 | 1082.810| 6/25/99 11 54 6/28/99 11 46 . 980.701 | 31 34.05 0.78 1933 | 3.14
86126 | 103.164 | 817.372 | 6/28/99 | 11 46 6/30/99 | 16 34 | 714208 | 32 36.25 0.78 | 1965 4.43
44545 | 102.284 | 735.675 | 6/30/99 | 16 34 7/2/99 14 | 52 | 633.391 | 37 38.18 | 0.78 200.2 5.80
12661 | 102.362 | 1035.530 | 7/2/99 14 52 7/5/99 12 44 | 933.168 | 4.5 ) 41.09 | 077 2047 4.84
54955 | 69.006 | 427.373 | 7/5/99 12 | 44 | 7/6/99 | 14 36 358367 | 1.8 4217 077 2065 | 508
45215 | 102.145 | 746.773 | 7/6/99 | 14 36 7899 | 15 3 644,628 1.7 44.19 0.77 208.2 2.64
44783 | 102.4101084.520| 7/8/99 | 15 | 3 | 7112/98 | 17 3 982.110 | 1.7 4827 | 076 | 2099 1.75
18092 | 102.352 | 764.262 | 7/12/99 | 17 3 15-Jul 16 1 661.910 0.8 51.23 0.76 210.7 1.20




g8

KB1am -1_ ‘ # | . | -
Bottle |Weight (with cap) (g) Bottle attached to test cell | Bottle removed from test cell  |Weight of | Mass of Time elapsed M/Mo | Cumulative |lodide Conc|
Number dry wet Date | Time (hr) Time (min)| Date |Time (hr)| Time (min) | Water (g) |lodide (mg)| since start (days)|In Sample| Mass (mg) (mg/L)
103.188 | 801.197 | 7/15/99 % | 1 719/98 | 14 58 698,008 14 55.18 0.76 211.8 1.53
103.018 | 960.260 | 7/19/99 14 58 7123/99 13 36 857.242 1.7 59.13 076 | 2136 203 |
3 | 102288  897.912 | 7/23/99 13 | 36 7/29/99 16 5 | 795.624 2.2 65.23 0.76 215.8 280
3| 102_04_9__' 627665 | 7/29/99 | 16 5 8/2/89 | 14 35 | 525.616 2.2 69.17 0.76 2180 | 419
| 102.266 | 991.858 8/2/99 | 14 =5 8/9/99 | 11 43 889.592 3.6 76.05 0.75 2216 408
102.488 | 1048.180 | 8/9/99 | 11 43 | 8/16/99 | 15 | 30 | 945692 | 22 83.20 075 | 2238 2.31
102.873 | 498.415 | 8/16/99 15 30 . 8/19/99 15 35 | 395542 | 07 ~ 86.21 075 2245 172
102.764 | 864.268 | 8/19/99 15 35 | 8/25/99 10 40 761.504 1.6 ~92.00 0.75 226.2 | 2.16
| 102.755 | 896.637 | 8/25/99 10 40 | 8/31/99 10 57 793.882 1.1 98.02 0.75 227.2 1.32
| 103.015 | 1045.480 | 8/31/99 10 57 9/7/99 15 0 942465 43 | 105.18 | Q74 | 23185 | 4.58
| 102.270  1017.250 | 9/7/99 15 0 9/14/99 13 47 914.980 2.0 112.13 0.74 233.6 2.22
102.436  1171.400  9/14/99 13 47 9/23/99 10 42 1 1068.964| 0.8 121.00 0.74 2343 0.715
 102.393 | 411.280 | 9/23/99 10 | 4z 9/29/99 11 29 308.887 [ 11 127.04 0.74 2354 3.51
102.384 | £341.390 | 9/29/99 11 | 29 10/13/99 | 15 24 739.006 2.8 141.20 0.73 238.3 3.83
102.755 | 771.568 | 10/13/99 15 24 10427199 11 58 668.813 24 155.06 073 240.7 3.63
102.456 | 799.776 | 10/27/99 11 58 | 11/10/99 11 45 697.320 2.0 ~ 1869.05 0.73 2427 | 284
102,282 | 806.612 | 11/10/99 11 45 | 11/24/98 1 11 51 704.330 1.3 183.05 0.73 2440 | 1.89
103.092 | 828.442 | 11/24/99 11 51 12/8/99 18 0 725.350 1.0 197.31 0.73 2450 | 133
656.006 | 207.135 | 12/8/99 18 0 12/13/99 13 1 141.129 0.2 202.10 0.72 2452 | 1.38
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KC1c-FF

T
Mass (mg)|

o Total Expected 8729 |

Date Experiment Started 5{_%_5@_9 - - u % Mass Recovery:_ _35_1_._8_?&__'_ -

Time Experiment Started 10:35 AM gis Total Mass Recovered to date (r_ng)_ 304.3

Time (minutes) between start of experiment and bottle 13 | Expected Initial Concentration of | (mgfL)i 76300

|Note | concentration of 0 indicated a concentration below the detection limit of 0.005mg/L| Expected Porosity of Sample|  0.069

Shaded Areas indicate estimates Volume of Sample (cm”3)  165.8
Bottle |Weight (with cap) (g) Bottle attached to test cell Bottle removed from 1est ceII Weight of | Mass of Time elapsed M/Mo  Cumulative|lodide Conc|
Number dry wet Date Time (hr) l Time (min) Date | Time (hr} | [ Time (min)| Water (g) |lodide (mg)| since start (days) | In Sample Mass (mg) (mag/L)
39586 35911 | 45719 | 5/25/99 n/a n/a | nfa nfa n/a 9.808 nfa | | 1.00 —

16649 | 35500 | 323.389 | 5/25/99 10 48 5/25/99 16 | 50 287.889 125.4 0.26 0.86 125.4 434.5
95024 | 101.739 | 883.956 | 5/25/99 16 50 | 5/26/99 8 - 10 782.217 36.6 0.80 0.81 161.9 | 46.6
62370 35.826 | 335.239 | 5/26/99 8 | 10 | 5/26/89 | 14 9 299.413 | 10.8 115 0.80 172.7 36.0
45861 35.884 | 181.181 5/26/99 14 9 5/26/99 17 11 145297 | 7.9 1.28 0.79 180.6 54.4
33843 | 109.005 | 720.642 @ 5/26/99 17 ___A1 5/27/99 17w | 25 611.637 29.1 2.28 B 0.76 209.7 47 .4
37355 | 103.968 | 697.806 @ 5/27/99 | 17 25 . 5/28/99 16 1 | 493.838 143 | 324 | 074 224.0 28.9
61020 | 103.714 | 559.196 | 5/28/99 16 17 | 5/29/99 16 20 | 455,482 12.4 4.24 0.73 236.4 271
39213 | 103.905 | 931.002 | 5/29/99 | 16 20 5/31/99 12 0 827.097 : 17.0 6.06 0.71 253.4 20.5
41069 | 103.579 | 706.612 | 5/31/99 12 0 5/1/99 18 0 603.033 | 57 | ity . 070 | 2591 9.40
98731 | 103.360 | 793,706 | 6/1/99 18 0 6/3/99 10 56 690.346 4.2 9.01 0.70 263.2 6.03
53854 66.154 | 579.467 | 6/3/99 10 56 | 6/4/99 | 12 30 513.313 | 2.8 10.08 0.70 266.1 552 |
72090 35.933 69654 | 6/4/99 12 30 | 6/4/99 16 11 _33.721 0.1 ~10.23 0.70 266.2 2.92
36925 | 103.368 | 858.366 | 6/4/99 16 g3 6/7/99 17 25 754.998 T 13.28 0.69 273.9 10.2
24131 103.347 | 577.308 | 6/7/99 7 25 | &/9/99 | 17 41 473.961 | 4.8 15.30 0.68 278.7 102 |
90842 | 103.172 | 479.751 | 6/9/99 F 41 6/11/99 | 10 | 0 376579 | 26 16.98 0.68 281.3 6.88
34024 | 103.296 | 908.330  &/11/99 | 10 0 6/14/99 18 32 805.034 2.8 20.33 0.67 - 2841 3.49
11043 | 68212 | 269.861 | 6/14/99 | 18 | 32 6/16/99 | 17 AT 201.649 2.2 2228 067 286.3 109
62648 68.378 | 518.357 | 6/16/99 17 17 6/18/99 11 35  449.979 71 24.04 0.66 293.5 15.8
56268 | 103.368 | 997.702 | 6/18/99 11 35 6/21/99 17 36 894.334 3.5 27.29 066 | 2969 | 3.87
19460 | 103.233 | 670.688 | 6/21/99 | 17 36 | 6/23/99 16 13 567.455 | 36 29.23 066 | 3006 | 6.35
93848 | 103.020 | 648.376 | 6/23/99 | 16 13 6/25/99 11 55 545.356 141 31.06 0.65 301.6 198 |
20615 | 102.903 | 1004.820| 6/25/99 11 55 6/28/99 11 | 47 901.917 03 34.05 0.65 302.0 0.366
49785 | 102.000 | 759.773 | 6/28/99 _ ik 47 | 6/30/99 16 33 _i___65?.7?3 03 36.25 065 | 3022 | 0.396
67308 | 103.046 | 680.541 | 6/30/99 16 33 712199 14 | 52 577.495 0.2 38.18 065 | 3025 | 0382
26347 | 103.137 | 960.630 | 7/2/99 | 14 52 7/5/99 | 12 | 45 | 857.4983 | 03 41.09 0.65 302.8 0.384
31596 68.597 | 397.280 | 7/5/99 12 45 716/99 14 | 37 328.683 0.1 4217 0.65 302.9 0.276 |
65637 103.182 | 698.353 | 7/6/99 14 37 | 7/8/99 15 | 3 | 595171 | 0.1 44.19 0.65 303.0 0.233
52834 = 102.421 1006.245 7/8/99 15 3 | 712/99 17 4 | 903.824 | 0.3 48.27 0.65 303.3 0.301
5800 101.826 | 738.072  7/12/99 | 17 4 | 7115099 16 2 636.246 0.2 51.23 0.65 3035 | 0343
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' Bottle

[KC1c-FF

!
-

. ﬁass of

Iodide Conc.

Weight (with cap) (g) Bottle attached to test cell | Bottle removed from test cell | Weight of Time elapsed | M/Mo |Cumulative
Number dry wet  fte (mm/dd/ Time (hr) | Time (min) te (mm/dd) Time (hr) Time (min)| Water (g) |lodide (mg)| since start (days) | In Sarl‘:_j:)le Mass (mg) (ma/L)
94341 | 101.852 | 779.149 | 7/15/99 16 | 2 | 719/99 14 | 59 B677.297 01 55.18 | 065 303.6 0.180
19438 | 102.361 | 892.491 | 7/19/99 14 59 7/23/199 13 | 36 790.130 0.0 59.13 | 0.65 303.7 0.053
7993 102,490 | 834.816 | 7/23/99 | 13 36 | 7/29/99 16 4 732.326 01 65.23 0.65 303.8 0.164
24392 | 102.862 584.595 | 7/29/99 16 4 8/2/99 14 34 481.733 0.1 69.17 065 | 3039 0.181
23229 | 102.087 | 919.746 | 8/2/99 @ 14 34 8/9/99 11 44 817.659 0.1 76.05 0.65 304.0 0.135
33562 | 102.864 | 971.955 | 8/9/99 | 11 44 8M16/99 | 15 | 30 | 869.091 | 00 8320 0.65 304.0 0.037
81645 | 102.835 | 466.542 | 8/16/99 15 30 8/19/99 | 15 35 | 33707 | 00 ~ 86.21 0.65 304.0 0
51725 | 103.072 | 800.037 | 8/19/99 153 - 35 | 8/25/99 10 40 696.965 0.0 92.00 0.65 304.0 0
31557 | 103.219 | 829.975 | 8/25/99 | 10 ' 40 | 8/31/99 | 107 __ ... 68 .| Z26IE56: [ 00 98.02 0.65 304.0 0
15589 | 102.880 | 966.952 | 8/31/99 10 58 9/7/99 15 0 | 864072 | 00 105.18 0.65 304.0 0
63883 | 102.920 | 942.300 | 9/7/99 15 | 0 9/14/99 13 47 839.380 0.0 112.13 0.65 304.0 0
9237 | 102.678 | 1081.680| 9/14/99 13 47 9/23/99 10 42 979.002 | 0.0 ~121.00 0.65 304.0 0
29703 | 102.671 | 385613 | 9/23/99 10 42 9/29/99 | M 29 | 282942 | 02 ~ 127.04 0.65 304.2 0.724
1833 | 102.796 | 780.467 | 9/29/99 | 11 | 29 10/13/99 | 15 24 677.671 0.1 141.20 0.65 304.3 0.169
| 32195 | 102.560 | 713.578 | 10/13/99 | 15 24 10!27;’991' i CO 58 | 611.018 0.3 155.06 0.65 3046 | 0.445
97494  103.017 | 742.731 | 10/27/99 11 58 11/10/99 11 45 [ 639.714 02 169.05 0.65 304.8 0.249
90785 @ 102.285 | 748.762 | 11/10/99 | 11 45 11/24/99 11 51 646.477 0.2 183.05 0.65 305.0 | 0369
20185 | 103.113 | 770.166 | 11/24/99 | 11 51 12/8/99 18 0 667.053 0.2 197.31 065 305.2 0.249
58375 65.510 | 306.402 | 12/8/99 | 18 0 12/13/99 13 1 240.892 0.0 202.10 0.65 305.2 0.117
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KC1a-alt |

B Total Expected Mass (mg) 232.0

Date Experiment Started 5/25/99 ai l % Mass Recovery| 4.78%

Time Experiment Started 1:40 PM o o | Total Mass Recovered to date (mg)|  11.1

| Time (minutes) between start of experiment and bottle attachemy 17 | | Expected Initial Concentration of | (mg/L) 76300

Note | concentration of 0 indicated a concentration below the detection limit of 0.005 mg/L 3 | l Expected Porosity of Sample| 0.032 _

Shaded Areas indicate estimates | Volume of Sample (em"3) 95
Bottle |Weight (with cap) (g) l Bottle attached to test cell | Bottle removed from test cell | Weight of | Mass of Time elapsed | M/Mo | Cumulative lodide Conc.
Number dry wet Date  Time (hr) [Time (min) Date | Time (hr) Time (min)l Water (g) |lodide (mg)| since start (days) | In Sample | Mass (mg) (ma/L)
7697 | 37513 | 41623 | 5/25/99 | n/a n/a n/a nla | nfa | 4110 | 1.00 | pies
68656 | 37.561 | 245015 | 5/25/99 13 57 5/25/99 17 45 207.454 27.7 0.17 | o088 | 277 133 |
12312 | 102,208 | 959.792 | 5/25/99 17 45 5/26/99 8 37 | 857584 | 144 0.79 0.82 421 | 16.8 |
61804 | 37.421 | 335.530 | 5/26/99 8 37 | 5/26/99 14 10 . 298.109 2.3 1.02 0.81 44.4 7.54
76298 | 37.563 | 185.804 | 5/26/99 14 10 5/26/99 17 38 | 148.241 1.5 1.17 0.80 45.9 10.4
91900 | 108.923 | 831.901 | 5/26/99 17 38 | 5/27/99 (i 48 722.978 7.7 207 0.77 53.6 10.6
48988 | 103.613 | 679.322 | 5/27/99 17 48 5/28/99 16 43 575.709 4.0 3.13 0.75 57.5 6.86
38695 | 104.016 | 601.909 | 5/28/99 16 43 | 5/29/199 | 16 20 497.883 3.0 4.11 0.74 60.5 5.97
9658 | 103.515 | 1065.420 | 5/29/99 16 20 5/31/99 | 12 21 | 961.905 4.4 5.85 0.72 ~B5.0 461 |
33981 | 103.321 | 719.503 | 5/31/99 12 21 6/1/99 = 18 0 | 616182 | 3.1 7.18 0.71 68.1 5.040
72698  103.923 | 902.432 6/1/99 18 0 6/3/99 11 27 798.509 2.3 8.91 070 | 704 - 287
75206 | 66472 | 615509 | 6/3/99 | 11 27 6/4/99 12 28 | 549037 | 15 9.85 0.69 718 272
23377 | 37.403 | 98635 | 6/4/99 | 12 28 6/4/99 16 3 | 61.232 0.2 10,12 . 069 72.1 3.07
44782 1_04.?8_2__'_ 920.890 6/4/99 16 36 6/7/99 17 57 | 816,108 3.6 1318 | 067 75.6 4.32
76190 | 103.513 | 627.445 | 6/7/99 1 17 57 6/9/99 18 13 | 523932 | 17 15.19 0.67 77.3 3.18
44349 | 103.359 | 519.040 6/9/89 =~ 18 13 6/11/99 10 0 | 415681 1.0 16.85 0.66 78.2 2.33
85171 | 103.607 | 987.385 | 6/11/99 10 0 6/14/99 18 58 883.778 2.0 20.22 0.65 80.3 229
7106 | B7.131 | 380.738 | 6/14/99 = 18 | 58 6/16/99 17 41 313.607 | 1.8 2217 0.65 82.0 5.63
79420 | 68.055 | 556.479 | 6/16/99 17 41 6/18/99 12 0 488.424 0.7 23.93 064 828 1.53
26892 | 103.950 | 1076240 6/18/99 | 12 | 0 | 6/1/99 | 17 59 | 972290 09 27.18 0.64 83.7 0.967
27225 | 103.099 | 724 .640 | 6/21/99 17 59 6/23/99 16 40 6521.541 1.9 29.13 | 0.3 856 298 |
26741 | 102,809 | 685.549 @ 6/23/99 16 | 40 | B/25/99 | 12 | 17 582740 | 07 30.94 0.63 86.3 1.16
39122 | 102.172 | 1067.770 | 6/25/99 12 17 6/28/99 12 16 965.598 | 0.6 33.94 063 | 8638 0.579

| 74478 | 102.388 | 810.921 | 6/28/99 | 12 16 | 6/30/99 16 | 58  708.533 | 0.3 36.14 062 | 871 0.370
17341 | 103.048 | 709.240 | 6/30/99 16 59 712199 15 : 16 | 606.192 0.2 38.07 0.62 87.2 0.253
49256 | 102.078 | 1015.880  7/2/99 16 16 7/5/99 12 46 913.802 02 40.96 - 062 874 | 0.221

| 657589 | 68.285 | 416.786 | 7/5/99 12 46 7/6/99 15 3 348501 | 01 42.06 0.62 87.5 0.266
10359 | 103.031 | 735.032 | 7/6/99 15 3 7/8/99 15 16 632.001 0.1 44.07 082 | 876 0.191
87222 | 103.076 | 1072.690 | 7/8/99 15 16 7/12/99 17 26 969.614 0.2 48.16 062 | 87.8 0.172
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. | I S— . | | - . . —
Bottle |Weight (with cap) (g) Bottle attached to test cell | Bottle removed from test cell | Weight of | Mass of | Time elapsed M/Mo | Cumulative |lodide Conc.
Number dry wet Date | Time_(_hr}iTime (min), Date | Time (hr) | Time (min)| Water (g) |lodide (mg) since start (days) | In Sample  Mass (mg) {mg/L)

8612 | 102.268 | 780.931 | 7/12/99 @ 17 26 7/15/99 16 38 | 678.663 0.0 5112 | 062 i 878 |
64037 | 102.302 | 802.215 | 7/15/99 | 16 38 7/19/99 | 15 | 26 699.913 0.2 55.07 0.62 ~ 88.0 0.320
62177 | 102.268 | 935.138 | 7/19/99 15 26 7123199 13 36 | 832.870 0.0 59.00 062 | 88.0 o
36281 | 102.430 | 872.323 | 7/23/99 | 13 36 7/29/99 | 16 45 769.893 0.0 65.13 062 | 88.0 0.014
23903 | 102.007 !_60?.?48 7129199 16 45 | 8/2/99 | 15 8 | 505741 0.0 69.06 0.62 88.1 0.023
92795 | 103.234 | 960.937 | 8/2/99 15 8 | 8/9/99 12 15 857.703 0.0 75.94 0.62 88.1 0
32166 | 102.457 | 1012.760 | 8/9/99 12 15 | 8/16/99 15 30 910.303 0.0 8308 0.62 88.1
62996 | 103,528 | 483.800 | 8/16/99 15 30 8/19/99 16 14 380272 | 00 86.11 0.62 86.1 0
| 1852 | 103.576 | 832.813 | 8/19/99 16 14 | 8/25/99 10 40 729.237 0.0 91.88 0.62 88.1 0.044
14838 | 102.546 | 861.772 | 8/25/99 10 40 8/31/99 10 59 | 759226 | 01 | = 97.89 0.62 88.1 0.069
60164 | 103.149 | 1003.800 | 8/31/99 10 59 9/7/99 14 30 900651 | 0.0 105.03 0.62 88.2 0.019
31540 | 103.331 | 977.056 | 9/7/99 14 30 9/14/99 14 20 873.725 0.0 112.03 0.62 88.2 0.000
| 4689 | 102182 | 1121.600 | 9/14/99 | 14 | 20 |9/23/99| 10 | 43 | 1019418 0.0 120.88 0.62 88.2 0.000
27833 | 103.255 | 399.937 | 9/23/99 | 10 43 9/29/99 12 9 | 296.682 0.5 126.94 0.62 88.7 1.85
88076 | 103.147 | 803.796 = 9/29/9% = 12 9 | 10M13/99 16 9 | 700.649 0.7 141.10 061 | 89.4 0.973
5020 | 102430 | 735977 | 10/13/99 | 16 | 9 1002799 11 56 | 633538 | 05 | 15493 | 061 | 899 | 0738
38464 | 102,448 | 763.084 | 10/27/99 11 56 11/10/99 11 44 660.636 D3 .. _[________168,92 0.61 90.2 0.448
86667 | 102.235 | 768.015 | 11/10/99 11 44 11/24/99 11 51 665.780 oz | 182.92 et 90 | D26
40931 | 102.369 | 787.532 | 11/24/99 11 | 51 [ 12/8/99| 18 0 685163 | 04 | = 19718 0.61 90.7 0.522
92202  B66.173 | 315.442 | 12/8/99 18 J 0 12/13/99 13 1 249.269 0.1 I 201.97 0.61 90.8 0.389
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KC1a-unalt ‘ | - __i___ IS ' Total Expected Mass (mg)l 310.3

Date Experiment Started 5/25/99 | _ B ) R % Mass Recovery| 4.93%

Time Experiment Started 1:40 PM L Total Mass Recovered to date (mg) 15.3

Time (minutes) between start of experiment and bottleal 18 | Expected Initial Concentration of | (mg/L)| 76300

Note | concentration of 0 indicated a concentration below the detection limit of 0.005 mg/L - Expected Porosity of Sample|  0.031

Shaded Areas indicate estimates | ) 1 N N Volume of Sample (cm”*3)| 131.2 |

| L - _ )

Bottle |Weight (with cap) (a) Bottle attached to test cell | Bottle removed from test cell | Weight of | Mass of Time elapsed M/Mo | Cumulative lodide Conc
Number dry wet Date |Time (hr)| Time (min} Date  Time (hr}| Time (min) | Water (g) |lodide (mg) since start (days) |In Sample Mass (mg) _ (mg/L)
53067 @ 37.828 42.525 | 5/25/99 n/a n/a nfa | n/a n/a 4697 | N —— 1.00
90874 = 37.414 173.608 5/25/99 13 58 5/25/99 17 44 136.194 8.7 0.17 0.97 8.7 64.1
70384 | 102.816 | 962.929 5/25/99 17 | 44 | 5/26/99 8 37 860.113 10 | 079 | 097 938 ~1.18
55292 | 35.860 335.067 | 5/26/99 8 37 5/26/89 | 14 11 299.207 03 | 102 0.97 100 | 0.851

97204 | 37.515 222.894 5/26/99 14 11 | 5/26/99 17 37 185.379 0.1 1.16 0.97 102 | 0.776
50258 | 109.481 797.416 | 5/26/99 | 17 f 37 5/27/99 17 49 687.935 0.6 217 0.97 107 0.841
98362 | 103.875 | 652513 | 5/27/99 | 17 | 49 | 5/28/89 16 43 548.638 02 | 313 | 096 10.9 0.280

18753 | 103.881 590.402 5/28/99 16 43 5/29/89 16 20 486.521 0.1 4.11 0.96 11.0 0.156
61678 | 103.262 | 1046.990 = 5/29/99 16 20 | 5/31/99 12 21 943.728 0.1 5.95 | 096 111 | 0.094
21517 | 103.137 | 755378 | 5/31/99 | 12 ﬂ____;_ 6/1/99 18 0 652.241 0.0 7.8 0.96 11:1 0.045

48782 | 103.304 897.700 | 6/1/99 18 0 6/3/99 11 29 794.396 0.0 8.91 0.96 114 0.032
93665 | 66.090 602.782 | 6/3/99 | 11 29 6/4/99 12 19 536.692 0.0 - 9.94 0.96 11.1 0
73957 | 35754 = 106.934 6/4/99 | 12 19 6/4/99 16 37 71.180 0.0 10.12 0.96 1.1 0

| 17712 | 103.404 | 919.880 6/4/99 16 37 B/7/99 17 58 816.476 0.0 13.18 0.96 14:1 0
35668 | 103.429  629.115 6/7/99 17 58 6/9/99 18 14 525.686 0.0 ~15.19 0.96 149 0
88078 | 103.992  522.154 6/9/99 18 14 6/11/99 | 10 0 | 418.162 0.0 16.85 0.96 2 i 0
74307 | 103.608 | 993.578 6/11/99 10 0 6/14/89 18 59 889.970 0.0 20.22 0.96 11:1 0
12556 | 6€6.730 382.802 6/14/99 18 59 | 6M16/99 | 17 42 316.072 | 00 | = 2217 | 086 | 111 0
41471 | 68.669 = 560.293 | 6/16/99 | 17 42 6/18/98 | 11 | 58 | 491.624 0.0 23.93 . 096 11.1 0
28964 | 103.132 = 1083.080 | 6/18/99 11 59 6/21/99 17 58 979.948 0.0 2718 . b9 | 111 0
71095 | 103.269 | 729.839 | 6/21/93 | 17 | 58 | 6/23/99 | 16 | 41 | 626570 0.0 29.13 0.96 11.1 0
80078 | 103.386 | 691.858 6/23/99 16 41 6/25/99 | 12 17 | 588.472 0.0 3094 0:86: | - A 0
17601  102.100 | 1078.970 | 6/25/99 -12 i 6/28/99 12 15 | 976.870 0.0 33.94 | 0s%6 | 111 0
93636 | 102.246 | 817.355 | 6/28/99 12 15 6/30/99 @ 16 | 58 | 715109 | 0.0 . 36.14 0.96 1.1 0

9640 | 102.412 | 718.689 6/30/99 16 58 712199 15 16 616.277 0.0 38.07 | 0.96 1.1 0
40168 | 101.970 | 1031.600 712/99 15 16 | 7/5/99 | 12 47 929.630 0.0 40.96 0.96 1.1 0
48643 | 68.979 423.399 7/5/99 12 47 7/6/99 15 2 354.420 0.0 42.06 0.96 I I 0
4442 | 102.342 | 745797 | 7/6/99 _15 2 7/8/99 15 16 | 643.455 0.0 44.07 0.96 111 | 0.006
1801 102.970 | 1093.310 7/8/99 15 16 7/12/99 17 26 990.340 0.0 48.16 __Q_._Q_(_S____1_1__l__!__ _
67853 | 103.158 | 796.096 7/12/99 17 26 7/15/99 16 39 692.938 0.0 51.12 0.96 11.1 0
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KC1aIunaIt

attached to test cell

lodide Conc]

Bottle i\af‘u’eight (with cap) (g) Bottle Bottle removed from test cell | Weight of | Mass of Time elapsed M/Mo  |Cumulative
Number dry | wet Date Time (hr)| Time (min) . Date  Time (hr) Time (min) | Water (g) |lodide (mg) since start (days)  In Sample| Mass (mg) (mg/L)
23485 | 102.358 816.699 7/15/99 16 39 | 7118/99 15 27 | 714.341 0.0 55.07 0.96 121 0
41870 | 102.111 954215 | 7/19/99 15 27 7123/99 13 36 852.104 0.8 ~59.00 0.96 11.9 0.952 |
26659 | 102.986 889.861 7123199 13 36 7129/99 16 | 44 786.875 0.0 - 65.13 0.96 11.9 0
91865 | 102253 | 618.388 7/29/99 | 16 44 8/2/99 15 8 . 516.135 0.0 69.06 0.96 11.9 0
19048 | 103.248 979.924 8/2/99 15 8 8/9/99 12 15 876.676 0.0 7594 0.96 11.8 0
66673 | 102.672 | 1032.910 | 8/9/99 12 __18 8/16/99 15 30 | 930.238 0.0 ~ 83.08 0.96 11.9 0o ]
79253 | 103.533 | 491.999 8/16/99 15 30 8/19/99 16 14 | 388466 | 0.0 86.11 0.96 1.8 | 0
99660 | 103.495 848.194 8/19/99 16 14 8/25/99 10 40 744.699 | 0.0 91.88 0.96 118 L.
97921 | 102.888 | 877.860 8/25/99 10 40 | 8/31/99 11 o | 774972 | 0.0 97.89 0.96 11.9 0
91770 | 102.819 | 1025.840 | 8/31/99 11 0 - 9/7/89 14 30 | 923.021 | 0.1 105.03 0.96 121 |

62465 | 103.599 999.225 9/7/99 14 1 30 1 9/14/99 14 20 | 895.626 0.0 112.03 0.96 12.1 B

2615 102,711 | 1147.780 | 9/14/99 | 14 20 923199 | 10 43 1045.069 | 0.0 120.88 0.96 12.1

72202 | 102.642 | 406.728 9/23/99 10 43 9/29/98 | 12 9 304.086 _! 0.0 126.94 0.96 12.1 .024
35915 | 102.243 822.332 9/29/99 12 9 10/13/99 | 16 9 720.089 0.0 141.10 096 12.1 o0
88950 | 102.404 766.223 | 10/M13/99 | 16 | 9 | 10/27/99 | 11 | 56 | 653.819 0.0 154.93 0.96 12.1 0
11080 | 102.301 | 783.282 | 10/27/99 12 56 | 11/10/99 11 44 680981 | 0.0 168.92 0.96 1250 . 0
28553 | 102.429 790.724 | 11/10/99 11 44 11/24/99 11 51 688.295 0.0 182.92 0.96 125 0
26914 | 102.497 | 812.190 | 11/24/99 11 51 12/8/99 | 18 0 | 709.693 0.1 197.18 0.96 12.2 0.197
90026 65.377 322.299 12/8/99 18 0 12/13/99 13 1 | 256,922 33 201.97 0.95 153 12.0
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