
ORNIJTM-13750

Developing A CD-CBM Anticipatory
Approach For Cavitation -

Defining A Model-Based
Descriptor Consistent

Across Processes

Phase I Final Report
Context-Dependent Prognostics and Health Assessment:

A New Paradigm for Condition-based Maintenance
SBIR Topic No. N98-114

Glenn O. Allgood
Stephen W. Kercel
William B. Dress Jr.



This reporl has been reproduced from the best available copy.

Reports are available to the public from the following source.
National Technical Information Service
5285 Port Royal Road
Springfield, VA 22161
Telephone 703-605-6000 (1-800-553-6847)
TDD 703-487-4639
Fax 703-605-6900
E-mail orders@ ntis.fedworld.gov
Web site http://w.ntis.gov/ordering.htm

Reports are available to U.S. Department of Energy (DOE) employees, DOE contractors, Energy
Technology Data Exchange (ETDE) representatives, and International Nuclear Information System
(IN IS) representatives from the following source.

Office of Scientific and Technical Information
P.O. BOX62
Oak Ridge, TN 37831
Telephone 423-576-6401
Fax 423-576-5728
E-mail reports @adonis.osti.gov
Web site http:llwww.osti. govlproductslsources. html

Reports produced after January 1, 1996, are generally available via the DOE Information Bridge.
Web site http:hvww.doe.govlbridge

●

.

.

. I



DISCLAIMER

This report was prepared as an account of work sponsored

byanagency of the United States Government. Neither the

United States Government nor any agency thereof, nor any

of their employees, make any warranty, express or implied,

or assumes any legal liability or responsibility for the

accuracy, completeness, or usefulness of any information,

apparatus, product, or process disclosed, or represents that
its use would not infringe privately owned rights. Reference

herein to any specific commercial product, process, or

service by trade name, trademark, manufacturer, or

otherwise does not necessarily constitute or imply its

endorsement, recommendation, or favoring by the United

States Government or any agency thereof. The views and

opinions of authors expressed herein do not necessarily

state or reflect those of the United States Government or

any agency thereof.



DISCLAIMER

Portions of this document may be illegible
in electronic image products. Images are
produced from the best available
document.

original



oRNL/-rM-l375o

Instrumentation and Controls Division

DEVELOPING A CD-CBM ANTICIPATORY APPROACH
FOR CAVITATION – DEFINING A MODEL-BASED
DESCRIPTOR CONSISTENT ACROSS PROCESSES

Phase I Final Report
Context-Dependent Prognostics And Health Assessment:

A New Paradigm For Condition-Based Maintenance
SBIR Topic No.N98-114

Glenn O. Allgood
Stephen W. Kercel

WNiam B. Dress Jr.

Date Published—June 1999

Prepared by the
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37831-6202
Managed by

LOCKHEED MARTIN ENERGY RESEARCH CORP.
For the

US DEPARTMENT OF ENERGY
Under contract DE-AC05-960R22464



CONTENTS

LIST OF FIGURES ............................................................................................................................................................ii

OBJECTIVE ........................................................................................................................................................................1

FORMULATION ................................................................................................................................................................1

PREVIOUS WORK ............................................................................................................................................................2

TRIBOWGY........................................................................................................................................................................ 2
VIBRATIONANfiYSIS ....................................................................................................................................................... 2
TM3RhK3GRAPIiy............................................................................................................................................................... 2

ROUGH HEURISTICS ......................................................................................................................................................2

MODEL-BASED ANALYSIS ...........................................................................................................................................3

FEATURES OF IMPENDING CAVITATION (THEORY) ........................................................................................3

MODEL-BASED ANALYSIS ...........................................................................................................................................7

WcIpATORy SysT13Ms..................................................................................................................................................7
BAYESIANPARAMETER~~~~ON ................................................................................................................................7
MODELINGTHEONSETOFCAVITATION...........................................................................................................................7

PROOF-OF-CONCEPT: EXPERIMENT AND ANALYSIS .......................................................................................8

PRELIMINARYSYSTEMSANALYSISANDOPERATIONALSURWY.................................................................................. 10
DEFINEANDDEVELOPPROCESSFEATUREVECTORSFORPUMPS................................................................................. 10
DEVELOPANDDEPLOYABASELINEPROOF-OF-CONCEPTCONTEXT-DEPENDENTMONITORINGSYSTEM.................. 11

Experimental Data: Broadband Sensors ................................................................................................................... 11
E~erimental Data: Narrowbati Sensors ................................................................................................................. 22

PRELIMINARY EXPERIMENTAL ANALYSIS ........................................................................................................33

GENERICPROBABILITYFUNCTIONFORINTEGRATIONOVERLOCATIONPARAMETERS............................................... 33

CONCLUSIONS ................................................................................................................................................................40

PRELIMINARYSYSTEMSANALYSISANDOPERATIONALSuRwY ..................................................................................4O
DEFINEANDDEVELOPFEATUREVECTORSFORSELECTEDPuMP.................................................................................4O
DEVELOPANDDEPLOYABASELINEPROOF-OF-CONCEPTCONTEXT-DEPENDENTMONITORINGSYSTEM.................41
CONCLUSIONSANDRECOMMENDATIONSFORPHASEII BASEDONRNDINGS..............................................................4l

REFERENCES ..................................................................................................................................................................42

DISTRIBUTION ...............................................................................................................................................................43

i



LIST OF FIGURES ‘-

FIGUREI. ORNL STANDARDFLOWLOOPUSEDINCAVITATIONSTUDIES.......................................................................8
FIGURE2. VENTURISPOOLPIECEDESIGNUSEDTOAFFECTCAVITATIONINTHEORNL FLOWLOOP..............................9
FIGURE3. VENTURISPOOLPIECEINSERTEDINTOORNLFLOWLOOP.............................................................................9
FIGuRE4.ULTRASONICPROBESONVENTURITUBEMouNTs........................................................................................ 10
FIGURES.NOISEFROMBROADBANDsENSORs..............................................................................................................12
FIGURE6. BROADBANDSENSORSFLOWRATE:5 GPM...................................................................................................l2
FIGURE7. BROADBANDSENSORSFLOWRATE:12 GPM.................................................................................................l3
FIGURE8. BROADBANDSENSORSFLOWRATE:13 GPM................................................................................................. 13
FIGURE9. BROADBANDSENSORSFLOWRATE14 GPM................................................................................................. 14
FIGURE10. BROADBANDSENSORSFLOWRATE:15 GPM...............................................................................................l4
FIGURE11. BROADBANDSENSORSFLOWRATE16 GPM............................................................................................... 15
FIGURE12. BROADBANDSENSORSFLOWRATE:17 GPM............................................................................................... 15
FIGURE13. BROADBANDSENSORSFLOWRATE:18GPM............................................................................................... 16
FIGURE14. BROADBANDSENSORSFLOWRATE19 GPM............................................................................................... 16
FIGURE15. BROADBANDSENSORSFLOWRATE:20 GPM...............................................................................................17
FIGURE16. BROADBANDSENSORSFLOWRATE:25 GPM............................................................................................... 17
FIGURE17. BROADBANDSENSORSFLOWRAT%:24 GPM............................................................................................... 18
FIGURE18. BROADBANDSENSORSFLOWRATE:23GPM............................................................................................... 18
FIGURE19. BROADBANDSENSORSFLOWRATE:22GPM...............................................................................................l9
FIGURE20. BROADBANDSENSORSFLOWRATE:21 GPM............................................................................................... 19
FIGURE21. BROADBANDSENSORSFLOWRATE20 GpM...............................................................................................2O
FIGURE22. BROADBANDSENSORSFLOWRATE:19 GPM...............................................................................................2O
FIGURE23. BROADBANDSENSORSFLOWRATE:18 GPM...............................................................................................2l
FIGURE24.BROADBANDSENSORSFLOWRATE:17 GPM...............................................................................................2l
FIGURE25. BROADBANDSENSORSFLOWRATE:12 GPM...............................................................................................22
FIGURE26. BROADBANDSENSORSFLOWRATE:OGPM.................................................................................................22
FIGURE27. NOISEFROMNARROWBANDsENsoRs.........................................................................................................23
FIGURE28. NARROWBANDSENSORSFLOWRATE12GPM............................................................................................23
FIGURE29. NARROWBANDSENSORSFLOWRATE:13GPM............................................................................................24
FIGURE30.NARROWBANDSENSORSFLOWRATE14 GPM............................................................................................24
FIGURE31.NARROWBANDSENSORSFLOWRATE:15 GPM............................................................................................25
FIGURE32. NARROWBANDSENSORSFLOWRATE:16 GPM............................................................................................25
FIGURE33. NARROWBANDSENSORSFLOWRATE:17 GPM............................................................................................26
FIGURE34. NARROWBANDSENSORSFLOWRATE18 GPM............................................................................................26
FIGURE35. NARROWBANDSENSORSFLOWRATE19GPM............................................................................................27
FIGURE36. NARROWBANDSENSORSFLOWRATE20 GPM............................................................................................27
FIGURE37. NARROWBANDSENSORSFLOWRATE25 GPM............................................................................................28
FIGURE38.NARROWBANDSENSORSFLOWRATE30 GPM............................................................................................28
FIGURE39. NARROWBANDSENSORSFLOWRATE19 GPM............................................................................................29
FIGURE40. NARROWBANDSENSORSFLOWRATE:18 GPM............................................................................................29
FIGURE41. NARROWBANDSENSORSFLOWRATE:17 GPM............................................................................................3O
FIGURE42. NARROWBANDSENSORSFLOWRATE16 GPM............................................................................................3O
FIGURE43. NARROWBANDSENSORSFLOWRATE15 GPM............................................................................................3l
~GURE44. NARROWBANDSENSORSFLOWRATE14GPM............................................................................................3l
FIGURE45. NARROWBANDSENSORSFLOWRATE13 GPM............................................................................................32
FIGURE46. NARROWBANDSENSORSFLOWRATE:12GPM............................................................................................32
FIGURE47. ~ SIGNATUREAT30GPM.........................................................................................................................34
~GURE48. FTITEDUNDAMPEDCHIRPMODELCOMPAREDTOOBSERVEDDATA............................................................34
FIGURE49. FITTEDDAMPEDCHIRPMODEL(RED)COMPAREDTOOBSERVEDDATA(BLUE)..........................................34
FIGURE50. SEVERALCAVITATIONEVENTSAT30 GPM.................................................................................................35
FIGURE51. LIKELIHOODOFDAMPEDCHIRPEVENTSINTHESIGNATUREINFIGURE50.................................................35
FIGURE52.FOURLIKELIESTEVENTSINmGuM50 .......................................................................................................35

ii



.

.

*

FIGURE53. SEVERALCAVITATIONEVENTSAT20 GPM.................................................................................................36
FIGURE54. LIKELIHOODOFDAMPEDCHIRPEVENTSINTHESIGNATUREINFIGURE53. ................................................36
FIGURE55. TYPICALDATASETAT17 GPM....................................................................................................................36
FIGURE56. LIKELIHOODOFDAMPEDCHIRPEVENTSINTHESIGNATUREINFIGURE55.................................................36
FIGURE57. TYPICALDATASETATZEROFLOW.............................................................................................................37
FIGURE58. LIKELIHOODOF.DAMPEDCHIRPEVENTSINTHESIGNATUREINFIGURE57. ................................................37
FIGURE 59. A POSSIBLEDAMPEDCHIRPAT 17 GPM. .....................................................................................................37
FIGURE 60. LOGLIKELIHOODOFDAMPEDCHIRPAT17 GPM.........................................................................................38
FIGURE61. LIKELYDAMPEDCHIRPSAT14 GPMINNARROWBANDDATA.....................................................................38
FIGURE62. LoG LIKELIHOODOFDAMPEDCHIRPSAT14 GPM.......................................................................................39
FIGURE63. A RAREDAMPEDCHIRPAT12 GPM(NARROWBANDsENsoR). ....................................................................39
FIGURE64. LIKELIHOODOFDAMPEDCHIRPEVENTSINTHESIGNATUREINFIGURE63. ................................................4O
FIGURE65. LIKELIHOODOFNONCHIRPEVENTSINTHESIGNATUREINFIGURE63. .......................................................4O

...
111



Objective

The object of this research, and subsequent testing, was to identi& specific features of cavitation that could be used
as a model-based descriptor in a context-dependent condition-based maintenance (CD-CBM) anticipatory prognostic
and health assessment model. This descriptor is based on the physics of the phenomena, capturing the salient
features of the process dynamics. The test methodology and approach were developed to make the cavitation
features the dominant effect in the process and collected signatures. This would allow the accurate characterization
of the salient cavitation features at different operational states. By developing such an abstraction, these attributes
can be used as a general diagnostic for a system or any of its components. In this study, the particular focus will be
pumps. As many as 90~0 of pump failures are catastrophic. They seem to be operating normally and fail abruptly
without warning. This is true whether the failure is sudden hardware damage requiring repair, such as a gasket
failure, or a transition into an undesired operating mode, such as cavitation. This means that conventional diagnostic
methods fail to predkt 90~o of incipient failures and that in addressing thk problem, modeI-based methods can add
value where it is actually needed.

An important element of CD-CBM is the development and formulation of the extended process feature vector @).
This model-based descriptor encodes the specific information that describes the phenomena and its dynamics and is
formulated as a data structure consisting of several elements. The first is a descriptive model abstracting the
phenomena. An example would be a chirped-exponentially decaying sinusoitihe model tlom this study
characterizing cavitation. The second is the parameter list corresponding to the Iimctional model. Using the elements
of the cavitation model, the list would include frequency, decay rate, and chixp rate. The third is a figure of merit. A
single number between O and 1 [0,1] representing a confidence factor (probability measure) that the fictional
model and parameter list actually describes the observed data. For a given location in a given flow loop, these data
structures will be different in value but not content. The feature vector is formulated as follows: JiJ => [ <f(x,t,)>,
{parameter list}, confidence factor]. mote: This is a much more general concept of a vector than the popular
comma-delimited Iist of numbers.]

An example using the results from this study is

fi’> [<e+ @OXK+WL%), e+ sin(oXK+W??),{03=0.008, @.0056, et=-O.0009}, cRO.80]. (1)

As stated earlier, this project demonstrates a model-based approach to the characterization and detection” of
impending (or incipient) cavitation, which can lead to catastrophic failures in pumps. Catastrophe is used in the
mathematical sense. A system experiences a catastrophe when it abruptly changes, or bifurcates, to a fimdamentally
different state. Some catastrophes are reversible, such as cavitation, and can be remedied by changing the operating
point of the system. Others are irreversible, such as bearing failure, damaging the system and requiring the repair
and replacement of elements and possibly the component itself.

A reversible catastrophe was examined in this experiment. The reason for this is obvious; the same catastrophe
could be repeated to ensure the statistical significance of the data. From these, the descriptor for impending (it is
about to happen) or incipient (it just started happening) catastrophic cavitation could be identified. The key in the
experimental approach is that the same model-based strategy that detects incipient reversible catastrophes should
work for irreversible catastrophes as well. The technique is to identi~ the nonlinear differential equation that
underlies the process, locate its bii%rcation point, and observe the proximity of the present operating point to it. An
added benefit from this approach is that the data can be collected without destroying equipment or the flow loop.

Formulation

Bayesian analysis is the most effective method for extracting the usefid information (process feature vector) from
the experimental data. It should be noted that the differential equation describing a process can be obtained directly
through Bayesian analysis of experimental data and has more utility than the fimction that solves the differential
equation. The differential equation is much more than a “curve-fitted” estimate of a function. The processes of
interest are nonlinear and often do not have a solution in closed mathematical form. For example, consider the
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Lorenz equations. The solution is a function of applied energy, viscosity and several other things. The behavior is
highly periodic at low energy. As energies increase, the system becomes chaotic. There is no closed form function
that describes this behavior. However, the entire description is subsumed in the system of differential equations. The
bifurcation point can be deduced from several of the parameters of the equations and the present operating point can
be determined from observed data. All this can be done with no description of the solution except the observation
that it is whatever tlmction happens to solve the system of equations.

The direct deduction of the differential equation is future task. This work was limited to obtaining a fictional form
that constitutes an approximate solution of the differential equation, the parameters corresponding to the function,
and the probability that the analysis has led to the right answer.

Previous Work

There are a variety of sensors and their associated measurements that are used in predictive maintenance of
mechanical systems. The three most popular are tribology, vibration analysis, and thermography. All three are quite
mature from the perspective that economical and reliable sensing elements and systems are commercially available.
However, there are questions on the capability of these sensors to provide accurate measurements and estimates of
cavitation. It seems they exploit only a small fraction of the information contained in the data. Given this, the test
plan focused on using acoustic emissions (AE) measurements to extract the characterizing features of cavitation.
The following is a short description on the limitations of using tribology, vibration analysis, and thermography to
discern cavitation.

Tribology
Strictly speaking, tribology is the study of rubbing surfaces. Informally, in the predictive maintenance community,
tribology is the term used for the analysis of metal particles in oil. The idea is that by analyzing for particulate,
effects such as bearing wear can be deduced. One of the problems with this approach is that it is not a good
diagnostic of incipient failure.

Vibration Analysis
Vibration analysis is also very popular in condition monitoring of mechanical systems. A major problem with
vibration analysis is that practically everything occurring in a pump adds a component to the vibration pattern. A
major unsolved problem, then, is the extraction of the signature of a specific effect from the other vibration
mechanisms occurring at the same time. Spectral analysis attempts to deal with this problem, but real-world effects
are seldom described by isolated sinusoids.

Thermography
Thermography is the imaging of the heat pattern generated by a mechanical system. The argument is that if the
system is not operating normally, it will generate hot spots. The advantage of thermography is that it depends on
infrared detection and can be done at a standoff, without touching the machine being tested. One shortcoming with
thermography is that heat transients are comparatively slow and there is a substantial time delay between a change in
the internalconditionof a pump and the emergence of a hot spot at the exterior. This is very undesirable for a sensor
to be used for detection of incipient catastrophic failures.

Rough Heuristics

Sensor technologies for condition monitoring are fairly mature. The problem resides in the analytic approaches and
methodologies applied to the analysis on the collected data. In some instances, they are simply presented to an
operator or maintenance expert for subjective interpretation. Often, simple threshold detection is used. If a certain
measurement goes out of range, the machine is taken out of service whether there is really anything wrong with it or
not. A slightly more sophisticated approach is to use trend analysis. This is based on the idea that if the machine
keeps doing what it has been doing, then its fiture state is predictable. The problem with this reasoning is that some
60’XO-80%of the problems associated with a system are not time related but event driven. The mission and goal and
its mapping onto the operational state of the system dictates the true remaining life of the system.

“
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The fallacy with these approaches is that pumps do not keep doing what they have been doing. Pumps and pump
components seldom wear out and the state of a pump does not gradually evolve to failure. Almost all pump failures
are catastrophic; pumps abruptly start doing something very different from what they had been doing. This is the
type of failure an impending failure detection scheme must accurately predict.

Model-based Analysis

Conventional signal analysis is based on simple curve fitting and trending of vibration data. This is insufficient for
several reasons. First, it discards most of the information generated by the sensor. Second, it makes important
control and system operational decisions based on extrapolation. This will not meet the optimization demands since
it is well known that catastrophic pump failures occur frequently in practice and are not predicted by extrapolation.
There are other anecdotes that support this premise. One manager in the aerospace indust~ has stated that 85% of
aircrai-1 component failures are event driven, i.e., the failures occur in context with what the aircraft has been asked
to do in order to meet mission needs and has nothing to do with time itself. Greene and Casada note that the testing
procedures themselves can lead to pump failure? This indicates the need for anticipatory measurements.

Another widely used method of signal processing is Fourier-based spectral analysis.*J This is completely
inappropriate for pump signature analysis. Acoustic signatures of defective pumps are highly non-stationary and
Fourier analysis averages out the interesting features. It is also noteworthy that in their discussion of modeling, they
limit themselves to linear modeling. It is true that nonlinear models are more dit%cult to identify, however, nonlinear
models contain the information needed to anticipate catastrophes.

It seems that model-based analysis is completely unknown in the conventional practice of predictive or condition-
based maintenance (CBM). This was highlighted at a National Institute of Standards and Technology (NIST)
workshop on CBM (November 17, 1998) where it was identified as one of three major research areas for CBM.
Williams, et rd., have identified some of the advanced methods currently being used? As an example, they note that
neural networks are completely unsuitable for CBM. In their words: “The field of neural nets is growing rapidly and
is likely to yield usefhl results in the fiture but there is an element of ‘use it and see’ about it.” It is clear that
Williams, et al. are completely unaware of wavelet and Gabor analysis or what it could do for CBM. They show that
key acoustic diagnostic features are inherently non-stationary and see the need for something like multi-resolution
analysis. Many of the processing tricks they discuss could be more easily and effectively done by wavelet rmaly~is.

State-of-the-art diagnostic systems are based on trending, spectral analysis, and expert systems. Remarkably,
Dalhousie University, the home of formal Anticipatory System Theory, gives a professional course on Predictive
Maintenance Technology Awareness, Training. 4’s The syllabus for March 1998 made absolutely no mention of
anticipatory systems for predictive maintenance.

Features of Impending Cavitation (Theory)

If cavitation started when the minimum flow pressure dropped below the vapor pressure of the liquid, the prediction
of the inception of cavitation would be straightforward. However, many physical effects cause the actual inception
point to be further from that predicted by this criterion. One of the most troublesome is the effect of surface tension
at a nucleation site. Since the liquid can “withstand tensions below the vapor pressure, this has to be taken into
account. A microbubble of radius, RN, and surface tension, S’, containing only vapor, is in equilibrium if the liquid
pressure is p = pV – 2S7RN. The liquid pressure must fall below this critical point for cavitation to start.
Unfortunately, the liquid contains several nucleation sites having several radii. These vary with the physical
situation and the quality of the fluid.c Therefore, the onset of cavitation and its precursors must be observed directly.

one approach is to obtain the nuclei number distribution function, N(RN), such that N(RN)dRNis the number of nuclei
per unit volume with radii between RN and RN + dRN. The problem with this approach is that there is no
straightforward way to measure the nuclei distribution.7 [As an aside for a topic of future experimental research, it
may be worth considering using AE-based technologies to measure this distribution fimction.]
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Air can cause cavitation. Dissolved air will contribute to the partial pressure of the cavitation bubble. As the bubble
moves to a region of higher pressure, the vaporized liquid will condense, leaving the air bubble remaining. Air is
slow to redissolve. 7 Thus, one of the things that can go wrong with a cavitation experiment in a test loop is that the
air bubbles from the first pass are not redissolved in the loop. The return leg of the test loop must be long enough
and at high enough pressure for the air bubbles to become reabsorbed. Otherwise, the number of nucleation sites will
grow rapidly as the experiment runs. It should be noted that cavitation inception data taken without bubble
population data are practically useless. Total air content provides a good estimate of bubble population. The bubble
population typically increases with total air contents

There are several other effects that contribute to resolving the complexity of cavitation.9 The first is residence time.
The cavitation bubble takes a finite time to form. Residence time depends on pump size, flow rate and temperature,
but if the cavitation nucleus is in the region of low pressure for less than the residence time, the bubble will not
form. This has the effect of lowering the critical cavitation number. Turbulence causes localized low pressure,
significantly below the mean pressure of the flow and is often the site of incipient cavitation. This effect is
dependent on the Reynolds number, but is a separate effect from the dependency of the pressure coefficient on the
Reynolds number. Turbulence has the effect of raising the critical value of the cavitation number. Surface roughness
also creates localized low-pressure perturbations. Localized low pressure is a departure from the widely used
simpli&ing assumption that pressure is uniform at an average value through a cross section of the stream.

Due to various effects, a pump will have its minimum cavitation inception number at its design flow rate.]o In the
experiment, there is a need to run the flow loop driver pump near its design tlow rate to minimize pump cavitation.
Even after the pump cavitation bubbles collapse, their residual air bubbles will remain and could lead to excessive
nucleation sites in the venturi chamber.

Practically everything that can be said about the properties of the cavitation bubble is based on the Rayleigh-Plesset
equation.ll To find a solution for the equation is difllcuk. It is probably more computationally efficient to try to use
Bayesian methods to do a direct estimate of the coefllcients of this nonlinear differential equation than to try to
estimate parameters for its various approximate solutions. The generalized differential equation gives the
instantaneous bubble radius, R(t), in response to the driving pressure far from the bubble, pm(t).

(1) (2) (3)

~l+~v(TBJ-Pv(T-)+&Q ~ &J 3

(’L PL [)()PL T. R

(2)

I

()d2R+~ ~ 2-F%&+~.
= R—

dt2 2 dt ($ dt pLR
(4) (6)

The equation is derived based on several simpli~ing assumptions that turn out to be reasonable in practice. It
assumes a single spherical bubble in an infinite liquid domain whose remote temperature, T-, is constant in time.
There is no uniform heating of the liquid due to radiation or internal heating. Liquid density, p~, is assumed
constant. Dynamic viscosity, PL, is assumed constant and uniform. The bubble contents are homogeneous and the
temperature, TB(t), and pressure, p~(t), inside the bubble are independent of location. It is also assumed the bubble
contains a contaminant gas with a partial pressure, pGO,given a reference bubble radius ~, and temperature, T-, and
that there is negligible mass transfer between the liquid and the contaminant gas.

The driving term depends on the pressure in the liquid far from the bubble, p.(t). The remote vapor pressure of the
liquid, pvT(J, depends only on the liquid and the remote temperature. The liquid density is a property of the liquid.
The second term is the thermal term. If thermal effects are to be neglected, then TB(t) = T., and pJTB)-pv(TJ = O.
When this term is non-zero, it can greatly affect the growth rate of the bubble. The fifth term depends on the
kinematic viscosity of the liquid, vL. The sixth term depends on the surface tension of the liquid, S.

A consequence of the Rayleigh-Plesset equation is bubble instability. If the bubble radius is greater than a critical
radius, any small perturbation in pressure will cause it to grow without bound. The critical radius is approximately

.
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4S/3QIv-pm). As the pressure, pm, drops, the critical radius drops, which means that more nuclei in a given
distribution are induced to cavitate. This is why there is a rapid increase in the number of visible bubbles in a
cavitating flow as the pressure drops .12

In the most simplified case, the solution of the Rayleigh-Plesset equation will lead to an oscillating response in
which the contracting part of the bubble represents a catastrophic collapse. In reality the oscillation does not occur.
As the bubble approaches zero radius, it becomes unstable to nonspherical perturbations; it shatters into a cloud of
even smaller bubbles during the first collapse. This generates powerful shock waves that produce AE.]3 The cloud
will then expand and collapse and this will also produce powerfid shock waves.’4

The collapse of a bubble near a hard surface produces a microjet directed toward the hard surface and then a
collapsing bubble cloud. Due to its high, local pressure, the microjet emits noise and causes damage. The collapsing
remnant bubble cloud causes even more noise and damage than the microjet, although the mechanism by which it
does so is not understood.15

The natural frequency at which an isolated bubble oscillates in a quiescent liquid can also be determined from the
Rayleigh-Plesset equation.’6 This suggests the natural frequency should be between 10 kHz and 1 MHz. Acoustic
pressure varies as a second derivative of bubble volume.

For an isolated bubble, the second order nonlinear effects have been determined by Kumar and Brennen.17 The
nonlinear differential equation is Equation 4. The solution is Equation 5, as clarified by Equations 6-9. This may be
a crude model for a first try at Bayesian estimation. The bubble radius will oscillate at integral harmonics of the
excitation, if the excitation is a remote pressure, oscillating at a single harmonic fi-equency. Because the response
goes inversely with the order of the harmonic, only the first 50 harmonics contribute to the response. For weak
excitation, this model tracks fairly well with a direct numerical solution of Equation 4. More accurate solutions
appear in the literature, but this one is easily extended to bubble clouds.

RD2:+3 DR ‘+4vDR+g=~ -Px(t)+Q q 3k

–() ()

(4)
—— .—

Dr 2 Dt RDtpR p pR

(5)

(6)

3k+l+3k–1 s (8)

p,(~>j)=—
4 ~m+~~(n-j)(”+~)+~*~(n-j)

p2(.,j)=+ 1s2 ~ 2v n~
+(3k–1)~+–7(n –nj–j2)+i ——

P“b% 2ob ~b&2 ~b

(9)
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The acoustic signature of cavitation noise is broadband and has been subjected to various theoretical and
experimental investigations. It is noteworthy that practically all experimental results are reported as a power spectral
density derived from a Fourier analysis of the data. 18There appears to be no report in the literature of the fine details
in frequency resolution that could be obtained from Bayesian analysis or the transient details that would emerge
from wavelet analysis.

The conventional understanding of the character of the acoustic signature is as follows. The dominant frequency is
related to the natural frequency of the typical cavitation bubble. This is related to the size of the nucleation site, but
there are many nucleation sites and they have a distribution of sizes. There is a critical frequency, f, such that &~ =
1, where t~c= 0.915M[pJ(pm - pv)] - is the collapse time of the bubble whose most probable nucleation radius is &.
At the critical frequency, the power spectral density is highest. Well below the critical frequency, the power spectral
density increases as f’. Well above the critical frequency, the power spectral density decreases approximately as l/f2.
Different researchers have reported different results for the complex behavior near the critical frequency. [It would
be of great interest to examine this region using Bayesian analysis.]

As cavitation becomes severe, the cavitation bubbles cannot be assumed to act independently of each other.l? A
cloud of interacting bubbles forms. This is a serious concern because the collapse of the bubble cloud causes
considerably more damage than the collapse of an isolated bubble. The natural ffequency of the bubble cloud is a
fraction of the individual bubble.19 Hence, it is expected that the frequency of AE should drop as cavitation
becomes more severe. There is anecdotal evidence that this kind of behavior does occur.

It is noteworthy that in a bubbly liquid medium for natural frequencies above 200 kHz, the attenuation of the
pressure wave is about 5 dB/cm, as compared to 25 dB/cm at the average bubble natural frequency of 100 kHz.
Thus, even if the higher frequency effects may occur less commonly, they may still be as easy to observe as the low
frequency events that start out stronger. Another way to interpret this is to note that although most of the energy is
generated near the average bubble natural frequency, these bubbles act as absorbers. Energy from the collapse of
bubbles far away from the average size is smaller, but since it is not so strongly absorbed, it may be easier to
detect?”

In a bubbly flow, there is a shock wave. Viscosity will affect the properties of the shock wave and lead to damping
effects. For reasonably low void fractions, the shock wave ri~ging effect occurs at about half the natural frequency
of the isolated bubble. In the time domain, at a stationary observation point, the shock wave will be perceived as a
rising and then damped nonlinear oscillation. The shock wave contributes to the acoustic signature in cavitating
flows. Equation 9 maybe particularly relevant to the Bayesian analysis suggested for subsequent research:’

d2r 3 2

(l–ctl+ct1r3)2 r
()

~+j(l–al +ct1r3) (l–a, +3a1r3) ~

+(l–al+alr q%: :+cxl(l-al)(l-rs)

=~ r(p, – pV) .M

u: 1
,L (’ -l)+fi(r-’k-’-’;

(lo)

The situation likely to be encountered is the oscillating, flowing bubble cloud. This will have a number of modes
and a number of natural frequencies, all lower than the natural fi-equency of an isolated bubble. For a small void
fi-action, all the cloud natural frequencies will be in a narrow range just below the isolated bubble natural tlequency.
For a large void fraction, the cloud natural frequencies will occupy a large range below the bubble natural
frequency. Since damping is strong near the isolated bubble natural frequency and since the outside of the cloud
shields the rest of the world from effects inside the cloud, the dominant effect in a cloud in a damping medium is the
response at the lowest cloud natural fi-equency. Thus, the response will be seen as a large peak at the lowest cloud
natural frequency and a smaller peak at the bubble natural frequency, with the strength and frequency of the cloud
response decreasing with increasing void fraction.’g



Note that the foregoing paragraph only describes the linear effects of a bubble cloud in a flow, Other effects at
higher frequencies occur when nonlinear effects are taken into account. Harmonic cascading is the effect of
harmonics at relatively low frequencies exciting the natural tl-equencies of smaller bubbles, leading to higher
fi-equency effects. Whereas the linearized analysis of bubble cloud dynamics showed the lowest cloud natural
frequency as the dominant effect, nonlinear analysis says that the low-order harmonics of the lowest cloud natural
frequency are also strongly present. This can stimulate harmonic cascading if the fluid contains nucleation sites over
a range of small sizes. Fine resolution at high fl-equencies is needed to observe harmonic cascading. Previous
researchers typically used Fourier analysis at l/3-octave resolution to analyze experimental data.17 Bayesian
methods should dramatically reveal harmonic cascading. In addition, if the bubbles are not spherical, super-resonant
effects can occur.22

Note that the isolated bubble natural frequency is the key to understanding the expected acoustic effects of a
cavitating flow. The dktribution of sizes of nucleation sites will cause AE to be spread out about the natural
frequency of the average nucleation radius. The shock wave will produce a strong signature in the region 0.1-0.9 of
the isolated bubble natural frequency. The cloud effects will produce more energy just below the natural
frequency .17

If the strength of excitation is such that the weakly nonlinear solution applies, then the response will be one of the
following conditions. The response is subresonant if the excitation is at a frequency lower than the lowest natural
frequency of the bubble cloud. The response is transresonunt if the excitation is at a frequency higher than the
lowest natural fkequency of the bubble cloud but lower than the natural frequency of the average bubble in the cloud.
The response is super-resonant if the excitation is at a frequency higher than the natural frequency of the average
bubble in the cloud. Super-resonance response decays fairly rapidly with distance fi-om the source of excitation. It is
strongest in the center of the cloud and weakens toward the edges. 17

The harmonic cascade is predicted by Kumar.17 Harmonic cascades should be a common occurrence in practical
experiments. High-resolution frequency spectra should reveal them.n

Model-based Analysis

Anticipatory Systems
Where conventional condition monitoring analysis falls short is where an anticipatory system can provide something
genuinely valuable due to the fact that it can detect an incipient catastrophe: It emulates the mechanism by which
living creatures anticipate and avoid catastrophic dangers. An anticipatory system contains a model of itself, its
environment, and adaptive models that emulate the associative (learned) behaviors of a biological system. These
models operate faster than real-time, providing a prediction about the near Mm-e, which the anticipatory system can
use to change its own behavior to avert the catastrophe. The internal models in an anticipatory system may appear to
be quite simple, but still be able to capture catastrophic behavior.

Bayesian Parameter Estimation
The most effective available method for identifying a model from experimental data is Bayesian parameter
estimation.24 In addition to extracting the model parameters from the data, it gives a measure of the goodness of the
estimate. Most importantly for this type of application, Bayesian provides the optimal method for extracting a
signature from data when the signature is obscured by other effects. Thus, Bayesian parameter estimation provides a
practical means of determining the models for an anticipatory system from observed data.

Modeling the Onset of Cavitation
Amazingly there are many things that can go wrong with a pump and each of these can be modeled. However, a
complete model of a pump is far beyond the scope of this project. Therefore, we investigated a single effect—
cavitation.

There are several reasons for this choice. First, cavitation is a widely occurring undesirable operating condition. It
occurs abruptly and its onset is not predictable by conventional methods. In addition, to keep cavitation from
occurring, pumps are operating conservatively far horn the point at which cavitation might start. Nevertheless,
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cavitationiaeasily oontmkl by manipulating the pump iuput and output preaswm With a reliable signal wamiug
af itE onset, a cavitation mntrol @em could emable a pump to avoid oavitalion mmpletely, even if the pump
OpeIateavqnem the point Ofits onset

Thisoarmot bedhotivdydonebyoomnti “dtidkm*eHshndWo@,*tiW~.&a
comqenwofvwar andotkevolving effect% Onedthepump propemtiea thatahang- mmtimeiathepoint at
*&aoatastso@oet leotauciha aomitatiaube@na toooum. ~itisnot praotioalto make aone-timem
omaaional obaemmtion of the point efonaet af cavitation aud then assume it will xemainfixed A feature (deso@tm)
must be obaervedthat indioates that oavitationis about to ooum.

Althoughcavitation isa oatastmphio efkktj fhe physios of otitatian is reasonably dl understood A nonlinear
model of fluid djmamios that inoludee ext.caotsble psrametem of the acouatio siguatme aud tibee the onset of
Cavitation is readily wnahotable without baaio research. Thus, cmitation is an ideal effect for dmwmhdq
utility of CD-C13M anticipatory systems. Sinoe it is ostsatmphio, it ia not reliably pxediotable by oonv~~
methoda Sinoeit isv+ell underato@ snsntioipaticm model oaubefommlatd hmexpdmental data andthe
misting physioa

Proof-of-Concept: Experiment and Analysis

The pmaf-ohmoept CIXBM System (antkipstwy model) was developed and applied to a ohsmbm on a flow
loup at Oak Ridge National Laboratmy (ORNL). The flow loop (shomn in Figure 1) mbioh is used m this test and
standard oaliiation studies at ORNL is NIST qusli6ed To eliminate risk and any damage to the syst~ a veatmi
qyml piece was fhbrioated and insated into the loop. Figaxw 2 aud 3 are the spool piece and test flow loop,
respectively. Wkle andnammbmd nltrssonio pzobes memeuaedto aoquire the highkpnoyphenomena. Figme 4
ihommtherdtrasenioprobes ontheventmitube mounts.

mvti~ws-d~tiayfmtiq~nws” mshmented mith mmmlltionsl flow,
tempemtuce audpfesame sensors Sndseverslohannels of.m aealsorswith kplanoy reqymaea up to approximately
400 lcHZ (1 MS@. The o@30tive waa to show thatpremmora of osvitstian and aignstmw of inoipient and severe
om&tion odd be deteoted sndmade available to an sntioipatory system

-e 1. ORNL staudard fiowloop used in cavitation stmlies.
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-e 4. Ultrasonic probes on venturi tube mounts.

PreliminarySystemsAnalysisandOperationalSurvey
A survey of oonventiomd praotim on p- maintmm 00 led to the oonoluaion that the are many failure modes
andoperationalissues rebatedtopmnp problema. Uhdexdandingthem alliswdlbeyondthe soopeofPhasel With
this inmi@ it mm deeidedto limit the inveatigationto oavitationin geueml.

Cavitation was seleoted fm several reasom It is a problem of widespread intemat sinoe it affeots any device that
wmlea m oaltaot with fluim iuoluding pumps cavitationiaitsdfan-ed Opadllgmodefm Plmlp& But
opemting a pump at the point just below imipient oaxitation ia not. It is highly desirable and efbieut to operate a
pmlp at this state+ape&@ if the point of incipient cavitation is anticipated Ih additimq cavitation damage is a
direct oause of oataatmphio failme of fluid hndling devices If oavitathm is delicately allomed to ooour (pemhaps
beoauae an operational mntingenoy regyires it), but its swerity and dmation ae accurately monitm+ it dmuld be
practical to predict oavihtion damage and take the cavitating devioe out of aervioe just before it faik The aoourate
ddmmkdion of the remain@ life of an element that is event drhm is a oritioal opexating parameter.

Fmthezmme, it appears that prtioudy maohmd probleme m odtation mmitmhg appar to be traotable by newly
emmging methods. FOI example, previous reaeadem suapeoted that there wme usable cavitation features in AE
above 100kH.z butlaoked fhehardvme toiavestigate them.x’l%e investigation withahigh baadwi~ wide
dynamio range “mstmmnt dwvm the AE apeotmn in the 10G5OO kl% region to be rioh in cavitation featmes.
Modeling these features with Bayesian parameter estimation is txaotable. Using the resulting models m a CIK!.BM
anticipatory system ihould lead to a praotioal antioipatiomengine f- cavitation

Define and Develop ProcessFeatureVectors for Pumps
The pmjeot has fooused on o-tion h osdm to take the most direct possible look at cavitation f-tures, the
mpemimemtvaladeaiglled tomiuhize all othem The idea is that onoe the tiation and preomm fedxues are
kWktid~ti-~d to btihti-a Bayti*mdto -ti*to*adti-
same featmea km noisy and olnttemd signals Based on this strategy, a venturi ohamk was used instead of a

P*y.=&wP~ appxoaoh mm designed to produce oavitatk.m m a mnlmlled manuer tie minimh@
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As stated earlier, the flow loop was instrumented with conventional temperature, flow and pressure measuring
devices, and AE sensors. The flow rate through the venturi chamber was precisely controlled at various fixed rates
and the resulting signatures were collected. The conditions ranged fi-om no flow to severe cavitation. AE signatures
and correlated parameter data were collected for all these conditions. The results of this study are reported in the
Preliminary Experimental Analysis section.

To obtain cavitation signature data, the cavitation nozzle (see Figure 2) was inserted in the flow loop. Three brass
pins were embedded in the body of the nozzle to provide a low loss propagation path for AE features being
generated. The three pins provided a look at three different throat diameters of the nozzle. The head of the pin
provided a convenient surface for abutting the sensitive surface of the AE sensor element.

Develop and Deploy a Baseline Proof-of-Concept Context-dependent Monitoring
System
The proof-of-concept consisted in showing the distinguishing features of impending, incipient, and severe cavitation
are present in AE of each of these types of flows. These features were observed in the venturi chamber in the flow
loop described above and are typically decaying oscillatory bursts with a downward chirp in frequency. The
observed signatures are consistent with the “harmonic cascade” theory of incipient cavitation. The formal structure
of the feature vector developed as a result of this study is:

A=> [<e+ COS(QMK+&?), e+ sin(o.XK+cX~~),{co= % ~ b, - C}, cfi[O,l]]. (11)

The context-dependent monitoring device was a Vallen Systeme AMSY4-MC6 AE Monitor (Vallen ID number
40900). A complete set of AE signatures at various flow rates was collected with broadband piezo-electric AE
sensors (Vallen SE-1025-H, usable fkequency response from 10 kHz through greater than 400 kHz). Another
complete set of AE signatures at various flow rates was collected with broadband piezo-electric AE sensors (Vallen
SE-9125-M, usable frequency response from 20 kHz through 200 kHz). In order to capture hysteresis effects in both
cases, the data were collected by incrementing the flow rate both upward and downward. The context was monitored
with conventional flow loop sensors whose outputs were converted to voltages and recorded by the parametric input
channels of the Vallen AE Monitor.

Experimental Data: Broadband Sensors

One set of data was collected with a broadband AE sensor (10-400 kHz - Channel 1) comected to the middle pin of
the cavitation nozzle and another broadband AE sensor (Channel 2) connected to the pin at the wide end of the
cavitation nozzle. Figures 5 through 46 show the evolution of the AE signature as the flow rate increases from zero
to severe cavitation and then back to zero.

Figure 5 shows typical signatures from the two sensors when they are in a padded box and sensing essentially no AE
energy from the environment. The noise generated by the sensor and their associated electronics is shown. The plots
are consistent with the manufacturer’s claim that the noise floor of the AE system is approximately 1 uV. The left-
hand plots are the time-domain data and inside each time domain plot is a time window. The right hand plots are the
discrete Fourier transform (DFT) of the data inside the time window.

Figure 6 shows the signatures from Channel 2 at two different times at a flow rate of 5 gallons per minute (gpm). It
appears indistinguishable from the electronic noise.

Similar signatures were collected on both channels at flow rates between 5 and 11 gpm and are indistinguishable
from the electronic noise of the sensor. At a flow rate of 12 gpm, the first features begin to appear that may be more
than noise. One such rare instance is showri in Figure 7. These data should be analyzed with Bayesian parameter
estimation to determine if this is a deterministic signature or merely wishful thinking.

In the course of this experiment, three distinct ~pes of AE patterns were captured and two of these types were
observed at a flow rate of 13 gpm with the broadband sensors, as shown in Figure 8. A decaying “chirp-down” pulse
was captured in Channel 1 as seen in the top frame. A signal similar in appearance to a chaotic time series (but
perhaps only noise) is shown in the middle fr~es. A signal that looks a bit like a modulated carrier is shown in the
bottom fiarne.
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Figure 5. Noise from broadband sensors.

Figure 6. Broadband sensors flow rate: 5 gpm.
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Figure 7. Broadband sensors flow rate: 12 gpm.
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Figure 8. Broadband sensors flow rate: 13 gpm.

As shown in Figure 9, the signatures at 14 gpm do not appear to differ substantially from electronic noise.
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Figure 9. Broadband sensors flow rate: 14 gpm.

At a flow rate of 15 and 16 gpm, cavitation precursor features may be beginning to appear. In the time window in
the bottom frame of Figure 10 is a burst that may be a genuine signai. Another such burst appears in the time
window in the top frame of Figure 11. These data should be analyzed with Bayesian parameter estimation to
determine if these are deterministic signatures.
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Figure 10. Broadband sensors flow rate: 15 gpm,
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Figure 11. Broadband sensors flow rate: 16 gpm.

At a flow rate of 17 gpm, unmistakable features are beginning to appear. In the time windows in the top three frames
of Figure 12 are several deterministic bursts. Are these cavitation precursors?

Figure 12. Broadband sensors flow rate: 17 gpm.

At a flow rate of 18 gpm, as shown typically in Figure 13, all captured events looked like electronic noise. Are there
cavitation precursors buried in the noise?
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Figure 13. Broadband sensors flow rate: 18 gpm.

At a flow rate of 19gpm, most captured events looked like electronic noise. All the exceptions are shown in Figure
14. In both channels~signals that appear similar to chaotic time signatures are captured. The bottom frame shows a
modulated signal. The top frame shows electronic noise that may, or may not, have some weak embedded
signatures.
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Figure 14. Broadband sensors flow rate: 19 gpm.

.

At a flow rate of 20 gpm, most captured events looked like electronic noise. The sole exception is shown in Figure
15. The bottom frame shows a modulated signature. At 20 gpm, the cavitation nozzle was beginning to crackle
audibly.
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Figure 15. Broadband sensors flow rate: 20 gpm.

At a flow rate of 25 gpm, all captured events were decaying “chitp down” signals. As shown in Figure 16, these are
captured in both channels. At 25 gpm, the cavitation nozzle was crackling very loudly.

Figure 16. Broadband sensors flow rate: 25 gpm.

The preceding data were captured by starting at zero-flow and incrementing the flow rate upward. In order to
observe a suspected hysteresis effect, the following data were captured by decrementing the flow rate from 25 gpm.
All captured events were decaying “chirp down” signals at 24 gpm, but were slightly weaker than those captured at
25 gpm. As shown in Figure 17, these are captured in both channels.
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Figure 17. Broadband sensors flow rate: 24 gpm.

At 23 gpm all captured events were decaying “chirp down” signals but were slightly weaker than those captured at
24 gpm. As shown in Figure 18, these are captured in both channels.
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Figure 18. Broadband sensors flow rate: 23 gpm.

.

At 22 gpm all captured events were decaying “chirp down” signals but were slightly weaker than those captured at
23 gpm. As shown in Figure 19, these are captured in both channels.
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‘Figure 19. Broadband sensors flow rate: 22 gpm.

At 21 gpm all captured events were decaying “chirp down” signals but were slightly weaker than those captured at
22 gpm. As shown in Figure 20, these are captured in both channels.

, < , ,4 , ,

,5
& I

3 I II II
2s

# II I
i II II

& . ,Ili=l
I I I

Figure 20. Broadband sensors flow rate: 21 gpm.

At 20 gpm all captured events were decaying “chirp down” signals but were slightly weaker than those captured at
21 gpm. As shown in Figure 21, these are captured in both channels. However, these events are rare in Channel 2
(where cavitation nozzle is wide) and common in Channel 1 (where cavitation nozzle is narrow).
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Figure 21. Broadband sensors flow rate: 20 gpm.

At 19 gpm most captured events were decaying “chirp down” signals but were slightly weaker than those captured
at 20 gpm. Some “chaotic” events were observed. As shown in Figure 22, these are captured in both channels. Note
that as the flow rate is decremented, the chirps are occurring at lower flow rates than when the flow rate was being
incremented. This is the hysteresis effect.
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Figure 22. Broadband sensors flow rate: 19 gpm,

At 18 gpm most captured events were decaying “chirp down” signals but were slightly weaker than those captured
at 19 gpm. One “chaotic” event was observed. As shown in Figure 23, this was captured in Channel 1, the narrower
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throat radius. Note that as the flow rate is decremented, the chirps are still occurring at lower flow rates than when
the flow rate was being incremented. This is the hysteresis effect.

mmmmno,m, ol ,mlm
~

m-E5&*.WM6,0. —m
. ,Ca ,Sm m I

Figure 23. Broadband sensors flow rate: 18 gpm.

At 17 gpm no captured events were decaying “chirp down” signals. The “downward” threshold of cavitation appears
to be between 17 and 18 gpm. Note that as the flow is decremented from 18 to 17 gpm, the sensor output abruptly
drops from millivolts to microvolt, which is strongly suggestive of a state change. Figure 24 may contain some
cavitation precursors buried in the noise. This should be investigated with Bayesian parameter estimation.
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Figure 24. Broadband sensors flow rate: 17 gpm.

At 16through 12 gpm no captured events contained obvious deterministic elements. There were a few events in both
channels that may have been weak signals buried in noise. The signals shown in the time windows in Figure 25 at a
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flow rate of 12 gpm are typical. These should be investigated with Bayesian parameter estimation to determine if
they contain any usefid features. No decremented data were captured from 11-5 gpm.

J !

o-
\

.2-

.

.

* I
,,,,->.,=-

rllllll >~ I

Figure 25. Broadband sensors flow rate: 12 gpm.

Wishful thinking can be deceptive. After the 12 gpm data were taken, the flow in the flow loop was completely shut
off. As shown in the time windows in Figure 26, the sensor output still contains elements that appear to the eye as
weak deterministic signals.
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Figure 26. Broadband sensors flow rate: Ogpm,

ExDerimentai Data: Narrowband Sensors

Another set of data was collected with a narrowband AE sensor (25-175 kHz - Channel 2) connected to the middle
pin of the cavitation nozzle; another set with a narrowband AE sensor (Channel 1) connected to the pin at the wide
end of the cavitation nozzle; and another narrowband AE sensor (Channel 3) connected to the pin at the narrow end
of the cavitation nozzle. The following figures show the evolution of the AE signature as the flow rate increases
from zero to severe cavitation and then back to zero.
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Figure 27 shows typical signatures from the three sensors when they are mounted on the flow loop with zero flow.
The noise generated by the sensor, its associated electronics, and the environment is shown. The plots are consistent
with the manufacturer’s claim that the noise floor of the AE system is approximately 1 pV. The left-hand plots are
the time-domain data and inside each time domain plot is a time window. The right-hand plots are the DFT of the
data inside the time window.
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Figure 27. Noise from narrowband sensors.

At a flow rate of 12 gpm, the first features may be beginning to appear in the noise. One such instance is shown in
Figure 28. These .data should be analyzed with Bayesian parameter estimation to determine if this is a deterministic
signature or merely wishfil thinking.
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Figure 28. Narrowband sensors flow rate: 12 gpm.

At a flow rate of 13 gpm with the narrowband sensors, as shown in Figure 8, somewhat stronger features than those
at 12 gpm may be appearing in the noise. One such instance is shown in Figure 29. These data should be analyzed
with Bayesian parameter estimation to determine if this is a deterministic signature or merely even more wishful
thinking.
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Figure 29. Narrowband sensors flow rate: 13 gpm.

As shown in Figure 30 the signatures at 14 gpm do not appear to differ substantially from electronic noise in
Channel 1 where the throat is widest, but may show modulation in Channel 2 and quite a distinct signature in
Channel 3, where the throat is namowest. This is consistent with the expectation that where the throat is narrow, the
velocity must be high and the pressure low. The lower the pressure, the more likely occurrence of cavitation features
or precursors.
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Figure 30. Narrowband sensors flow rate: 14 gpm.

At a flow rate of 15 and 16 gpm, strong deterministic features are clearly evident in Figures 31 and 32. Consistently
nonrandom features appear at lower flow rates with the narrowband sensors than with the broadband sensors. This is
not too surprising as the data taken with broadband sensors suggests that the dominant cavitation energy is in the
vicinity of 100-150 kHz and the narrowband sensors favor this band. Thus providing a more favorable signal to
noise ratio for the kinds of signals that may be cavitation signatures or precursors. Also for the narrowband dat~
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there is a sensor (Channel 3) mounted on the pin nearest the narrow part of the throat where cavitation is most likely
to occur.
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Figure 31. Narrowband sensors flow rate: 15 gpm.
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Figure 32. Narrowband sensors flow rate: 16 gpm.

At a flow rate of 17 gpm, a dominant broadband feature just above 100 kHz appears. This is shown in Figure 33.
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Figure 33. Narrowband sensors flow rate: 17 gpm.

At a flow rate of 18 gpm as shown typically in Figure 34, the events are similar to kose at the 17 gpm flow rate, but
a bit stronger.
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Figure 34. Narrowband sensors flow rate: 18 gpm.

At a flow rate of 19 gpm, a modulated signal appears in all three channels as shown in Figure 35.
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Figure 35. Narrowband sensors flow rate: 19 gpm.

At a flow rate of 20 gpm, the signatures are similar to those at 19 gpm as seen in Figure 36. At 20 gpm, the
cavitation nozzle was beginning to-crackle audibly.
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Figure 36. Narrowband sensors flow rate: 20 gpm.

At a flow rate of 25 gpm, captured events were decaying “chirp down” signals, as shown in Figure 37. At 25 gpm,
the cavitation nozzle was crackling very loudly.
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Figure 37. Narrowband sensors flow rate: 25 gpm.

At a flow rate of 30 gpm, captured events were decaying “chirp down” signals, as shown in Figure 38. At 30 gpm,
the cavhation nozzle was crackling very loudly.

Figure 38. Narrowbarid sensors flow rate: 30 gpm,

The preceding data were captured by starting at zero-flow and incrementing upward. In order to observe the
suspected hysteresis effect, the following data were captured at 19 gpm and then characterized to determine
distinguishing features. At this flow rate, only two decaying “chirp down” signals were seen in Channel 2. In
Channels 2 and 3, the modulated signal was quite common. Only one event was captured in Channel 1 with the
widest throat diameter. Major features are shown in Figure 39.
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Figure 39. Narrowband sensors flow rate: 19 gpm.

At 18 gpm both chirps and modulated signals are noted as shown in Figure 40.

Figure 40. Narrowband sensors flow rate: 18 gpm,

At 17 gpm no captured events were decaying “chirp down” signals. All 99 signatures were captured in Channel 3.
All were of the modulated form shown in Figure 41.
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Figure 41. Narrowband sensors flow rate: 17 gpm.

At 16 gpm no captured events were decaying “chirp down” signals. All 100 signatures were captured in Channel 3.
All were of the modulated form shown in Figure 42.

Figure 42. Narrowband sensors flow rate: 16 gpm.

At 15 gpm, 944 signatures were captured, at least some in all three channels. All were of the modulated form shown
in Figure 43.
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Figure 43. Narrowband sensors flow rate: 15 gpm.

At 14 gpm, 949 signatures were captured, at least some in all three channels. All were of the modulated form shown
in Figure 44.
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Figure 44. Narrowband sensors flow rate: 14 gpm.

At 13 gpm, 108 signatures were captured, at least some in all three channels, The event shown in the middle frame
of Figure 45 (Channel 3) is the only event that does not look like simple sensor noise.
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Figure 45. Narrowband sensors flow rate: 13 gpm.

At 12 gpm, 110 signatures were captured. As shown in Figure 46, they are indistinguishable from electronic noise.

Figure 46. Narrowband sensors flow rate: 12 gpm.

The hysteresis effect seems less noticeable with the narrowband sensors than the broadband sensors. With the
narrowband sensors, the eyeball analysis suggests that as the flow rate was incremented, there was only noise at 12
gpm, a hint of nonrandom activity at 13 gpm, quite noticeable signatures at 14 gpm, and ever strengthening
signatures at 15 gpm and above. As the flow rate was decremented, there were noticeable signatures at 14 gpm, only
a hint of nonrandom activity at 13 gpm, and only sensor noise at 12 gpm and below.

Note that various other signatures were captured. Those shown in this report are representative.
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Preliminary Experimental Analysis

Generic Probability Function for Integration Over Location Parameters
Bayesian parameter estimation describes the best estimate of the description of the signal as the weighted sum of
several model fimctions. Its amplitude, or linear parameter, gives the relative contribution of each model fimction to
the overall model. In addition, within each model function, there may be one or more nonlinear parameters. In this
technique, the distinguishing feature of a physical effect is the list of model functions and their parameters. As
described previously, this general expanded concept of a “process feature vector” is the defining element of the CD-
CBM paradigm.

There are as many amplitude parameters as model fictions. But the nonlinear parameters are specific and must be
searched for. All the nonlinear parameters are included in the parameters argument of the probability fimction; the
amplitude parameters are implicit in the number of model fimctions in the model (the model’s dimensions). The time
or sampling points is assumed to consist of a sequence of regularly spaced integers from 1 to the length of the data
set. If we wish to scale the sampling points, simply include the scale factor as a (known) nonlinear parameter. Thus,
the model for a single oscillatory term might be

{1, cos(cot), sin(cot)}or {1, cos(27c@tK),sin(2mDtK)}, (12)

where K is a scaling factor that takes the integer samples represented by t to microseconds and cothe frequency in
MHz. In the first expression, cois the frequency in radians. Consider the chirp model

{1, cos(2motK+cx&), sin(2motK+cXK+#)}. (13)

Here, there are three explicit nonlinear parameters (u, K, co)and three implicit amplitude parameters. One of the
nonlinear parameters is known, namely K, the time-scale parameter. The two unknown parameters are a and co,
leading to a two-dimensional search or optimization problem in the ci),a-plane. Generally, if there are m unknown
nonlinear parameters, the problem becomes a search in an m-dimensional space for the peak of the likelihood
fimction. Should this prove too much of a computational burden, individual nonlinear parameters may be removed
by integration in the usual manner. However, this may prove more diff;cult than a high-dimensional search.

Log likelihood is the log of the Student-t distribution, This assumes integration over all the linear model parameters.
The Student-t is computed from the projection of the data onto the orthogonalized model, which should be the same
number as the projection of’the data onto the model and the inner product of the data vector with itself as

~ =rl_ c d,m>l(M-N)’2 (14)

‘ 1 <d,d>~ “

The projection of the data onto the model is <djm> and <d,d> is the projection of the data onto itself. The number of
fimctions in the model is represented by M, and N is the number of samples in the vector.

A typical example of the time-domain signature of a cavitation event seen in the AE data is shown in Figure 47.
These types of signatures occur very frequently at high flow rates (thousands of instances per second at flow rates
above 20 gpm). This is a particularly clean instance of the many observed at 30 gpm and is used to derive the
cavitation signature event model. The amplitude is normalized to 1 at the peak value of the signature. The time-axis
is in units of L sec.
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Consider, now, a flow rate of 20 gpm where the cavitation is still audible. Approximately 6 milliseconds of time
from thk flow regime are shown in Figure 53. The likelihood of events described by the damped chirp model is
shown in Figure 54. Note that the amplitude of the events is typically weaker by a factor of 5 compared to the events
at 30 gpm. However, the log likelihood measures are still in the neighborhood of 3000 dB. The important conclusion
is that despite the fact these events are substantially weaker than those at 30 gpm, they are no less likely to be
detected by the damped chirp model. Similar results are seen for flow rates down to 18 gpm.
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Figure 53. Several cavitation events at 20 gpm.
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Figure 54. Likelihood of damped chirp events in the signatnre in Figure 53.

At flow rates below 18 gpm, cavitation (damped chirp features) is a rare occurrence. As Figures 55 and 56 show, a
typical data set collected at 17 gpm is practically indistinguishable from the electronic noise of the experimental
setup. [See Figure 57- Note: The noise floor of the electronics is 1 WVroot mean square (rms).]
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Figure 55. Typical data set at 17 gpm.
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Figure 56. Likelihood of damped chirp events in the signature in Figure 55.
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in the 17 gpm data is a precursor to the very strong damped chirp (amplitude on the order of 10 mV)
data at 18 gpm and above.
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Figure 60. Log likelihood of damped chirp at 17 gpm.

Comparing the 17 gpm data with the zero flow data, it appears that one way to distinguish between the presence and
absence of damped chirps is to use a log likelihood threshold of 750 as a decision point. The damped chirp appears
to be a cavitation signature. Weak damped chirps (amplitudes of approximately 10 WVwith this setup) with a high
log likelihood (greater than 75o) appear to be a usefid cavitation precursor.

A bit of interpretation of the data yields some usefi.dguidance at this point. The dominant fi-equenciesof the damped
chirps are in the range of 0.08 <= co<= 0.1 radians. The sampling rate is 107samples per second, meaning that the
frequency of n corresponds to 5 MHz. The underlying dominant ffequency of the physical chirps is in the range of
127-159 kHz. This is well within the flat response range of the broadband AE sensors. It is also in the resonance
peak of the narrowband sensors whose sensitivity in the resonant band tends to be 5-15 dB greater than the
sensitivity of the broadband sensors. This suggests that at flow rates below 17 gpm, occasional weak high-likelihood
damped chirps will be seen with the narrowband sensors.

For example, consider a data set observed at 14 gpm with the narrowbrmd sensors (Figure 61- time domain shown
above, likelihood shown below). Note that the two bursts most likely to be damped chirps are barely stronger than
the noise and that the matched filter does not show a strong response to the much stronger signal that is unlikely to
be a damped chirp.
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Figure 61. Likely damped chirps at 14 gpm in narrowband data.
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Figure 62 shows more details of the log likelihood plot. It is noteworthy that three very weak damped chirps
(amplitude below 10 ILV) in the 14 gpm data are very likely to be damped chirps. It is also notewotihy that the
strong burst at the beginning of the time domain signal is unlikely to be a damped chirp.
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Figure 62. Log likelihood of damped chirps at 14 gpm.

Similar results are seen at 13 gpm. The events are rarer than at higher flow rates, but as shown in Figures 63 and 64,
they do occasionally occur with high log likelihood. It is noteworthy that the damped chirp model detects one event
with strong likelihood despite the fact that the physical signature is barely above the 1 VV rms noise floor of the
experimental apparatus. Contrast this with Figures 61 and 62 in which it is clear that a very strong nonchirping
signal does not produce a strong log likelihood measure.

500 Xooo 1500 2000

Figure 63. A rare damped chirp at 12 gpm (narrowband sensor).

The fact that a chirp appears in the severe cavitation and that the damped chirp appears to be a distinguishing feature
of cavitation and its precursors is an especially convenient outcome. The chirped model is less easily fooled than
some others are. For example, Figure 65 shows that a nonchirped model produces two strong likelihoods on the
Figure 63 dat~ where the damped chirp only produces one.

The foregoing analysis is very preliminary and needs to be validated both by fimther analysis of the data collected in
Phase I and by the collection of additional data. However, several preliminary conclusions appear to be reasonable.
Firs4 that a damped chirp AE signature seems to be a distinguishing feature of cavitation. Second, above the
“threshold of cavitation” strong damped chirps are common occurrences. Third, below the “threshold of cavitation”
weak damped chirps are rare (but not nonexistent) occurrences. Fourth, the amplitude of the damped chirps drops
abruptly at the “threshold of cavitation: consistent with the concept that the inception of cavitation is a catastrophic
bifurcation. Fifth, damped chirps are easy to detect and hard to confuse with other signatures when Bayesian
parameter estimation is used. Sixth, at flow rates well below the threshold of cavitation, occasional damped chirps
are observed with weak amplitudes (virtually indistinguishable from noise by the eye), but high log likelihood
measure.
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Figure 64. Likelihood of damped chirp events in the signature in Figure 63.
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Figure 65. Likelihood of nonchirp events in the signature in Figure 63.

These conclusions have utility in two aspects of cavitation detection. First, it appears that the sudden appearance of
strong damped chirps in response to a small increase in flow rate is a strong and reliable indicator of the inception of
cavitation. Second, weak damped chirps at low flow rates appear to be cavitation precursors. This suggests that the
Bayesian-derived damped chi~ may be well suited to be a model in the anticipation engine in a formal anticipatory
system. These data and their Bayesian analysis illustrate the principle that a CD-CBM anticipatory model can be
used on real-world data to anticipate catastrophic occurrences.

Conclusions

Preliminary Systems Analysis and Operational Survey
Our survey of the literature suggested that the most compelling demonstration of principle for CD-CBM could be
accomplished through experimentally searching AE signatures for cavitation precursors.

Define and Develop Feature Vectors for Selected Pump
The distinguishing feature of each different cavitation state is a data structure consisting of the functional model of
the AE, parameter list, and probability-of-fit measure for each state. There is a distinct data structure for each
cavitation state. The states are laminar flow (no detectable cavitation features or precursors), impending cavitation
(precursors present, but diflicult to distinguish from instrument noise), incipient cavitation (cavitation features begin
to rise above the noise), and severe cavitation (audible crackling from flow loop).

The feature vector’s formal structure is

fi’s [ <f(x,t,)s, {parameter list), confidence factor],

. I

.

,
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with a specific entry as follows:

fi’> [<e+ COS(OItK+aK??,e+ sin(oXK+aK?t2),{@.W8, @.0056, a=-O.0009}, cfiO.80]. (17)

Develop and Deploy a Baseline Proof-of-Concept Context-Dependent Monitoring
System
The proof-of-concept showed that the distinguishing features of impending, incipient, and severe cavitation are
present in AE of each of these types of flows. These features were observed in the venturi chamber in the flow loop
described above and are typically decaying oscillatory bursts with a downward chirp in frequency. The observed
signatures are consistent with the “harmonic cascade” theory of cavitation inception.

By using this descriptor as the model-based reasoning kernel, the CD-CBM anticipatory engine controlled the flow
loop at points in the state space adjacent to incipient cavitation. [Control was instantiated through manual
manipulation of the flow loop.] The system was then forced into differing cavitation states and then returned to safe
operations based on a simple integrated damaged model based on time and model parametric values.

Conclusions and Recommendations for Phase II Based on Findings
The short-term goal of Phase II is to refine the CD-CBM anticipatory engine specific to cavitation and show a proof-
of-principle use in the ORNL flow loop. The idea is to configure the CD-CBM model and anticipatory kernel into a
real-time, closed-loop configuration based on some economic performance index and anticipate and control the flow
to reject any decision to move the system into a state of cavitation.

The major goal for Phase II is to look directly at the nonlinear differential equation that governs the cavitation
process, and using Bayesian analysis, derive the nonlinear differential equation and the relevant parameters for the
given experiment. The interpretation of the experimental data can then be made by numerical solution of the
nonlinear differential equation and will not require the simplifying assumptions that are necessary to guess an
approximate solution and then trying to fit the parameters to it. This is in contrast to Phase I where the approach was
to fit experimental data to guessed solutions of the differential equation. Another major goal of Phase II is to deploy
the system in a laboratory environment and run operational scenarios on a pump and then extend this to” an
operational demonstration on a Navy ship.
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