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ABSTRACT

The Integrated Fuel-Coolant Interaction Code (IFCI) is a best-estimate computer program for
analysis of phenomena related to mixing of molten nuclear reactor core material with reactor
coolant (water). The stand-alone version of the code, IFCI 7.0, has been designed for analysis of
small- and intermediate-scale experiments in order to gain insight into the physics (including
scaling effects) of molten fuel-coolant interactions. The code’s methods, models, and
correlations are being assessed. This report describes the flow regime, friction factor, and heat-
transfer models used in the current version of IFCI (IFCI 7.0).
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1. INTRODUCTION AND OVERVIEW

The Integrated Fuel-Coolant Interaction (IFCI) code is a three-field compressible hydrodynamic
code designed to model the mixing of molten nuclear reactor materials with reactor coolant
(water). It is designed to handle, with varying degrees of empiricism, the four stages of fuel-
coolant interactions: coarse mixing, triggering, detonation propagation, and hydrodynamic
expansion. IFCI is under development at Sandia National Laboratories (SNL), and is sponsored
by the U.S. Nuclear Regulatory Commission, Office of Nuclear Regulatory Research
(USNRC/RES).

IFCI contains models for boiling rates, flow regimes, dynamic melt fragmentation, surface
tracking, subcooling effects, melt oxidation, triggering, and propagation of the shock. These
phenomena are essential to the modeling of fuel-coolant interactions (FCIs). Relatively brief
descriptions of many of these models have been provided in earlier reports [1,2]. In addition, a
fairly detailed description of the models for melt fragmentation and droplet breakup is given in

Reference [3]. The purpose of this report is to provide a detailed description of the flow regime,

friction factor, and heat transfer models that are used in IFCI 7.0. A description is also given of
the field equations solved and the numerical solution algorithm.

The description of the constitutive relations (flow regime, friction factor, and heat-transfer
relations) in this report applies to both IFCI 6.2 and IFCI 7.0. The field equation description is
the same except for the momentum equations, which are nonconservative in IFCI 6.2. The
numerical solution technique is also almost the same in the two codes, except for the solution of
the momentum equations, which in IFCI 6.2 follows the (SETS) method without correction of
the momentum equations for numerical diffusion.

Section 2 provides a synopsis of the hydrodynamic fluids model and the governing conservation
equations that provide that framework for all of the IFCI models. Section 3 describes the flow
regime maps that are used in IFCI. These are three-field maps in IFCI 6.2 and IFCI 7.0, as
opposed to the two-field maps used in earlier versions of IFCI, which were adopted primarily
from TRAC [4,5] and MELPROG [6,7]. In Section 4 the friction factor modeling is described.
In Section 5, interfield heat-transfer models are described in detail. These include the heat
transfer between vapor and water (Section 5.1), and between melt and the vapor and water

(Section 5.2). Section 6 describes the phase-change (boiling) models in IFCI.  Section 7

describes the melt fragmentation model and surface area transport. Section 8 describes the melt
oxidation model, and Section 9 describes the numerical solution technique.



2. THREE-FIELD HYDRODYNAMIC FLUIDS MODEL

The IFCI hydrodynamic fluids model was developed from the two-dimensional, four-field
hydrodynamics model implemented in MELPROG [6,7] and uses hydrodynamics subroutines
from the MELPROG FLUIDS module extensively. Furthermore, IFCI drivers and input and
output routines were derived from MELPROG subroutines. The MELPROG hydrodynamics
model was designed to treat up to four fields: (1) vapor (steam and H,), (2) water, (3) debris, and
(4) melt (in MELPROG, these are referred to as fields 1, 2, 3, and 4 respectively). Therefore, it is
usually referred to as a four-field hydrodynamics model. In practice, however, MELPROG’s
fluid fields for solid debris (field 3) and melt (field 4) were not coupled because the modeling
information needed to separate fields 3 and 4 was deemed inadequate, and all corium, regardless
of solid-liquid state, was placed in field 3, leaving the fourth field inactive. In other words,
MELPROG was always run with the fields for vapor, water, and debris “on,” and the melt field
was “off.” In contrast, IFCI is always run with the steam, water, and melt fields “on,” and the
debris field is “off.” As MELPROG did with field 3, all corium treated by IFCI, regardless of
solid-liquid state, is placed in field 3, but the interfield coupling terms with field 3 are uniquely
IFCI models, not MELPROG models. Therefore, strictly speaking, IFCI uses a three-field
hydrodynamics model, even though previous documentation has often referred to the model as a
four-field model (with one field inactive).

2.1 Field Equations

The equation set used in IFCI is a three-field, two-dimensional, cylindrical geometry version of a
set commonly used in multifield computational hydrodynamics and originally derived from the
general field equations of Ishii [8,9]. A “field” in the context of multifield hydrodynamics is
represented by separate momentum, mass continuity, and energy equations for each type and
phase of material. These three equations are solved for each “field.” Mass, energy, and
momentum transfer between fields are represented by coupling terms in the field equations for
which constitutive relations must be provided. Also necessary is an equation of state for each
field. Use of a multifield method with separate mass, momentum, and energy equations for each
field allows slip between the various materials (vapor, coolant, and melt), and a different
temperature for each material. The field equations, associated constitutive relations, equations of
state, and initial and boundary conditions, are solved in IFCI by use of a variation of the SETS
method developed by Mahaffy [10].

The basic conservation equations used in IFCI for each field k are given below in Egs. (2.1)
through (2.4). Values of k equal to 1, 2, and 3 denote the vapor, water, and melt fields
respectively. Whenever a summation is used to indicate various interfield terms, the subscript j
1s also used to refer to the different fields, and the sum is over j for j # k.




Mass conservation:

J - 3 2.1
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In addition, a constraint on the sum of the fluid volume fractions is also required. By definition
these volume fractions must always add to one, thereby satisfying the following equation:

Y, =0 2.5)
k=1

1-a

5

In Egs. (2.1) through (2.5), o is the volume fraction with respect to the total finite-difference-
mesh cell volume. There can also be a nonflow volume fraction in the cell, as structures a;. The

velocity vector, Vk , is composed of axial and radial components W, and U,. The third and fourth

terms in Eq. (2.1) represent mass transfer among the fields and external mass source terms,
respectively. The mass transfer between steam and liquid water is treated implicitly in
temperature and pressure, while the other mass transfers are explicit sources. In the momentum

¢




equations, the fourth term represents momentum transfer between the fields, and the fifth term
represents wall friction. The interfacial fraction coefficients, Cz; and Cgry, are evaluated
explicitly based on the local flow regime. In the energy equation [see Eq. (2.4)], the third term is
the work term. The fourth term represents energy exchange between the fields due to phase
change, with H; representing the saturation enthalpy. The fifth term represents heat transfer
between fields. The sixth term represents external energy sources, and the seventh term is energy
transfer to an interface at saturation.

Because there are three fields being treated, Eqgs. (2.1) through (2.5) constitute a set of thirteen
coupled, nonlinear, partial differential equations that, along with material equations of state and
constitutive relations for mass, energy, and momentum exchange, form the hydrodynamic
equation set of IFCIL



3. FLOW REGIME MODELS

There is currently a dearth of information about flow regime maps for three-component flows.
Most of the information available is for two-phase flows of immiscible fluids, two-phase flows in
packed beds, and for fluidized beds in which there is a single fluid. There does not appear to be a
complete flow regime map for three-component flows.

Three  conventional flow regime
descriptions are used in IFCI: (1) bubbly
flow, (2) mist flow, and (3) flow in
packed beds (Figure 3-1). Bubbly flow
occurs in gas-liquid systems when the
liquid is the continuous phase and the gas
is the discontinuous phase. The
constraint for bubbly flow is typically a
critical gas volume fraction. In IFCI, the
critical vapor volume fraction for bubbly
flow is set to 0.25.

Mist flow occurs in gas-liquid systems
when the vapor is the continuous phase
and the liquid is the discontinuous phase.

The constraint for droplet flow is Packed Bed with Water
typically a critical liquid volume fraction. Melt fraction
In IFCI, the critical liquid volume y (%)

fraction for mist flow is set to 0.25. ) . .
Flow regimes for two-phase flow Figure 3-1 Flow regime map used in IFCL

between bubbly and mist are defined
only for pipe flows and are not applicable to IFCL

Packed beds are composed of solid particulate which are in contact with each other. Both single-
phase and two-phase flows through packed beds are reasonably well characterized. Solid-
volume fractions for packed beds are typically greater than 60 vol %.

When the upward flow of a fluid through a packed bed is sufficiently large, the particles lose
contact with each other and become suspended in the flow. When this occurs, the bed is said to
be fluidized. Solid-volume fractions for fluidized beds can drop to about 50 vol %. The
equations for single-phase flow in packed beds are also used to describe flow in fluidized beds.

Two-phase flows in fluidized beds are not well characterized.

The melt component has the largest surface tension of the three constituents of interest. During
coarse mixing, it is anticipated that neither water nor vapor will exist as a discontinuous phase
within the melt. For this reason, the packed bed comelations are deemed to be the most
applicable for water and vapor flows through dense arrays of melt drops.



The regions that are not shaded in Figure 3-1 are described by conventional flow regimes.
Because of the absence of data, these regions are modeled by interpolating between the known
regions (bubbly, mist, packed bed). The only constraint on the interpolating function is
continuity. For simplicity, the interpolating functions are linear.



4. INTERFIELD VISCOUS INTERACTION MODELS

The fourth term in both Egs. (2.2) and (2.3) accounts for the change of momentum due to viscous
interactions with other fluid fields. These terms have been represented using the interfacial
friction coefficients Cz; and Cry. For the current IFCI configuration of three active fields, this
requires the specification of up to six different coefficients at a given location: Czj;, Cz13, Cz3,

Cri2, Cris, and Cros. Note that the coefficient matrix is symmetric so that, for example, Cz, =
Cpy.

In IFCI, a simple flow regime map is utilized to provide a means of characterizing the multiphase
flow. This flow map is the basis for interfacial viscous interactions as well as heat transfer, and
has been described in Section 3. The correlations used for calculating the melt interfacial friction
coefficients with the water and the vapor are described first in Section 4.1. The correlations for
vapor water friction coefficients are described in Section 4.2. The numerical implementation of
the interfacial friction coefficients is described in Section 4.3.

4.1 Melt-Vapor/Water Interfacial Friction Coefficients

The interfacial friction coefficients between the melt and the other two phases (water and vapor)
are calculated using two methods that depend on whether the effective diameter of the melt is
less than or greater than the cell size. If the melt diameter is less than the cell size, friction
coefficients are calculated using the flow map described in Section 3. If the melt diameter is
greater than the cell size, friction coefficients are calculated assuming a flat, but “wavy,” melt-

water/vapor surface with the water or vapor treated as a composite phase. The basic assumptions
inherent in the formulation of the melt-vapor/water interfacial friction coefficients are as follows:

1. The interfacial drag between melt and the water/vapor mixture can be approximated by
treating the melt as rigid spheres.

2. The effective melt diameter is an initial value defined by the user of the code in the input;
it may be reduced by the fragmentation or detonation models.

3. The transient is sufficiently slow that interfacial drag phenomena are quasi-steady.

The interfacial drag force (in N/m’) on the melt by fluid  is

M, = o, F;; 4.1)
" vol,
where
o = melt phase volume fraction, -
F3; = the drag force on a single melt droplet from fluid i (N),
vol; = the volume of a single melt droplet, vol; = 1(D,)’, and
i = 1 for vapor, 2 for liquid.



Because this relation assumes steady-state conditions, the force on the droplet is caused by skin
friction and form drag only. The drag force is approximated in terms of a standard steady-state
drag coefficient as

Fy; =3Ch3; Pi Vs {Vsai|Aps (42)
where

Cp;; = melt drag coefficient for fluid i,

Pi = density of fluid i,

V.3;  =relative velocity between the melt and fluid i, IV; -V3l, and

Ap; = projected area of the melt droplet, Ap; = +2D2.

Combining Egs. (4.1) and (4.2), we can write

M;; =305 Cps; p; Vr3,i|Vr3.il

W

Apy 4.3)
vol,

Use of the relations for projected area and volume of a droplet in Eq. (4.3) yields

(4.4)

Vr3.i

3 Pi Vs

4.1.1 Melt-Single Fluid Interfacial Drag
Coefficient

<

When the volume fraction of melt is
sufficiently small, the boundary layers on
the outside of a melt particle do not
interact. Under this condition, the drag
coefficients for a single particle are
applicable. The drag coefficient for a
single rigid particle is shown in Figure 4-1
as a function of the Reynolds number. In
the region where Stokes flow is wvalid
(Re<2), the drag coefficient is inversely
proportional to the Reynolds number [11].
For Reynolds numbers between 500 and 10 TE— R L -
50,000 (the Newtonian region, where 0% 100 10" 100 10* 10° 10° 10°
boundary-layer separation occurs at Reynolds Number (Re)
midpoint of the particle), the drag

coefficient is constant [11]. The region Figure 4-1 Drag coefficient for a single particle.
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between 2 and 500 does not have a good closed-form solution. Interpolating functions based
upon empirical data are typically used for this region. One commonly used function is shown in
Figure 4-1 as a dashed line [11].

As will be seen in the following section, commonly used fits for the transition region are
inconvenient when modified for three-phase flow. For that reason, the single-particle drag
coefficient is modeled as the linear sum of the Stokes component and the Newtonian component.
This produces a single smooth function without deviating significantly from conventional
correlations:

2 04

Re

c 4.5)

D single =

For high-volume fractions of melt, the drag coefficient is based upon the Ergun equation for
packed beds [11]. The Ergun equation accommodates both the laminar and the “turbulent”
regions of flow in packed beds, and is posed in terms of the mass flux (G, kg/m?-s), the fluid

volume fraction (&), and the particle diameter (D).

(4.6)

AP _150z2) 8) AP Gl 8) L

g p,D g psD

G2

The drag coefficient extracted from the Ergun equation is given by the equation

200 1-¢ 7 4.7)

C =— +—

DEen " Re € 3e
-
where the Reynolds number is based upon O
the interstitial velocity (V). g
k=
&
G (4.8) 8
V,=— O

£

a

The Ergun-based drag coefficient [Eq. (4.7)]

is compared with the single-particle drag

10 T Rvac some
coefficient [Eq. (4.5)] in Figure 4-2. The 102 100 10° 100 10> 10° 10* 10°
Ergun equation is seen to match the single- Reynolds Number

particle drag coefficient in the laminar
Stokes flow region for a fluid-volume
fraction of 0.917. This corresponds to an
interparticle spacing of about two diameters.

Figure 4-2 Drag coefficient of spheres based
upon the Ergun equation (recreated from
Reference 11).



In the Newtonian flow region, the Ergun equation produces a minimum drag coefficient of 7/3,
while a value of 0.44 is normal for a single particle. While it is common to use the Ergun
equation in fluidized beds where the fluid-volume fraction can reach to about 0.5, there is no
basis for replacing the single-particle asymptotic limit of 0.44 by the value of 7/3. Therefore, it
was decided to interpolate between these two values. The final form for the single-fluid melt

drag coefficient in IFCI is
] (1_8J 1 ( ’(1—3)' '(5—0.4)'
e 0.6 0.6
Cp= -ZPRmax +5 Zmin +0.44 max >—1— (4.9)
€ 1-0.917 3 1 0 €
|\ 09172 i ] i i)
A plot of this function is shown for 10
various fluid-volume fractions in Figure
4-3. This function collapses to the Ergun
equation at a fluid fraction of 0.4 and to 210
the single-particle equation at a fluid %
fraction of 1.0. 5 10
é
S 10t
&)
£
A 10
10

102 100 10° 10" 102 10° 10* 10°
Reynolds Number

Figure 4-3 Drag coefficient as modified for
IFCI.
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4.1.2 Melt-Vapor/Liquid Interfacial Drag Coefficients

In packed beds, the Ergun equation is extended to two-fluid flows through the use of “relative
permeabilitiés” [12, 13]. The laminar and turbulent relative permeabilities (k; K) adjust the flow
equations for the presence of a second immiscible fluid. These terms account for the volume
fraction of each component as well as the size of the pore occupied by each fluid.

2
AP _isol=e) A g oygs028) 1 50
L g p Dk g pDK, (4.10)
AP _1sol=e) M 175028 1 g
L g p, Dk, e p,DK,

Drag coefficients are derived from these extended Ergun equations in a manner similar to that for
the single-fluid case.

200 1-¢ (1—S)2+ 7 (1-5Y

C =
DEgmI=3 " Re € K 3e K,
2001-¢ 82 78
Coppmas =4~ —too-5 4.11
T Re & x, 3¢k, (4.11)

(44
where S=—2—¢c=0,+0,
oG+,

An upper bound for the relative permeabilities is obtained by ignoring the effects of surface
tension and accounting only for the nominal saturation (S, the fraction of nonsolid volume
occupied by the wetting fluid). Under this assumption, the liquid and the vapor are modeled as if
they occupied separate particle beds. For this case, the relative permeabilities are calculated to be

x,=01-8) K,=0-58Y

K,=S K,=S8? (4.12)
(24
where S = z

Relative permeabilities in packed beds with small particles are actually smaller than those given
by Eq. (4.12) [13, 14, 15]. The wetting liquid occupies smaller pores that have a higher specific
solid surface area, thus producing more drag on the liquid. In addition, both the liquid and the
vapor must intertwine, producing path lengths for each that are longer than if the fluids were in
separate beds.
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The choice of relative permeabilities is guided by the fact that the flow regime of principal
interest involves melt volume fractions lower than 0.5. This is outside the proven range of
relative permeability correlations. So far, no database on drag has been identified for this flow
regime. Furthermore, the melt is expected to be above the Leidenfrost temperature for most
cases of interest. This means that the water will not wet the melt. For these reasons, relative

permeabilities based only on volume fraction [Eq. (4.12)] are chosen. When Eq. (4.11) is
modified to look like Eq. (4.9), and the relative permeabilities are substituted, the result is

(1—8) 1 -[1—8)— —(8_0,4J
& 0.6 0.6
Rey 1-0917Y| |3 . o £
0917 )| | I | i 1
I [l—e) 1 _[1—8 Y (e—0.4Y]]
£ 0.6 0.6
CD3.2= 200 S max +4 an.in ) +O.44max >§-
€2 1-0917Y| |3 : 0 €
| 09177 I | ] |
The Reynolds numbers in Eq. (4.13) are based upon the interstitial velocities of each fluid.
e = G, D
=—t=
e(1-5
ﬂCI? é ) (4.14)
Re, =—2
W S

Equations (4.13) and (4.14) are used in IFCI.

4.1.3 Melt-Water/Vapor Drag for Laree Melt Diameter

-

When the effective melt diameter is “large,” meaning greater than the cell size, then the melt-
mixture drag is computed using an effective friction diameter calculated from linear Rayleigh-
Taylor theory. The effective friction diameter approach is used to compensate for a characteristic
of the multifield method: since there is more than one velocity field at a given point in space,
materials can interpenetrate, with the rate of penetration controlled by the interfield drag. This
characteristic is usually considered one of the strengths of the multifield method, but requires that
appropriate constitutive relations be used. In the case of the melt diameter being large, if the
melt diameter were used in the usual drag coefficient formulation, then the penetration rate
would be too high. Instead, a diameter characteristic of the interpenetration should be used. This
friction diameter can be estimated if it is assumed that the interface geometry is a flat surface
with interpenetrating “fingers.” The size of the fingers can be estimated using linear Rayleigh-

Taylor theory [16], and this size can then be used as the friction diameter in the calculation of the
drag coefficient.
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The friction diameter can be estimated as one-half the linear Rayleigh-Taylor wavelength,

(4.15)
D, =7 30,
Psa
where
D, = the friction diameter and
a = the local acceleration at the melt-mixture interface.

The interface acceleration a is calculated by using a Weber number-Bond number equivalence
and assuming equilibrium between the drag and surface tension forces:

4.16
a=§C;&Vr§x—l‘ (4.16)
4 7 py D,
where
pr = the fluid mixture density (&, p,+a; p,).
V,ax = the relative velocity between the melt and the fluid mixture

[(0"1' /4 '*'a; P2 VZ)/px "V3]

In IFCI, the drag coefficient Cyis estimated as 1.0. The friction diameter is also constrained to be
at least the Weber diameter, given by

120 4.17)
D,, =—23
px Vr3x

The friction diameter is used in the calculation of both the interfacial area and the drag
coefficient. The interfacial area is calculated as the maximum of the interfacial area as
determined from the surface area transport and fragmentation routines, and a minimum
interfacial mix area, obtained by approximating the additional finger surface area as that of a
right circular cylinder of diameter D, and length 2.25 D,. This results in an increase in the
effective surface area by a factor of 3.25. The drag coefficient is calculated as

(4.18)
1.0 ;Re <80
CD3x =
z -§-q+0.875 : Re>80
31 Re
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where the effective Reynolds number is found as

) 4.19)
Re - px DZ. Vr (
H,
where
o = the mixture viscosity (0[{ M+ a’; i)

The above large-diameter interfacial friction coefficients are based on drag between melt and a
water-vapor mixture. IFCI assumes that the friction coefficients for the separate water and vapor
phases are equal to the mixture friction coefficient weighted by the volume fraction of the
appropriate phase, giving

o (4.20)
C]B CD3x b
Px
and
C.=C,,. (1-o;)p, (4.21)

X

where the z and r subscripts have been omitted from the friction coefficients.

4.2 Water-Vapor Interfacial Friction Coefficients

Two flow regimes are considered in the water-vapor interaction. The bubbly flow regime exists
when the liquid is the continuous phase and vapor exists in the form of bubbles. In the absence
of a melt phase (¢3=0), the bubbly flow regime is defined by ¢47<0.25. In the “mist” flow regime,
the vapor is the continuous phase, and the liquid takes the form of drops. In the absence of a melt
phase (a5=0), the “mist” flow regime is defined by ,<0.25. In the absence of rigid walls, there
1s no classically defined flow regime between these two limits. Therefore, this intermediate zone
will be handled by interpolation between the bubbly and mist regimes.

When the melt phase is present, the definition of the flow regime boundaries must change. We
borrow the definition of “saturation” from the packed-bed lexicon [Eq. (4.12)]. The flow regime

will be considered “bubbly” when the saturation is greater than 0.75 ($>0.75). The flow regime
will be considered “mist” when the saturation is less than 0.25 (5<0.25).
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4.2.1 Bubbly Flow (No Melt, ¢;<0.25)

The approach follows that of Ishii and Chawla [17]. The basic assumptions inherent in this
formulation are as follows:

1. The interfacial drag on bubbles can be represented with the correlations commonly used
for solid spherical particles, assuming no bubble distortion.

2. The transient is sufficiently slow that interfacial drag phenomena are quasi-steady. As a
result, the transient forces during the acceleration of bubbles (apparent mass and Basset
force) can be neglected.

3. The bubble diameter used for bubbly flow can be determined using a Weber number
criterion.

The approach can be derived by first expressing the interfacial drag force between the liquid and
the vapor (in N/m’) as

a,F 4.22
M, =5t (422)
vol,
where
oy = field 1 (vapor) volume fraction,
F, = the drag force on a single bubble (newtons),
vol, = the volume of a single bubble, vol, =17zD;, and
D, = bubble diameter.

Because this relation assumes steady-state conditions, the force on the bubbles is caused by skin
friction and form drag only. The transient forces that occur during bubble acceleration (apparent
mass and the Basset force) are neglected. The drag force can thus be written in terms of a
spherical drag coefficient (of a bubble) as

1 4.23)
F, =3 Cpp P2 Viz [Vira| Ars
where
Cpp = bubble drag coefficient [see Eq. (4.13)],
2} = density of the liquid,
V12 = relative velocity between vapor and liquid tV,uz =Ww,-w.¥+({U,-U, )ZJ and
App = projected area of the bubble, A, = %7: D}.
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In this case, the Reynolds number used to calculate the bubble drag coefficient is

R P Vn.zl D, (4.24)
g,=—
H,

To determine the diameter of the bubble, a bubble Weber number of We,, = 7.5 is assumed. The
Weber number, as used here, gives the balance of inertial and surface tension forces on the
bubble under steady-state conditions and thus determines the minimum bubble diameter for the
current water material properties (surface tension, density) and relative velocity. Thus we can
write

p, =02V (4.25)
p 2 (Vrl.Z )2
where
We, = bubble Weber number, We, = 7.5, and
(o) = surface tension of the water, calculated as a function

of pressure and saturation temperature.

Combining Egs. (4.22) and (4.23) with the relations for projected area and volume of a spherical
bubble, we can write

_ 0.75Cp, & P2 V15 [V (4.26)

1.2
Db

From this relation it is clear that the interfacial friction coefficient for use in the IFCI momentum
equations can be calculated as

075C,, @, p, 4.27)
Db

Caizs0r Cpyp =

4.2.2 Bubbly Flow Adjusted for the Presence of Melt (S>0.75)

There do not appear to be any experimental data on the effect of a third component (melt) on
bubbly flow. In the absence of such data, an interpolating heuristic rule is imposed. The
liquid/vapor interfacial area is assumed to be proportional to the complement of the melt volume
fraction (03). This makes the interfacial drag force (in N/m?)
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(4.28)

Vr1.2

M,,= 0.75Cp, Dpz Viz
b

(l—as)

and the interfacial friction coefficient

0.75Cp, a, p, (-a,) 4.29)
3

b

Cpips 0r Cppy =

4.2.3 Mist Flow (No Melt, ¢5>0.75)

The mist regime is considered to exist in two-phase flow when the vapor volume fraction, ¢y, is
greater than 0.75.

The basic assumptions inherent in the IFCI formulation are as follows:

1. The interfacial drag on droplets can be represented with the correlations commonly used
for solid spherical particles, assuming no bubble distortion.

2. Calculated transients are sufficiently slow that interfacial drag phenomena are quasi-
steady. As a result, the transient forces such as the apparent mass and the Basset force are
neglected.

3. The bubble diameter used for bubbly flow can be determined using a Weber number
criterion.
4. Any film contribution to the interfacial drag that might occur is neglected.

Because the liquid is assumed to exist as spherical droplets, the mathematical development for
the interfacial drag is almost identical to the development of the bubbly flow regime [Eqs. (4.2)
through (4.7)]. The difference for droplet flow is that the dispersed phase is now the liquid, and
the continuous phase is the gas. Thus the interfacial friction coefficient is given by

Cprs 07 Copy = 075 Cp, o, p, (4.30)
D d
where
Cpa = droplet drag coefficient,
[0 = volume fraction of the liquid,
o = density of the vapor, and
D, = droplet diameter.

The droplet drag coefficient is found by applying Eq. (4.1), where the appropriate Reynolds
number is
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.| D, 4.31)
Red pl |Vrl

H

To determine the droplet diameter, D;, a constant droplet Weber number of We,; = 4.0 is
assumed. Thus we can write

o, We, | (4.32)

px( 12).

D_

where
o = surface tension of the water, calculated as a function
of pressure and saturation temperature.

According to Reference 5, p. 6-27, sensitivity tests on the effect of droplet Weber number have

shown that variations between 2 and 12 did not strongly influence the results, although Hinze
[18] recommended a value of 3.46. In IFCI we adopt the TRAC value of 4.0.

4.2.4 Mist Flow Adjusted for the Presence of Melt (S<0.25)

The same interpolating heuristic rule that is imposed for bubbly flow is also imposed for mist
flow: the liquid/vapor interfacial area is assumed to be proportional to the complement of the
melt volume fraction (asz). This makes

075C,, o 4.33)
Cz125 OF Cppp = ;d 2 £ (l a3)
d

4.2.5 Interpolation Between Bubbly and Mist Flow

The interpolated flow regime is considered to exist in vertical flow when the saturation, S, is in
the range from 0.25 to 0.75. In this regime, the interfacial friction coefficient is found by linearly
interpolating between the values that would be calculated at the bottom edge of the bubbly flow
regime (S = 0.75) and the top edge of the mist regime (S = 0.25).

The application of this approach can be illustrated as follows:

Step 1: Calculate two values for an interfacial friction coefficient, one corresponding to bubbly

flow when § = 0.75 (Cyuppie), the other corresponding to mist flow when S = 0.25 (Carop)-
Applying Eqgs. (4.11) and (4.12), we can write
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Cos

(4.34)
Chure =0.7500, p, D

(1—a3)

b

and
C 4.35
Cap =0.7500, p, ""DD_d'(l‘as) (4:3)

d

Step 2: Interpolate between the values of Cyypble and Corop to calculate the interfacial friction
coefficient.

Cz12: 01 Cppp =1, c_bubble +(1-£1)Cy ' (4.36)

where the interpolating function fj is defined as

_ (§-0.25) (4.37)

f, = :025< 5 <0.75
0.75-0.25

The major difference between the method employed by IFCI and that used in the current version
of TRAC is that TRAC uses a cubic interpolating function instead of a linear function (see
Reference 5, p. 6-46).

4.3 Numerical Implementation on the Staggered Grid

The equations in Sections 2, 3, and 4 have been written in generic form without reference to how
they are calculated within the framework of the numerical grid used. For example, because the
momentum equations are solved on a staggered grid, some parameters must be found using a
weighted average. In Figure 4-4, the staggered grid is illustrated together with the defined
locations of some of the quantities required in the equations. Note that the velocities are defined
on the edges of the finite difference cells while most of the other key parameters are defined at
the cell centers. However, the momentum equations are not solved on the cell volumes, but are
solved by using cell volumes whose boundaries are illustrated by the dashed lines in this figure.

Cell-centered values that must be averaged for use in the momentum equation include the
volume fractions, ¢y, the densities, py, the fluid viscosities, 4, and the liquid surface tension o.
They are found as follows (where ¢ represents any of the aforementioned variables):

9yt sa (4.38)
¢f,j-1/2 - "__2—'

and
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a. Axial momentum equation

Figure 4-4
equations solved by IFCI.

_ ¢f.i+¢f.i-—l

¢f.i—|/z = 5

Note that the nomenclature used here designates that velocity Wy; be located at the cell boundary
between the cell-centered parameters designated with the subscripts j and j-1. For this reason,
the weighted values of the cell-centered parameters that are used in the momentum equation for

Wi

i1 Hfi
Pfi1

Ci-1

Ogiel Mfiel
Pfi+1  GCisl

~

Uf,i+l

b. Radial momentum equation

velocity j are designated with the subscript j-1/2.

Additional key parameters calculated numerically and used in the momentum equations include
the Reynolds numbers and the hydraulic diameter. These are calculated at locations consistent

with the defined velocity locations.

calculated as follows:

Re. = PrianWr ;D
i

Hiian
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Location of some key variables as needed in the finite-difference momentum

(4.39)

With respect to the numerical grid, they are always

(4.40)



(fvol j + f vol j-1 )

4
2
D, .= . (4.41)
Wi (SA, +54,,)
2

where

folj = flow volume (nonstructure volume) of control volume j (m®) and

SA; = total wetted structure surface area within control volume j (m?).
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5. INTERFIELD HEAT-TRANSFER MODELS

As previously introduced, a conservation of energy equation [Eq. (2.4)] is solved for each fluid
field. Of interest in this section is the fifth term in this equation—the heat transfer that can occur
between different fluid fields existing together in the same local region (i.e., control volume).

5.1 Heat Transfer Between Vapor (Field 1) and Water (Field 2)

Originally, the two-phase (steam/H,-liquid water) interfacial heat transfer models used in IFCI
were primarily adopted from the TRAC-PF1/MOD1 computer code [5]. However, the flow
regime map was simplified in order to be more applicable to fuel-coolant interactions (Section
3). Modifications to the TRAC-based correlations were made in order to be consistent with this
revised flow regime map. '

Section 5.1.1 describes the basic thermal energy implementation and the associated surface area
calculations. Sections 5.1.2 and 5.1.3 describe the models and correlations applied for the bubbly
and mist flow regimes, respectively. Section 5.1.4 describes the interpolation between the
bubbly and mist flow regimes for two-component flows, and the interpolation used to extend to
the presence of the melt. Finally, in Section 5.1.5 the major assumptions and simplifications
made in the IFCI heat transfer modeling are summarized.

5.1.1 Coefficients, Velocities, and Diameters

Throughout this discussion of the two-phase interfacial heat transfer modeling in IFCI, 2 number
of basic equations and definitions will be applied repeatedly. In this subsection, these parameters
and definitions are defined and described, together with the associated correlations.

In IFCI, the heat transfer between the vapor and the water takes place at the vapor/water
interface, which is assumed to exist at the saturation temperature (7). The heat loss from the
liquid and from the vapor are, respectively:

Q; =h,A, (Tl _Tsat) (5.1)
Oy =hpAp, (Tz -7, )

where
On = the heat transferred from the vapor to the interface,
O = the heat transferred from the liquid to the interface,
T = the saturation temperature of steam evaluated at the partial pressure of the vapor,
A = the interfacial surface area between the vapor and water,
h; = the vapor-to-interface heat transfer coefficient, and
hyy = the interface-to-water heat transfer coefficient.
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The rate of evaporation (or condensation) is the sum of these two heats divided by the enthalpy
of vaporization.

u,, =2+l (52)
L
where
Mevap mass of water evaporated (or condensed if negative) and

[

L enthalpy of vaporization.
Of great importance in calculating the interfacial heat transfer are a number of velocities
associated with the different fields. These are described next.

Consider the control volume illustrated in Figure 5-1

and the water and vapor velocities shown. A cell- W,
centered velocity difference between the water and Woi
vapor fields is calculated as follows: A

Given the velocities as shown in Figure 5-1, average Ujiq U
cell-centered water velocities are calculated and then 2’1_ 5
used to find a vector water velocity, a vector vapor > ?

velocity, and a vector water-vapor velocity difference.
_2. = 0-5(VVz.j +VVz,j-1) Z, %_Z,i-l
W, =05(W; ,+W, ) (5.3)

Figure 5-1 Water and vapor

2
U,=05U,;+U, ;,) velocities around a
i typical control volume.

V, =W2+U;} (54)

V, =W;>+U} (5.5)

Vo= T +0,-7Y 107 59
J
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We next tum our attention to the calculation of droplet and bubble diameters. These are
generally found by use of a constant Weber number assumption. In IFCI (as in TRAC), a
constant value of 7.5 is used for bubbles, and a value of 4.0 for droplets. However, in IFCI this
approach has been modified by the addition of a number of constraints that are intended to limit
the possible values by physically based bounds. To describe the total approach, it is useful to list
a number of equations and definitions.

First we note that by definition, the generic expression for the Weber number of a spherical
bubble or droplet can be written as

2 5.7
we Ve D (5.7)
o
where
o = surface tension of the liquid phase (water), calculated as a function

of pressure and saturation temperature,

the density of the continuous fluid medium
the bubble or droplet diameter, and

relative velocity between the vapor and water.

P
D
Vi

We now turn our attention to calculating a bubble diameter and bubble Reynolds number to be
used in the bubbly flow and slug flow regimes. The physical situation envisioned is a mass of
vapor bubbles surrounded by liquid water. We begin by defining a maximum bubble diameter:

Db.max =max [mln (Db.rise’ Dbmass) Dmm] (5-8)
where
(5.9
D,. =\/0.75 Weo Py we_s
P, & (Py=py)
1/3
D, .. = (6 o, vol ) (5.10)
T
D, =00001 m ' (5.11)

The diameter, Dj, max, is used in finding a bubble rise velocity, Vi, characterizing a bounding
maximum velocity between bubbles and the surrounding water, if bubbles were rising under the
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force of buoyancy. Eqguation (5.9) is derived by assuming a Weber number of 7.5, a drag
coefficient between the bubble and water of 1.0, and balancing gravitational and drag forces. It is
an upper bound because it does not account for viscous effects. Equation (5.10) is the diameter
of a spherical bubble containing all of the vapor within the given control volume (vol =the
control volume), another physically based upper bound on the size of the bubble. The value of
Dy given in Eq. (5.11) is an arbitrary lower limit (contained in a data statement in the code) that
is applied.

Once the value of Dy, is calculated from Eq. (5.8), the rise velocity, Vi, is calculated by
assuming a drag coefficient between the bubble and water of 1.0, and balancing gravitational and
drag forces [see Eq. (8.5) in Reference 19], yielding

~ (5.12)
Vn'se = \/ i Db.ma.x g p2 pl
3 b

This velocity is used as a lower bound on the relative velocity between the vapor bubble and the

water, V,;, used in calculating the bubble diameter, D,, and bubble Reynolds number, Re;,. Thus
the following three equations are applied:

V,, =max(V,, V) (5.13)
' (5.14)
D, =min|max| 22t p_|D, | We, =75
pZVrise
Re, = p2IVrb D, (5.15)
H,

The bubble diameter is modified to correct for strongly superheated water conditions using the
equation

(T (P }-T2) (5.16)
D,=D,e ?®

where Py is the total pressure.

Another set of equations, completely analogous to Eqgs. (5.8) through (5.15), is used to calculate a
droplet diameter, D;, and droplet Reynolds number, Re;. In this case we envision droplets’ of
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liquid water surrounded by gaseous vapor. Thus the idea of a terminal velocity is substituted for
that of the rise velocity used above. Also, an additional constraint reducing the droplet diameter
in superheated conditions is applied. These equations are given below in sequence, but without
further explanation.

Dy e = max [min (D s Dy e )» Do (5.17)
where
. (5.18)
D, = \[9——————75 Wed Pr . We=40
P8 (P—=py)
3
D, = [6 o, vol )” (5.19)
T
D_.. =0.000lm (5.20)
_ (5.21)
Vterm = \/deaxg M )
P2
Vrd = max Vterm ;VIZ) - (522)
523
Dy =2 we, =40 (5:23)
PilVem ) :

To adjust for superheated conditions, IFCI modifies the drop diameter using the equation

o -5 - e
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The droplet diameter and droplet Reynolds number are now calculated as

D, = min|max(D}.D,;, ) D, ne; We, = 4.0 (5.25)
Re, = v,| D, (5.26)
1A

Finally, given the values of the relative bubble velocity, V,;, and the relative droplet velocity,
V.4, from Eqgs. (5.13) and (5.21), the vector relative velocity, V,, is bounded by these values:

Vie = ma'x(Vrb’ Vs VIZ) _ : (5.27)

5.1.2 Bubbly Flow Regime

For a saturation (S) greater than 0.75, correlations developed for the bubbly flow regime are used
to determine the interfacial heat transfer.

5.1.2.1 Interfacial Surface Area

In bubbly flow, the interfacial surface area, A},, is calculated in conjunction with a critical bubble
Weber number as explained in Section 5.1.1. Given the value of D, [see Eq. (5.14)], and with
the assumption of a uniform bubble distribution, the number of bubbles within the control
volume (CNB) is

6 a, vol (5.28)

CNB= 3
7 D,

where ¢; is the vapor volume fraction.

Assuming the bubble surface area can be found from the surface area of a sphere, the interfacial
area can be found as

vol - (5.29)
Apy_pase =6 [D_]
b
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In TRAC, this value is restricted from becoming smaller than a value based on a minimum
number density of bubbles. This restriction was removed from the IFCI formulation when
situations arose that appeared to produce physically unreasonable results.

Equation (5.29) does not account for the presence of the melt. In IFCI, the liquid/vapor

interfacial area is assumed to be proportional to the complement of the melt volume (a3).
Therefore,

5.30
A, =60, (?)(1—&'3) ( )

b

5.1.2.2 Vapor-to-Interface Heat-Transfer Coefficient

In the bubbly regime, the vapor-to-interface heat-transfer coefficient, h;;, is set equal to a
constant:

h, =1000 (5.31)

This is a simplification of the TRAC formulation, which includes a different constant (h;; =

10,000) if the vapor temperature is in the nonequilibrium condition T, > T, .

5.1.2.3 Interface-to-Water Heat-Transfer Coefficient

The interface-to-water heat-transfer coefficient is calculated using the heat-transfer coefficient
for particulates. The Nusselt number for a single particle is [20, 11]

1 5.32
Nu =2+0459 Re’” Pr3 -2
For a packed or fluidized bed, the Nusselt number is given by [21, 11]
0.44 3 £
Nu=177"*(1-€) " Re**Pr3  if Re——>30
1-¢ (5.33)

1

Re®2Pr3  if ReTf-— <30
—&

0.78

=57&"#(1-¢)

where the Reynolds number is based upon the interstitial velocity and € is the void fraction of the
particulate bed. When applied to bubbly flow, the liquid volume fraction () is substituted for &.
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The large Reynolds number portion of Eq. (5.33) very nearly corresponds to the large Reynolds
portion of Eq. (5.32) for a void fraction (&) of 0.95. The low Reynolds number portion of Eq.
(5.33) is consistently lower than the value of 2 in Eq. (5.32) and displays a dependence upon the
Reynolds number that does not disappear as the void fraction approaches unity.

The heat-transfer and mass-transfer data for gases in packed and fluidized beds consistently show
values for Nusselt numbers that are substantially smaller than 2 for low Reynolds numbers [22].
The generally accepted explanation for this is the formation of microchannels that allow flow

bypass of a portion of the particulates [23]. There has been only partial success in correlating
low Reynolds data for gas flow [22].

It is not readily apparent that the microchannel mechanism is applicable in three-component
flows. It is almost certain that the physical mechanisms would be modified by the presence of a
third component. Therefore, in the absence of a better alternative, Eq. (5.33) is modified for
IFCL:

1
0.56 .44 0.56 -
Nu,, = ﬁ%& —2+max % (-0, )" Re, ™ Pry3

1
2 1.7700.95°% (1—0.95)* Re,** Pr,3 (5.34)

5.1.3 Mist Flow Regime

The mist flow regime is considered to exist in vertical flow when the saturation (S) is less than
0.25. In IFCI, the interface-to-vapor Nusselt number, Nu;, is calculated similarly to the
interface-to-water Nusselt number for bubbly flow [Eq. (5.34)] with the exception that the
volume fraction of the steam (o) is substituted for € in Eq. (5.33):

i
0.56 .44 0.56 -
Nu, =il _p 177 &% (1- e, * Re,*™ Pr3

1
1 1.7700.95%% (1-0.95f* Re,** Pr3 (5:35)

The interface-to-water heat-transfer coefficient, A;,, is calculated by assuming a constant Stanton
number of 0.02, but is limited to be no more than 50,000.

h, = min(50000, 0.02 p, Cp, [V.,|) _ (5.36)

The interfacial surface is assumed to be proportional to the drop diameter and is further assumed
to be proportional to the complement of the melt volume fraction.
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5.37
A, =60, [’;_011(1_“3) ( )

d

In determining the droplet diameter D,, we note that a constant droplet Weber number of We, =
4.0 is assumed. According to Reference 5 (see p. 6-27), sensitivity tests on the effect of droplet
Weber number have shown that variations between 2 and 12 did not strongly influence the
results, although Hinze [18] recommended a value of 3.46. In IFCI we adopt the TRAC value of
4.0.

5.1.4 Transition Flow Regime

The interpolated or transition flow regime is considered to exist in flow when saturation, is in the
range from 0.25 to 0.75. In this regime, the interfacial heat-transfer coefficients and surface areas
are found by linearly interpolating between the values that would be calculated at the bottom
edge of the bubbly flow regime (S = 0.75) and the top edge of the mist regime (S = 0.25).

The application of this approach can be illustrated as follows:
Step 1: Calculate two sets of values for the interfacial heat-transfer coefficients and surface areas,

one set corresponding to bubbly flow when S = 0.75, the other corresponding to mist
flow when § = 0.25. Applying Eqs. (5.38) through (5.43), we can write

hil.bubb]y =1000, and (5.38)

1
1770, -, Y* Re,** Pr3 |k
Pis vty = 2 + max 2 ( 2)0 b g —

1.7700.95°% (1-0.950* Re,** Pr2% D, (5.39)
Vol (5.40)
A'lZ.bubbly =6 ¢ (—Di] (l“as)
b
and
i e =min(50,000, 0.02 p, Cp, V) (5.41)
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1
1770y (1—04 P* Re,** Pr3 | &y

By e = 2+ max )
1.7700.95°% (1-0.95f* Re,* P3| Da (5.42)

i1,mist

d

Vol (5.43)
Appin =60, (_I_JO—J (l“az)

Step 2: Interpolate between the set of values as follows:

hy = (1 -5 )hil,mist +1 hil.bubbly (5.44)
b, = (l -h )hil,mist + 11 Pz vty (5.45)
Ap= (1 -h )AIZ.mist +fi Al2.bubbly (5.46)

where the interpolating function, fi, is defined as

_ ($-025)

= ;0.25< 8 <0.75 (5.47)
0.75-0.25

h

We note that the difference between the interpolation method employed by IFCI and that used in
the current version of TRAC is that TRAC uses a cubic interpolating function instead of a linear
function.

5.1.5 Review of Major Assumptions

The models used in calculating the interfacial heat transfer coefficients and interfacial areas
contain many fundamental assumptions. The major assumptions used are as follows:

1. It is assumed that the bubble and droplet diameters can be determined using a constant
Weber number criterion. Such a model assumes an equilibrium between inertial and
surface tension forces. For bubbles it is assumed that We, = 7.5, for droplets that
We,;=4.0. i

2. The transients are assumed to be slow enough that the flow regimes and the heat-transfer
coefficients can be determined using a quasi-steady approach and the steady-state rise or

terminal velocity.

31



3. Bubbles or droplets are assumed to be uniformly distributed within the control volume.
4. Surface areas of bubbles and droplets can be found by assuming spherical geometry.

In addition to these five assumptions, each flow regime has assumed that certain correlations or
constants are valid approximations for calculating the interfacial heat-transfer coefficients over
the entire flow regime.

5.2 Heat-Transfer Between Melt (Field 3) and Fields 1 and 2 (Vapor and Water)

In IFCI, melt is assumed for heat transfer purposes to have the geometric character either of a
collection of spherical particles each of diameter D; dispersed uniformly throughout the available
flow volume, or of a horizontal pool surface. This section describes the heat transfer between
melt particles and a surrounding water-vapor fluid.

When condensation is not being modeled, the heat-transfer rate between the melt and field j (j=1
or 2) is given by

qu'_‘Asj h3j (T3_Tj) , (5.48)

where Aj; is the interfacial surface area between the melt and field j per unit volume, and is
calculated as follows:

4 6 [ (-8)ifj=1 (5.49)
b, | S ifj=2

where § is the saturation. The focus of this section will be the determination of the heat transfer
coefficients hs;.

Three different heat-transfer regions are described in Table 5.1. Both forced and natural
convection are considered in region I. (However, it should be noted that not all this domain can
be realized during reactor accidents.) In region II, nucleate, transition, and film boiling heat-

transfer regimes are modeled. Region I is a region where interpolation is applied so that the

heat-transfer values behave smoothly as the flow conditions change from pure convection to
boiling.

In the correlations that are applied, the important velocities will be relative velocities between the
different fields. In particular, the velocity difference between the melt and water, and between
the melt and vapor are important. These values are defined in IFCI in the same way that the
relative velocities between fields 1 and 2 are [see Egs. (5.3) through (5.6) and Figure 5-1].

32




W,=05 W,,+W, ) (5.50)

U,=05 U,;+U,.) (5.51)

v =max( @ - W) + @,-T, 10°) (552
J

Vas =maX(x/(Ws—Wz)z +@,-T,),10% ) (5.53)
J

Table 5.1. Interfacial heat transfer regions for melt (field 3) in
the presence of fields 1 and/or 2

Region Conditions
I. Pure Convection $<0.02 or
(I3<T,,or T3<T5) or
P2P_,
II. Pure Boiling S>0.25 or
2T, +5 or
I3>T, or
P<P.;
II. Interpolation 0.02<85<025 or
Taa<T3<T,+5 or
T:>T, or
P<P

5.2.1 Pure Convection

The melt-vapor and melt-water heat-transfer coefficients are calculated as an appropriate single-
phase value weighted by a simple (ad hoc) function of the saturation.
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by =[-(5)]n,
h32 =1(S) hz

where

f(S)= max{O, nﬁn[l, _(i—_OgS_)]}

0.5

(5.54)

Note that the function f(S) requires that the convective melt-vapor heat transfer be zero for §
above 0.75, and the convective melt-water heat transfer be zero for S less than 0.25.

Both single-phase heat-transfer coefficients (h3; and #h3,) are calculated using the same
correlations, and both natural and forced convection regimes are considered. Using the subscript
f to denote either the field 1 or field 2 coefficient, the correlations currently used in IFCI
Reference 24, pp. 409-413) are as follows:

Nu,; r=Gr/(Re)? > 1 (5:53)
th,x
Nu f = —k— =
7 |rNu,+({-r)Nu, ;r=Gr/(Re)* <1
where
Nu,, =2.0+0.6 Gr,* Pr;" (5.56)
0.44 !
177 a,**(1-a,)  Re,**Pr,3
Nu, =2.0+ max ! ( f) d f .
177 #095°%(1-095)** Re ,*** Pr, 3 (5.57)
and where the Reynolds number, Grashof number, and Prandtl number are defined as
Re, = Ps Vs D, (5.58)
Ky
TV ) - (559
f

2
vy
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o _HsCP; (5.60)

/
kf

Note that the ratio r = Gr/(Re)2 determines the importance of natural convection in each case.

5.2.2 Pure Boiling

Heat-transfer coefficients that account for boiling are calculated whenever the melt temperature,
T3, is greater than T, and the saturation, S, is greater than 0.02. However, as will be described in
detail in Section 5.2.3, interpolation is used when T, < T3 < (T, ¢ T 9) and when 0.02 <§ <0.25.

When T3 2 T + 5 and §>0.25, the correlations discussed in this section are used without
modifications.

Depending on the temperature of the melt, either nucleate, transition, or film boiling is
considered to be occurring. Nucleate boiling occurs when the melt temperature is greater than
T, but less than Tcyyr, the temperature corresponding to the critical heat flux. Film boiling is
modeled when the melt temperature is greater than Ty, the minimum film boiling temperature.
Transition boiling is modeled in the intermediate range Teyr < T3 < Thin. In each of these
regimes, a heat-transfer coefficient between the melt and both the liquid water, A3,, and gaseous
vapor, hs3;, must be calculated.

5.2.2.1 Nucleate Boiling

Nucleate boiling between melt and a two-phase steam-water mixture is modeled in IFCI in much
the same way as described in Reference 4 for the TRAC code as it existed in 1986. Although
some modifications to this approach have been made in TRAC, the material presented in
Reference 5 is also largely still applicable to IFCI. The discussion here is adopted from

References 4 and 5 and will only review the basis of this model as applied in the HTMELT

subroutine.

5.2.2.1.1 Melt-to-Water Heat Transfer Coefficient, /s,

The Chen correlation (see Reference 25, p. 262) is used in the nucleate-boiling heat-transfer
regime. The Chen correlation assumes that both nucleation and convective mechanisms occur
and that the contributions made by the two mechanisms are additive.

B I @-1.) (5.61)
hy, =h,, +min [ (3_T)]h
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The forced convective component, Ay, is assumed to be represented by the maximum of a Dittus-
Boelter type of turbulent flow equation (modified by the so-called F factor) and the Rohsenow-
Choi laminar flow equation.

by =maxlh, | (5.62)
where

by . =405 (5.63)
and

hy =0,023_]fz{p2 Vs (Z @)D, ]"‘8 bt F - (5.64)

The parameter F > 1.0 is used to modify the convective part of the correlation (called the
“macroterm’), to account for increased agitation caused by the formation of vapor bubbles. The

F factor is found as a function of the Lockhart-Martinelli factor, X7 :

1.0 ; X <0.10 (5.65)
F=
235(x:1+0213f™° ;x1>0.10
with
0.9 0.5 0.1 (5.66)
X; =( Martinelli factor ) =(—x—] P | | £z
1-x P &

and X, is limited to a maximum value of 100.

The basis for the nucleate boiling component, A,;, is the analysis by Forster and Zuber [26] for
pool boiling. This has been modified by a suppression factor, Su, to account for the difference
between the wall superheat and the mean superheat to which the bubble is exposed.

(5.67)

0.79 045 049
hw=su-o.00122[ ky "Cpy_py kT3—Tw)‘"2“(PW—P)‘"75

.5 ,,0.29 y0.24 024
O.OS'u2 L 0.2 ,

P
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For values of S > 0.3, the Su factor is calculated as

[1.0+0.12 (Re )-“‘}‘ ; 0.0<Re, <32.5 (5.68)
Su = ! 78 [ ?
[.o+0.42 Re, F™]' ;325<Re, <70
where
(5.69)
Re, = nﬁnI:(M)Fm, 70.0]
H,

Because the equation for the suppression factor (Eq. (5.68)) does not approach the correct limit
of zero as the saturation approaches zero, an additional modification is imposed for values of S
less than 0.3. To ensure that Su approaches the correct value for S = 0.0, the following procedure
is used. When S < 0.3, Su is evaluated at S = 0.3 and the current value of S; the minimum of the
two values, Supn,, is saved. Linear interpolation is then used between the two values, Sum, and
Su=0.0 at S$=0.02. That is,

Su,, (§ -0.02) :
Su= (0.3-0.02)

0.0, S >0.02

S <0.30
(5.70)

5.2.2.1.2 Melt-to-Vapor Heat-Transfer Coefficient, s3;

The melt-to-vapor convective heat-transfer coefficient is calculated to go from zero at T3 = Ty t0
the transition boiling value at T; = Typ. It is defined as follows:

Let
(T,-T,) ' (5.71)
y — —
(TCHF - Tsat )
then
hy = By* =25%) Py M) (5.72)
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where h3; aim(Teyr) is found from the film boiling correlations described in Section 5.2.2.3 when
T5=Tcyr.

5.2.2.2 Transition Boiling

The transition boiling regime spans the boiling surface between the critical heat flux (CHF) and
minimum film boiling. In this model it is assumed that transition-boiling heat transfer is
composed of both nucleate-boiling (wet-wall) and film-boiling (dry-wall) heat transfer. This is
based on the understanding that at a given location the surface is wet part of the time and dry
during the remainder of the time. Therefore, contributions to both the water and vapor heat-
transfer coefficients should exist for all conditions.

5.2.2.2.1 Melt-to-Water Heat-Transfer Coefficient, A3,

In IFCI, it is assumed that the heat transfer to the liquid water from the melt can be approximated
as an interpolation between the critical heat flux (gcyr) and the minimum stable film-boiling heat
flux (gmin)- The value for the film-boiling heat flux is, however, modified to account for
radiation heat transfer (denoted gy, ra¢)- The interpolation equation applied is

Qy4ig = Fienr + (1_-f1 )qmin,rad =hy, (Ts _Tz) (5.73)

where

£, =6y*-2y*) (5.74)
T, - 5.75

)= (T-Ty) (5.75)

( CHF — )

9 minrad = Donin T [G£(T4 T4)( T) (5.76)
,-T,)

(Note: ois the Stefan-Boltzmann constant and ¢ is the emissivity with £= 0.7). Given values for
T3, Thins Gmin» Tcur, and geyr, and applying Egs. (5.74) through (5. 76) the value for A3, can be
calculated directly by rearranging Eq. (5.73) as
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— fidcnr + (= £ ) uinge (5.77)
(Ts -T )

hs

The methods for calculating the values of T¢eyr and gcyr are described separately in Section
5.2.2.4. Likewise, the methods for calculating the values of Ty, and ¢, are described in
Section 5.2.2.5.

5.2.2.2.2 Vapor Convective Heat-Transfer Coefficient, &,

In IFCL it is assumed that the heat-transfer coefficient for vapor can be approximated by
interpolating between the value obtained at the critical heat flux (k3 cyr) and the value obtained
at the minimum stable film-boiling heat flux (%3 mi,)- The interpolation equation applied is

hy, = f; h31,CHF + (1 - fi )hsl,min (5.78)

where the interpolating function f; is identical to the one given in Egs. (5.74) through (5.76).

fi=6y"-2y*) (5.79)
_ 5-T) (5.80)
(TCHF - Tmin )

5.2.2.3 Film Boiling

5.2.2.3.1 Melt-to-Water Heat-Transfer Coefficient, hs;

The film-boiling heat-transfer coefficient from the melt to the liquid water is given as

hy, = max(hg,. b )+ By (5.81)

force
where Ay and hg,. are subcooled boiling correlations from Dhir and Purohit [27],

(T -T,) (5.82)

h...=h_ +h
free sat+ nat (T3 _Tw)
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where A, is given by the Bromley correlation [28],

p o -p)ek’ L, }m (5.83)

h, =08
[ :ul Dc (];—'Tsat)

(Li21s the latent heat of water) and Ay, is a natural convection correlation,

0.25 84
B = o.g[ﬂzz 8 Cp, B (T, —Tz)kSJ (5.84)
1D,

The heat-transfer coefficient Ay, is a combination of the Bromley saturated-boiling heat-transfer
coefficient A, (above) and a forced-convection heat-transfer correlation,

— . (5.85)
Ptoree = hsa' +0.8\[1$ [1+ k, (T3 T ):I DC
wher;a

The heat-transfer coefficient from the film interface to the bulk liquid water is given by a natural
convection correlation or a forced convection correlation whichever is greater [24]

5.87
nt,= max(Nu__,Nu fc)%_ (5.87)
where
Nu, =2.0+0.6 Gr}’* Pr,"? (5.88)
0.56 0.44 0.56 1
Nu, =20+ max 177, (1-a, ) Re,*™ Pr,3
¢ : 1
1.77-0.95%% (1-0.95)* Re,** Pr,3 (5.89)
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and where the Reynolds number, Grashof number, and Prandtl number are defined as

Re, = Py Vi D,
Hy

3 o—
Gr, = 85 D; 2(T3 T,)
b,

Pr, = K, Cp,
k,

The radiation component of the melt-to-water heat-transfer coefficient is found as

— (Ts4 "T24)
hmd —of (Ts _Tz)

5.2.2.3.2 Melt-to-Vapor Heat-Transfer Coefficient, hy,

(5.90)

(5.91)

(5.92)

(5.93)

In film boiling, the melt-to-vapor heat-transfer coefficient is currently set to zero. Note,
however, that since the overall value of &3 is a sum of a boiling part and a convection part, its

total value may not be zero.

5.2.2.4 Critical Heat Flux

If one considers a typical boiling curve, as the temperature of the surface increases to a point
higher and higher above the fluid saturation temperature, a point is reached where the effective
heat-transfer coefficient begins to deteriorate due to vapor blanketing. This point on the curve
can be characterized by either the surface temperature, Ty, or the heat flux, gcyr, at that point.
The critical heat flux (CHF) point has two purposes in relation to the IFCI boiling curve. First,
the CHF point indicates the change from a nucleate boiling regime to a transition boiling regime.
Second, the CHF point is used in the quadratic interpolation that gives the transition-boiling

liquid-water heat-transfer coefficient.
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5.2.2.4.1 Basis of the Model

The critical heat flux prediction model used in IFCI was adopted directly from the TRAC code.
The package consists of the Biasi correlation [29] with modifications at low mass velocities and
high void fractions.

The Biasi correlation consists of taking the maximum of two equations, where one is typically
appropriate for low quality, and the other for high quality. As applied in IFCI, it can be
expressed as follows:

dcur =10* max [q cHF.1q, 9 CHF hg ] (5.94)
where
Goney, = 1253 fo (5:93)
CHF lg (Dh)l IG|1/6 |G|l/6
3780 (5.96)
Aenrmg = 7 06 hp (1 —-x)
0, [

and

h, = ~1.159+329F —+0.149Pe %

10+ P

I = 0.7249+0.099 P %27 |

n = 04 forDp=1cm,

n = 0.6 forDp<1cm,

D, = hydraulic diameter (cm),

IGl = absolute value of the mass flux (gm cm'zs'l),

P = pressure (bar), and

x = equilibrium quality.

Note that because the Biasi correlation uses centimeter-gram-second (cgs) units, Eq. (5.94) has a
multiplication factor of 10* so that the units of gcgr in IFCI will be in watts per square meter.

Typically, Eq. (5.95) is the controlling correlation for low quality and Eq. (5.96) for high quality.
However, the value of the switchover quality is not constant and variés between about 0.3 and
0.7, depending upon the pressure.

Currently, IFCI uses the Biasi correlation for values of o less than 0.97. For 0.97 < a; < 0.98,
the code uses the value obtained at o; = 0.97: For o =2 0.98, Tcyr is fixed at 0.5 K above Tgy.
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The single-phase liquid correlations explained in Section 5.2.1 are used. Also, lgecause the Biasi
correlation tends to .overpredict the data at mass fluxes lower than 200 kg/(m’s), the CHF for

these conditions is evaluated by using the Biasi correlation with IGl = 200 kg/(mzs).

Once gcyr is obtained, the wall surface temperature corresponding to the CHF point, Teyr, is
calculated by using a Newton-Raphson iteration to determine the intersection of the heat flux
found by using the nucleate-boiling heat transfer coefficient (HTC) and the CHF. An iteration is
required because T, = Tcyr must be known to evaluate the Chen correlation; and, in turn, the
Chen HTC must be known to calculate the wall temperature, i.e.,

9cuar = Nenr (Tw -T, ) 5.97)

The iteration equation for determining T¢yr can be expressed as

[TC"‘HF - Tsal - qc;i]

hCHF

(5.98)

Tir =T cur —
( thF dTw

1+ denr Peyr )

where the superscript 7 is the iteration counter, hcyy is the heat-transfer coefficient evaluated by

dhCHF

using the Chen correlation, and is the derivative of the heat transfer correlation with

w

respect to the wall temperature. Currently, Tcyr is restricted to the range of

(T, +0.5)< T, < (T, +100) (5.99)

5.2.2.4.2 Assumptions and/or Approximations

The CHF prediction in IFCI using the Biasi correlation is based upon the following assumptions:

1. The transient is slow enough that the CHF phenomenon is quasi-steady. This assumption
allows the use of an empirical correlation based on steady-state data in order to model
transient CHF.

2. CHEF is a function only of the local thermal-hydraulic parameters, and the history effects
are negligible.

3. CHF is not affected by the flow direction. Using this assumption, the mass flux G in the
original correlation is replaced by the absolute value of G in the code implementation.

4. The Biasi correlation was originally written for round tubes. In IFCI it is assumed that the
tube diameter may be replaced by the hydraulic diameter of the flow channel.
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5.2.2.4.3 Scaling Considerations

The Biasi correlation was developed for round tubes; however, Reference 30 suggests that its
success in predicting the blowdown data in various tests indicates that it can be scaled to rod-
bundle geometry using a hydraulic diameter. Its validity in other geometric regimes has not been
examined.

5.2.24.4 Model as Coded

The application of these correlations within the code is straightforward. The actual coding can be
found in subroutines CHFM and CHFIM. We note that in Eq. (5.98) convergence is assumed if

the absolute value of (TC";'F —TC"HF) is less than 1.0, and a maximum of 10 iterations is allowed. If
convergence does not occur, a message is printed and a nonfatal error occurs.

5.2.2.4.5 Assessment

The Biasi correlation is one of the more frequently referenced correlations in the literature. The
results of a major assessment of this correlation were recently reported by Groeneveld et al. [31],
in which the Biasi correlation was compared with approximately 15,000 steady-state water data
points that are stored in the Chalk River Nuclear Laboratories’ CHF data bank. Also, Leung [32]
has compared the Biasi correlation with transient CHF data. A review of these results and an
assessment of the TRAC implementation has been given in Reference 5.

A summary of the assessment given in Reference 5 is as follows. The Biasi correlation yields
reasonable results when compared with steady-state and transient annular flow dryout-type CHF
data. However, these authors note that the good comparison with the flow transient data was
probably due to the fact that the database being considered only had flow transients resulting in
an annular flow regime prior to reaching CHF. Three areas of limitation or deficiency were
noted. First, the current approach cannot model subcooled or very low-quality departures from
nucleate boiling. Second, the predictions at low mass fluxes [IGl < 200 kg/(mzs)] is an area in
which there is very little information available, and further experimental CHF studies are
required before confidence in the predictions can be obtained. Third, the high-void-fraction
model needs further assessment even though it gives favorable results for rapid depressurization
transients in which a sudden core voiding occurs.

Finally, Liles et al. also note that one must be aware of the limitations imposed by the quasi-
steady approach used. For example, applying the present model to rapid transients such as

quenching, where the CHF prediction is needed to calculate the return to nucleate boiling while
going from right to left on a typical boiling curve, may prove to be a problem.




5.2.2.5 Minimum Stable Film-Boiling Temperature

The minimum stable film-boiling temperature, T, is the intersection point between the
transition- and film-boiling heat-transfer regimes. It is also used in the interpolation scheme for
determining the transition-boiling heat flux.

5.2.2.5.1 Basis of the Model

In IFCI, the homogeneous-nucleation minimum stable film-boiling temperature correlation of
Henry [33] is used. This approach was adopted directly from TRAC. It can be written as

T =T+ T, ~T,NR (5.100)
where

(k p Cp), (5.101)
R=WPEPH

(k pCp),

and T,, is the homogeneous-nucleation temperature. In Eq. (5.101), the subscript 2 indicates
liquid properties and the subscript w refers to wall properties. The homogeneous-nucleation
temperature is calculated as

T,, =705.44~(4.77x10% )DP+(2.3907x10"* ) DP? (5.102)
~(5.8193x10™ ) DP?

where
DP =3209.6-P (5.103)

In Eq. (5.103) the pressure P is in units of pound-force per square inch atmospheric, and the
temperature in Eq. (5.102) is in degrees Fahrenheit. In IFCI, the variable P is converted to a
temporary variable in British units, and 7, is converted to Kelvin after the equation is evaluated.
We note that according to Reference 5, Eq. (5.102) originated in the COBRA-TF code.
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5.2.2.5.2 Assumptions and/or Approximations

No additional assumptions need be mentioned here beyond those implied in the previous section.

5.2.2.5.3 Scaling Considerations

There are no parameters in the correlation to account for scaling geometry or mass flux. Fluid
pressure, temperature, and thermal properties and wall thermal properties are the only parameters
in the correlation; no limits are specified for these parameters.

5.2.2.5.4 Model as Coded

The application of this correlation within the code is straightforward. The actual coding can be
found in subrouting TMSFBM. As mentioned earlier, since in Eq. (5.103) the pressure P is in
units of pound-force per square inch atmospheric, and the temperature is in Fahrenheit units, a

conversion needs to be made to make the units consistent. In IFCI, the variable P is converted to

a temporary variable in British units, and then T, is converted to Kelvin after the equation is
evaluated.

5.2.2.5.5 Assessment

In Reference 5, the predictions of this model are compared with the data of Cheng et al. [34].
Chen’s experiment extends earlier work by Groeneveld and Steward [35] on separation of the
effects of axial conduction and hydraulic transients and is run over a short-enough test section in
a steady-state manner so that these data, along with those of Groeneveld, represent the only
known forced convective true Ty, data. Because no additional assessment work has been done
in the IFCI development effort, the reader is referred to Reference 5 for the details of this
comparison. In summary, a comparison of the TRAC (and thus IFCY) Ty, model with true Ty,
data shows that the prediction is reasonable but could stand improvement in light of the more
recent data. The prediction is considered reasonable because it is much closer to the data than
are the apparent Ty, values often developed from reflood and blowdown experiments. From the
comparisons presented, it appears that the current 7y, model overpredicts the data at typical
reflood conditions (0.1 to 0.4 MPa) by 100 to 150 K and underpredicts the data at typical
blowdown conditions (7 MPa) by about 60 to 100 K.

5.2.3 Interpolation Regime

The interpolation region covers the temperature range Ty, < T3 < (T, +5). This region has been

defined so that the heat-transfer values will behave smoothly as the flow conditions change from
normal convection to boiling. '

In this region, both the melt temperature, T3, and the normalized vapor volume fraction, a: , are

used as interpolation parameters. Over the interpolating temperature range, a linear interpolation
scheme is used.
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I,-T, T,-T, (5.104)
h = ( : 5 )hj.boiling + |:1 - (3_5_ )] hj,convection

where j refers to either vapor or water, and the coefficients h convection @04 By poiting are found as
described in Sections 5.2.1 and 5.2.2, respectively.

For the vapor field, to interpolate over the region 0.75 < &, < 0.98, a cubic interpolating function
(for which the derivatives are zero at the endpoints) is used.

Iy = F1 byiing + (1= FD convecion (5.105)
where
F1=(3-2x)x? . (5.106)
_(098-a\) (5.107)
0.23

For the water field, a series-type interpolating function is used, i.e.,

1 (5.108)
F1_ (1-F1)
hz.boiling h

h, =

2,convection
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6. WATER-VAPOR PHASE CHANGE

Mass transfer between the water and vapor fields is described by a simple bulk boiling model for
the case of mass transfer between water and bubbles or water drops and vapor. This assumes the
existence of an interface between the two fields at the saturation temperature:

Ik %l Pt 6.1
B, = 4, S T 62 1) 61)

Ig

Surface boiling at the melt surface is simulated by a subcooled boiling model,

.L=A h'jsat (T; - Tsa( )_ hzc:az (TZ — Tsat) (62)
3743 H .

Ig

Equation (6.2) is used to describe film boiling at the melt surface with either subcooled or
saturated coolant.
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7. MELT FRAGMENTATION AND SURFACE AREA TRANSPORT

7.1 Fragmentation Model

The idea of a dynamic fragmentation model that calculates the characteristic melt diameter as a
function of instantaneous hydrodynamic conditions was first proposed by Young et al. [36]. A
model using this idea was later incorporated into a version of the TEXAS one-dimensional FCI
code [37] by Chu and Corradini [38] using an empirical correlation derived from data obtained in
the Sandia Fully Instrumented Test Facility (FITS) experiments [39]. The fragmentation model
in IFCI is a version of a dynamic fragmentation model developed by Pilch [40] based on
Rayleigh-Taylor instability theory and the existing body of gas-liquid and liquid-liquid drop
breakup data.

The basic Pilch model describes the primary breakup of a drop via penetration by
Rayleigh-Taylor waves, and is expressed as

d—D=—(1_]]X~%>IV,| &5 (7.1)

dt
where
D = drop diameter
N = number of initial fragments (3-5)
V, = relative velocity between the drop and the surrounding fluid
T = dimensionless time (1-1.25)

This formulation was developed from the empirical observation that in high Weber number drop
breakup experiments, the drop experiences primary breakup into 3-5 primary fragments in a
dimensionless time T* between 1 and 1.25. While primary breakup is occurring, smaller fingers
continuously develop and break off, forming a cloud of droplets. This effect is included in IFCI
via a surface entrainment model

dS_ 0.751 0.25
~ =CoC}” S We v,

£95 (71.2)

where dS/dt is the surface entrainment rate per unit melt area, and Cy is a constant 0.089. A more
detailed derivation of the fragmentation model and a comparison with experimental data can be
found in Appendix B of Reference 3.

Equations (7.1) and (7.2) are used in the formulation of surface area source terms for a melt
volumetric-surface-area transport equation, as described in Section 7.2.
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The drop breakup data from which Egs. (7.1) and (7.2) were derived consisted of isothermal
liquid-gas and liquid-liquid breakup data. It is assumed here that this correlation will also apply
under boiling conditions. There is some justification for this assumption in the experiments of
Greene et al. [41] in that the drag coefficients for heated (boiling) and isothermal (nonboiling)
steel balls dropped into water were about the same. Since the drag coefficient is essentially
unchanged, the model is assumed to hold for both boiling and isothermal systems. A more
important effect of boiling on the overall breakup is to cause higher local relative velocities and

pressure fluctuations, accelerating the breakup process. This effect is included via the use of
local relative velocity, v,, in the equations.

7.2 Surface Area Transport

In IFCI, the quantity convected with the melt (field 3) is surface area per unit volume (volumetric
surface area) [8]. Therefore the fragmentation mechanisms described by Eqgs. (7.1) and (7.2) are
reformulated in terms of rate of change of surface area per unit cell volume. This surface area
formulation allows treatment of jets, drops, and other more general flows. The conversion to the
volumetric surface area generation rate requires a knowledge of the relation between volumetric
surface area A3 and characteristic diameter D. In the case of discrete drops, this is given by

6as (7.3)

Differentiating the expression for volumetric surface area leads to an equation for the rate of

change of Az in terms of the rate of change of diameter for the primary breakup model [Eq.
(7.1},

dA, 6a;dD__, 1dD (7.4)

»~ 4 D* d&t *Ddr

where [, = surface area source due to primary breakup (m*m>-s). In the case of the surface
entrainment rate per unit melt area, dS/dt, simply multiplying this rate by the volumetric melt
area A, gives the volumetric entrainment rate I,. These surface generation rates are used as
surface area source terms in a continuity equation for A,,

o A,
dt

(7.5)

+V'673 As):rp"'re

After solving the surface area transport equation (7.5) for a time step, new values of the
characteristic melt diameter are calculated from the new surface area by reversing the procedure
in Eq. (7.3). The present formulation of the surface area transport allows only one melt
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characteristic diameter per cell, which is assumed to represent a mean value of the actual size
distribution in the cell.

The primary fragmentation model is set up in IFCI by first calculating the rate of change of melt
diameter. This is done by assuming that the flow regime is that of melt drops in a continuous
fluid. An average fluid density is calculated for the water and vapor fields at the cell center as

- _ap+a,p, (7.6)

p,=
! o, +a,

Average values of the axial and radial field velocities are then formed at the cell center by
averaging the values at the cell edges,

_ 7.7
Vo = (VZc.j.i +VZk.j—l.i) 7D

1
2

7. = (7.8)

(ka. i TV jia )

(SRR

where the subscripts R or Z refer to the axial or radial component, respectively; k is the field; j is
the axial cell index; and i is the radial cell index. The vector differences of the melt velocity and
the other two fields are then formed as

VIB = \/(‘721 _‘7z3)2 + (‘7131 _17123)2 (7-9)

sz =\/("722—‘7;3)2'*'(‘71&"Vks)z (7.10)

The final relative velocity used in the fragmentation equation is then calculated as the mass-
weighted average of the vector velocity differences:

v = p)Vi+ap)Vy (7.11)
T (ep)+p),

The above expressions [Egs. (7.1)-(7.4)] for rate of change of volumetric surface area in a cell
due to Rayleigh-Taylor instabilities are then used as a source in the surface area transport
equation. After the new surface area is calculated using the transport equation, the new melt
diameter is obtained using the relation between diameter, volume fraction, and surface area.
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8. OXIDATION

When the molten material in a fuel-coolant interaction is a metal, oxidation of the metal can
significantly affect both the coarse mixing and detonation phases of the interaction. Oxidation is
an exothermic process that adds heat to the fuel and produces hydrogen. The energy produced by
oxidation can dramatically augment the explosive force of an FCI. The hydrogen produced by
the oxidation may become involved in a gas detonation at a later stage of the accident.

A schematic of the oxidation process for a
single drop of fuel is shown in Figure 8-1.
The fuel drop itself is composed of an
outer layer of oxide and an inner core of
metal. The drop is surrounded by a
“primary” bubble of gas, composed of
water vapor and hydrogen.

The water is vaporized at the liquid/gas
interface. Water vapor diffuses to the
outer oxide surface, where it dissociates
into atomic oxygen and molecular
hydrogen. The hydrogen diffuses away
from the drop surface and mixes with
water vapor. Smaller bubbles of this
gaseous mixture are spawned at the
trailing end of the “primary” bubble.

The atomic oxygen produced at the oxide
surface diffuses through the oxide layer
until it reaches the unoxidized metal. At
this location, it combines with the metal
and increases the extent of the oxide
layer. The solubility and diffusion of
oxygen within the metal phase can
complicate the oxidation calculation.
With the exception of zirconium, these
effects are ignored in the IFCI oxidation
models. Figure 8-1 Oxidation of a single fuel drop in
water

There are two possible limitations to the

rate of oxidation. If there is sufficient atomic oxygen at the surface of the oxide, diffusion
through the oxide layer is the controlling mechanism. However, the water vapor must diffuse
across the vapor/hydrogen boundary layer before it dissociates. If the diffusion rate through this
gaseous boundary layer is not sufficiently large, then the vapor/hydrogen diffusion can be the
limiting mechanism.
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8.1 Melt Oxidation—Hydrogen Production Model

The oxidation model in IFCI is adapted from work by Pong [42], Young et al. [43], and Young
[44]. The model considers oxidation in two water-steam flow regimes: continuous-steam flows
and continuous-water or bubbly-flow in film boiling. Two melt geometries are considered: pool
surface and droplets. This combination of flow regimes and geometries covers most situations
where oxidation is likely to occur in reactor systems or experiments.

8.1.1 Film-Boiling Oxidation

If film boiling is occurring at the melt surface, IFCI uses an adaptation of the Pong model to
determine the oxidation rate. Briefly, this model considers that a vapor film exists on the melt
surface, that the film/water interface is at local saturation temperature and pressure, and that
oxidation occurs at the melt/vapor interface due to steam generated at the film/water interface.
The effect of depressed saturation temperature caused by hydrogen in the film reducing the steam
partial pressure is included in the IFCI model. This effect increases the steam production rate at
the film/water interface and therefore the maximum possible oxidation rate, subject to other
limiting mechanisms.

In the Pong model, the equations for mass continuity, momentum, and energy are formulated as
boundary-layer equations for the bulk coolant, film, and melt, and include an equation for the
transport of hydrogen across the film. The Newton-Raphson technique is used to solve the
equation set and gives a solution for the steam production rate and film thickness. The film
parameters are used to get a maximum vapor-phase hydrogen mass-transfer rate at the melt/film
interface, which is then used along with the relevant oxidation rate law to calculate hydrogen
production and metal oxidation.

Pong [42] describes the complete equation set, which is the same as in Epstein et al. [45].
Briefly, the film, melt-drop, and bulk-water flows are approximated as those at the stagnation
point of an impinging water flow on a flat plate (melt surface) with an overlying vapor film. The
pressure distribution is assumed to be the same in the film as in the bulk water and is
approximated by that due to potential flow around a sphere.

Reducing the boundary-layer equations in Pong [42] results in an equation for dimensionless film
thickness at the stagnation point, 77,[Eq. (41), Pong, 42],

A 1 1 1+C 8.1
;7;+de W:-wa C, 1’ +£(0)+ B, |—1

2

where
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0257n;—¢ n (8.2)
e+ \/7 s 2
2 B

KQO) is the dimensionless film momentum equation evaluated at 77=0, [Eq. (36), Pong, 42],

G =

-1 1., (8.3)
f=—n’+—Cn*+£(0
1277 2 n )]
C is defined as
2 8 2

(Note that the sign on C is wrong in Pong [42], p. 12.) QOmg, A, B, & and [ are dimensionless
parameters defined as

4= C0.-T) (8.5)
~ PrH,
k (T.-T.) G-T) 5y (8.6)
k PrH,
7 4 8.7
Qrad —_221%—;q.md = ﬂw ( )
“,_ngvp
ﬁ:l: A lr (8.8)
PV
8.9
e pﬁ (8.9)
[)
2a (8.10)
n= - C
_ 8.11
a=_P g (8.11)
P
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g =30 (8.12)

D

Equation (8.1) is solved together with the boundary conditions

Y"(I—M%/IV) (8.13)

Sc 14

f0)=

where
Sc = Schmidt number [see Eq. (8.20)],
M,  =the molecular weight of hydrogen
M,  =the molecular weight of hydrogen and steam, and

T (8.14)
Y =|1+—m7F7—
; [ Scf(m)u]

which give, respectively, the dimensionless steam velocity at the film/melt interface and the
hydrogen molar concentration at the film/water interface. There are four dependent variables:
Ns f(0), Y;, and T;, the film/water interface temperature. Closure requires a fourth equation,
which is provided by assuming that T; is equal to the local saturation temperature of the
film/water interface,

— 4797 (8.15)
b |:3.8369x101°]
In| 2:8292%°0
P

where Pe is related to the local hydrogen concentration by

-l
P (8.16)
2 SR 7

8.1.2 Solution Method

In order to solve the above set of equations, a starting value of T; is selected by using the
previous end-of-time step values for hydrogen concentration in Eq. (8.16). Equations (8.1),
(8.13), and (8.14) are then solved for 7, f{0), and ¥; for this value of T}, using a Newton-Raphson
iteration. A new value of T; is calculated as

T, =051 + 1] (8.17)

55




where T,-"” is the new value of the interface temperature calculated by Eq. (8.15) at the new Y.
The iteration is repeated until the dependent variables converge to within a given relative error
criterion.

The above procedure, with the T; outside the Newton-Raphson iteration and iterated as the
average of the old and new saturation temperatures, is used for stability. Putting all four
equations in the Newton-Raphson iteration seems to cause oscillations in T;, which either never
converges, or converges very slowly. As a point of interest, the partial derivatives in the
Jacobian matrix for the Newton-Raphson procedure were derived using a symbolic mathematics
package, Mathematica [46]. The resulting derivatives were output directly as Fortran source
statements, eliminating any possibility of errors in deriving or coding the Jacobian matrix.

The output of the film-boiling model is the hydrogen concentration in the film and the film
thickness. These variables are used as input to the diffusion-limiting model, which is described
in Section 8.1.4.

8.1.3 Mist Flow Model

If the flow regime is mist flow, then the melt is assumed to be in contact with a steam-hydrogen
vapor flow. Possible gas phase-limiting conditions in this regime are diffusion limits or steam
availability in a finite-difference cell (a numerical restriction).

8.1.4 Diffusion-Limiting Model

The diffusion limit is calculated using the mass-transport analogue of the heat-transfer Nusselt
number, which is formed by replacing the Prandtl number by the Schmidt number in the Nusselt
correlation. In the present case, the equation used is either a sphere-based Nusselt number
analogue [24, p. 409]

Nu, =2+0.6 Sc/* Re/2 (8.18)
if the melt is in the form of drops, or a flat-plate Nusselt analogue,

Nu, = 14+0.65 S5 Re/? (8.19)

if the melt is in the form of a pool. In the above two equations, the Reynolds number is based on
the sphere diameter in Eq. (8.18) or on the cell hydraulic diameter in Eq. (8.19). Fluid properties
are evaluated using the cell hydrogen concentration and cell vapor temperature. The Schmidt
number (Sc) is defined as )
Se=_H (8.20)
p v D AB
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and the mass-transport Nusselt analogue is defined as

Nu, =4 8.21)
cD,,
where
Uy = vapor viscosity (Pa-s)
c = concentration of steam (kmol/m’)
Dy = vapor density (kg/m3)
d = characteristic length (m)

3
]

binary diffusion coefficient (m%/s)
mass-transfer coefficient (kmol/m>-s)

£
[

The length (d) in the equation for Nu, is either the film thickness if in the film-boiling regime, or
the minimum of the cell hydraulic diameter or melt drop size. The k; defines a maximum molar
flux of steam at the reactive melt surface and is a possible limiting mechanism. This rate is
applied to the melt reaction model.

8.1.5 Reaction Model

The melt-water reaction is governed by a rate law of the form

L(x)=nac¥ (8.22)
ar

where the exponent n is 1 for a linear rate law (for example, initial steel oxidation), 2 for a
parabolic (for example, zirconium oxidation laws), or 3 for cubic (aluminum oxidation); x is the
oxide thickness, or, alternatively, it can be thought of as the thickness of metal consumed. This
rate law is integrated over a time step, giving an amount of metal consumed per unit metal area
per time step. Given the stoichiometry for moles of steam consumed per mole of metal oxidized,
the hydrogen produced per metal area per time step can be determined. There are currently
oxidation models for four metals: (1) aluminum, (2) iron, (3) zirconium, and (4) 304 stainless
steel. The specific rate equations used in IFCI are documented in Reference 42.

The rate laws cited in Reference 42 are for solid metals. Hydrogen production is usually
accelerated somewhat when the metal is molten, but the oxide remains the dominant barrier to
oxide diffusion. For this reason, the solid metal rate laws are applied to molten metals.

Hydrogen production increases dramatically when the oxide itself is molten. This is because the
oxygen diffusivity of oxide increases greatly when the oxide melts. There are no reliable direct
measurements of oxidation rate involving molten oxides, and a complete transport analysis of the
oxygen is beyond the scope of IFCL. In addition, the oxidation rate above the oxide melting
temperature is typically limited by vapor blanketing rather than diffusion through the droplet. To
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address this situation, the oxidation rate as calculated by the solid-metal rate law is increased by a
factor of 10. This is consistent with both the physics of oxidation and the structure of IFCL.

8.1.6 Metal Distribution in Melt

The hydrogen production for each metal must be related to the distribution of each metal in the
melt. The above rate laws [Eq. (8.22)] give a hydrogen production rate per unit melt area. The
cell variables concerned with the melt field available in the IFCI code are the melt mass,
composition, and area.

The amounts of metal and oxide are used to define the fraction of melt area available for melt

oxidation by forming the ratio of the volume of metal plus oxide to the total melt volume. This
ratio is multiplied by the melt area to give an oxidation area for each metal-oxide pair.

58




9. NUMERICAL SOLUTION OF FIELD EQUATIONS

The hydrodynamic field equations in IFCI are based on the multifield formulation of Ishii [8].
As mentioned previously, the solution method is a variation of the SETS method developed by
Mahaffy [10]. The significant differences from the SETS method as described in Mahaffy are
that (1) the momentum equations are formulated in conservative, rather than nonconservative,
form (2) the momentum fluxes are corrected for diffusion using the flux-corrected transport
(FCT) algorithm [47], and (3) fields with less than a specified small-volume fraction in a cell are
solved via a separate “small-&” solver. This last is done to avoid numerical problems in the
pressure iteration.

9.1 SETS Solution Method

In the variation of the SETS method used in IFCI, there are three main steps: the “predictor” step,
the “basic” step, and the “stabilizing” step. -In the predictor step, the momentum equations are
solved using old time step pressures to get predicted velocities. In the basic step, the velocities
are expressed as functions of the new pressure P and combined with the mass and energy
equations to form a set of equations in the pressure only; these are then solved in a pressure
iteration. The basic step provides the new pressure P, new velocities, volume fractions ¢, and
temperatures 7. In the stabilizer step, the mass continuity and energy equations are solved using
the new pressures for the quantities (op)y and (apu)r, which are the macroscopic density and
macroscopic internal energy for field k, respectively. These quantities will form the “old” time
step values for the mass and energy equations in the basic step of the solution for the next time
step.

9.1.1 Predictor Step

In the predictor step, the momentum equations are used to calculate estimated velocities for the
new time step. “Predictor” momenta are calculated using old time step convective terms and
pressures. Using old time step convective terms and pressures decouples the field momentum
equations in each mesh cell from the neighboring cells, but the field-to-field coupling within a
cell is treated implicitly, so that an N x N matrix is solved for a cell containing N fields. The
predicted masses are also calculated using explicit fluxes and phase-change terms.

It was found in the IFCI assessment that material fronts and shock fronts suffered from numerical
diffusion. This is eliminated in the present method by correcting the momentum fluxes using an
FCT algorithm. It is possible to correct the mass and energy fluxes also, but this was not found
to give any improvement in the diffusion. The method used is a generalization of FCT due to

Zaleszak [48]. The method can be briefly described as:

1. Calculate the mass and momentum transport fluxes using a low-order flux differencing
method that is guaranteed to give monotonic results. In IFCI, this is donor cell differencing,
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and an artificial viscosity-like term is included in the momentum fluxes to give additional
damping.

2. Calculate the transport fluxes using a high-order method. In IFCI, this is centered
differencing.

3. Calculate the mass and momentum equations using the low-order fluxes.

4. Compute the antidiffusive flux as the difference between the high-order and low-order fluxes.

5. Apply a nonlinear limiter to the antidiffusive fluxes.

6. Apply the limited antidiffusive fluxes to the mass and momentum equations to get the

corrected values of mass and momentum.

Dividing the predicted momenta by the predicted masses then gives the predictor velocities.
Note: in the original SETS method, a stabilizer step was used here, in which the predictor
velocities were used to decouple the fields within a cell; the momentum equations were then
solved for each field over the entire problem using semi-implicit fluxes. This is not done in the
present method, which means that the material Courant limit applies.

After obtaining the predictor velocities, the momentum equations are linearized to obtain
equations describing the new time step velocities as linear functions of pressure. These
equations are solved for each cell, using implicit drag terms, to obtain velocity coefficients giving
the new velocities as functions of the pressure. The coefficients thus obtained are used to
eliminate the velocities from the field equations, giving a set of equations involving only the cell
variables P, oy, and Ty.

0.1.2 Basic Step

The basic step is a pressure iteration in which the new pressure P is obtained by solving a global
pressure matrix for the entire problem mesh. Looking back at the field equation set, there is a
mass and an energy equation for each field in a cell, and a volume fraction constraint equation if
more than one field is in the cell. This is a total of 10 equations per cell if all three fields are
present. The field equations in a cell are only coupled to neighboring cells by the pressure P, via
the velocity coefficients. The pressure solution is performed via a Newton-Raphson iteration
using what is called the capacitance method. The capacitance method is a partitioning procedure
that takes advantage of the fact that only the pressure is coupled from cell to cell to simplify the
solution into three stages: (1) formation and inversion of the cell matrix (a 10x10 matrix if all
fields are present, 2x2 if only one field is present), (2) formation and solution of the global
pressure matrix (the dimension is the number of radial rings times the number of axial nodes in
the problem mesh), and (3) back-substitution of the new pressures into the cell matrix to get the
other new cell variables, o and T;. The new velocities are also updated as part of the iteration.

The linearized, finite-differenced forms of the field equations plus the volume fraction constraint
are first used to set up the Newton-Raphson pressure iteration equations by differentiating the
mass continuity, energy, and volume fraction constraint equations with respect to the cell
variables and the neighboring cell pressures. In general, the matrix form of the Newton-Raphson
equations is
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Jeox=-F ©.1)

where
dx = vector of change in variables x,
F = vector of functions (equations), and
J = Jacobian matrix of derivatives of the functions F with respect to the variables x.

When the changes 3x are solved for, the new values of the variables x are given by

xncw = xold + éX (9.2)

In the present case, the variable vector x is the vector of cell variables (P, o, 0y, 03, T1, T, T3),
and the functions F are the mass, energy, and volume fraction constraint equations, plus the terms

from the differentiated equations involving neighboring cell pressures. The form of the Newton-
Raphson equation used is then
B, 6P, ;—B, P,

ij+l

—B, &P

ij-1

S (9.3)

i+,j

Jebx=-B, 6P, —B, 6P,

where the terms are as defined before, and S is the residual of the field equations plus the alpha
constraint. When this equation is inverted, the cell variable vector can be expressed as a function
of the inverse Jacobian matrix J™ times the right-hand-side terms. Only the first row of this
matrix equation involves the cell pressure and neighboring cell pressures:

=-J"B,6R,;-J" B, P, ;—J"' B, 6P, -J'Ss 94)

i-1,j

~J'B, P

i,j+1

~J'B, P

i,j-1

The first rows of Eq. (9.4) are collected and assembled to form the global pressure matrix, which
is then solved by a band-matrix solution method for the changes in pressure, 6P;;. The pressure

changes are then back-substituted into Eq. (9.4) to get the changes in the other cell variables.

This algorithm constitutes one iteration of the pressure iteration. Convergence of the pressure
iteration, indicated by all cell variable changes being less than a set of error criteria, ends the
basic step.

9.1.3_Stabilizer Step
In the stabilizer step, the mass and energy equations are solved for the new time step quantities

(ap)r and (opu)i, using the new pressures, velocities, and mass and energy transfer terms. This
ends the solution of the field equations for one time step.
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9.2 Small-o Solver

The numerical problem of having small amounts of a field in a cell has been recognized since the
SETS method was developed for use in multifield codes such as TRAC [4]. The usual procedure
for dealing with small amounts of mass is to impose a low-volume fraction cutoff: fields with
volume fractions less than this cutoff are not included in the set of cell variables and hence do not
have mass and energy equations in the cutoff cell. Codes using the SETS method, such as
TRAGC, typically are run with cutoff volume fractions of 107 - 107.

9.2.1 The Numerical Problem

The problem occurs during the inversion of the cell matrix; there is one mass and one energy
equation for every field in a cell, as mentioned previously; however, when the amount of the field
is very small, the rows in the cell matrix for this field’s mass and energy equations are
numerically very small compared with the other rows of the matrix, resulting in a near-singular
cell matrix. This results in loss of precision in the pressure iteration, which cannot converge
because the pressure changes in those cells with small amounts of mass are dominated by
roundoff error.

Volume fraction cutoff levels of 10? — 10° seem sufficiently high that roundoff error in the
inversion of the cell matrix is not a problem when the model is run on a computer with a 64-bit
word length (CRAY or double precision). However, the validation studies done with IFCI on

mixing experiments demonstrate that these high values cause an artificial slowing down of, for
instance, melt or solid balls dropping into water [49]. The calculated fall times and terminal
velocities are then not correct.

This artificial retardation of material movement becomes less apparent for larger mesh cells
because numerical diffusion due to finite differencing of the donor cell will then dominate.
During the course of the IFCI validation studies done during fiscal year 1995 [49], the sensitivity
of the problem simulation to mesh cell size was investigated. It was found that fairly fine
meshing (cells 1-3 cm high) was necessary to reduce numerical diffusion effects enough to
accurately simulate the fall time and mixing behavior observed in the experiments (MIXA,
MAGICO, KROTOS). When small meshes are used, the retardation effect caused by the small-
volume fraction cutoff is significant unless the cutoff is reduced to the order of 1076, At this
level, when small-volume fractions are present, the cell matrix inversion experiences roundoff
error significant enough to dominate the pressure solution. When the pressure changes are
actually due to roundoff error, iteration does not result in convergence of the solution. The error
is also fairly insensitive to reducing the time step, so the usual result is either a code crash or very
long run times.
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9.2.2 Madification of SETS Method

The problem with small-volume fractions (&) in a cell can be alleviated by using a modified
solution method. In this modification, the “small-&” field(s) are not included in the set of cell
equations solved in the main Newton-Raphson step of the pressure iteration if the field volume
fraction is below a second volume fraction cutoff, ¢4,um. The second cutoff is set to a value high
enough that numerical roundoff is not a problem (currently, 10%-10""%). However, the fields are
“on” in the cell and their transfer terms are also “on.” Since the small fields are not in the cell
matrix, the cell matrix inversion and pressure solution proceed normally; after the main global
pressure matrix solution part of the pressure iteration step, a procedure termed the “small-a
solver” is used to update the small-o fields. This small-a solver solves the mass and energy
equations for the small-a fields explicitly for the new values of ¢ and T}, based on the updated
pressure P and velocities from the main pressure matrix solution. This method avoids the
numerical roundoff problem that occurs when the small-o. fields are included as part of the cell
matrices.

9.3 Auxiliary Transport Equations

In addition to the basic set of field equations, alpha constraint, equations of state, and constitutive
relations, there is a set of auxiliary transport equations that must be solved for the vapor and melt
field components. The vapor field consists of two components, steam and hydrogen. The melt
field can have up to eight components. Mass continuity equations are solved for each component
on each time step so that mass fractions may be updated for use in calculating field properties,
such as heat capacity and density.

The auxiliary transport equations are solved in exactly the same manner as the field mass
continuity equations. Since there are two places in the calculation where the continuity equations
are solved—once in the predictor step and once in the stabilizer step—the auxiliary equations are
also solved in these two steps. A solution that uses the same methods ensures that the sum of the
field mass components will equal the total field mass from the field continuity solution.
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