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ABSTRACT

Networks jiom wireless to high-speed in~egrated ser-
vices require support for the fluctuating and heteroge-
neous demands of end users. The ability to character-
ize the behavior of the resulting aggregate network traf-
jic can provide insight into how traflc should be sched-
uled to make ejicient use of the network, and yet still de-
liver expected quali~-of-service to end users. These is-
sues are of jimdamental importance to the design of the

Next-Generation Internet — from wireless communication
to high-pe~ormance distributed computational grids such
as NASA’s Information Power Grid.

Many research egorts in network trafic characteriza-
tion conclude that network trafic is self-similar (i.e., frac-
tal or bursty), and thus not amenable to the statistical-
multiplexing techniques currently found in the Internet. In
particula~ they claim that the heavy-tailed distributions of
jile size, packet inlerarrival, and transfer duration solely
contribute to the self-similarity of aggregate network traf-
fic. In contrast, we demonstrate that it is the TCP stack
itself that induces much of the self-similar behavior even
when aggregated application trafic should smooth out as
more applications’ trafic are multiplexed. Furthermore, if
random early detection (RED) gateways/routers are used,
we show that network performance degrades even firther
due to the extra burstiness induced by the gateway itseif

Keywords: TCE distributed computing, network trafic
characterization, self-similar trafic.
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INTRODUCTION

Although network-link capacity is steadily increasing,
the number of Internet users is exponentially increasing.
Thus, the ability of the Internet to handle the subsequent
increase in traffic and to deal with widely-wwying traffic
characteristics becomes increasingly important. The most
widely used protocol to reliably transfer information be-
tween end hosts is TCP. Over the years, it has evolved into
many different implementations, e.g., Reno and Vegas, but
each implementation still employs some form of an addi-
tive increase, multiplicative decrease (AIMD) algorithm to
control congestion in the network.

The ability to characterize the behavior of aggregate net-
work traffic can provide insight into how traffic should be
scheduled to make efficient use of the network. These is-
sues are fundamental to the design of the Next-Generation
Internet (NGI) [9] and distributed computing environments
such as NASA’s Information Power Grid.

In recent years, studies in network traffic characteri-
zation have concluded that network traffic is self-similar
in nature [3, 8]. That is, when traffic is aggregated over
varying time scales, the aggregate traffic pattern remains
bursty, regardless of the granularity of the time scale. Ad-
ditional studies have concluded that the heavy-tailed distri-
butions of file size, packet interarrival, and transfer dura-
tion fundamentally contribute to the self-similar nature of
aggregate network traffic [10]. However, the proofs of the
relationship between heavy-tailed distributions and self-
similar traffic in [2, 10] ignore the involvement of the TCP
congestion-control mechanism. Thus, while the heavy-
tailed distributions of file size, packet interarrival, and
transfer duration may contribute to self-similarity, many
other factors which have not been investigated thoroughly,



Moreover, all the studies thus far have failed to isolate in-
dividual aspects of the end-to-end networking path in or-
der to pinpoint the source of self-similmity; instead, vari-
ous aspects have been intermingled and studied simultane-
OUSIy, e.g., file-size distribution, packet interarrivals, trans-
fer duration, TCP and its congestion-control mechanisms,
and other non-TCP traffic.

A preliminary study by Feng et al. [1] addressed the
above problems by focusing specifically on TCP and its
congestion-control mechanisms. In this paper, we present
a more comprehensive study on the adverse effects of TCP
on application-generated traffic and characterize the behav-
ior of this affected traffic via the coefficient of variation.

BACKGROUND

The Central Limit Theorem states that the summation of
a large number of finite-medn, finite-variance, independent
variables, e.g., Poisson, approaches a Gaussian random
variable with less variability (or less “spread” or bursti-
ness) than the original distribution(s). So, if each random
variable were to represent traffic generated by a particu-
lar communication stream, then the sum of a large number
of these stredms represents aggregate network traffic with

less variability, and thus less variation or spread in the re-
quired bandwidth, i.e, network traffic is less bursty or more
smooth. Such aggregate traffic behavior enables statistical-
multiplexing techniques to be very effective over the In-
ternet. Unfortunately, although application-generated traf-
fic streams may have finite means and variances and may
be independent, we will demonstrate that TCP can mod-
ulate these streams in such a way that they are no longer
independent. Hence, the thrust of this paper is to examine
how TCP modulates application-generated traffic and how
it affects the statistical-multiplexing techniques used in the
Internet as well as distributed computing systems.

To measure the burstiness of aggregate TCP traffic, we
use the coefficient of variation (c.o.v.) — the ratio of the
standard deviation to the mean of the observed number
of packets arriving at a gateway in each round-trip prop-
agation delay. The C.O.V.gives a normalized value for
the “spread” of a distribution and allows for the compari-
son of “spreads” over a varying number of communication
streams.

Rather than use the Hurst parameter from self-similar
modeling as is done in many studies of network traf-
fic [3, 6, 7, 8, 10], we use C.O.V.because it better reflects
the burstiness of the incoming traffic, and consequently,
the effectiveness of statistical multiplexing over the Inter-
net [1]. If the C.O.V.is small, the amount of traffic coming

into the gateway in each round-trip time (RTT) will con-, t
centrate mostly around the mean, and therefore will yield
better performance via statistical multiplexing. I

SIMULATION STUDY

The goal of this simulation study is to understand the dy-
namics of how TCP modulates application-generated traf-
fic. Understanding how TCP modulates traffic can have a
profound impact on the c.o.v., and hence, throughput and
packet loss percentage of network traffic. This, in turn,
directly affects the performance of distributed computing
systems such as NASA’s Information Power Grid.

NETWORK MODEL

To characterize the TCP modulation of traffic, we first
generate application traffic according to a known distribu-
tion. We then compare the C.O.V.of this distribution to the
C.O.V.of the traffic transmitted by TCP. We can then deter-
mine whether TCP modulates the traffic, and if it does, how
it affects the shape (burstiness) of the traffic, and hence, the
performance of the network.

Consider a client-server network with one server and M
clients. Each client is linked to a common gateway with a
full-duplex link with bandwidth PCand delay I-C.A bottle-
neck bandwidth of p$ and delay of T8connects the gate-
way to the server. Each client generates Poisson traffic,
i.e., single packets are submitted to the TCP stack with ex-
ponential y distributed interpacket arrival times with mean
I/A. All the clients try to send the generated packets to the
server through the common gateway and bottleneck link.
The model is shown in Figure 1.
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Figure 1: Network Model

In our ns [5] simulations, we vary the total traftlc load
offered by varying the number of clients M. We use UDP,
TCP Reno (with delay acknowledgments both on and off),
and TCP Vegas as the transport-layer protocols. We also
test the effects of two queueing disciplines in the gateway,
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r J31F0 (First-In, First-Out) and RED, to see whether the
queueing discipline has any effect on the burstiness gen-
erated by the TCP protocol stack. We calculate the C.O.V.&
of the aggregate traffic generated by the clients, based on
the known distribution each client uses to generate its traf-
fic, and compare it to the measured C.O.W.of the aggregate
TCP modulated traffic as it arrives at the gateway. The pa-
rameters used in the simulation are shown in Table 1.

Parameters Value

client link bandwidth (N.) 10 Mbps
client link delay (TJ 25 ms
bottleneck link bandwidth (PJ 50 Mbps
bottleneck link delay (-i-,) 25 ms
TCP max advertised window 20 packets
gateway buffer size (B) 50 packets
packet size 1500 bytes
average packet intergeneration time (11A) 0.01 s
total test time 200 s

TCP Vegas/a 1
TCP Vegas//3 3
TCP Vegas/y 1

RED mint~ 10 packets
RED maztk 40 packets

Table 1: Simulation Parameters.

TCP RENO VS. TCP VEGAS

Since the traffic generated by the application layers is
Poisson (finite mean and finite variance), the C.O.V.of the
number of packets received during one RTT for the unmod-
ulated aggregate traffic is V{m where n is the num-
ber of clients aggregated and ~ = RTT = 2(TC+ I-3).
Thus, the traffic generated from the application layer be-
comes smoother as the number of sources increases.

HOMOGENEOUS CASE

Here we examine how TCP modulates application-
generated traffic when all the clients are running the same
implementation of TCP.

Figure 2 shows that UDP does not adversely modu-
late traffic because the C.O.V.of aggregated UDP traffic
is very close to that of the aggregated Poisson process.
This result is not surprising since UDP transmits packets
received from the application layer to the network without
any flowfcongestion control. For TCP, we divide the results
into three cases.

1. Uncontested: the amount of traffic generated is much
lower than the available bandwidth, i.e., the number
of clients is less than 10.
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number of cllenls

Figure 2: C.O.W.of Aggregated TCP Traffic.
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Figure 3: Throughput of Aggregated TCP Traffic.
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Figure 4: Packet-Loss Percentage of Aggregated TCP Traf-
fic.
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Moderately congested: the amount of traffic gener-
ated causes some, but not severe, congestion, i.e., the
number of clients is between 10 and 38.

Heavily congested: the amount of traffic generated
is higher than what the network can handle, i.e., the
number of clients is greater than 38.

In the uncontested case, the traffic entering the gateway
is very similar to the traffic that the clients generate. This
result is due to the absence of congestion in the network,
i.e., the congestion-control mechanism has not activated to
control or modulate the application-gen&ated traffic.

When the clients generate a moderate amount of traf-
fic, and hence introduce intermittent congestion, the TCP
congestion-control mechanism begins to modulate the
application-generated traffic. We can see this effect in Fig-
ure 2 as the number of client connections varies from 10
to 38 — the TCP C.O.V.numbers are up to 50% I@her
than the aggregated Poisson, and hence indicate that the
congestion-control mechanisms of TCP noticeably nlodu-
late traffic when the network is moderately congested; that
is, TCP induces burstiness into the aggregate traffic stream.
Because the network only experiences intermittent conges-
tion, this induced burstiness is not strong enough to ad-
versely impact throughput and packet loss, as shown in Fig-
ures 3 and 4. (Note The number of clients starts at 30 for
these figures because the different TCP implementations
exhibit near]y identical behavior for less than 30 clients.)

Under heavy congestion, the C.O.V.increases sharply for
all TCP implementations except TCP Vegas. The TCP
Reno and TCP RenoRED C.O.V.numbers are over 140%
and 20070 larger than the aggregated Poisson numbers, re-
spectively. This result indicates that TCP Reno and TCP
Reno/RED significant y modulate application-generated
traffic (Poisson traffic) to be much more bursty. And unfor-
tunately, this modulation is adverse enough to impact the
throughput and packet loss percentage of TCP Reno and
TCP Reno/RED, as shown in Figures 3 and 4. This leads us
to believe that these TCP Reno implementations introduce
a high level of dependency between the congestion-control
mechanisms of each of the TCP streams.

HETEROGENEOUS CASE

From the results in the last section, the network performs
better when all the TCP connections are running TCP Ve-
gas. However, in wide-area distributed computing systems,
it is unlikely hat network users will switch to TCP Vegas
all at once. So, this section examines how TCP Vegas con-
nections perform in the presence of TCP Reno connections.

.
, .

We use the same network model and parameters as be-, t
fore. However, here there are 20 TCP Reno clients generat-
ing background traffic. Figures 5 and 6 show the through- ,
put and packet loss, respectively, for the clients which are
added to the initial 20 TCP Reno clients. From our results,
TCP Vegas still outperforms TCP Reno in this test. This
coincides somewhat with the finding in [4] which states
that TCP Vegas connections are favored when the gateway
buffer size is small, as in our simulation (50 packets).

As a logical follow-up experiment, we test this setup
with a larger gateway buffer size of 1500 packets with
and without the presence of a RED gateway. We also use
two different sets of RED parameters — RED1 where the
m~nth is 300 packets and the rnazt~ is 1200 packets, and
RED2 with mint}’ =75 packets and ma~~h = 3(3Opackik

Figures 7 and 8 show the throughput and packet loss
for this follow-up experiment. While the throughput in
all cases are relatively close together, the relative differ-
ences in packet loss percentage are more pronounced (al-
though the absolute differences are smaller due to the larger
buffer).

CONCLUSION

We showed that the congestion-control mechanisms of
TCP Reno and Vegas modulate traffic generated by the ap-
plication layer. However, the congestion-control mecha-
nism in Reno more significantly and adversely modulates
traffic to be more bursty, which subsequently affects the
performance of statistical multiplexing in the gateway; this
modulation occurs for two primary reasons: (1) the rapid
fluctuation of the congestion window sizes caused by the
continual “additive increase / multiplicative decrease (or
re-start slow start)” probing of the network state and (2)
the dependency between the congestion-control decisions
made by multiple TCP streams which increases as the num-
ber of streams increase [1]. As a result, TCP Reno traffic
does not smooth out even when a large number of streams
are aggregated. On the other hand, TCP Vegas, during con-
gestion avoidance, does not modulate the traffic to be as
bursty as TCP Reno; this translates to smoother aggregate
network traffic, and hence better overall network perfor-
mance.

We also demonstrated that TCP Vegas outperforms TCP
Reno in both the homogeneous and heterogeneous cases
although the differences in overall performance are notice-
ably smaller in the heterogeneous case. While the work
of [4] may discourage researchers in high-performance
computing and communications to switch from TCP Reno
to TCP Vegas, our work indicates that TCP Vegas performs
better than TCP Reno, particularly for smaller buffers (as
found in many vendors’ routers).
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