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Abstract

Orbital remote sensing instruments and systems benefit
from high performance, a~aptable computing systems. Field
programmable SRAM-based gate arrays (FPGAs) are usually
the chosen platform for real-time reconfigurable computing.
This technology is driven by the commercial sector, so devices
intended for the space environment must be adapted from
commercial product. Total ionizing dose, heavy ion and
proton characterization have been performed on Virtex FPGAs
fabricated on epitaxial silicon to evaluate the on-orbit radiation
performance expected for this technology. The dominant risk
is Single Event Upset (SEU), so upset detection and mitigation
schemes have also been tested to validate the improvement in
the device upset sensitivity and the system consequence of
upsets.

I. INTRODUCTION

Programmable logic has advantages over ASIC designs for
the space community, including reduced cost, faster and
cheaper prototyping, and reduced lead-time before flight.
Reprogrammable logic offers the additional benefit of
allowing on-orbit design changes. This flexibility allows a
mission to adapt systems to evolving requirements. For
remote sensing applications, computing system payloads may
be used for multiple sensors, multiple targets, and multiple
modes (search/track). Such reuse reduces the weight, space,
and power requirements. In addition, the payload can be
updated as signal processing techniques improve throughout
the mission lifetime.

The economics of radiation tolerant electronics suggest that
the most likely supply of high density, high performance
reprogramrnable logic will be adapted COTS. This paper
discusses the radiation performance of the Xilinx Virtex FPGA
including TID, SEL, and SEU. SEU characterization has been
done for both static and dynamic modes with results from both
heavy ion and proton testing.

t~is work, performed at Los Alamos National Laboratory, is

supportedby the US Departmentof Energy.

II. TECHNOLOGY CONSIDERATIONS

The Virtex FPGA is an SFL4.Mbased device that supports a
wide range of configurable gates from 50k to lM. The XQVR
Virfex is fabricated on thin-epitaxial silicon wafers using the
commercial mask set and the Xllinx 0.22p CMOS process with
5 metal layers. SEU risks dominate in the use of this
technology for most applications. In particular, the
reprograrnmable nature of the device presents a new sensitivity
due to the configuration bitstrerun. The function of the device
is determined when the bitstream is downloaded to the device.
Changing the bitstream changes the design’s function. While
this provides the benefits of adaptability, it is also an upset
risk. A device configuration upset may result in a functional
upset. User logic can rdso upset in the same fashion seen in
fixed logic devices. These two upset domains are referred to
as configuration upsets and user-logic upsets. Two features of
the Virtex architecture can help overcome upset problems.
The first is that the configuration bitstream can be read back
from the part while in operation, allowing continuous
monitoring for an upset in the configuration. Second, the part
supports partial reconfiguration, which can speed upset
recovery time.

III. RADIATIONTESTING

The space radiation effects of most importance for this
work are tolerance to total ionizing dose, and single event
effects including latch-up and upset. The XQVR300 is the
300,000-gate device in the Virrex family that was used for
testing and, because the technology scales just as SRAMS
scrde in complexity, is typical of all other parts in the family.

A. Total Ionizing Dose Tolerance

The first consideration for use of this technology in space
is a survivability demonstration. To be survivable, the
ionizing dose tolerance needs to be at a high enough level to
be useful in many orbital scenarios. Total dose testing has
demonstrated tolerance in the range of 80 to 100 krads(Si).
Testing was done at both high and low dose rates using ‘Co
sources. In-situ power supply current measurements were
made throughout the course of the radiation exposure. In
addition, at various cumulative dose steps, devices were
temporarily removed for fill functional and parametric testing
using the comprehensive final test program on the Xilinx test
floor. The high dose rate test was done at 50 rads(Si)/sec to
comply with Mil-STD-883, Method 1019 using static bias at



nominal supply voltages. An accelerated anneal at 100 “C for
168 hours was used as a test for the rebound phenomenon.
This anneal resulted in all degraded devices returning to pre-
rad performance indicating that trapped charge in oxides is the
dominant degradation mechanism and surface state effects
were not observed. To confirm that low dose rate effects were
not overlooked by this test method, a low dose test at 0.0158
rads(Si)/sec was performed using a lower activity ‘Co source,
this time with an in-situ power supply current as the principal
degradation monitor. Figures 1 and 2 below show the power
supply current monitor traces indicating the onset of TID
degradation. Over this range of dose there were no significant
changes noted in either AC (timing) or DC parametric
characteristics, indicating relative stability of the surface MOS
thresholds.
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Figure 1: High dose rate performance. In-situ power supply current
monitoringshowsan increasein leakageabove80krads(Si).
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Figare 2: Low dose rate performance. In this case the increasein
le~age current occurs above 90krads(Si) and does not constitute a
failurebelow 100krads(Si).

These results show somewhat higher dose degradation
threshold at lower dose rates, as might be expected given the
annealing response observed during the high dose rate anneal
test. This performance is typical of many CMOS COTS

technologies and would indicate that the on-orbit dose limit for
this part is in the range of 100,000 rads(Si).

B. Heavy Ion Static SEU & SEL Characterization

Heavy ion characterization was conducted using the
cyclotron facility at Texas A&M. Latch-up testing showed
immunity to latch-up at an LET of 125MeV-cm2/mg using
gold ions with a fluence of 108 ions/cm2 indicating no risk of
latch up occurring on orbit. In particulrM, care was taken to
assure that during testing the effective LET of the ions that
reached the silicon surface met the number indicated.
Technologies such as this with 5 metal can significantly
attenuate heavy ion energies before reaching the sensitive
region. The 2068 MeV Au beam and appropriate energy
attenuation calculations were used to assure that the single
event latch-up immunity was demonstrated.

Testing of the FPGA was performed with the use of the
AFX (Advanced FPGA Development System) system supplied
by Xilinx along with test software developed by Los Alamos
and the test method used is explained in detail in a previous
publication [1].

Upset testing at the bit level was measured over a broad
range of LETs with the resulting cross-section characteristic
indicated in Figure 3.
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Figure 3: Static heavy ion bit upset cross-sectionvs. LET for the
Vim.x FPGA.

The capability to write to and read back the configuration
bit stream allowed each routing bit, logic block flip-flop,
memory cell, and other storage locations of the device to be
individually monitored for static upset sensitivity. In this way
the device could be tested as a static RAM-like part. For the
case of the XQVR300 part, over 1.75M storage locations exist
and were individually tested. Testing was allowed to proceed
until 100 to 1000 bit upsets were observed in order to allow
for statistical significance to the results. Accordingly there is a
good Weibull fit and this formula can be used later for on-orbit
upset analysis.

Weibull formula F(L)= u=, (1- exp{-[(L-~)M]s}) [2]
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where: F(L) = SEU cross-section in p2/biC

cr~a, = limiting or plateau cross-section;

= 8p2 for Virtex

L = effective LET in MeV-cm2/rnilligrw,

I-u = upset threshold LEr

= 1.2 MeV/cm2/mg for Virtex

W = width parameter;

=30 for Virtex

s = a dimensionless exponent.

= 2 for Virtex

In addition to these bit upsets, one unusual upset signature
was recorded which represents an upset in the configuration
control logic register. In this situation the number of bit upsets
observed exceeded the total number of particles radiated on
the die by as much as 10 times. This was not a multiple bit
upset mode but rather an upset in the configuration control that
results in the configuration memory being reinitialized. This is
considered a Single Event Functional Interrupt (SEFI) type of
upset and represents an apparent complete loss of
configuration when it occurs. The observed LET threshold
was between 8 an 16 MeV-cm2/mg and only occurred if the
fluence exceeded 105 ionslcmz. Therefore the device cross-
section for this upset mode is very low (c1 E-5 cmz) relative to
the total cross-section for the part and there is a very small
probability of occurrence on-orbit.

With this data one could multiply the number of bits times
the cross-section and calculate a total cross-section for the
part. Of course the device is not intended to operate statically,
and dynamic cross-section needed to be measured in order to
determine the significance of each type of bit upset and
whether combinatorial logic would add to the sensitive
volume. Dynamic cross-section measurements were difficult
to make using heavy ions because the flux of particles was too
high to allow for accurate measurements of the time to upset in
a dynamic mode. Accordingly, proton characterization was
pursued. The substantially lower interaction rate from protons
would allow the rate of observed device upsets to be lowered
many orders of magnitude allowing accurate time-to-upset
measurements.

C. Proton- Induced SEU Testing

Because of the low threshold LET, proton upsets are
possible and a similar static bit characterization was performed
using the proton beam at UC Davis. The bit cross-section is
presented below in figure 4.

Proton SEU Cm Section for the Minx Virle.x XQVR300
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Figure 4 Static uroton induced bit umet cross-sectionvs. moton.
energy for the Virtex FPGA. Note the identification of outliers in the
figure indicating that the configuration control circuit upset mode
was observed at the highest energies tested (63MeV).

Testing was conducted using the same methods as the
heavy ion case. Again, assuring that the test proceeded until a
minimum of 100 bit upsets could be observed at each point
provided statistical significance of the data. In this case we
again can fit the data to the Weibull formula as follows:

Weibull formula: F(x)= o=, (1- exp{-[(x-xJAV]s}) [3]

where:

F(x) = proton-induced SEU cross-section in 10-12cm2/bit;

cat = limiting or plateau cross-section;

= 0.022x 10-12cmz for Virtex

x = proton energy in MeV;

XO= onset parameteu

= 10 MeV for Virtex

W = width paramete~

=30 for Virtex

s = a dimensionless exponent.

= 2 for Virtex

This data is also used later for on-orbit upset rate analysis.

D. Discussion of Upset Modes

Upsets in this FPGA can be grouped into three categories:
configuration upsets, user logic upsets, and architectural
upsets. The physics is the same for all, of course, but the
observability and consequences vary.

Configuration upsets are those that occur in the
configuration bitstream and can be detected by readback. The
functional consequences will either be failure or.no disruption
of the function. The likelihood of failure depends on which bit
is upset, and the specific design utilization of the device
resources. Most of the static bits in the device are accessible
via readback. In the case of the XQVR300 there are 1.465M
bits in the readback bitstream and the cross-section per bit is
indicated in figures 3 and 4 for heavy ions and protons.
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Accordingly the static bit cross-section for the part is equal to
the product of the number of bits and the cross-section per bit.
Of course it will actually be less because not every bit upset
will have a consequence in a given design.

The user logic contains elements not directly available in
the bitstream for the purpose of upset detection. Actually most
are in the bitstream but the contents are subject to change
given the normal data manipulation functions that would be
implemented. These include block RAM (BRAM), logic
block flip-flops (CLB-FF), and I/O block flip-flops (IOB-FF).
Upset detection in these locations is not feasible because the
state of each bit needs to be known a-priori, and data in these
locations changes state in the normal function of the user
implemented logic. In addition, any sensitivity contribution
from combinatorial logic falls into this category. Upsets can
only be mitigated while in operation with redundancy in the
user’s logic design. Observability is limited unless the user
design can capture an event. In this case the total upset
sensitivity of the user logic will be the sum of the bits included
in the design and an unknown, variable contribution from
combinatorial circuits (variable because each design will have
unique utilization of these circuits), all moderated by the
amount of and effectiveness of redundancy. Accordingly,
several designs need to be tested to develop useful metrics for
these issues and this will be discussed below in section IV,C.

Archhectural upsets are those upsets in the control
elements of the FPGA (e.g. configuration circuit, JTAG TAP
controller, reset control, etc). Measurement of SEUS in these
circuit elements is often only indirectly measurable in that one
needs to observe and identify an upset “signature” and
associate it with a control element function. As an example, it
is possible for a single bit upset in the configuration control
circuit to change many of the configuration bits all at once.
This upset signature is observable and it’s frequency of
occurrence in a heavy ion or proton test can be measured. And
a small, but non-zero, cross-section can be determined in order
to estimate the frequency of this type of event occurring in a
given application.

There are several objectives behind understanding the
upset rate and the contribution of these different categories.
First, one wants to understand all the possible mechanisms for
the introduction of errors in the performance of a user’s
function. Second, to understand the severity of the upset
problem, one needs an understanding of the both frequency
and consequence. These determine the cost of implementing
mitigation measures and where they are most effectively
directed.

IV. MITIGATIONOFSINGLEEVENTUPSETS

Two techniques are used to mitigate the consequences of
upsets.

A. Triple Module Redundancy (TMR)

First, triple module redundancy (TMR) is used in the logic
design to mitigate an upset as it occurs in the device

configuration or the users logic. Should the upset occur in the
users’ logic, TMR votes out the error. If the upset occurs in
the device configuration, TMR votes out the logic leg no
longer fimctioning and reconfiguration repairs the error before
more accumulate and overcome the TMR.

B. Bitstream Repair Techniques

BitStream reconfiguration, complete or partial, may occur
without an interruption of service in the Vh-tex device. In
addition, the device configuration can be also read back at any
time without an interruption in service. These features allow
two simple techniques for maintaining coherency of the
bhstream. Scrubbing simply rewrites the device bitstrearn, so
the time to repair an error is the scrub cycle time. Cycle time
can be on the order of a few milliseconds and varies with
device density. Continuous readback in conjunction with a
detection algorithm (bit compare, CRC, etc) provides data on
upsets encountered, time, and frequency. Partial
reconfiguration (PRC) repairs any section of the device where
an error is detected. The repair time is comparable to
scrubbing.

C. Dynamic-mode SEU Testing

Dynamic testing provides an important measurement: the
fluence to failure of a function. This is useful because static
testing does not detect the contribution to sensitivity from
combinatorial circuit operating at system speeds. Static testing
also cannot determine the consequence of an upset, frequently
an upset does not result in a functional failure. The problem
with dynamic testing is that it provides poor fault isolation. It
is difilcult to identify the category of upset as the source of the
failure. The other consideration for dynamic testing is that the
test probes an FPGA design, not the device. A design will
utilize some subset of the device resources and will have a
unique cross-section.

1) Testing Procedure

Several different designs were used for dynamic testing.
As indicated above, the AFX board was used as a test platform
with an interface to a PC. Test software would then load the
design configuration onto the part and dynamic operation
could be initiated. The general test strategy used an on-chip
compare circuit to detect upsets by a difference between two
parallel processing paths or between actual and expected data
in the function being implemented. Control software allowed
for the device function to be halted on failure and then the
bhstream could be read to determine how many bh upsets may
have occurred. The proton beam fluence would accumulate
until failure was detected and the resulting fluence-to-failure
would indicate the cross-section of the dynamic function.
Trials were repeated many times to provide statistics on the
measured cross-section.

Each test design was implemented both with and without
mitigation strategies to be able to measure the potential
benefit. A basic design would be developed that would use
about one-third of the device. A second version would be



implemented in a TMR mode. Finally, each design would
allow for the bitstream to be read and corrected (PRC), or
continuously scrubbed to prevent individual bit upsets from
accumulating. In this way each of the potential mitigation—
strategies could be tested individually or in combination.

The figures below show the designs used.

FIR Test Design - No TMR
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Figure 5: The FIR filter design, without triple modular redundancy
(Th4R),implementedin the XQVR300for dynamicproton induced
SEUtestingis approximately1/3utilization.

FIR Test Design with TMR

Figure 6: The sameFIR filter with TMR implementedin all blocks
of-the function. This designuses 3 timesthe-resourcesof the design
above.

The first design performs an FIR filter type function. One
section of block RAM stored data and coeftlcients, and
another section stored expected results. A comparator circuit
detected failure when the filter output disagreed with the
expected value. Both with and without redundancy, the design
self checked for errors with a redundant comparator. TMR
was implemented in all areas of the function; filter, block
RAM, and comparator. The filter outputs flow into a
redundant comparison circuit, all of which reside in the DUT.
Should an error occur in one of the redundant digital filter
legs, the comparator latches an error condition. Should an
error occur in the redundant comparator the then an error flag

is also raised. A self-testing design was amenable to the test
fixture and simple to test.

The goal of the second design was to develop a
configuration for the device under test that utilized a large
proportion of the resources in order to give the results
statistical significance. The principal resources being
considered are the CLB flip flops, BRAM, LUTS and DLLs.
The design is actually a combination of two, include one
exclusively for LUTS and flip-flops and one focusing on the
BRAM and is refereed to in the results as the “Combo” design.

The BRAM portion (Figure 7) treated each 4 Kbit block as
a 511x8 FIFO that is filled with a random number generator
(LFSR). Once fill the output of the FIFO is continuously
compared to an identical random number generator, the
comparison providing an indication of upset. No
differentiation is made between an upset that occurs in the
random number generator, the FIFO, or the comparison circuit.
The outputs of 16 test FIFOS were logically ORed together
and monitored by software. For each FIFO, the input
generator operated from a different DLL than the generator
that sourced the comparison to determine any increase
sensitivity from the clock management circuit. The BRAM
test configuration utilized 100 percent of the available BRAM
and 24 percent of the available logic slices.

The CLB portion (Figure 8) partitions the available CLBS
into two large shift registers where the shift register used both
LUTS and CLB flip-flops. Each shift register was clocked
with the clock from a separate DLL. Each shift register was
fed by the same oscillating flip-flop. Output from the two shift
registers was compared to detect upset, with an output
monitored by software. This design utilized 95 percent of the
available slices.

I BRAM Test Circuit
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15 other identical

t
circuits

t

Figure 7: Block diagram of the block RAM portion of the Combo
test design.
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Figure 8: Block diagram of the block configuration logic block
(CLB) portionof the Combotest design.

The fluence to upset was measured for the baseline, no
TMR design. Improvement due to TMR was measured with
fluence to failure of the TMR design. Several considerations
were investigated including the potential for variation in
sensitivity due to operating frequency and complexity of the
design. A detailed investigation was made of the significance
of bit upsets in the dynamic designs. Since the Virtex
architecture includes a significant overhead of routing bits in
order to accommodate a wide range of designs, not every bit
upset will have the same consequence in potentially upsetting
the device.

2) Results& Interpretation of Dynamic-mode SEU Testing

Three variations of these designs were tested without
bitstream upset mitigation; FIR with no TMR, FIR with TMR,
and the Combo design. Subsequently, the two FIR designs
were tested with bitstrearn mitigation to evaluate improvement.
In tests with no mitigation two different error signatures were
observed. All errors were functional failures. The first
category, soft errors, recovered operation with reset. The
second category, hard errors, required complete
reconfiguration of the device to recover operation. soft
failures cannot be attributed to configuration upset errors, or
recovery with reset would not be possible. The number of
configuration bitstream upsets to cause hard failures is shown
in figure 9. The significance of this data is that on average 6.5
(+- 6) configuration bitstream upsets are required to upset a
design with no mitigation of any kind. Soft errors, those not
due to configuration errors, accounted for 45% of the total
errors in all tests with no mitigation (TMR or bitstream).
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Figure 9: This histogramshowsthe numberof bit upsetsdetectedfor
each dynamic function failure in proton testing. Often, several
configuration bits upset before a hard functional upset occurs.

To show the degree of benefit demonstrated by TMR and I
or bitstream mitigation, data from five different tests is shown
in figure 10. Each test is many trials measuring fluence to
failure for a design (hard or soft). The two FIR designs with
and without TMR were both tested with and without bitstream
upset mitigation (PRC). The equivalent total static fluence to
failure of the device is also shown on the graph for reference.
This number is derived by multiplying the proton saturation
cross-section for each bit times the total number of bits in the
bitstream, and then plotting the reciprocal.

Several observations can be made. First, no significant
difference exists between the Combo and FIR NoTMR test
designs. Given that the Combo design utilizes much more of
the available resources of the XQVR300 it could have been
expected that its sensitivity would have been greater. With
only two designs tested, more work is required to determine
how much the device sensitivity varies from one design to
another. Second, the redundant FIR with TMR design
performs no better with bitstream mitigation. No advantage is
demonstrated by the use of scrubbing techniques alone. The
FIR with TMR design showed improvement with redundancy
alone and even more improvement (15x) with bitstream
mitigation incorporated. It is clear that there is still a
significant cross-section even with both mitigation techniques
employed, suggesting another (perhaps architectural) avenue
for error introduction. The dynamic cross-section is less than
the static cross section as would be expected from the
discussion above, i.e. not every configuration upset contributes
to a failure.
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Figure 10: Scatter plot of the fiuence to failure of each of the
dy;amic designs test~d. Note that the FIR design that uses both
TMR and bitstream mitigation (PRC) shows the best result at roughly
15x improvement over the basic FIR design. Also plotted for
reference is the equivrdent total static bit fluence to failure which is
derived by the product of bit cross-section and total bits. Clearly not
every bit upset will result in a functional failure due to the
architecturalvariablesin the device.

Figure 11 shows the three test designs tested at various
clock frequencies to determine any measurable transient
contribution to the sensitive cross-section. Clearly, no
significant effect is present.
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Figure 11: Scatter plot of the results of fluence to failure trials of
different designs and different operating frequencies. Over the range
tested,no frequencyvariationis evident.

These results show that these two design techniques used
together can mitigate the impact of SEUS that can occur with
up to 15 times reduction in the device upset sensitivity. This
work is ongoing and more improvement is expected from

/

recent analysis of the device architecture.
includes an SEU simulator, which can be

Work in progress
used to test every

configuration bit in the device for single bit design failures.
Using partial reconfiguration, each bit can be sequentially
flipped in the device and the consequences observed. This
approach has several advantages including cost and schedule
over accelerator test facilities. Also, every configuration bit
can be tested, providing a substantial step towards reliability
assurance. As design techniques mature that resist an assault
on the bitstream, a return to the accelerator will determine the
presence of other upset mechanisms that maybe undetected in
the presence of the dominating effects of user and bitstrearn
upsets.

V. ON-ORBITSEU RATEESTIMATES

Every orbital scenario is different, however, it is useful to
indicate a potential upset rate on-orbit for sample orbits. As
indicated earlier, remote sensing instruments are a logical
platforms for use of this technology. For the sake of example,
several circular orbits were modeled assuming a 60 inclination
angle and operation during solar maximum. Using these
assumptions and the CREME96 model [4], the upset rate for
the device can be estimated. With the knowledge of both the
proton and heavy ion response, this modeling tool provides
both an orbital average upset rate as well as the higher rate that
would occur during periodic solar flare events. The graphs
below indicate some of the results of the modeling effort: -
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Figure 12: This plot is obtained by calculating the hypothetical
sensitive volume of the XC)VR300 as the rrroduct of all of the bits in
the FPGA and the average cross-section from figures 3 and 4 earlier
in this text. As demonstrated by the dynamic test data, the expected
upset rate should be lower depending on the degree of mitigation
employed.
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Figure 13: Applying the observed dynamic cross-sections to the
upset rate calculations of the device, the maximum benefit observed
so far in this work is plotted as the combined benefit of redundancy
(TMR)and bitstream partial reconfiguration (PRC).

VI. SUMMARY & CONCLUSIONS

The results of this radiation characterization program show
that the Virtex FPGA meets TID and SEL requirements for
many orbital applications. The static-cross section has been
measured for both heavy ions and protons by testing the device
as though it were an SRAM. LET threshold determined in the
heavy ion test proved the part is sensitive to the proton portion
of the spectrum. Dynamic testing required a proton
accelerator to reduce the time to upset to measurable levels
(via the lower proton interaction rate).

The upset risk dominates the radiation considerations for
this part. The complexity of this device presents new upset
modes and makes radiation testing difficult. Design
approaches for upset mitigation provide significant
improvement, though more work is necessary to determine the
source of the remaining sensitive cross-section. Two dynamic
upset signatures have been found, soft errors where a reset is
sufficient for recovery, and hard errors that require device
reconfiguration. In tests without mitigation, 45% of the
failures cannot be attributed to configuration bitstream upsets.
It is also shown that, on average, 6.5 bitstrearn upsets are
required for a functional failure for the test designs without
mitigation. No measurable dependence on clock rate was
found.

The utility of the device for orbital remote sensing data
processing will depend on the mission requirements. Device
processing performance and survivability are exciting, but
more work is needed to find the source of the dynamic cross-
section remaining after mitigation.
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