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Effects of Alternating Bias Irradiation on Defects in MOS Devices
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A comprehensive model ~of MOS radiation
response must apply to switched and alternating bias
exposure as well as static bias irradiation [1]. Pre-
vious work has shown that defect buildup and
annealing during alternating and switched bias
irradiation is often qualitatively different than at
steady-state bias [2-4]. For example, changing the
bias from positive to zero or negative values and
delivering an additional dose of radiation can lead a
significant reduction in net oxide-trap charge due to
radiation-induced charge neutralization [4,5]. More-
over, enhanced interface trap buildup has been
observed under some alternating bias conditions [2-
4]. These effects have been characterized at a pheno-
menological level, but the underlying defect buildup
and annealing processes are not well understood.

To date, alternating and switched bias irradia-
tions have been assessed via standard capacitance-
voltage (C-V) and current-voltage (I-V) techniques
that are sensitive only to the net oxide-trap charge
and interface traps. In this summary, we use ther-
mally stimulated current (TSC) for the first time to
evaluate defect buildup during positive-to-negative
and positive to O V alternating bias irradiation of
MOS devices. This enables contributions of positive
and negative charge to net oxide-trap charge to be
separated. Surprisingly similar levels of trapped
electrons are observed in the near-interracial oxide
for these two types of AC biases. However, there are
different levels of trapped positive charge. More
interface traps are found for positive to O V switch-
ing than positive to negative switching. Implications
for charge trapping and recombination are discussed.

The devices used here were 0.004 cm2 n-sub-
strate capacitors with 45 nm radiation-hardened
oxides. These devices were chosen because (1) they
are easier to characterize via TSC than thinner
oxides [6], (2) their response to static bias irradiation
has been well characterized [7,8], and (3) the
dominant defects in these devices are also the
dominant defects in high-quality thermal oxides
(thicknesses from 6 to 1000 nm) used in previous
studies of MOS radiation response and high-field
electrical stress [7,9]. Hence, defect generation and
annealing processes in these devices are expected to
occur quite generally in MOS oxides.

Figure 1 shows TSC measurements for (a)
steady-state and (b) 1 kHz 5V/OV and 5V/-5V AC
bias irradiations of capacitors to 2 Mrad(SiOJ with
10-keV x rays at a dose rate of 900 rad(SiOJ/s. The
shapes of the TSC curves reflect the energy
distributions of the trapped positive charge; the total
trapped charge density zlNP can be estimated from
the areas under the curves [7]. The main peak in the
TSC curve is evidently associated with holes
detrapping from E’ centers, although a contribution
of transporting H+ cannot be ruled out.

Net oxide-trap charge densities ANOZ are
estimated from fi,dgap voltage shifts, and interface-
trap charge densities zlNi, are estimated from
midgap-to-flatband stretchout of 1 MHz C-V curves.
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Fig. 1. TSC vs. temperature and bias during irradiation for 0.004
cmz n-substrate capacitors irradiated to 2 Mrad(Si02) with 10-
keV x rays at -900 rad(Si02)/s. The TSC measurements were
performed at a bias of –10 V, and a ramp rate of - 0.11°C/s.



The difference between the total trapped positive
charge (from TSC) and net oxide-trap charge (from
C-V) allows one to estimate the density of trapped
electrons AN. in the near-interracial Si02 [7]. Charge
densities for the irradiations of Fig. 1, as well as 100
Hz AC bias irradiations, are shown in Table 1. As
expected, more radiation-induced trapped positive
charge is observed for 5 V bias than for O V bias,
due to the higher charge yield under positive bias
[10]. Negative bias irradiations lead to still less
trapped positive charge because holes are
transported away from the critical Si/SiOz interface.
Alternating bias irradiations in Fig. l(b) show
similarly shaped TSC curves, but the values of dNP
differ widely among the various bias conditions. In
Table 1 it is seen that the values of ZINP for the
5V/OV AC bias cases lie between the corresponding
values for the 5 V and O V static bias cases, and the
5VI-5V AC bias cases lie between the O V and –5 V
static bias cases. Results at other frequencies
confirm these trends, as we will discuss at the SISC.

Table 1. Summary of trapped-charge densities after 2
Mrad(SiOJ steady state or square-wave AC bias x-ray
irradiation, for the measurements of Fig. 1, and for 100 Hz AC
bias. AH charge densities are quoted in multiples of 1012cm-2.

Bias

5 V static

5/0: 1 kHz
5iO: 100 Hz

ov static

5/-5: 1 kHz
5/-5: 100 Hz

-5 V static

ANP ANO, ANti

2.95 1.43 1.13

2.77 1.02 0.92
2.96 1.09 0.94

2.56 0.71 0.91

2.19 0.38 0.63
2.16 0.51 0.53

0.53 0.18 0.23

ANe

1.52

1.75
1.87

1.84

1.82
1.64

0.36

Table 1 also shows that significantly less inter-
face trap buildup occurs for 1 kHz 5V/-5V AC bias
irradiations than for 1 kHz 5V/OV AC exposures. At
a given frequency, values of ZINPand dNOt follow the
same trend. During the steady-state 5 V and the
positive-bias portions of the AC bias irradiations,
radiation-induced holes and other positively charge
species (e.g., H+) transport toward the Si/Si02
interface. That this transport is more efficiently
reversed during the 5V/-5V AC bias irradiations
than the 5V/OV irradiations accounts for most of the
observed results for AVP, dNOfi and zliVil. However,
the values of zIN. are nearly constant for all switched
bias irradiations. We find this result to be surprising,

because one might intuitively expect that electrons
would be swept out of the oxide more efficiently
during the low phase of 5VI-5V AC bias irradiation
than 5V/OV irradiation, due to the more negative
electric field near the interface in the 5V/-5V case.
Indeed, preliminary results appear to show a
reduction in trapped electron density at 5V/-5V bias
when the frequency is very low (i.e., below 1 Hz).
Hence, these types of measurements may allow one
to measure a characteristic detrapping rate for at
least some compensating electrons in the SiOz.

That AC bias and O V irradiations show such
similar levels of electron trapping strongly suggests
that most trapped electrons in these devices do not
tunnel in from the Si, as commonly assumed in
models of trapped positive charge compensation
[7, 11]. In contrast, these results seem much more
consistent with the idea that most of these
compensating electrons originate within the bulk or
near-interracial Si02. This in turn implies that deep
electron trapping likely has been mistaken for
recombination events iri prior work. This conclusion
is especially significant because hole and electron
trapping are known to depend significantly on
device processing [7], while recombination events
are considered to be process independent [10,12]. Irl
contrast, trapping properties of oxides are typically
independent of radiation energy (at least above - 1
keV), while recom-bination rates are strongly energy
dependent [10, 12]. At the SISC, we will show how
these results may help explain some discrepancies in
recombination data in the literature.
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configurations, as well as the increasing number of
new package designs, will make such an effort
daunting. Also, the present business environment
within the electronics industry poses two additional
constraints. First, reduced budgetary resources create
a significant roadblock against extensive
experimental programs. Secondly, the shift in circuit
board technology from the OEMS, who traditionally
did interconnect research and development, to
contract manufacturers, has lefl a gap in terms of
which party is responsible for performing those
empirical programs that would be required to
establish the reliability databases for Pb-free solder
compositions. As a consequence, there will need to
be a greater emphasis placed on the use of
computational models to develop reliability data for
Pb-free soldered interconnects.

The computational approach used to develop a
reliability prediction tool is comprised of the
following three tasks: (1) determine the pertinent
materials properties of the solder (elastic modulus,
yield strength, etc.) over the applicable temperature
range; (2) construct the solder alloy constitutive
model (equation) from the materials properties and
combine it with the solder j oint (1/0) finite element
mesh to complete the overall TMF computational
model; and (3) perform a limited number of
accelerated aging (thermal cycling) experiments on
prototype interconnects to validate the model
predictions. This report will describe the studies that
were performed to determine the materials properties
[step (l)] and then to develop the constitutive model
[first part of step (2)] for the low melting
temperature solder 971n-3Ag wt.’%o).

The particular constitutive model used in this study
was based upon a unified creep-plasticity (UCP)
approach. That is, there is no separation of creep and
plastic strains and instead, they are combined and
referred to as simply inelastic strain. A one-
dimensional form of the kinetic equation which
describes the relationship between the inelastic strain
rate and stress is shown as equation (1)2.

d&ll/dt = sgn(oll-B1l)f~exp(-Q/RT)
sinhp[(/cq1-B]l/)/flD] (1)

where: dsl l/dt is the inelastic strain rate (s-l) and CSI1
is the applied stress (MPa). The strain variables and
B 11 and D represent the back stress and isotropic
strength, respectively. Evolution of the state
variables is defined by several material parameters
(Ai) through the following expressions:

dD/dt = (Alld&pll/dtl)/(D-Do)A3- A2(D-DO)2 (la)

dBIJdt = (i% ld&pl,/dtl)/lBl]lA6- A5B111B111 (lb)

Referring to equation (1), the parameters determined
from the creep tests include: fo (l/MPa-s); Q, the
apparent activation energy (J/mol); and p, the sinh
term exponent. Other parameters include: & a
numerical constant; T, the temperature ~K); and R,
the universal gas constant (8.3 14 J/mol-°K). The
subscript“11“ denotes the uniaxial (l-D) case in

which the applied stress and deformation occur in the
same (x) direction. The one-dimensional equations
shown above are generalized to the three-dimensional
case in the normal way by assuming that the inelastic
deformation is purely deviatoric. A complete
description of the three-dimensional constitntive
model can be found in Reference 2.

The solder, 971n-3Ag, is a eutectic composition of
the In - Ag binary alloy system; the melting
temperature is 143°C. The relatively high cost of In
and Ag limits the use of In-Ag solder to niche
applications such as high-reliability, space or military
hardware which is often characterized by very limited
production numbers. The use of In-Ag solder for
space applications is also attributed to its very high
ductility at cryogenic temperatures. Because of
limited applications, there has not been an impetas to
develop an extensive properties database for this
material. Time-independent mechanical properties
were not located. Time-dependent deformation
studies in the form of constant load shear creep tests
were performed on 971n-3Ag solder joints by
Reynolds, et al. over the temperature range of O°C to
90°C and applied shear stresses of 0.4 to 25 MPa3.

In order to develop both time-independent (stress-
strain) and time-dependent (creep) material properties
with which to build a computational model of the
971n-3Ag solder, the compression test methodology
was used. The stress-stiain test data were analyzed
for the elastic modulus (E) and yield stress(crY)
parameters as a function of temperature and
displacement (strain) rates. Later in the analysis, the
stress-strain data were used in a fitting routine with
the constitutive equation (1) in order to adjust the
remaining parameters. The yield strength data were
also used to establish the nominal (initial) stresses for
the constant load creep tests to determine fo, Q, and p
for equation (I).

Experimental procedures - sample fabrication
The sample geometry that was selected for both
stress-strain and creep tests was that of a cylinder.
The specimens were fabricated by the following
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procedure (Fig. 1). First, a suitable quantity of 971n-
3Ag solder (having a certified composition) was
melted into a small pot. The molten solder was then
poured into a bullet mold and allowed to solidi~.

Figure 1. Fabrication process used to make the
test samples.

Each of the four holes in the mold had been modified
to give the as-cast samples slightly larger than
nominal dimensions. The samples were extracted
from the mold and then weighed on a precision
balance in order to screen out those cylinders with
excessive void formation. Each sample was
machined to the nominal finished dimensions of 10
mm in diameter and 19 mm in length. The exact
dimensions of each sample were measured and
cataloged for subsequent data analyses. Although
the ASTM standard recommends the so-called
“medium length” ratio of 3.0 for general properties
measurements, the diameter and length were chosen
to adhere to the “short length” ratio of 2.0 due to the
softness of the materia14.

The data presented in this report pertain to samples
tested in the as-fabricated condition. Tests were also

performed on cylinders that were aged at 67°C for 8,
16, or 24 hours; those data and follow-up analyses
will be presented in a fhture publication.

Experimental procedures - time independent
(stress-strain) tests and data analysis
The stress-strain compression tests were performed
on a servo-hydraulic frame. All tests were performed
in duplicate. The test temperatures were –25”C,
25”C, 75”C, and 125°C. The temperature of the test
sample was controlled to t0.5C0 by passing suitably
heated or cooled gas through the platens that
contacted the top and bottom surfaces of the sample
cylinder. A negligible temperature gradient along the
cylinder length was verified by thermocouple
measurements. A photograph of the experimental
set-up is shown in Fig. 2. The tests were performed at
one of two displacement rates: 0.05 mm/min or 1.0
mm/min. These cross-head speeds correspond to
strain rates of 4.2 x 10-5 S-l and 8.3 x 10-4 S-l,
respectively, as experienced by the samples. The
engineering yield stress from” each test was
determined by the 0.2V0 offset criterion. The elastic
modulus was calculated from the constant slope
portion of the load-displacement curve, using the
initial area and length of the specimen as per the
ASTM test procedure El 115.

Figure 2. Experimental set-up used for both the
stress-strain and creep testing.

Experimental procedures – time dependent
(creep) tests and data analysis
The test procedure was developed from ASTM E139-
966. The same test frame configuration as shown in
Fig. 2 was used for the creep tests. However, in the
latter case, a constant load was applied to the sample
and the sample deformation recorded as a fimction of
time. That load was based upon the yield stress of
the In-Ag solder measured at the same temperature as
were used in the stress-strain tests: –25”C, 25”C,
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Oslv‘2~75°C, or 125”C. Nominal stresses were computed
from 20%, 40’%.,60Y0, and 80% of the respective
yield stress value. The creep experiments were
performed in duplicate per each test condition.

Sample data analysis was performed in the following
manner. First, the (digital) displacement-time plots
were converted into strain-time graphs. l%e~ a three
point difference method was used to convert the
strain-time graphs into strain rate-time plots. The
minimum strain rate was then calculated from the
latter plots. In addition, the true stress responsible for
the minimum strain rate was computed, based upon
the initial stress and a constant volume change to the
cross sectional area resulting from creep deformation.
Next, the data were fit to a simplified version of
constitutive equation (1) that excluded variations in
the material state. Equation (2) was used to obtain
the initial estimate of the time dependent parameters
(fO,p, and Q):

d&/dt= f. iinhp[(cxcr]exp(-Q/RT) (2)

The parameters in equation (2) were obtained by a
multivariable least-squares analysis routine that was
performed on the logarithm of equation (2). The
independent variables were In{sinh[(cm] ) and l/T;
the dependent variable was ln(d&/dt). The fit routine
was performed with different values of rzfhe
optimum value was that which maximized R2 for the
fit.

The construction of the UCP constitutive equation (1)
began by introducing the time independent and time
dependent parameters into the function. Then,
equation (1) was fit to the stress-strain curves
representing both slow and fast strain rate conditions.
A comparison of the computational stress-slxain
curves from equation (1) with their empirical
counte~arts was used to adjust the fitting parameters
in order to realize a best agreement between the
computational and experimental cases.

Results and discussion - stress-strain tests
Shown in Fig. 3 are representative stress-strain
curves for the as-fabricated 971n-3Ag solder sample
tested at –25”C, 25°C and 125°C under the strain rate
of 4.2x 10-5s-’.
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Figure 3. Stress-strain curves of In-Ag samples
recorded for tests performed at a strain rate of 4.2
x 10-5 s-] and temperatures ofi (a) –25°C, (b) 25°C,
and (c) 125°C.

Aside from the expected decrease in strength with
increased temperature, there were no other unusual
load response behaviors by the material. The stress-
strain curve for the 25°C test performed under a
strain rate of 8.3 x 104 S-l is shown in Fig. 4. Again,
the plots resulting fi-om tests performed at –25°C as
well as 75°C and 125°C did not indicate any
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distinguishable behaviors resulting from the higher
strain rate.

Figure 4. Stress-strain curve of an In-Ag sample
recorded at 25°C and a strain rate of 8.3 x 104 s-l.

The yieId stress and elastic modulus properties were
obtained as a fiction of strain rate and temperature.
The yield stress data are shown in Figs. 5a and 5b,
each pIot representing one of the two strain rate
conditions. Shown as gray circles in each plot are the
two values obtained from the duplicating
experiments; the black circle is the mean of those two
values. The absolute error ‘of each individual data
point (i.e., the gray circles) is commensurate with the
size of the symbols.

As expected, the yield stress values exhibited a
monotonic decrease with test temperature for both
strain rate conditions. The trend at the lower strain
rate exhibited a quadratic dependence between yield
stress and temperature while at the higher strain rate,
a linear dependence was most suitable. The yield
stress values were lower at the reduced strain rate;
however, that difference gradually diminished with
increased test temperature.
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Figure 5. Yield stress (MPa) of the as-fabricated
971n-3Ag solder samples as a function of test

temperature for the two strain rates: (a) 4.2 x 10-5
s-l and (b) 8.3 x 104 S-l.
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Figure 6. Elastic modulus (MPa) of the as-
fabricated 971n-3Ag solder samples as a function
of test temperature for the two strain rates: (a) 4.2
x 10-5 s-’ and (b) 8.3 x 104 s-l.

The elastic modulus data are provided in Fig. 6. It
was expected that the elastic modulus would
monotonically decrease with increased temperature.
However, at the lower strain rate of 4.2 x 10-5 s-’
(Fig. 6a), the elastic modulus increased from the
–25°C to the 25°C test condition; it then
monotonically decreased for the higher temperatures.
There was no peculiarity in the respective stress-
strain curves (see Figs. 3a and 3b) that would suggest
such a behavior. It can only be hypothesized that an
allotropic change (e.g., an order-disorder reaction)
may have occurred at a temperature between –25°C
and 25°C. Unfortunately, there is insufficient phase
diagram information or archived data to support this
hypothesis. At the higher strain rate of 8.3 x 10-4s-’,
a similar trend was implied by the data (Fig. 6b), but
with a considerably reduced magnitude as compared
to the slower strain rate results. At the higher strain
rate, the modulus did not significantly decrease with
test temperature as was anticipated.

Finally, a comparison was made of the elastic moduli
between”the different strain rate regimes. Given the
experimental error inherent in measuring this
property, the values of E can be considered similar
for the test temperatures of –25”C, 25”C, and 75”C.
However, the modulus value measured at 125°C and
a strain rate of 4.2 x 10-5s-’ was considerably less
than that computed for the 125°C temperature, 8.3 x
10-4 s-] strain rate experiments. The cause of the
discrepancy in this case would most likely rest with
the difficulty of identifying the elastic portion of the
high temperature, stress-strain curves. Therefore, it
would be expected that the elastic modulus of the
971n-3Ag solder at 125°C would lie betweeri the
mean values computed at the two strain rates.

Results and discussion - creep tests
Shown in Fig. 7 are representative displacement-time
curves for creep tests performed with the 971n-3Ag
solder. The particular plots shown in the figure were
obtained under the following test conditions of
temperature and initial or nominal stress: (a) –25”C,
4.61 MP~ (b) 25”C, 2.25 MP~ and (C) 125”C, 0.491
MPa. The creep deformation at –25°C was primarily
in the primary regime in which the strain rate
decreases with time. This point is illustrated in Fig.
8a which shows both the strain rate and stress as a
function of time. The time dependent change in
stress occurs as a result of deformation to the sample
that causes a change to the cross sectional area of the
cylinder. A mean strain rate and mean stress values
were calculated from the respective data contained
within the range established by the vertical markers;
those mean values served as the minimum creep rate,
ddd~i~, and the applied stress, o, for that particular
sample/creep test. The numbers in parentheses
represent one standard deviation of the data compiled
between the markers. Creep tests performed at 25°C
(Fig. 8b), 75°C (not illustrated) and 125°C (Fig. 8c)
were comprised largely of secondary or steady state
deformation which is characterized by the minimum
strain rate condition. The same analyses to obtain
dtid~i. and G were applied to these plots, as well.

The strain rate, stress, and temperature parameters
were fit to equation (2) as described earlier, selecting
the value of u that maximized the R2 parameter. The
optimum value of et was 1.075 MPa-l. The form of
equation (2) for the minimum or steady state strain
rate as a fimction of stress and temperature was:

(d&/dt)ti = 2.824 x 108sinh3”2[(l.0750]
exp(-98762/RT) (3)
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Figure 7. Creep carves for the as-fabricated 971n-
3Ag samples tested at the following temperatures
and initial or nominal stress values: (a) -25°C,
4.61 MPa; (b) 25°C, 2.25 MPa; and (c) 125”C,
0.491 MPa.
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Figure 8. Strain rate and stress as a function of
time for the as-fabricated 971n-3Ag samples tested
at the following temperatures and initial or
nominal stress values: (a) –25°C, 4.61 MPa; (b)
25°C, 2.25 MPa; and (c) 125”C, 0.491 MPa.

The mean and (~95% confidence interval values of
the sinh term exponent p and the apparent activation
energy Q were: 3 .2~0.6 and 99tl 5 kJ/mol,
respectively.

The value of p falls between the 2.5 and 6.2 values
measured by Reynolds, Kang, and Morris that
represented the “low stress” and “high stress”
regimes of shear creep in the 971n-3Ag solder3. Such



a partitioning of the current compression creep data
was not performed for this report. The value of Q
was higher than the 81 kJ/mol observed by the
aforementioned authors for their “high stress” test
regime which was closest to the test conditions used
in the present study. Therefore, although the
compression creep experiments on bulk 971n-3Ag
solder exhibited kinetics parameters that were
comparable to those observed in creep shear tests in
Reference [3], some nominal differences remained
between the two data sets that may be attributed to
the different testing modes.

Results and discussion - UCP constitutive model
(equation)
The stress-strain and compression creep data were
used to establish the UCP constitutive equation for
971n-3Ag solder. First a fit was performed with only
the slower strain rate (4.2 x 10-5 s-]) data. The
parameters calculated for equations (l), (la) and (lb)
from stress-strain and creep testing are listed here (S1
units): f. = 2.824 x 108; p = 3.2; ~ = 1.0; D. =
0.82488; Al = 2.1542; AZ = 2.5615 X 10-3; As =
1.4442; & = AS = & = 0.0; and Q = 9.8766 X 104.
An excellent tit between the model prediction and the
actual test data is demonstrated in Fig. 9.
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Figure 9. Constitutive model (equation) prediction
and actual stress-strain test data for the 971n-3Ag
solder (as-fabricated) at the 4.2 x 10-5 s-l strain
rate and noted test temperatures.

When the same model prediction was applied to the
stress-strain data taken at 8.2 x 10-4s-l, the goodness
of tit had diminished, more so as the test temperature
increased. Nevertheless, the correlation between the
model and the empirical data was considered to be
quite good given the nearly two orders of magnitude
difference in the strain rates. The fitting parameters
in the constitutive equation were modified in order to
improve the fit to both the 4.2x 10-5S-l and 8.3 x 104
s-l data sets. The resulting parameters for equations

(l), (la), and (lb) were (S1 units): fO= 2.824 x 108;p
= 3.2; B = 1.0; DO= 0.8517; Al = 0.7146; AZ = 2.269
X 103; A3 =2.1138;& =A5=&=0.O; and Q=
9.8766 X 104.

As a final technique to improve the fit between
experiment and the model, the value of ~ was
allowed to be a function of temperature. This
approach did vastly improve the fit, particularly at
those higher temperatures. The discrete values for ~
that provided an optimum fit per each test
temperature were: 1.0, -25”C; 1.0; 25”C; 0.91303,
75”C,; and 0.71656, 125”C; the other parameters
were not changed. The model predictions along with
the experimental stress-strain data per each of the two
strain rates and four test temperatures are provided in
Fig. 10. The corroboration between the constitutive
model and the experimental data was very good,
although there is a slight loss in the goodness-of-fit as
the test temperature was increased. Therefore, a UCP
constitutive model was developed to represent time
independent and time dependent deformation in the
as-fabricated 971n-3Ag solder material. This
equation can then be coupled into the finite element
mesh of a particular solder ioint cont%zuration in. .
order to predict the distribution of TMF deformation
in the solder leading up to crack initiation and
subsequent propagation that causes interconnect
failure.
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Figure 10. The 971n-3Ag solder (as-fabricated)
stress-stain test data taken at both 4.2 x 10-5 S-*8.3
x 10-4 s-* strain rates and the corresponding
unified creep plasticity model predictions for the
test temperatures ofi (a) –25”C, (b) 25”C, (c) 75”C,
and (d) 125”C. (con’~
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Figure 10. The 971n-3Ag solder (as-fabricated)
stress-stain test data taken at both 4.2 x 10-5 s-l 8.3
x 10-4 s-] strain rates and the corresponding
unified creep plasticity model predictions for the
test temperatures ofi (a) –25”C, (b) 25°C, (c) 75°C,
and (d) 125°C.

The next step in the UCP model development would
be to address its “calibration.” Prototype
interconnects would be fabricated with the In-Ag
solder, either via a laboratory test specimen or
through the use of actual circuit board assemblies.
The test vehicle would then be thermally cycled. The
solder joints would be analyzed to identify the
number of cycles leading up to crack initiation,

thereby establishing the maximum extent of TMF
deformation in the solder. This maximum TMF
deformation would represent the “failure criterion” to
which the model is calibrated after it had been
exercised for the same thermal cycling environment
and interconnect geometry.

Finally, once the TMF deformation failure criterion
has been established, the model must then be
validated. That is, a number of laboratory samples or
circuit board prototypes would be subjected to a
matrix of thermal cycling conditions. The
constitutive model of those solder joints would next
be exercised for the same matrix of thermal cycling
conditions. The number of cycles leading to the
onset of cracking in the test vehicle solder joints,
which signifies that the criterion ‘of maximum TMF
deformation has been reached, would be compared to
the predictions established by the model. This
comparison would establish the accuracy with which
the coupled UCP model and finite element technique
can predict TMF deformation is any 971n-3Ag solder “
interconnect geometry and any temperature
environment.

Conclusions
1. A unified creep-plasticity (UCP) model was sought
to describe the deformation of 971n-3Ag (wt.%)
solder for the purpose of predicting thermal
mechanical fatigue (TMF) in electronic
interconnects. This model used a’hyperbolic sine
function of effective stress in its kinetic equation for
the inelastic strain rate.

2. Compression stress-strain and compression creep
experiments were performed on bulk, as-fabricated
971n-3Ag solder samples to obtain the material
parameters for the new model. The stress strain
experiments were performed at 4.2 x 10-5S-l and 8.3
x 10-4 S-l strain rates and temperatures of –25°C,
25°C, 75”C, and 125”C. Yield stress and elastic
modulus parameters were calculated for the
constitutive equation.

3. Compression creep experiments were pefiormed at
the same temperatures and nominal stresses reflecting
20Y0, 40%, 60’%0,and 80% of the yield stress. Those
experiments provided the sinh law exponent and
apparent activation energy of deformation.

4. The measured properties, along with optimization
of the remaining fitting parameters, were used to
develop a UCP constitutive equation that accurately
describes both the slow and fast strain rate,
compression stress-strain curves at each test
temperature.
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