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ABSTRACT: Our understanding of multiphase physics and the associated predictive capability for multi-
phase systems are severely limited by current continuum modeling methods and experimental approaches.
This research will deliver an unprecedented modeling capability to directly simulate three-dimensional multi-
phase systems at the particle-scale. The model solves the fully coupled equations of motion governing the
fluid phase and the individual particles comprising the solid phase using a newly discovered, highly efficient
coupled numerical method based on the discrete-element method and the Lattice-Boltzmann method. A mas-
siveIy parallel implementation will enable the solution of large, physically realistic systems.

1 INTRODUCTION

Our understanding of multiphase physics and the as-
sociated predictive capability for multiphase systems
are severely limited by current continuum modeling
methods and experimental approaches. For example,
continuum models overlook the microscale solid-
fluid interactions from which macroscopic system
properties emerge, while experimental inquiries
have been thwarted by the fine scale and complexity
of many-body systems.

An alternative modeling approach is to simulate
multiphase systems at the grain-scale, fully resolv-
ing the interaction of individual solid particles with
other solid particles and the surrounding fluid. Until
recently, the direct simulation of these systems has
proven computationally intractable.

In this research, the fully coupled equations of
motion governing the fluid phase and the individual
particles comprising the solid phase are solved using
a newly discovered, highly efficient coupled nu-
merical method based on the discrete-element
method and the Lattice-B oltzmann method. Forcing
mechanisms represented (to at least the first order)
in the model include fluid-induced stresses on parti-
cle surfaces, intergranular bonding between parti-
cles, intergranular forces from particle collisions and
static formation stresses, and gravity and buoyancy
forces. Laminar flow through a particle assemblage
is fully resolved, including such detailed structure as
vortex formation in the particle wake. Because the
coupled method accurately models fluid flow in the
close vicinity of the solid particles, it accurately re-

produces the local fluid-induced stresses that drive
solid particle motion.

2 DISCRETE-ELEMENT METHOD

The discrete-element method is a suite of numerical
algorithms that allows for the efficient modeling of
granular materials, as a collection of arbitrarily
shaped, rigid bodies that interact through surface
collisions and bonds. Each particle in a granular
system is modeled as a geometrically simplified ob-
ject using either a functional (e.g. sphere) or discrete
representation. Particles are assumed to be rigid;
however, a soft contact model based on the assump-
tion of local deformation during contact is used with
normal and shear contact forces modeled by a
spring-dashpot system, and shear force magnitude
limited by friction (Rege 1996). Cement bonding
between particles is modeled with numerical links
that are effectively springs with a user-specified
stiffness and tensile strength. During each model it-
eration, potential contacts between objects are found
using efficient spatial sorting algorithms (Perkins
1999). Objects in contact are identified and the
contact forces resolved. Particle position is then up-
dated according to Newton’s second law, the con-
servation of linear and angular momentum, with
particle forcing equal to the sum of the contact
forces, the dynamic fluid force, and the buoyancy
(body) force. More detailed discussions of the de-
velopment and application of discrete-element mod-
els can be found in Jensen et al. (1999) and Preece et
al. (1999).
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3 LATTICE-BOLTZMAN METHOD
,, *

Lattice-Boltzmann is a naturally parallel numerical
method for simulating a Newtonian fluid. The
method has been employed to analyze the detailed
behavior of gases and liquids for a number of years.
Although this method is founded on the kinetic the-
ory of dilute gases, it has been shown to accurately
reproduce the Navier-Stokes equations (Chen &
Doolen 1998), which govern fluid flow in the
geomechanics problems of interest in this study. The
fluid is modeled as packets of particles that move
about a regular lattice, or grid, defined with the ap-
propriate boundary conditions. Collision and redis-
tribution (or streaming) of fluid packets occur at the
lattice sites according to specific relationships that
conserve mass and momentum. Most of the compu-
tational cost for each time-step update is associated
with the collision phase, which is local in nature (in
that it requires no additional information from
neighboring nodes). The only data that is exchanged
between lattice nodes occurs during the streaming of
the distributions. Herein lies one of the primary ad-
vantages of the Lattice-Boltzmann method over
other traditional methods in computational fluid dy-
namics, such as the finite-element method.

Coupling with discrete elements is accomplished
by using a modified collision operator at the lattice
sites covered by the elements (Noble & Torczynski
1998). With this scheme, the lattice-Boltzmann col-
lision operator is modified to include a dependency
on lattice cell porosity, allowing for the sub-grid
resolution of solid particle boundaries. Momentum
is transferred between the fluid and the discrete ele-
ment during the collision-tracking step at all lattice
sites covered by the solid particle. The coupled
method accurately models fluid flow in the close vi-
cinity of the solid particles and reproduces the local
fluid-induced stresses that drive solid particle mo-
tion. A detailed development and validation of the
coupled method can be found in Cook et al. (2000).
The two-dimensional applications reported by Cook
reproduced such complex phenomena as drafting-
kissing-tumbling (Joseph et al. 1987) in multi-
particle sedimentation simulations.

4 DISCUSSION

Lattice-Boltzmann and discrete-element methods,
the numerical analysis of these large, three-
dimensional multiphase systems will be extremely
expensive computationally. To make these problems
tractable, the natural parallelism of the Lattice-
Boltzmann method will be exploited to develop a
massively parallel implementation of the model.
Extremely efficient massively parallel implementa-
tions of the Lattice-Boltzman method have been
achieved because the method is primarily local in
space and explicit in time (O’Connor & Fredrich
1999).

A massively parallel implementation will address
a broad range of important but currently intractable
geomechanical and industrial challenges. Funda-
mental insights are expected into the disaggregation,
transport, and clustering processes underlying such
outstanding problems as sand production, proppant
design, sedimenting and fluidized suspensions, and
lubricated transport of viscous materials.
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An innovative coupled numerical model using the
Lattice-Boltzmann method for fluid flow and the
discrete-element method for particle motion has
been developed and validated in our earlier work
(Cook et al. 2000). Because the geomechanical
problems of interest are indisputably three-
dimensional in nature, current work is focused on
the extension of the model to three dimensions. De-
spite the relatively high numerical efficiency of the
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almost 6 time better than in GaAs, thus permitting much improved collector
characteristics. Similarly, GaAs is better than AlGaAs as the emitter material because it
allows an aluminum-free stmcture, with improved material properties. Taking advantage
of this unique band alignment, we have designed a novel aluminum-free
GaAs/IrtGaAsN/GaAs P-n-P DHBT as shown in Table I, with corresponding band
diagram of this structure shown in Figure 2.

Experiments

The P-n-P DHBT shown in Table I was grown by an Emcore D180 turbodisk
reactor. Trimethylindium, trimethylgallium, 100% arsine (AsH3), and 1,1-
dimethylhydrazine (DMHy) were used as the In, Ga, As, and N precursors, respectively,
for the growth of InGaAsN base layer. The flow rate ratio of DMHy/(DMHy+AsH3) was
fixed at 0.95. The indkm and nitrogen compositions were determined by secondary ion

mass spectroscopy and high-

Table I : The layer structure of the P-n-P resolution x-ray diffraction

aAs/InGaAsN/GaAs DHBT. measurements. The doping

I Material Thickness [~] Doping [cm-3]

Collector Layer p- GaAs 5000 3.00E+ 16

p + GaAs 7500 2.00E+ 19

Substrate I S. I. GaAs I

concentrations in epilayers were
confirmed with Polaron and Hall
measurements. A comparable
P-n-p AIGaAs/GaAs HBT

structure was grown along for
comparison purpose.

Both devices have been
fabricated using a triple mesa
process with emitter area of

3x25pm2. All three mesa etching

processes were performed by wet etching
using H#@:H@z:H@ m the etchant. Ec
Sputtered WSi served as the emitter metal,
while evaporated PdGeAu and TiPtAu were
used as the base and collector contact,

I

Emitter
respectively. A 4000 ~ thick layer of SiOxNY
was deposited by ECR for device passivation. GaAs

The devices are then tested by HP-4145 for
device D. C. characteristics, and HP-8510 for
device R. F. characteristics.

Results

The GaAs/InGaAsN/GaAs DHBT has
Ev -

1
I

: t

I 1 Collector
I 11
: 1 GaAs
I 1
1 11
: 1

Base
InGaAsN

JQ_L
a functional current gain (P) that is greater Figure 2: The band diagram of
than 45, and the device has nearly ideal IV the P-n-PGaAs/InGaAsN/GaAs
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Figure 3: The Gumrnel plot of the

3x25 p.m2 P-n-P
GaAs/InGaAsN/GaAs HBT. The B
bias is set at O V.

GHz, comparable to that of a
similar AIGaAs/GaAs P-n-p
HBT. The~~~x of about 12
GHz observed in the
InGaAsN device, however, is
almost 2 GHz higher than in a z

g
similar GaAs based P-n-p &
HBT. The R. F.
characteristics of these
devices are compared in
Figure 6. These are excellent
results considering that they
are either comparable to
better than in the comparable
AIGaAs/GaAs device. The
comparable$~ values are expected
considering that the base layer
constitute only a small portion of the,
total HBT structure, while the GaAs

characteristics as shown in Figures 3 and 4.
Compared to the P-n-p AIGaAs/GaAs HBT,
we have observed a significantly reduced ~,

which has a ~ of 130. The ~ reduction is
expected because the GaAs/InGaAsN BE

junction does has a reduced AEc compared
to AIGaAs/GaAs, in addition, despite recent
advance in the InGaAsN material, the crystal
quality of the InGaAsN base is still inferior
to that of a GaAs base. However, as shown
in Figure 5, the VONof the novel InGaAsN
DHBT is about 0.27 V lower than in the
comparable GaAs HBT, and even slightly
lower than the 0.25 V for a comparable
AIGaAs/TnGaAsN HBT reported
previously. The resulting offset voltage
(VO~~,.Jof 0.06 V is also significantly lower
than the 0.13 V observed in the GaAs HBT.
The low-power characteristics are what is
expected from the reduced & in the base
material, and from the near-ideal band
alignment of the BE and BC junctions.

The~~ of the P-n-P
GaAs/InGaAsN/GaAs DHBT is about 12
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Figure 4: The common emitter IV

characteristics of the 3x25 prn2 P-n-P
GaAs/InGaAsN/GaAs HBT. The base
current varies from 20 pA to 100 p.A at 20
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emitter actually provides better hole
transport properties than in a
AIGaAs emitter, thus the total
transit time required for transport a
hole through the HBT structure is
not significantly affected. The
improved~~Ax value, however, is a
pleasant surprise probably due to
the advantage of GaAs over
AlGaAs, and an improved BE
junction.

Conclusion

In conclusion, we have
demonstrated a
GaAs/InGaAsN/GaAs P-n-P DHBT
that has shown near-ideal D. C.

characteristics with a function ~ of
45, while its R. F. Characteristics
are comparable or better than in a

25 14
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Figure 6: The~~ and~~~x of the
GaAs/InGaAsN/GaAs P-n-P HBT, and
of the AIGaAs/GaAs P-n-p HBT.

1.E-06 I

0.75
A

Figure 5: The VONof the
GaAs/InGaAsN/GaAs P-n-P HBT (curve
A), the AIGaAs/InGaAsN/GaAs PnP
HBT (curve B), and that of the
AIGaAs/GaAs Pnp HBT (curve C).

similar AIGaAs/GaAs HBT. The GaAs
emitter in this design eliminates the problems
associated with AlGaAs emitters. And the
reduced VONof 0.27 V makes it very useful
for low-voltage complementary electronics
that can take advantage of the maturing GaAs
foundries.
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