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Abstract

Capillary evaporation (cavitation) has been suggested to be a possible source
of long range interactions between mesoscopic hydrophobic surfaces. While
evaporation is predicted by thermodynamics, little is known about its ki-
netics. Glauber dynamics Monte Carlo simulations of a lattice gas close to
liquid-gas coexistence and confined between partially drying surfaces are used
to model the effect of water confinement on the dynamics of surface-induced
phase transition. Specifically, we examine how kinetics of induced evaporation
change as the texture of hydrophobic surfaces is varied. Our results provide
guidelines for efficient manipulation of surface properties. We find that evap-
oration rates can be considerably slowed upon deposition of relatively small
amount of hydrophilic coverage. The distribution of hydrophilic patches is
however crucial, with the regularly spaced distribution being much more ef-
fective in slowing the formation of vapor tubes that trigger the evaporation
process. To relate simulation rates to experimental ones, we also perform

simulations using the mass-conserving Kawasaki algorithm. We predict evap-
oration time scales that range from hundreds of picosecond in the case of
mesoscopic surfaces N 104 nm2 to tens of nanoseconds for smaller surfaces

N 40 nm2, when the two surfaces are * 10 solvent layers apart. The present
study demonstrates that cavitation is kinetically viable in real systems and
should be considered in studies of processes at confined geometry.
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L INTRODUC;TXON
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.At macroscopic and mesoscopic interfaces hydrogen bonding cannot persist to the extent ““’ -

found in bulk liquid. It has been established by mean-field models,l’2 computer simulations
and surface vibrational spectroscopy that each interracial water molecule sacrifices one

hydrogen bond near extended hydrophobic surfaces. This energy change is larger than the
van der Waals attraction with the surface at ambient conditions, where energy of a hydrogen

bond is a few kBT, and a reduction in water density near the surface is expected. An example

of such depletion is the hydration of the melittin dimer where the inverted clathrate structure
~-,4Qfwater was found, characterized by a less favorable water-water binding energy.5 The loss of

. hydrogen bonding and associated energetic effect increases the propensity for drying. In the
,““case of water confined between two hydrophobic surfaces, depletion of hydrogen bonds and

associated reduced density lead to an anisotropy of the local pressure and possible cavitation,
either of which can give rise to an attractive force between the surfaces.G Thus, the issues of
spontaneous nucleation of a vapor phase (cavity) in water between finite mesoscopic surfaces
pertain to problems of adhesion, formation of self-assemblies and also interactions involving
proteins.

Water confined between two hydrophobic surfaces in close proximity is replaced by vapor

due to competition between bulk energetic (that favors the liquid phase) and surface ener-
getic (that favors the vapor phase). The critical distance, D., between ideal hydrophobic

surfaces of lateral size L, below which vapor represents the stable phase is:7

DC w 2Ay/(pAp + b“//L), (1)

where Young equation gives Ay - ~Wl– ~WV= –-y cos OC.-yW~,~WVand ~ denote wall/liquid,

wall/vapor and liquid/vapor surface tension, OC,is the contact angle, p is the number density
of water, J@ is the difference of the chemical potential of bulk liquid from liquid-vapor
coexistence, and b is a geometry dependent constant of the order of unity. At ambient
conditions for water, Ap is small, and 100 nm< -DC< 1000 nm. In light of this fact, many
theoretical studies suggest that the physics of evaporation and surface drying is pertinent
to the interactions between large hydrophobic surfaces separated at mesoscopic scales.7–14

.klthough cavitation or capillary evaporation is favored thermodynamically (Eq.1), large
free energy barriers may preclude evaporation over macroscopic times of observation.15–17

Because of metastability of water present in confined hydrophobic environments,18–20 special
emphasis has to be paid to the dynamical aspects. L’nderstanding the mechanisms by which
spontaneous cavitation or bubble nucleation occur in practice require a consideration of
activation energies, fluctuations, and kinetics associated with the creation of the various
new interfaces during the nucleation process. 21 These pertinent factors are missing in most

of the earlier studies.8–13
The mechanism and kinetics of evaporation should be amenable to studies by computer

simulation techniques. So far, molecular simulations have reproduced the evaporation only
at small separations, up to three molecular layers. Recently we have come to understand
the origin of this behavior. 7 For specific conditions of the calculations, grand canonical

hfonte Carlo simulation of the BBL model of water22 confined between infinite inert plates23
and constant pressure molecular dynamics of the RER model of water24 between two ellip-
soidal solutes, each with surface N 2.5 nmz ,25 captured spontaneous evaporation at distances
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. . consistent with Eq. 1. These molecular simulations confirm the pertinent physics at small
separations of large hydrophobic objects: \lJ2*2Gwater confined to only a few molecular layers

v vaporizes because the water molecules cannot bond to an adequate number of neighboring.
water molecules. Since a density profile associated with surface drying27 may contain a free

liquid-vapor interface, the pathway to evaporation may involve interracial capillary wave
fiuctuations28-30 — even though these fluctuations may be quenched by the proximity of

the liquid-vapor to the drying surface. 31 Due to the long wavelength nature of these capillary

wave-like fluctuations, one must account for a large lateral system size — a problem that

cannot be overcome by using periodic boundary conditions.32
Lattice gas models33 provide a conventional framework for computations at large length

scales. They can reproduce the dynamics on mesoscopic scales, allowing for the investiga-
tion of non-equilibrium behavior over a much broader range of length and time scales than

is possible with off-lattice models. Note that at large length scales, evaporation of a fluid
confined between two drying walls is mathematically isomorphic to the condensation of a
vapor between two wetting walls. In the latter case, the phenomenon is known as “cap-
illary condensation.>’ 34 Extensive discussions on the topic as applied to lattice gas models

are abound.29’35–41 Most of this previous work considers an equi%briurnaspect of capillary
phase transition, i.e., phase behavior and wall-induced shift of the first order liquid-gas type

transition in thin film geometry. Our present and previous7 work focuses on the dynamical
aspect of the phenomenon. The kinetic pathway of the first order phase transition has been
previously elucidated using lattice gas simulations in confined geometry.7 These simulations
gave direct evidence that both long and short wavelength fluctuations are important features
in the e~-aporation process. The early long-wavelength stage, corresponding to the detach-
ment of a liquid from a surface is followed by short wavelength fluctuations, i.e., formation
of vapor tubes that bridge across the interfaces. These vapor tubes are essential for the

evaporation process,
The pathway to evaporation described above has so for been explained for uniform drying

-.ralls.7 In nature hydrophobic surfaces are partially drying, i.e., the surface tension of a
hydrophobic surface in air or water vapor is lower than in water, and the contact angle
of water on the surface, (3C,is larger than 90°. In fact, the contact angle determined for

oil/water system by the Young equation is * 124°, pointing to N 20’%0attractive surfaces
(relative to completely hydrophilic surfaces). Therefore we should have weaklv attractive. .
surfaces to model the dispersive forces, not the non-interacting hard walls used in Ref. 7.
Furthermore, virtually all surfaces, and particular those of applied interest, are chemically
heterogoenous. Thus, defects that attract the liquid may exist, pinning the liquid layer at
defect sites on the walls and quenching the long wavelength interface fluctuations. Examples
would be absorbed ions or defects in the coating layer grafted on to mica cross cylinders in
a surface force apparatus which lead to the hydrophilic mica surface being exposed to the
liquid. These defects or attractive regions will henceforth be denoted “hydrophilic patches,”
even though the liquid of interest may not necessarily be water. In all situations in nature
hydrophobic and hydrophilic interactions are typically mixed together quite intimately. -4s
such, the size and coverage of hydrophilic patches on hydrophobic surfaces, as well as their
placement (random vs regular) is expected to have a strong impact on the evaporation time.
Both low hydrophilic coverage-the regime most interesting for materials science, and the
higher hydrophilic coverage-the regime of interest for molecular biology-should have an
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influence on capillary wave-like fluctuations and the formation of vapor tubes. It would be
.

interesting to compare and contrast the rate limiting step in the evaporation process in both

regimes.
?. .

The size of hydrophobic surfaces themselves may change the pathway to evaporation

kinetics. Previous simulations results7 indicate that in the case of mesoscopic surfaces,

long range fluctuations facilitate cavitation. Molecular simulations25 indicate that diffusion

dynamics is sufficient for water to evaporate from microscopic cavities. So far it is not

clear at which size (or degree of hydrophobicity) each mechanism dominates. In biological
systems, many proteins have large hydrophobic regions on the surface. A recent survey

of hydrophobic patches on the surface of 112 soluble, monomeric proteins shows that a
relatively large percentage of protein surface (W 30?ZO)is comprised of apolar material.42 The
largest hydrophobic region on an individual protein is approximately around 40 nm2 but

242 The size of typical hydrophobic regions may not be largecan range from 20 to 120 nm .

enough for cavitation to be driven by interracial fluctuations as is the case with extended
hydrophobic surfaces. 7 However, unfolded or partly folded proteins have much larger exposed

hydrophobic areas than the native ones, so they have a stronger tendency to aggregate. The
same pronounced hydrophobicity can be responsible for the affinity between a chaperone

and unfolded or partly folded protein .43’44
We systematically investigate the effect of altering surface texture (i.e., changing degree

of hydrophilic coverage and distribution of patches) and area on the’ kinetics of capillary
evaporation. 46 Hydrophilic patches of various size and coverage are included in Glauber dy-
namics45 Monte Carlo simulations. The effect on the evaporation rate can be drastic. On

heterogeneous surfaces, the tube preferentially forms in rare regions devoid of such patches.
This is reminiscent of the physics of “Lifshitz traps” 48 for electronic states in disordered
media; we will show that this analogy is valuable in analyzing the problem at hand. We
find that a regular array of hydrophilic patches, which contain no large voids, can exhibit
tube formation times at least two orders of magmitude longer than those for an ensem-
ble of randomly placed patches. This result may be significant because the compositional
heterogeneity of surfaces in biological system can be regularly patterned.49

While these results provide relative times scales of evaporation, we need to establish
connection with real (physical) time. Glauber dynamics (see also Ref. 7) does not conserve
the order parameter (liquid density) and does not truly describe the dynamics of real fluids.
In this work, the effect of mass transport is also examined using Kawasaki dynamics,so
which. locally conserves the number of occupied sites. For small inter-surface separations

considered in the present work, it is found, contrary to Glauber dynamics, that diffusion
can represent the rate determining process for evaporation.

The paper is organized as follows. Section II describes the model. The results of Glauber
dynamics are discussed in Sec. III. The results of Kawasaki dynamics are discussed in

Sec. IV. In the last Section we discuss implications of our results for future work. In the
following paper (Paper II) we explicitly calculate the free energy barriers of tube formation
to complement this work.
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-. II. MODEL

The confined liquid is modeled by athree-dimensional lattice-gas on a cubic lattice of

size L x L x D. The nearest neighbor lattice-gas Hamiltonian is given by

where ni = O,1 represents vapor/liquid like sites. The lattice gas parameters, specifically,

the nearest neighbor interaction e, the chemical potential p, and the lattice spacing a, are

chosen such that the corresponding lattice gas exhibits high surface tension, close proximity
to liquid-vapor coexistence, and high incompressibility. These are the three features that
seem most pertinent for a liquid such as water at ambient conditions. .4t room temperature,

T =300K, the surface tension of water ~ = 70 mN/m. The isothermal compressibility, ~T, at
standard density of water (pm = lg/cm3 and pressure P = 1 atm) is pkBTKT = 0.062. Here
p denotes the number density. Model parameters that reproduce desired properties are esti-

mated by employing the quasi-chemical (mean field) approximation due to Guggenheim.51’52
The reduced pressure for one component lattice gas is given” by:

PV/kT = (Z – l)ln(l – n) – (z/2) lnXoo, (3)

where V is the volume, z is the lattice coordination number, n is the mean occupancy, and

Xoo is the number of contacts between empty sites divided by the number of sites. The latter
is obtained by solving the following two equations:

n = x~oexp(e/kT)/XOO + X1O,

I–n=xoo+xlo, (4)

where the subscript O corresponds to an empty site and subscript 1 to an occupied site. Xlo
is the number of contacts between empty and occupied sites divided by the number of all
sites. V = a3 , and z = 6 for a cubic lattice. Mre also considered a tetrahedral lattice (i.e.,
ice-like diamond lattice), but found that this particular geometry performed worse than the
cubic one in terms of thermodynamics and dynamics. The reason is that tetrahedral lattice
has a large area per bond than a cubic lattice. At fixed surface tension, large area means
large c. which brings the system too close to critical temperature.53

If we adopt the reasonable zero temperature approximation for surface tension, -y ~
e/2az, the characteristic properties PV/kBT, pkTKT, and ~ are reproduced using c =
1.2646kBT and a = 0.193 nm. This value of c ensures that the fluid is far below the
critical temperature (i.e., T/TC = 0.70)53 and, in the absence of surface fields, exists in
the one-phase, liquid-like region and is above the roughening transition temperature.54 We
determine the mean occupancy, n, for a bulk system (i.e., no drying walls) N 0.965 from
equilibrium Glauber dynamics simulations. This value indicates the zero temperature ap-
proximation to be valid. Chemical potential p = pCO,X+ Ap, where chemical potential

at coexistence pCOeX= –6e/2, and Ap N AP/p, with AP ~ 105 Pa, and p = n/a3.
LIP = 1.84247x 10-4kBT ensures that the corresponding lattice-gas is at close proximity to
liquid-gas coexistence.

As discussed in the Introduction, the surface field e: should be N 20% of the bulk field ~,
in order to mimic water next to an oily surface. However, such high value of e: slows down the
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simulation significantly and limits the phase space than can be studied. Here we use 10?ZOfor -

all i not belonging to a hydrophilic patch to capture a relatively weak but finite surface-liquid

attraction and still ensure a reasonable rate of dynamics for the purpose of this simulation. -
The resulting contact angle 19C,obtained from the relation e: = [(1 + cos dC)/2]c = O.lC is

143°.
To undertake a systematic study of the effect of hydrophobic area on evaporation dy-

namics at constant separation between the surfaces, we perform calculations with different

sizes of drying walls, L = 32,64, 128,512, in units of a. The smaller plates mimic the largest
hydrophobic patch on individual proteins,42 while the bigger plates approximate conditions

characterized by inequality L >> D typical for the surface force apparatus environment .47 To

estimate the effect of changing the separation between the surfaces, we perform calculations
with D = 6 – 10,14 and 16 at constant L = 32 or 64. Recently it has been shown3G’37

that in extreme cases of sizable (patch diameter comparable to wall-wall separation) and

strongly hydrophilic patches, stable liquid bridges may persist between patches on oposing
walls. These bridges do not occur within parameter range considered in this work.

To explore the effect of changing hydrophilic coverage on evaporation dynamics for the

biggest system studied (512 x 512 x 10), hydrophilic patches are introduced as 1 x 1, 2x 2,
4x4, and 8x 8 square objects at various hydrophilic coverages El, with all sizes given in

units of a. Each patch on each surface is not allowed to overlap with another patch on the
same surface. The choice of the sizes of hydrophilic patches mimic absorbed ions (N 0.4
nm), and/or single groups like COO–, NH:, SO; (at least 0.5 nm), that can be found on
hydrophobized mica surfaces in a surface force apparatus environment, for example. The
smallest patch size, 1x 1, is chosen to explore possible depining effects (see Sec. III). The
hydrophilic coverage G is defined as the fractioa of patch-covered surface sites. At fixed
coverage, the number of patches is inversely proportional to their area. The patches. are
placed either in a regular square array or random distributed. In the former case, the
center-to-center distance between patches is denoted as 1~. .At the sites with patches, C$= ~
instead of O.le.

Open boundary conditions in the directions perpendicular to the walls are used. The fluid
confined is thus bounded by liquid layer outside the simulation box and is connected to a bulk
reservoir with a given temperature T and chemical potential p. This choice corresponds to

boundary conditions such that the drying walls are finite objects immersed in bulk liquid, like
in experimental/biological situations. The Metropolis sampling scheme is used in all Monte
Carlo runs.55 An accelerated Monte Carlo schemesG has also been attempted. However, at

our temperature (far away from the critical temperature) and in our slab-like geometry, it
is found that this algorithm does not lead to an appreciable increase in simulation speed.

III. GLAUBER DYNAMICS

A. Quenched random distribution of hydrophilic patches on hydrophobic surfaces,

While Kawasaki dynamics should in principle be used to study the dynamics of evapo-
ration, it proves too costly for systems with more than a marginal amount of hydrophilicity
at the wall-fluid interface. For a systematic study of the effect of hydrophilicity on the evapo-
ration time, we continue to rely on Glauber dynamics Monte Carlo simulations. Figure
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(la) shows the cioss sections of a system with randomly placed patches of area 8 x 8 at

@ = 18% during a typical Glauber dynamics evaporation run at difference times (passes).
We start from a configuration where all sites are occupied (liquid-like). Because vapor
is thermodynamically stable in the confined region at this separation (Eq. 1), this initial

configuration corresponds to metastable liquid. Stable vapor films develop adjacent to the

walls within N 160 passes. Note that the interface fluctuations in our case are limited by
the lateral length scale where no patches occur; in those regions the vapor film is thickest

and fluctuations are large. In regions with patches, the liquid layer is pinned to the wall

and fluctuations are small. In panel (b), it is seen that the initial vapor tube forms in a

two-dimensional region devoid of hydrophilic patches.
Figure 1 also depicts (x – z) cross section of a 512 x 512 x 12 system without hydrophilic

patches and that of a 512 x 512 x 10 system with 2% coverage of 1 x 1 patches near their
respective tube formation thresholds. Compared to the case without hydrophilic patches, the

8 x 8 patch size system shown in panels (a) and (b) exhibits vapor films that are thinner and
pinned at the surface sites containing patches. Generally, the pathway of tube formation
is similar to the case without patches, 7 but the effect of surface inhomogeneity is clearly

present. In the case of essentially totally drying surfaces (es = O.OIC) in the previous work,7
such a vapor tube developed at typically w 18000 passes. In ~the present case of weakly
attractive hydrophobic surfaces (es = O.16) at the same separation (D = 12) a tube develops
at N 1500 passes (not shown here). This discrepancy is due to the fact that the lattice
gas parameters in Ref. 7 were not chosen carefully enough to represent a liquid at ambient
conditions, i.e., pkBTKT was smaller by almost an order of magnitude from the experimental
value for water, and the system was betow the roughening temperature.54 For the system

with 1 x 1 patches in panel (d), the patches are so small that a de-pining of a liquid layer
at some places (denoted by arrows) can occur.

At this point we discuss the relation between the vapor film seen in our lattice gas
simulations at weakly attractive hydrophobic surfaces, and and the case of water molecules
at Lennard-Jones walls seen in molecular simulations. SZST$8For an oily wall there is a weak

attraction between water and hydrocarbon sites, and there is apparently no “vapor-liquid”
interface57’32’58. For a lattice gas, an interface occurs in the sense that the mean distance
between the wall and the closest occupied lattice site is not zero. The simple lattice gas
cannot capture the effect of ordering of molecules at the surface. Nevertheless, we believe the
effect of density fluctuations in water near the partially drying wall should be approximately
captured by the lattice gas. Comparison between lattice and continuum representation is of
course restricted to averages over characteristic distance imposed by coarse grained lattice
represent ation.

In Fig. 2a, the mean evaporation time is plotted as a function of hydrophilic coverage
for different sized, randomly placed patches. The tube formation time for each individual
run is determined as the number of passes at which a fixed number of breaches (typically
50) has occurred. .A breach is defined as a column of empty sites that extends vertically and
completely from one wall to another at a particular (x, g) coordinate. Beyond this number of
breaches, the system invariably proceeds towards evaporation; i.e., the critical nucleus size
has been reached. The linear-log plot suggests an exponential long-time regime. However, for

@ N 0.4, the vapor phase will cease to be the stable state, at which point the tube formation
time no longer corresponds to an evaporation time. We expect the fast rate (interval with
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lower slope) be dominated by the time to locally form a vapor film (< 200 passes), while

the slow rate (interval with higher slope) be predominantly due to tube-formation. The

tube formation time is shorter in both regimes for the 8x 8 case than the 4x 4 one at the

same coverage. In general, the smaller the number of patches the faster the evaporation.

One ready explanation is that vapor tube formation takes place most readily in, statistically
rare large regions (Lifshitz traps) devoid of patches (see Fig. lb and Sec. III B). Lifshitz
traps are first studied for band edge states in semiconductor alloys, where energetic and

dynamics is dominated by the states localized in rare, large regions with concentration of
one atomic species that deviates from the mean. In our case, such physics also applies, as
follows. The probability of finding a void of area Af, which is P(Af) N exp(–crAf ), where

a is the surface density of patches. Larger Af result in larger local vapor film thickness ~.
As has been shown qualitatively, the vapor tube preferentially forms in the larger voids. (~
is strongly correlated with AG*, the free energy cost of forming the critical nucleas which is

the rate limiting step for evaporation. This relation will be treated in more detail in Paper
II.) The gross tube formation rate is a sum over heterogeneous rates in voids of area Af
weighted by P(Af), and is dominated by above average Af. Voids with large Af become
less and less probable as the number of patches increases, whereas the patch size alone plays

only a minor role. .
The effect of patch size on evaporation time at fixed hydrophilic coverage of 2.5% is illus-

trated in Fig. 2b. We compare the various evaporation rates with a “mean-field” simulation
in which the hydrophilicity is smeared uniformly across the walls. It shows that heterogeneity
on the surface increases the evaporation rate. Even in the vapor film formation-dominated
regime, it is incorrect to use a mean-field smearing oft he hydrophilicit y. An apparent reason
is the difference in ~ as well as interface fluctuation amplitude 61 for the same hydrophilic
coverage but different morphology. In Table I, the effect of changing surface morphology
on ~ is tabulated for regularly spaced patches. (A regular distribution is used because the
resulting ~ is much easier to analyze.) In rows 2 and 3 of Table I, the coverage is the same,
but ~ is substantially different.

When the surface is covered with hydrophilic patches, the liquid film tends to remain
pinned at patch site. .4 typical wavelength is therefore reduced from O(L) to O(z), where
~ is the average distance between the borders of adjacent patches, This suggests that tube
formation times observed for different coverages and patch sizes should depend on a single
parameter, ~. In Fig. 3, we present the tube formation times for a variety of different patch
sizes and different coverages given in Figs. 2a and 2b, plotted as a function of & They
appear to fall on a single curve. At small d or large a, the Lifshitz trap argument48 suggests
that AG* is a function of o, where a w ~–z if we neglect excluded volume “effect. In turn,
the tube formation time is proportional to exp(AG* /kBT). The data is too sparse in this
region to elucidate the exact dependence.

Comparing the results of Figs. 2a and 2b, we see that patches of 8 x 8 area have the
same effect on the evaporation time at a coverage of - 15% as do patches of 2 x 2 area at
only 2.570 coverage, but almost the same mean patch/patch separation. This observation
provides a guideline for preparation of surfaces which facilitate phase transition or slow it
down. Very small change in surface composition (small hydrophilic coverage) can hinder
evaporation significantly, because at this regime the distance between borders of patches
rather than the coverage itself determines the kinetics.
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-, This patch size, effect on the evaporation time becomes particularly important when the

number density of patches is not low. Figure 2C illustrates the rate dependence on the patch

size at constant number of patches on the surfaces. Here, the increase in the size of the
patch drastically increases the evaporation time when cr is sufficiently large. Assuming the

same random distribution of patches (ignoring excluded volume effect), larger patches give
smaller voids than smaller ones. This explains the increase in the tube formation times when
going from 2 x 2 vs 4 x 4 patch size at the higher a. An additional, weaker effect present at

both values of o is due to de-pinning (Fig. Id). The same de-pinning effect also explains the
deviation of left most point in Fig. 3 from the general trend for randomly patched surfaces.
This particular point corresponds to an extremely small patch size, 1 x 1.

B. Regular distribution of hydrophilic patches on hydrophobic surfaces

Figure 4 compares the tube formation times for regularly spaced vs. randomly placed
patches at various coverages and for different areas of patches. Tube formation is up to
two orders of magnitude faster in the latter case. These results show the efficiency of the
physics of Lifshitz traps aiding the tube formation. For randomly distributed patches, a finite

fraction of voids of above average size is always present on the surface. As larger areas Aj
result in bigger vapor film thickness, ~, the tube is most likely to form at biggest voids in the
system. Hence, the evaporation rate corresponds to a void size exceeding average Af. With
regular patch distribution on the other hand, the rate is limited to that determined by the
average void size which is necessarily below the rate observed at random patch distribution.

For comparison with the case of randomly placed patches, results for regular patch
distribution (fixed value of ~) are also included in Fig. 3. While both sets of data reveal
a similar dependence of ~, the tube formation times corresponding to random distribution
are in general shorter because domains with above-average ~ contribute disproportionately
to the overall rate. At small ~, where the data is sparse, we expect the dependence of AG*
on i to begin to be very different in the cases of regularly spaced and randomly distributed
patches. This is because the latter should demonstrate a scaling governed by Lifshitz trap
behavior for disordered media while the former does not.

IV. KAWASAKI DYNAMICS

While qualitatively informative, the Glauber dynamics Monte Carlo does not give a
physical time/energy scale for the evaporation event. This is because mass transport is
accomplished by using non-physical moves. To incorporate the effect of mass transport, we
apply an algorithm that combines Kawasaki and Glauber dynamics, as follows. A site and
one of its six neighboring sites are selected a~ random. If one site is occupied and the other
is not, an additional removal of a lattice gas is attempted using a Metropolis acceptance
criterion. .41ternatively, if the neighboring site is outside the simulation box and not inside
the walls, we attempt to add/remove a lattice gas in the initial site using Glauber dynamics
acceptance rules. This simulates the diffusion of molecules into or from the wall-confined
region and is the only non-mass conserving part of the algorithm.
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Kawasaki dynamics is extremely slow. If one starts the simulation with all sites occupied,
tens of thousands of passes are needed to create a vapor film. Such a time scale is physically

uninteresting. In experimental studies, we expect hydrophobic surfaces to have a vapor films
already equilibrated on each before the surfaces are brought together. Motivated by this

assumption, we start the simulation as follows. We use Glauber dynamics with a “no breach”
constraint throughout the simulation box to equilibrate the two interfaces and to ensure
vapor tubes do not form prematurely. Here by “equilibrate,” we determine the number of

passes needed for the total number of occupied sites in the system to reach a plateau value,
which is typically N 400 passes. Then the ‘(no breach” constraint is released and Kawasaki

dynamics is applied at that point. Next, Glauber tube formation time, without constraints,

is also sampled using the same starting configuration as the Kawasaki run. This three-step
process is then repeated to collect statistics.

The comparison of Glauber and Kawasaki tube formation times are shown in Tables II
and 111 for a variety of L, D, and @. The Kawasaki dynamics tube formation time TK is

50-500 times slower than the Glauber dynamics time TG. Calibrating the Kawasaki time ~

step by comparing the self-diffusion constant in water and in our Kawasaki simulations, we
provide rough estimates of tube formation times in nanoseconds in these Tables. Since tube
formation is activated, taking the ratio rK/rG should cancel the exponential dependence
on AG*. If prefactors due to the two dynamics are weakly dependent on D and ~, the
ratio should be a constant. We find that this ratio converges to N 200 for large (> 103)
~G (the bracketed number in Tables H and 111). The dynamics of interface fluctuations in

60$1 In our case, it is further complicated byphase-separating systems is generally complex.
the fact that the tube size can be too small to allow a continuum analysis. Furthermore, we
have not pushed the simulations sufficiently far into the asymptotic regions of large 7G or
~~. Therefore the rK/rG ratio is not well understood at this point, and we defer its study
to future studies.

.After a vapor tube of critical size is formed, the i~pproach towards complete evaporation is
also strongly affected by the choice of dy”namics. With Glauber dynamics, the time required
is 1000-3000 passes for L = 512, D = 10. Therefore, with moderate @ (the cross-over

can be determined from Figs. 2 and 3 for different patch sizes), tube formation is already
the rate-determining step in the evaporation. With Kawasaki dynamics, we estimate the

corresponding cross-over time to be 0(106). In all the L = 512 systems we have looked at,
this post nucleation diffusion time rd is larger than the tube-formation time. Note, however,
that in real systems, hydrodynamic flow plays a major role in post transient dynamics.
The former cannot be captured by Kawasaki dynamics that includes diffusion but excludes
collective motion. 62 If rtU& < rd , multiple vapor tubes will form, which prevents rd from

being estimated with diffusion equation approaches. c0>c3However, Td should be diffusion-
Iimited; it does not involve an energy barrier or should not grow exponentially with D or El.
In contrast, the tube formation time does grow at least exponentially with these parameters.
-Assuming rd depends weakly on D, and using the t:rends of AG* variation with D for L = 64
(see Paper II), we estimate that, for L = 512 and @ = O, a cross-over to tube formation
rate-limiting evaporation occurs at D w 12 – 13.
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V. CONCLUDING REMARKS

. Our numerical results illustrate that the dynamics of evaporation of a metastable liquid
film confined between partially drying surfaces sprinkled with hydrophilic patches is rather

intricate. The evaporation kinetics depend on hydrophilic coverage and patch size, as well as

their ordering; the vapor tube formation time increases with increasing hydrophilic coverage,

patch size, and the regularity of their placement, due to a combination of Lifshitz trap

physics and the effect of Ihe patches on local interface fluctuation amplitudes. .Although

these results may seem not so surprising from a physics standpoint, the present study is,
to the best of our knowledge, the first that quantitatively and systematically examines the

effect of chemical inhomogeneity on evaporation rates.
The crucial point we are making is that, while we are aware that these simulations cannot

be deemed to treat real water at real hydrophobic surfaces in molecular details, we believe
that they capture the basic physics that determines the dynamics of cavitation of water
between such surfaces. The particular effect of confinement should not be specific only to
water. However, it proves to have far reaching consequences particularly for water. Surface

drying/wetting, capillary wave-like fluctuations, tube formation dynamics, and longer range
cavitation interaction, are important physics that need to be addressed in “confined” water
problems.

A review of experimental work to date47 on confinement effects of different hydrophobic

surfaces in water points to the importance of morphology and structure of hydrophobic

surfaces, and how their properties may change during the interaction of two surfaces. Our
calculations explicitly address these important situations. For materials scientists they can
provide guidelines on how to prevent adhesion with little change in surface composition. In

order to drastically reduce the rate of water evaporating from confining surfaces, a very low
hydrophilic coverage is sufficient provided the patches are small and evenly distributed.

On the other end, surface induced metastability and cavitation can accompany the folding
or assembly of solvated polymers. For biophysicists these qualitative calculations can help
in answering questions about which proteins will aggregate faster and why they do so. Let
us take two proteins that have the same surface composition on the average but one of them
has several small patches and the other has few large ones of either character. The present
calculations show that it is the second scenario that will result in faster association. In our
future studies the examination of several classes of protein motifs will be carried out in order
to more quantitatively determine the extent to which confined water and its surface-induced
phase transition plays a role in molecular biology. Biomolecules possessing flat hydrophobic
surfaces of larger sizes, e.g., the hydrophobic surfaces of chaperonesG4’G5 are of our particular .
interest in order to probe this aspect more thoroughly.

To relate simulation times with real time, we have also performed limited Kawasaki
dynamics studies. The longer Kawasaki tube formation times seemingly converges = 200
times those of Glauber dynamics runs for a variety of surface sizes and hydrophilic cover-
ages. After calibrating Kawasaki pass with diffusion constant of water, we provide rough
approximations for evaporation times. We find time scales of the O (100)ps in the case of

mesoscopic surfaces * 100 x 100 nm2, and O (10)ns for smaller surfaces, ~ 6 x 6 nmz, with
water being confined between partially drying surfaces ~ 2 nm apart in both cases. To
relate to the time and length scales accessible to experiments require that a larger interplate

11



separation be considered. 47 This can be done by combining Kawasaki dynamics results with “

estimates of free energy barrier for tube formation, to be discussed in more detail in paper

II.
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?
FIGURES.. .

FIG. 1. Typical simulation runs that lead to formation of vapor tube in the presence of ran-

. domly placed hydrophilic patches (triangles). L = 512, D = 10, with @ = 0.18 coverage of 8 x 8

patches. (a) Side view of cross sections in the z – z plane as functions of number of Glauber passes.

Cells are black when occupied (liquid), and white when empty (vapor). A vapor tube has formed at
t = 1080. (b) The vapor tube at in the z – y plane (top view) corresponds to t = 1120. The crosses

and pluses indicate the location of patches on the upper and lower walls, respectively, while the
squares depict high vapor density regions. A filled square means zero lattice gas in a given column

at coordinate (z, y) (i.e., a “breach” has formed); the open squares of decreasing size indicate one,
two, and three lattice gas in that column, respectively. Note that a vapor tube is located in the
area free of hydrophilic patches. (c) and (d): z – z cross-sections for 512 x 512 x 12, @ = O at

t = 1360, and 512 x 512 x 10,1 x 1 patch size, @ = 2% at t = 1160, respectively. These snapshots
are taken just prior to tube formation. Note the depining of the liquid-vapor interfaces from the
hydrophilic patches in panel (d).

FIG. 2. Mean evaporation times (the dashed lines are guides to the eye): (a) As function

of hydrophilic coverage, @, for 4x 4 and 8x 8 patches. (b) As function of hydrophilic patch size
at constant hydrophilic coverage, @ = 2.5Y0. The first point on the graph (denoting by arrow)
corresponds to the uniform smearing of hydrophilicity to all sites adjacent to the walls. (c) As

function of hydrophilic patch size at constant surface density, a. In all cases L = 512, D = 10.

FIG. 3. Natural logarithm of the mean evaporation time for a variety of patch sizes, and
coverages. as a function of the average distance between borders of patches, d, for randomly placed
patches (circles), and for regularly placed patches (triangles). The lines are guides to the eye drawn
by considering the patch free limit (d ~ co) of the natural logarithm of the evaporation time =
5.25.

FIG. 4. Comparison between mean evaporation time for regularly spaced and randomly placed
hydrophilic patches of different sizes L = 512, D = 10. Dashed lines are guides to the eye.

I
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T.4BLES

L patch size 18 i m
512 NA NA 1.36 1.11
512 4 16 0.74 0.66
512 2 8 0.57 0.54
512 2 11 0.76 0.68
512 2 16 0.95 0.83

TABLE 1. Mean vapor film thickness (~)and mean square fluctuations (Jp) for regularly spaced
patches. The film thickness is almost uniform over the entire walls, except at the sites where the
attractive patches are located. This is not true if the patches are randomly distributed. In that

case ~ decreases with the size of the patches and increases with center-to-center distance between
the patches, 1. (i.e., increases with decreasing coverage).

pD:L 32 64 128 512

6 160 (40)

0.3 ns

7 220 (100)

1 ns

8 330 (500) 180 (60)
7.5 ns 0.5 ns

9 180 (9700) 530 (200)
80 ns 5 ns

10 250 (2400) 120 (350) 60 (50)
27 ns 1.5 ns 0.15 ns

u 1 1 1 1

TABLE II. Comparison of mean tube formation times 7~u& from Glauber and Kawasaki dy-
namics, 7G and TK, for different combinations of L and D. Three values are given. The first
denotes the ratio 7~/TG. The second (in brackets) gives ‘TG,computed afler equilibrating the va-
por films with a no-breach constraint. The third number gives estimated tube formation times,
?_tube,in nanoseconds obtained born 7K x At, where At = 45fs is obtained by equilibrating dif-
fusion constant for lattice gas, .D1~t,ti~~~= * 2.7x10 --3a2/pass with diffusion constant for water,

DW.t., = 2.4z10–9m2/s. Error bars are estimated at 1O-2O%of 7K and are negligible for 7G.

e (%) 1.25

147 (77.5)
0.5 nsL ~1

TABLE III. Comparison of mean tube formation times for Glauber and Kawasaki dynamics,
rG and TK, for a system L = 512, D = 10, at various hydrophilic coverage, ~. The meaning of
numbers is the same as in Table II.
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