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Abstract

STAMMT-R is a FORTRAN 77 code that solves the advective-dispersive and
rate-limited mass transfer equations for solute transport in groundwater in radial
coordinates. STAMMT-R is unique in that rate-limited mass transfer can be modeled as
heterogeneous at the pore-scale. Heterogeneous rate-limited mass transfer is diffusion
concurrently into and out of a distribution of immobile zones, which may include matrix
blocks of varying sizes or geologic materials with differing diffision characteristics.

STAMMT-R solves the governing equations in one of two modes: (1) forward
simulation, where parameters are specified and concentrations are calculated over time and
space; or (2) parameter estimation, where concentration data are provided by the user and
the best-fit parameters are calculated from the data. It should be noted that the test
problems shown in this manual are used only to verifi the forward simulation mode. The
model can be used for two different flow conditions: (1) single-well injection-withdrawal
(SWIW, or “push-pull”) where a solute and chaser are injected into an aquifer, followed
by a resting period, and then the solute is pumped out of the aquifer at the same well; or
(2) two-well injection-withdrawal, where a solute and chaser are injected into an aquifer at
one well, then pumped out of the aquifer at a second well. Mass transfer options
available in STAMMT-R are (1) a lognormal distribution of layered difision rate
coefficients (D/a2); (2) conventional matrix diffusion into spherical immobile zones
(single rate, double-porosity model); or (3) a non-parametric distribution of first-order
rate coefficients. The latter option includes conventional first-order mass transfer as its
simplest form. In either forward simulation or parameter estimation mode, STAMMT-R
can simulate both flow conditions (SWTW and two-welI) simultaneously with the same
parameter set. Solution of the flow and transport equations is analytic in the Laplace-
domain, and the solution is inverted to the time-domain using a numerical algorithm.

The .following genend assumptions have been invoked in developing
STAMMT-R: (1) velocities within the formation are constant in time with the exception
of specified changes due to pumping; (2) all parameters are homogeneous in space; (3)
there is no regional gradien~ (4) rate-limited mass transfer is dominated by diffisive
processes; (5) if diffbsional mass transfer is use~ the layered diffusion rate coei%cient,
DJa2, is assumed to have either a lognonnal distribution or is single-valued (conventional
spherical matrix diffusion). The main limitations of the code beyond the assumptions
listed above are the following (see Section 6 for details): (1) chaser (tracer-flee) injection
must have non-zero volume; (2) the code is inaccurate for single-rate diffusion with large
block sizes at early time; and (3) the code is moderately calculation-intensive, resulting in
forward run times in excess of 5 minutes on a 266 MHz Pentium II and much longer
parameter estimation run times.

Compilation of version 1.0 requires a FORTRAN 77 compiler with access to
IMSL (International Mathematical and Statistical Libraries) Version 3.0.

Reference as: Haggerty, R., S. W. Fleming, and S. A. McKenna, STAM7WT-R:
Solute Transport and Midtirate Mass Transfer in RadiaI Coordinates, Version 1.01,
SAND99-0164, Sandia National Laboratories, Albuquerque, New Mexico, 1999.
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1. Introduction

.

Understanding and predicting mass transfer coupled with solute transport in
porous media is central to a number of problems in nuclear waste disposal, reservoir
engineering and hydrocarbon extraction, and groundwater remediation. Mass transfer is
the set of processes that control movement of a chemical between mobile (acivection
dominated) domains and immobile (diffision or sorption dominated) domains within a
porous medium. Transport is dominated by advection in the mobile domain, and by
difl?usion and/or sorption in the immobile domain. Consequences of mass transfer on
solute transport are numerous and may include (1) apparent reduction in average
advective veiocity through time or space, by as much as several orders of magnitude; (2)
long “tails” in concentration histories during removal of a solute from a porous medium;
(3) very poor accuracy when taking experimental results fi-om one time or spatial scale
and applying them to another scale.

A growing body of research demonstrates that diffisive and sorptive mass
transfer are very complex phenomena in natural porous media, and frequently occur over
multiple time-scales. Haggerfy and Harvey [1997] show that mass transfer in many
experiments occurs over time-scales varying from minutes to decades. Increasingly, it is
recognized that conventional, single-rate, models of mass transfer fail to account for the
important effects of geometric and chemical complexity fouqd in natural porous media.
Although conventional understanding and modeling of mass transfer are adequate for
fitting to experimental data, they provide very poor predictions of solute behavior over
time-scales and spatial-scales longer than the experiment. For these reasons, we have
developed STAMMT-R.

STAMMT-R is a FORTRAN 77 code that solves the advective-dispersive and
rate-limited mass transfer equations for solute transport in groundwater in radial
coordinates. STAMMT-R is unique in that rate-limited mass transfer can be modeled as
heterogeneous at the pore-scale. Heterogeneous rate-limited mass transfer is difision
concurrently into and out of a distribution of immobile zones, which may include matrix
blocks of varying sizes or geologic materials with differing diffusion characteristics.

STAMMT-R solves the governing equations in one of two modes: (1) forward
simulation, where parameters are specified and concentrations are calculated over time and
space; or (2) parameter estimation, where concentration data are provided by the user and
the best-fit parameters are calculated from the data. It should be noted that the test
problems shown in this manual are used only to verify the forward simulation mode. The
model can be used for two different flow conditions: (1) single-well injection-withdrawal
(SWIW, or “push-pull”) where a solute and chaser are injected into an aquifer, followed
by a resting period, and then the solute is pumped out of the aquifer at the same well; or
(2) two-well injection-withdrawal (hereafter referred to as a two-well test or model),
where a solute and chaser are injected into an aquifer at one well, then pumped out of the
aquifer at a second well. Mass transfer options available in STAMMT-R are (1) a
lognonnal distribution of layered diffision rate coefficients (D~a2); (2) conventional
matrix diffision into spherical immobile zones (single rate, double-porosity model); or (3)
a non-parametric distribution of first-order rate coefficients. The latter option includes
conventional first-order mass transfer as its simplest form. In either forward simulation
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or parameter estimation mode, STAMMT-R can simulate both flow conditions (SWIW
and two-well) simultaneously with the same parameter set. Solution of the flow and
transport equations is analytic in the Laplace-domain, and the solution is inverted to the
time-domain using a numerical algorithm.

The following geneml assumptions have been invoked in developing
STAMMT-R: (1) velocities within the formation are constant in time with the exception
of specified changes due to pumping; (2) all parameters are homogeneous in space; (3)
there is no regional gradient (4) rate-limited mass transfer is dominated by difl?usive
processes; (5) if diffisional mass transfer is used, the layered diffision rate coefficient,
D/a’, is assumed to have either a Iognonnal distribution or is single-valued (conventional
spherical matrix diffusion). The second set of assumptions primarily ~warantees that flow
is radially symmetric. This is less significant for an SWIW test than for other types of
tests, particularly if the first assumption is valid, because the tracer leaves the well and
comes back to the well along the same (or very similar) path [Ostensen, 1998].

Use of version 1.0 requires that the code
loaded with IMSL (International Mathematical and
Section 3 for information on IMSL.

2. Theory

be compiled and run on a computer
Statistical Libraries) Version 3.0. See

2.1. Overview of Multirate Mass Transfer

Rates of mass transfer between zones of mobile and immobile water vary locally
in space and correspond in a general but often unknown way to small-scale variations in
formation properties. These properties are numerous and include at least the following
[Pedit and Miller, 1994; Haggerty and Gorelick, 1995; PignateIJoand Xing, 1996]: (1)
the types of minerals and their spatial distributions; (2) the geometry, chemistry, and
mineralogy clf coatings on the surfaces of soil particles; (3) the volume, size, and geometry
of macro- or micro-porosity in aquifer particles and aggregates of particles; (4) the
external and internal geometry of small clay lenses or other low-permeability material, and
the proportions of this material; (5) variations in hydraulic conductivity; (6) the quantity
and distribution of organic material; (7) the chemistry of the water and solute. As a
consequence, rates of mass transfer may vary tremendously over short distances in the
subsurface. Although some of this variability is dependent on sorption properties, mass
transfer of ncmsorbing solutes is influenced by any property that affects the size, volume,
or geometry of the immobile pore spaces. Therefore, it is apparent that we should
account for a. distribution of difision rate coefficients at the small scale, as they affect
larger-scale transport; yet the majority of existing models account for only one or two
discrete rate coefficients. In addition, the degree of variability in mass transfer processes
has not yet been quantified for most natural materials.

Villervzaux[1981] first proposed a model that allows for multiple, simultaneous
mass transfer into or from immobile zones of different sizes and shapes. Various other
authors have proposed similar models that allow for at least two or more simultaneous,. .
rate-limited mass transfer
al., 1983; Neretniekx and

processes [e.g., Dougharty, 1972; Rao et al., 1982, Cooney et
Rasmuson, 1984; Rasmuson, 1985; Wu and Gschwend, 1988;
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Brusseau etal.,1989; Fongand Mulkey, 1990; Valocchi, 1990; Lafolieand Hayot, 1993;
Connaughton et al., 1993; Pedit and Miller, 1994, 1995; Chen and Wagenet, 1995;
Haggerty and Gorelick, 1995, 1998; Culver et al., 1997; and Cunninghamet al., 1997].
Pedit and Mil/er [1994] give a thorough review of examples, experiments, and models
where variability in mass transfer is documented or invoked.

Neretnieks and Rasmuson [1984] first applied the idea of difiision within variable
block sizes to the problem of radionuclide transport in fractured rocks. By introducing a
“pseudobody”, which models a distribution of block sizes with an approximate
equivalent matrix body containing a distribution of layers, Neretnieks and Rasmuson were
able to explore the importance of diffusion into nonuniform block sizes.

Ball and Roberts [1991a,b] performed a series of experiments examining sorptive
uptake of organic compounds in the Borden sand. They found a strong correlation
between grain radius and rates of uptake, suggesting that (1) intraparticle diffusion was
responsible for rate-limited mass transfer and (2) multiple and simultaneous rates of mass
transfer would be inherently important in natural porous media.

Pedit andMiller [1994, 1995] developed a stochastic model of mass transfer that
allows nonlinear sorption and either spherical diffbsion or first-order mass transfer.
Using this formulation, they modeled mass transfer in a batch reactor t@ng statistical
distributions of rate coefficients. With distributions of rate coefficients they were able to
significantly improve their representation of mass transfer relative to that offered by
conventional models where rate coefficients are single-valued and deterministic. In
addition, Pedit and Miller [1995] report estimated variations in effective diffhsion rate
coefficients of several orders of magnitude for a sediment containing a mixture of very fine
to very coarse sand.

Grathwohl andKleineidam [1995] measured sorptive uptake of phenanthrene into
several different mineralogical and size fractions of the Horkheim aquifer. They modeled
the bulk sample using a multicomponent version of Crank’s [1975] spherical dif%ion
equation, which assumes a zero-concentration boundary on the spheres. Their results
show that equilibrium is achieved in some fractions of the aquifer within a few days,
while in other fractions of the aquifer, nonequilibriurn conditions likely persist for many
decades, indicating that effective diffusion rate coefficients may be spread over many
orders of magnitude in natural materials.

Hagger~ and Gorelick [1995] showed that linear models of mass transfer (e.g.,
first-order mass transfer, Fickian diffhsion, diffision into a distribution of regions in
parallel or series, or combinations of first-order mass transfer and diffimion) can all be
described mathematically by a mass transfer model with a distribution of first-order rate
coefficients. For example, diffusion into a spherical immobile region is mathematically
equivalent in every way (in terms of its effects on an advecting-dispersing plume) to first-
order mass transfer into a distribution of immobile regions. Equivalently, a statistical
distribution of immobile regions can be described using a first-order model with a different
statistical distribution. Haggerty and Gorelick [1995] used this model to show that
neither spherical diffbsion or first-order mass transfer are adequate in many circumstances
to predict long-term transport of solutes. They also used their model to predict mass
transfer in a distribution of grain sizes of the Borden sand. Haggerty and Gorelick [1998]
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showed that even in relatively homogeneous porous media, extreme variability (exceeding
four orders c)fmagnitude) in diffision rate coefficients (D$a2) must be invoked to explain
solute transport in some media. Additionally, they demonstrated that neither a spherical
difision model nor a model of first-order mass transfer with a single rate coefficient are
capable of modeling mass transfer where such variability exists.

A conventional model of mass transfer assumes diffhsive mass transfer can be
described by a single effective diffision coefficient and a single effective block size
(typically either spherical or layered in shape). These effective parameters are typically
combined into a diffision rate coefficient (D~a2). Such a model will be appropriate in
cases where both of the foIlowing criteria are met: (1) the time-scale of the experiments
from which .D./a2 is measured is approximately the same as the time-scale over which
predictions of solute transport are needed; and (2) very accurate description of the tail of
breakthrough curves are not needed. Tw=otable examples where one of these two
criteria are violated are nuclear waste disposal (time-scale of measurement and prediction
are different by a very large margin) and aquifer remediation (if predictions of time-to-
cleanup are required, an accurate description of the breakthrough curve tail is needed).

The basic model of mass transfer envisioned and modeled within STAMMT-R is
shown in Figure 1. In this model a statistical distribution of (DJa2) is allowed. Solute is
transported between immobile zones where water is stagnant. The properties of these
immobile zones vary in the ways listed above, and ~ such a way & to provide a

Advective Porosity. .

-Yin Diffusive Porosity
/1’

W&Em

“d I
1

IA A-=-i

Figure 1: Schematic of mass transfer model invoked within STAMMT-L. Advectivc
porosity lies between a mixture of matrix blocks of various sizes, each of which contains t
range of different types of diffisive porosity.



continuous distribution of multirate diffusion rate coefficients for a layered system. By
layered, we simply mean that the immobile zones in the model in Figure 1 are one-
dimensional pathways contained within a three-dimensional matrix block - i.e., diffision
is mathematically equivalent to diffision in a distribution of layers. Since the immobile
zones are one-dimensional (although they may be tortuous), they may be each described
by a diffusion equation with one Cartesian coordinate (i.e., layers).

2.2. Single-Well Injection-Withdrawal

The advective-dispersive-mass-transfer equations solved by this portion of the
code are for conditions of radial flow to and from a single-well. The solution is perfomned
in three steps: (1) injection; (2) rest; and (3) withdrawal. In each step, the Laplace-
domain analytic solution is numerically inverted to the time-domain. Those
concentrations are then used as initial conditions in the following step.

2.2.1. Radially Divergent Transport from an Injection Well

We first describe the model for radially divergent solute transport iiom an
injection well, in the presence of a lognormal distribution of diffusion processes. Mass
transfer is governed by diffhsion into a distribution of one-dimensional pathways (see
Figure 1). These pathways may be thought of as individual diffision pathways within a
matrix block, each with a different difision rate coefficient. If the user chooses a
distribution with no variability (i.e., o = O), the model switches to a simulation of
diffision into spherical matrix blocks, each with the same diffhsion rate coefficient
(classic double-porosity model). The equations describing advective-dispersive transport
in the presence of a lognormal distribution of rate-limited mass transfer processes are
[after Hagger~ and Gorelick, 1998]

where

Dad=;

and

fhn
$fot=~

and where c [ML-3]
solute concentration

(1)

(2a)

(2b)

(2C)

is the solute concentration in the fracture; 3 [M L-3] is the average
in a particular ~athway in a matrix block; b(a.) [T-’l is the lognormal

probability density fim~tion (PDF) of diffision rate coef~c(en~s~ &O~[-] is tie total
capacity coefficient of the formation; ad [1/Z_’jis the difision rate coefficient; a~ [L] is
the longitudinal dispersivity; v [L/~ is the pore-water velocity; R~[-] a retardation factor,
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representing retardation due to equilibrium sorption within the primary porosity (e.g.,
sorption to fracture walls); r [L] is the radial coordinate (positive away from wel~); t [TJis
time; o is the standard deviation of the log-transformed diffision rate coefficients; p’ is
the log of the geometic mean of the diffision rate coefficients; D. [L’/TJis the apparent
diffision coefficient; a [L] is the length of the diffhsion pathway within the matrix; $. [-]
is the matrix. porosity of the formation; and $r [-] is the fracture porosity.

Equation (1) is similar to conventional equations of solute transport with mass
transfer, with the modification to account for a distribution of mass transfer domains.
Instead of having movement of mass either into or out of a single immobile domain,
equation (1) allows for simultaneous movement into and out of a continuous distribution
of immobile zones with different characteristics. The mass transfer into and out of all
immobile domains is summed using the integral term in (1).

STAMMT-R assumes a lognonnal distribution of layered diffision rate
coefficients D~a2 to describe the variability of diffhsion within the matrix. Variation in
D~a2 can be ascribed to several different sources including difision path length, sorption
strength (if present), and the diameter of the micropore in the direction perpendicular to
diffision [Satterfzeh.iet al., 1973]. Since natural materials contain mixtures of minerals and
pore structures, typical distributions of difision rate coefficients should be viewed as
lumped expressions of processes occurring in series and in parallel. The lognomnal
distribution is the only statistical distribution currently available within STAMMT-R.
The lognormal distribution is selected primarily due to its ease of use: however, there is
some independent evidence to suggest a lognonnal distribution is a good choice. Several
geological properties frequently appear to be lognonnally or nearly Iognormally
distributed, including hydraulic conductivity [Newnarz, 1982; Hoeksevm and Kitanidi,s,
1985] and grain size [Buchan, 1989; Buclzan et al., 1993]. It also may be that the
distribution coefficient and the sizes (both length and diameter) of micropores are
approximate y lognormally distributed. The products or quotients of independent
random variates fi-om a lognormal distribution produce another lognormal distribution
[Aitclzi.sonand Brown, 1957, p. 11]. Additionally, the product of many independent,
positive variates is also Iognorrnally distributed [.4itchz30nand Brown, 1957, p. 14].
Therefore, since properties of a medium such as grain size and the distribution coefficient
contribute rnultiplicatively to the diffision rate coefficient D#a2 [Haggerty and Gorelick,
1998], we hypothesize that the diffhsion rate coefficient itself may be lognormaIly
distributed.

A typical lognormal distribution used in STAMMT-R is shown in Figure 2. This
lognormal distribution has w* = -8 (where Da/a2has units of IU--l)and o = 3.0. As such,
the diffusion rate coefficient varies over several orders of magnitude. As a corollary, the
time-scales of mass transfer would also vary over several orders of magnitude. A number
of other distributions (shown as CDFS rather than PDFs) of rate coefficients may be seen
in Werth et al. [1997] and Haggerty and Gorelick [1998].

It is assumed within STAMMT-R that the tracer may sorb within the advective
porosity, but not within the matrix porosity. However, it is a simple matter to invoke
linear sorption within the matrix: set the matrix porosity ($~) to the value of +~ R~, .
where R~ is the retardation factor due to sorption within the matrix and is greater than

6
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?igure 2: Probability density function of the diffusion rate coefficient. The geometric

nean of the diffision rate coefficient, < DJa2>~ ,is given by e-p”.

unity only if there is sorption. Sorption is assumed linear and may be invoked within the
fiac~re by setting Rfgreater than l_.

All parameters in equations(1) and (2) are homogeneous in space. The variability
in the mass transfer rate coefficients is assumed to exist at a point. In other words, it is
assumed that the model scale is significantly larger than the correlation scale for variability
within the mass transfer processes. This assumption is justified in many cases because
heterogeneity in diffisive processes is often at a very small scale of mm to cm [e.g.,
Christian-Frear et al., 1997; Werth et al., 1997; Xu and Worman, 1997; Hugger@ and
Gorelick, 1998].

The time-derivative of the average solute concentration in a particular pathway
within the matrix is given by:

(3a)

where s [M/L~] is the concentration at a point within the matrix; and z [L] is the
coordinate along the pathway. The concentration within a given diffhsion pathway in the
matrix is given by the solution to the diffusion equation:
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a s(ad) ~ a’+%),—— =~f O<ad<m
a az2

(3b)

Problem Solution:

To solve this problem for the injection phase, we use the multirate approach
outlined in Section 2.3, where we replace (1), (2a), (3a), and (3b) with the following three
equations, derived in Section 2.4 (also see Hagger& and Gorelick [1998] for a very
similar treatment in linear coordinates and dimensionless form):

dsm(am) r , ,1

(4a)

(4b)

(14a.
In - P*

n2(2j-1)2

2cJ2
J (5)

where Sm(am)[MZj] are the concentrations in a continuous distribution of immobile zones
with differing first-order rate coefficients, am . All other parameters given above are the
same as before. For a discussion of the mathematical steps taken above, see Section 2.4.
Equation (5) shows the replacement of the lognormal distribution in (2a) with a
distribution of first-order rate coefficients that is equivalent to it [Haggerty, 1995;
Haggerty and Gorelick, 1998]. Note also that since (4a) and (4b) have as their basis the
first-order model of mass transfer, that these equations can also be used in the code to
model solute transport with either a non-parametric distribution of first-order mass
transfer rate coefficients (including conventional first-order mass transfer) or spherical
diffision. See Section 2-4 for a discussion of the distribution needed to make (4a) and
(4b) equivalent to spherical diffision.

The pore-water velocity in (1) and (4a) is given by:

Q
v=Zcr(jfbf (6)

where Q [L~/~ is the pumping rate or injection rate; r$~[-] is the fracture porosity; and
bf [L] is the formation thickness. The boundary conditions for (1) and (4a) are:

(7a)

T+ca

(7b)



where r. [L] is the well radius and Cinj[MZ3] is the injected concentration. Equation (7a)
is the standard Couchy (third type) boundary condition [e.g., Krejt and Zuber, 1978; de
Mar.sily, 1986] accounting for both advective and dispersive flux across the inlet
boundary. Initial conditions are that concentrations (both matrix and fracture) are initially
zero.

This problem can be nondimensionalized with the following:

(8a)

P=+
(8c)

(8d)

For our purposes, we do not bother nondimensionalizing concentration as its
nondimensional form does not change the solution. Using these nondimensional forms, as
well as the changes to the multirate formulation, we arrive at the following equations for
solute transport and mass transfer:

(3s. ()—=cl)mc-sm
(3T

(9)

(lo)

2

( )]}

4 mm
in -P

n2(2j-1)2

202
J (11)

where p [-] is the log of the geometric mean of the nondimensional rate coefficients and o
is as previously defined. The relationship between the dimensional and dimensionless
forms of p are given by:

(12)

The boundary conditions become:
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dc .-()

ap P-m

The .Laplace transform of (9) and (10) are, respectively,

I

z

[)

2- at
pt+p b(wm) sm(wm) dam = * ~ - ~

o

which can be rearranged to:

(J.)mc
Zi=p+wm

(13a)

(13b)

(14)

(15)

(16)

where p is the Laplace parameter and an overbar indicates the Laplace transform of a
variable. Substituting (16) into (14) and rearranging yields:

The boundary conditions become:

(17)

(18a)

at -:0

ap
p-+=w

Note that the injected concentrations must be transformed into the Laplace
domain. Although it is a simple matter to use a non-uniform injected concentration, we
will assume that injected concentrations begin at zero, then go instantaneously to a
uniform value for a given pulse length, and then instantaneously return to zero. A future
version of the code may be modified to handle time-varying input concentrations. The
Laplace transform of this “square wave” is:

~ = ~, ,exp (p T’O)- exp (p T~)
m] In) P (19)

where TO[-] is the beginning dimensionless time for the pulse, and TE[-] is the ending
dimensionless time for the pulse.
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Chen [1985] shows that an equation very similar to (17) can be transformed to the
homogeneous Airy equation (see Appendix A of Chen [1985]). We define the following
variable to simplify the resulting expressions:

Using this variable, we can re-write (17) as:

The general solution to this equation [Chen, 1985] is:

() ()c = Al exp ~ Ai(#y) + A, exp ~ Bi(#/’y)

(20)

(21)

(22)

where A, and Az are functions yet to be determined; Ai(*) and Bi(*) are Airy fimctions;
and

y=p+.-&
(23)

Solving with our boundary conditions (not shown here), we arrive at the following
solution to (14):

()P-PO A@’y)
t=~leXp ~

1Ai(71/~0) - #/’Ai’(@yo)
2 (24)

where Ai’(*) is the derivative of the Airy fhnction and where yOindicates the value of y at
p = p,.

Equations (16) and (24) can be inverted to the time domain using a numerical
Laplace inversion algorithm. For our purposes, we employed the de Hoog et al. [1982]
algorithm as applied by the commercially available International Mathematics and
Statistics Libraries (IMSL) Version 3.0 (see Section 3 for details on the availability of
IMSL.). This algorithm is based on accelerating the convergence of the Fourier series
obtained from the inversion integral using the trapezoidal rule [de Hoog et al., 1982].

2.2.2. Resting Phase

During the resting phase of the push-pull test, it is assumed that advective
velocities are zero. Therefore, (1) becomes:

11
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and (2a) through (3b) remain the same. To solve this problem, we also use the multirate
formulation, replacing the integral in (25) with the integral in (4a) and replacing (2a), (3a),
and (3b) with (4b) and (5). The initial conditions are that all concentrations are the same
as those at the end of the injection period. The concentrations in the mobile zone (c) and
immobile zones (s.) are generally not at equilibrium at this time.

Equation (25) and those coupled to it can be solved by using the Laplace
transform and inverse Laplace transform (or by other means as well, such as the matrix
exponential [Hagger~ and Gorelick, 1995]). In the Laplace domain, o.~terconverting to
the multirate formulation, the solutions to the multirate equivalents of (25) and (3a) are as
follows:

(=b(ctm)cx??rl\

C(3+ J
;;-km ‘“so[ctm)dam

~=_ o

[1=q%)%dam

pl+ p+a.
o

and

(26)
—

(27)

()‘so%,,+%)=p;:m~+p+a.

where so(a~) [M/L3] are the concentrations in the multirate immobile zones at the end of
the injection lphase.

Equations (26) and (27) can be inverted to the time domain using a numerical
Laplace inversion algorithm. For our purposes, we employed the de Hoog et al. [1982]
algorithm as applied by the commercially available International Mathematics and
Statistics Libraries (IMSL) Version 3.0 (see Section 3 for details on the availability of
IMSL.).

2.2.3. Withdrawal of Tracer from Pumping Well

Employing all nondimensional parameters used before, equations (6), and (8a) to
(8d), we can again nondimensionalize (1) for radially convergent flow. In this case, the
pumping rate is negative in (6). Using the same distributed mass transfer equations (2a),
(3a) and (3b), and the mukirate approach fiorn Section 2.4. to solving them, we arrive at
the following nondimensional equations:

as
()ti=w” c-s”

where (29) is the same as (10) but is rewritten here for the sake of completeness.
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The boundary conditions employed are different from the divergent flow case:

at–.
ap P= P,”

(30a)

CC() P-m (30b)

The initial conditions for both the mobile and immobile zones are taken as the
concentrations at the end of the resting period.

The Laplace transform of (28) and (29), with non-zero initial conditions, are:

and

a’c at

[J

%b(cq,,) (f.),,,~w
—+ —-ppl+
aPZ ap p + W,,, “r

o

We also make the following definition:

+p

\

= b(cll,,t)q,,
7(P) = CO(P)+ p + %, ()so %fJ P ~%

o

~

= b(o.),,z)(0,,,
C(J+

P + Q%,
So(o,,,)dw,,,

o

(31)

(32)

=0

J (33)

(34)

Note that S,(wm,p) indicates that SOis a function of w. and p. In other locations, SOis also
a fhnction of p, but this was not emphasized as was done here. We can re-write (33) as:

(35)

which can be re-arranged to form the inhomogeneous Airy equation. Chen and ?$kmdside
[1988] solved (35), with boundary conditions and initial conditions as we have expressed.
Modi@ing their solution to solve only at p = pw,we get the following:

where ~(~) is given in (34), y. is given in (23), and where:

( ‘/3A)[Bi[#~o) - XA(PI/V,)]gl=$AIP

(36)

(37)
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(38)

(39)

Equation (36) can be inverted to the time domain using a numerical Laplace
inversion algorithm. Again, we employ the de Hoog et al. [1982] algorithm as applied by
the commercially available International Mathematics and Statistics Libraries (IMSL)
Version 3.0 (see Section 3 for IMSL availability). We find that the inverse solution for
convergent flow takes significantly longer than the inverse solutions for divergent flow
and the resting phase (typically the latter takes a few seconds, whereas the convergent
flow solution may take many minutes on a Silicon Graphics Indigo 2 with an R1OOOO
chip and 128 MB RAM). This is primarily because of the integral in (36) that must be
evaluated numerically many thousands or tens of thousands of times during an inverse
solution.

2.3. Two-well Injection-Withdrawal

2.3.1. Injection of Tracer at First Well

Injection of a tracer at the first well of a two-well injection-withdrawal problem is
handled by the same analytic solution as injection for a single-well injection-withdrawal
problem, discussed in Section 2.2.1. We assume that extraction of water at the pumping
well does not significantly affect the flow field near the injection well. Using this
assumption, the shape of the injected tracer would be a perfect ring; however, if the
assumption is violated, the tracer would take on an oblong shape. In general, the
assumption will be valid provided that (1) the ratio of the volume of tracer and chaser to
the formation volume in the vicinity of the two wells is small; and (2) the ratio of the
velocity near the injection well due to injection divided by the velocity at the same
location due to pumping is large. Mathematically these can be expressed, respectively, as
(after Guvazmsenand Guvanasen, 1987):

Qin(tn- %)<<~——
ITb+fRo

(40)

(41)

where Qin[L3/fl is the injection rate of the tracer and chaseq ti. [Tl is the elapsed time to
the end of &acer &d chaser injection; to[Tj is the elapsed time before tracer and chaser
injection start; RO[L] is the distance fi-om the pumping to the injection well; QOU,[L3/~ is
the pumping rate; and rw[L] is the radius of the injection well. For a detailed discussion of
the shapes of injected tracers during pumping from a second well, the reader is referred to
Guvanasen and Guvanasen [1987].
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2.3.2. Withdrawal of Tracer from Pumping WeU

(x, y)

x

Pumping Well

+ ‘o

?igure 3: Schematic of polar coordinate transformation from coordinates with respect to
he injection well to coordinates with respect to the pumping well.

Once we inject solute at the injection well, we must then calculate the
breakthrough curve at the pumping well. We perform this calculation in three steps: (1)
transform polar coordinates relative to the injection well (rin, ein)to coordinates relative to
the pumping well (rOul,em,); (2) azimuthally average the concentrations; (3) calculate the
breakthrough curve at the pumping well for azimuthally averaged concentrations. These
three steps, which are described in detail below, allow us to find a semi-analytical solution
for the breakthrough curve at the pumping well. In fact, this semi-analytical solution
turns out to be the same as that given for convergent flow in Section 2.2.3, and therefore
allows us to take advantage of much of the code already written for the single-well
injection-withdrawal problem.

Coordinate Transformation: .

First, we transform the polar coordinates from the injection well to the pumping
well. Figure 3 shows the relationship between the polar coordinate system with respect
to the two wells, in addition to an “intermediate” Cartesian coordinate system that may
be used to derive the transforrnation (i.e., x = rou, cos (3.., = RO+ri. cos E3,.and
y = routsin (30u,= r,. sin 6in). Based on the law of cosines, the transformations from the
injection well coordinate system to the pumping well coordinate system are given:
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Azimuthal Averaging:

The next step after coordinate transformation is to reduce the dimensionality of
the problem from two to one (in addition to time and the coordinate system for mass
transfer). Solute transport toward the pumping well as shown in Figure 3 would require
solution of a system of integro-differential equations in ro,,,,8..,, and t.However, by using
azimuthal averaging, we can eliminate (30U,[Zlotnik andLogan, 1996] in our problem.

Azimuthal averaging takes all concentrations at a distance r from the pumping well
and averages them. In a formation that is homogeneous with respect to thickness, fracture
porosity, and hydraulic conductivity, all mass at a given distance from the pumping well
will experience the same velocity and similar dispersion as it moves toward the well.
Therefore, concentrations can be averaged and then transport simulated in one dimension
rather than two.

The azimuthally averaged concentration at the beginning of convergent simulation
(end of injection, ~) is defined by [Zlotrzik and Logan, 1996]:

\

n

+.l*Mto)=* +ou,,601,,,fo) deol,t

-n (43)

In practice, this integral need not be evaluated over the entire range [-n, n], but
only over the interval where there is non-zero concentration.

Calculation of Breakthrough Curve for Convergent Flow:

Once the azimuthal averaging of concentrations has been performed, calculation of
the breakthrough curve at the well is precisely the same as the solution and calculation
discussed in Section 2.2.3. The reader is referred to that section and the solution is not
reproduced here.

2.4. Theory of Multirate Mass Transfer

In this section we show the extended mukirate approach of Haggerty [1995] and
Haggerty and Gorelick [1995] for a continuous Iognormal distribution of immobile zones.
Much of this was published by Haggerty and Gorelick [1998]. A related discussion can
be found in Carrera et al. [1998].

Hagger@ and Gorelick [1995] show that a series of first-order mass transfer
equations with a specific distribution of rate and capacity coefficients is precisely and
mathematically equivalent to diffision. First, we substitute a new integral of
concentration derivatives into (1):

(44a)

This substitution is shown in (4a). The derivatives in (44a) are continuously
distributed in ct. and am over (O, m). This continuously distributed derivative is equated
with a first-order mass transfer relationship that replaces equations (3a) and (3b):
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(44b)

where am[1/TJare the rate coefficients of the immobile zones; b(am) is the probability
density fhnction (PDF) describing the distribution of rate coefficients; ands. [M/L’]. are
the concentrations in those immobile zones.

Expressions given by Ilagger@ and Gorelick [1995, p. 2389] employ a discrete
form of the right hand sides of (44a) and (44b) and show that, for specific forms of am
and b(an), these are mathematically precisely equivalent to solute transport with
diffision into and out of spheres, cylinders, or layers. The discrete forms of (44a) and
(44b) are:

8S~, j

[1
—=a~j C-S~j ,

at ‘ ‘
j=l, z,... co

(45a)

(45b) ‘

The following two series, called the “multirate series”, make (45a) and (45b)
equivalent to diffusion into or out of a single one-dimensional pathway:

w tof
pi=

(J )
j=l, z,...m

Z“-l *n*’

(46a)

(46b)

where ~Zo,is the total capacity coefficient given in (2c). Carrera et al. [1998] showed
equations (46a) and (46b) to be correct using a derivation from an integro-differential
equation describing solute transport. Use of (46a) and (46b) in practice requires
truncation of the series. This truncation is discussed in Section 2.4.1 for the case of
spheres, with mention of the layered (1-D pathway) case at the end of the Section.

To use the multirate approach for the distributed diffision model, we must find
the continuous multirate distribution that is equivalent to a lognormal distribution of
diffision rate coefficients. In other words, we wish to convert b(a,) in (1) and (2a) to
b(am). We do this using the intermediate discrete form of b(am, J. The relationship
between b(a,) and b(am,j) is given by (e.g., Thomas, 1986, p. 159):

‘(g(awj))
P(arn,j) = P(g(anzj))dam,

where g(amj)is the inverse of the fimction given in (46a), i.e.,
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()
4 Clm,j

ad = g (Xm,j =
(2j- 1)23-c’‘

The conversion of the PDF

j=l,2, ”””~

(48)

in (2a) from ad to a. must be done for each i of the
discrete form and then summed over all’values. Aft& inserting (2a) and (48) into (fi7), we
get

{1()1)
2

4amj
in ‘ -p”

P
n2(2j-1)2

j =1,2,...~b(cz.~) = @ ~a~,j exp - J2.2
(49)

Equation (49) represents an infinite number of distributions. Since each of them are
continuous on u~,j we can sum them together in the proportions given in (46b), which
represents the weight of each distribution. Petiorming this summation and re-arranging,
we get

co

8 Pfot

\
w“ ; @-q2j_1)2Gam ‘Xp -

2

H )1)

4a.
in - w“

n2(2j-1)2

2.2

(50)

Note that the subscript j is no longer necessary on a. because all values of amare
now continuous over the same range, (O, m). Equation (50) is equal to equation (5).

The PDF in (50) is the multirate equivalent of the distributed diffi.csion model with
a lognormal distribution of ad. Mass transfer with either model is completely equivalent
in every respect. To use the multirate distribution in (50), we can either substitute it
directly into (44a) and then (l), or substitute a discrete form of (50) in (45a) and then (l).
We chose the latter and discretized b(am)such that both the PDF and associated CDF are
exact at each discretization node. Mathematically, this is done as:

1
aj+l)2

Pj= b(am) dam , Os a. < m

“ aj - 1/2
(51)

2.4.1. Discussion of Multirate Mass Transfer and Spherical Diffusion

It is possible to use the multirate model of mass transfer to simulate spherical
diffision [Haggew and Gor-click, 1995]. The multirate series that make (45a) and (45b)
equivalent to diffision into or out of a spheres are the following:
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6P totpj=— j=1,2, ”””m
j2rc2‘

where ~,0,is the total capacity coefficient given in (2c).

(52a)

(52b)

In using (52a) and (52b) it is clear that we are not able to use the entire infinite
series. In STAMMT-R, the series is truncated (under the current, QA’d version of the
code) at 35. To maximize the accuracy of STAMMT-R, the truncated series is calculated
precisely as (52a) and (52b) indicate up to the Nti rate coefficient (where N = nm and is
35 in the current version of the code). The N& capacity coefficient (~~) is given the
weight of the remainder of the infinite series, and the Nth rate coefficient is calculated in
such a way that the harmonic means of the truncated and the infinite series are identical.
This ensures that the Oth, 1st, and 2nd temporal moments of breakthrough curves are
identical to those that would result from the infinite series (see Harvey and Gorelick,
1995 for a discussion of temporal moments in the context of mass transfer). The
harmonic mean of the infhite series for the case of spherical diffusion is given by 15a~
[Hagger@ and Gorelick, 1995]. Therefore, for the truncated series we require that the
following hold true:

solving for a.,N we get:

S Pj

%@ = .

j=N
N. 1 (2

(53)

(54)

We can substitute (52a) and (52b) into (54) and arrive at:

In the case ,of spherical diffision and N=35, then equation (55) can be simplified
to:

am.~ = 35254 ad (56)

If the time-scale of transport (first breakthrough) is earlier than approximately (a~,~)-l
and the model is being run with o = O (spherical diffusion), then the user is advised that
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the earliest portions of the resulting breakthrough curve may be inaccurate. This will
particularly be true if the 13t0,is greater than 50.

For example let us look at a problem where &Otis 200 and the desired model is
spherical diflision. If the half-block size is 1.0 m, the diffusivity is 7.3 x 10-10m2/s, the
tortuosity is 0.11, then ctd is 8.03 x 10-1] /s. Consequently, if the first breakthrough time
is earlier than approximately 3.5 x 105 s (97.2 hr), the early-time breakthrough curve will
contain some inaccuracies.

An very similar derivation can be made for the case of layers or 1-D pathways. In
this case, (55) becomes

am,N := ,=
I

ad ~ - ‘v~] 1j=l(Zj- q2n2 I
N-1

—- 2 4 +!2
z~ j=] (2j - l)4m4

‘=’ (2j-41)4~4

For N=35, (57) can be simplified to

cim,JJ,, 34240 ad

(57)

(58)

3. Code Architecture

STAM.MT-R 1.0 is written in FORTRAN 77 using subroutines from SLATEC
(Sandia, Los Alamos, Air Force Weapons Laboratory Techrical Exchange Committee) and
IMSL (International Mathematics and Statistics Libraries) Version 3.0. The SLATEC
routines are distributed with the code because they are in the public domain. However,
the IMSL subroutines are proprietary, and can be obtained ffom Visual Numerics, 9990
Richmond Ave., Suite 400, Houston, TX, 77042-4548, USA; (713)784-3 131;
marketing@houston.vni-com. On a PC, the code must be compiled with the IMSL library,
but may be nun without access to the library. On a UJNIX workstation, the code must be
both compiled and run on a machine with access to an IMSL library and license,
respectively.

STAMMT-R is written as a set of subroutines, each of which have a specific
fi.mction or a specific set of fictions. The major subroutines are listed below, with a
brief description of the subroutine’s fimction. Some minor subroutines are not described
here, including subroutines that are used to set up arrays or subroutines that are used to
check on the status of a number (for example, to check if a number is not defined).

All of the subroutines listed below are either part of the IMSL library, or are
included with the main program in a single file named STAMMT-R.f. Two files (in
addition to the IMSL library) are required to compile and run STAMMT-R. The first is
STAMMT-R.f. The second is an include file named include.prm. The parameter values
in include.prm do not need to be modified, but this file must simply be present in the
same directoly as STAMMT-R.f at the time that the code is compiled. However, some
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of the contents of inciude.prm are briefly described below for completeness and to help
facilitate any future alterations that may be desired.

For example, it may be desirable in some instances to reduce the value of the
parameter nts in include.prm to match the value of TNS (number of concentration data
points in SWIW) given in file 1 of STAMMT-R.prj (see Section 4.2.1 of this manual) as
this can significantly reduce the run time of the program. Also, if the number of
parameters inverted for in a parameter estimation run is less than 5, then (in addition to
alterations in the main program and the subroutine obj) the value of nx in include.prm
must be changed to the correct value. In parameter estimation runs, it is also best to set
nts and/or ntm in include.prm to TNS and TNM, respectively. The parameter TNM is
the number of concentration data points in the two-well injection-withdrawal. Note that
any change to include.prm requires recompilation of the code.

3.1. Program STAMMT-R

This is the main routine of STAMMT-R. The main tasks that this routine is
responsible for are the following:
1) “
2)
3)
4)
5)

6)

7)

8)

9)

Setting up common blocks and most arrays that are used throughout the code.
Reading me file names to be used for input and output.
Reading all parameters, variables, and code settings to be used by the code.
Reading in necess~ input values and data.
Directing the code to follow one of the four major options available (either single-well
or two-well simulation, and either parameter estimation or forward simulation). Each
of these has specific requirements that are predominantly set up within the main
routine. For example, if estimation is desired, the main routine sets up and initializes
required arrays.
Calculating the points in time at which a simulated breakthrough curve concentration
is desired. This operation is performed only for forward simulation (not for
estimation), and only if observed concentration data are not used
Calling either the single-well or two-well subroutines to calculate the breakthrough
curve desired. In the case of estimation, $his is done after the estimation with the
estimated parameter set.
In the case of estimation, calculating inversion statistics (i.e., RMSE [root mean
squared error], covariance matrix, etc.)
Printing out results.

3.2. Subroutine dunlsf (IMSL)

This subroutine solves a nonlinear least-squares problem using a modified
Levenberg-Marquardt algorithm. We employ this subroutine to estimate the parameters
from data obtained in a single-well or two-well test. We estimate five parameters: the
mean of the distribution of ln(D~az), p*; the standard deviation of the distribution of
ln(ll~az), m, the fi-acture porosity of the formation, ~j the dispersivity in the single-weIl
test ct.; and the dispersivity in the two-well test, a,,. When both SWIW and two-well
simulations are run; the dispersivity maybe differen{

3.3. Subroutine obj

This subroutine
STAMMT-R are used.

is called only if the parameter
It is called by dunlsf (3.2) and

estimation capabilities
calculates the value of

of
the
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objective function for a particular set of parameters chosen by dunlsf. The objective
function is an array of numbers, each containing the difference between the simulated
value and the known data value. The simulated values are calculated by btcalcm (3.4)
and/or btcalcs (3.5). The subroutine also prints progress information for the parameter
estimation and breakthrough curves to temporary files after every simulation.

3.4. Subroutine btcalcm

This subroutine drives the calculation of the concentration values in the
breakthrough curve for a two-well simulation. The mathematics used in this subroutine
are described in Section 2.3.

3.5. Subroutine btcalcs

This subroutine drives the calculation of the concentration values in the
breakthrough curve for a single-well (injection-withdrawal) simulation. The mathematics
used in this subroutine are described in Section 2.2.

3.6. Subroutine dinlap (IMSL)

This subroutine calculates the inverse Laplace transform of a complex function.
We use this subroutine to calculate the breakthrough curves within both btcalcm (3.4)
and btcalcs (3.5). This subroutine requires that the solution to a partial differential
equation be lknown in the Laplace domain, and that solution must be coded as a complex
function. This subroutine in turn calls one of several other subroutines, depending on the
solution required.

3.7. Subroutine dcsint (IMSL)

This subroutine computes the cubic spline interpolants. It is used, in conjunction
with dcsval (3.9) in finding a continuous fimction running through a known number of
points- This is required at several points within the program.

3.8. Subroutine dcsval (IMSL)

This subroutine evaluates a cubic spline (i.e., computes an interpolated value
between points known along a fimction, based on a cubic spline) given the cubic spline
interpolants (3.8).

3.9. Subroutines dqdag, dq2ag (IMSL)

These subroutines integrate a function using a globally adaptive scheme based on
Gauss-Kronrod rules. This numerical integration scheme is used at several points within
the program for various purposes. The determination of whether to use dq2ag or dqdag
is dependent upon the specific options needed in the integration.

3.10. Subroutine avint (SLATEC)

This subroutine numerically integrates a function when no continuous form of the
function is available, but only a number of points along the function.
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3.11. Function pushcL

This fiction calculates the value of the Laplace-donzain-concentrations in the
mobile zone for divergentflow in the two-well simulation (see Section 2.2.1). It does this
as a function of the complex Laplace parameter, and is called by dinlap.

3.12. Function pushsL

This fimction calculates the value of the Laplace-domain-concentrations in the
immobile zone for divergent jlow in the two-well simulation (see Section 2.2.1). It does
this as a fi.mction of the complex Laplace parameter, and is called by dinlap.

3.13. Function crt

This fimction contains the integrand, given in equation (43), used for azimuthally
averaging the concentrations for the two-well simulation. Azimuthal averaging of
concentrations is needed in the two-well simulation after the divergent-flow concentration
profile
2.3.2)

3.14.

has been calculated and the coordinate transformation is ~ompleted (see Section

Function pullcL

This function calculates the value of the Laplace-domain-concentrations in the
immobile zone for convergentjlow in the two-well simulation (see Section 2.3.1). It does
this as a function of the complex Laplace parameter p, and is called by the IMSL
subroutine, dinlap.

3.15. Function pushcLs

This function calculates the value of the Laplace-domain-concentrations in the
mobile zone for divergent jlow in the single-well simulation (see Section 2.2.1). It does
this as a function of the complex Laplace parameter p, and is called by the IMSL
subroutine, dinlap.

3.16. Function pushsLs

This fimction calculates the value of the Laplace-domain-concentrations in the
immobilezone for divergentflow in the single-well simulation (see Section 2.2.1). It does
this as a function of the complex Laplace parameter p, and is called by the IMSL
subroutine, dinlap.

3.17. Function restcL

This function calculates the value of the Laplace-domain-concentrations in the
mobile zone for the restingphase in the single-well simulation(see Section 2.2.2). It does
this as a fimction of the complex Laplace parameter p, and is called by the IMSL
subroutine, dinlap.

3.18. Function restsL

This fimction calculates the value of the Laplace-domain-concentrations in the
immobile zone for the resting phase in the single-well simulation (see Section 2.2.2). It
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does this as a function of the complex Laplace parameter p, and is called by the IMSL
subroutine, dinlap.

3.19. Function pulIcLs

This function calculates the value of the Laplace-domain-concentrations in the
mobile zone for convergentflow in the single-well simulation (see Section 2.2.3). It does
this as a fimction of the complex Laplace parameter p, and is called by the IMSL
subroutine, dinlap.

3.20. Function integR

This function calculates the real part of the integrand fi-om equation (36). It does
this for both the single-well and two-well simulations.

3.21. Function integI

This fiction calculates the imaginary part of the integrand from equation (36). It
does this for both the single-well and two-well simulations.

3.22. Subroutines zairy, zbiry (SLATEC)

These subroutines calculate the value of the first and second Airy fimctions, Ai(x)
and Bi(x), respectively. They also calculate the first derivatives of these Airy fi.mctions,
Ai’(x) and Bi’(x). These subroutines depend on many other subroutines and functions
that are internal to the SLATEC routines. These subroutines contain machine constants
for many different computers. These lines in the subroutines are all commented out,
except for those lines which give the machine constants appropriate for the type of
computer on which the code is compiled and run.

3.23. Subroutine calc_mass

This subroutine calculates the total amount of mass contained in the aquifer by
integrating under the current concentration profile. Used for concentration profiles only.

3.24. Subroutine massratio

This subroutine calculates the ratio of mass remaining in the aquifer to total mass
injected. Used for breakthrough curves only. Calls SLATEC subroutine, avint.

3.25. Subroutine mtdef

This subroutine permits STAMMT-R to read from an input file and use a user-
defined discrete distribution of first-order mass transfer rate coefficients, rather than the
lognormal distribution of diffision rate coefficients or single-valued diffusion rate
coefficient which STAMMT-R normally uses. When using this option, the user is
confined to distributions of first-order rate coefficients. However, if the multirate
distribution is known that is equivalent to a particular distribution of difiision rate
coefficients, then this restriction is effectively removed. Examples of distributions of
first-order rate coefficients that could be used include a gamma distribution, a uniform
distribution, an exponential distribution, or some other distribution of the user’s choice.
Creation of an input file containing such a discretized distribution will generally require a
preprocessor.
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Alternatively, the subroutine may be altered by the user to directly incorporate
mass transfer rate coefficients other than lognormal distributions into the code. To use
this subroutine, the user must define the PDF b (cxm). In the subroutine, b (am) goes by
the notation bet(nm) and am goes by the notation alpha(nm). The dimension nm of
both arrays is determined in the file include.prm. Note that the code must be recompiled
if any of the parameters in include.prm are altered. Code modifications and
recompilation will require recompletion of the test cases listed in Section 5 if the results
of the modified code are to be used in the WIPP decision-making process.

3.26. Subroutine distout

This subroutine calculates and writes to a file distributions of diffusion rate
coefficients and block radii, in the form of discretized cumulative density functions
(CDF). It does this on the basis of the values of the mean and standard deviation of the
natural logarithms of the diffusion rate coefficients; these two parameters are either
specified in one of the input files (for a forward simulation; see Section 4) or are
calculated by STAMMT-R (for an inverse run). Calls SLATEC subroutine, avint.

3.27. File include.prm

This file simply declares and dimensions a number of variables and parameters
used throughout the code. The following is a list of parameters dechred and given values
in include.pnn which the user may wish to adjust. Such adjustment would generally only
be desirable or necessary if the parameter estimation capabilities of STAMMT-R are
used (refer to the discussion at the beginning of Section 3).

nx

nts

ntm

nm

number of fi-ee parameters in the problem. Currently set to 5 (mu, sig, poros,
alphLs, alphLm); this does not ever have to altered for forward simulations. In
an inverse run, should be reduced to the number of parameters being estimated if
sensitivity, covariance, and correlation matrices are desired as STAMMT-R
output. Reducing nx to the number of free parameters greatly reduces CPU time
for parameter estimation runs, but its value has no effect on CPU time required for
forward runs.
maximum number of concentration points in calculated or observed single-well
simulation. Currently set to 300. For single-well simulations, reducing this to the
value of TNS will speed up both forward and inverse runs and should be done in
inverse runs.
maximum number of concentration points in calculated or observed two-well
simulation. Currently set to 300. For two-well simulations, reducing this to the
value of TNM will speed up both forward and inverse runs and should be done in
inverse runs.
number of discrete rate coefficients used to define all distributions. The
discretization of the distributions can be increased only at a cost to run-time.
Currently set to 35 (see Section 2.4.1. for a brief discussion of the influence of this
setting).
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4. Code Input and Output Structure

4.1. GENERAL GUIDE TO STAMMT-R INPUT AND OUTPUT

STAMMT-R requires a project file and 4 input files, and generates a variable
number of output files. The number of output files created depends on whether both
SWIW and two-well runs are performed and whether the parameter estimation
capabilities of the software are used. Some of these input and output files may be empty,
depending on the options selected. However, all input files must exist, and their names
must be specified in the project file (see below). All input and output files are in ASCII
format. A detailed description of all STAMMT-R input and output files is given in
Section 4.2.

The j~roject file (STAMMT-R.prj) simply lists the filenames of all input and
output files used or created in a STAMMT-R run.

The input files may be classified into three categories. The first category is
administrative in nature and consists of a single parameter file (File 1; see Section 4.2).
This input file specifies parameters for the simulation, and should be viewed as the
steering wheel of the STAMMT-R automobile. The parameter file includes information
about the physical characteristics of the aquifer, details of the tracer experiment the user
wishes to simulate, and also allows the user to choose between a number of options with
respect to the functions STAMMT-R will perform.

The second category of input file consists of two observed data files (Files 2 and
3; see Section 4.2). One contains a measured recovery curve from a single-well tracer test,
and the other a measured breakthrough curve fi-om a two-well test. As mentioned above,
it is not required for a simulation that these files contain data, although they must exist.
For parameter estimation, the appropriate input file(s) must, of course, contain observed
time vs. concentration data.

The third category of input consists of a single file providing a user-defined
distribution of first-order rate coefficients, if desired (File 17; see Section 4.2). This file
is generally riot used, but provides the user with the option of defining his or her own
discrete distribution of mass transfer coefficients. idef in the parameter file must be set
to 1 to use this option. In STAMMT-R Ver. 1.0, this option may only be used in
forward simulations.

The outputfles (Files 3 to 16; see Section 4.2) provide a variety of information.
The main output files contain listings of concentration as a function of time during
convergent flow (i.e., a simulated breakthrough curve). Other files contain concentrations
in the mobile zone and various types of immobile zone as a fimction of distance fi-om the
pumping or injection wells, for single and two-well simulations, at the end of the push
(divergent), rest, and pull (convergent) periods of the simulation, list calculated multirate
mass transfer parameters, give the base ten logarithm of the ratio of mass remaining in the
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aquifer to total mass injected as a function of the base ten logarithm of pumping time,
provide various statistics if the parameter estimation capabilities of the code are used, and
give cumulative density fictions for diffisive block size and diffision rate coefficient.

4.2. INPUT/OUTPUT STRUCTURE

4.2.1. Project File, STAMMT-R-prj

This file contains a list of filenames to be used as input and output to STAMMT-
R. The user may speci~ any set of filenames desired, but the files must be given in
STAMMT-R.prj in the following order:

File 1: input parameter file giving aquifer characteristics and type of STAMMT-
R run desired;

File 2: input data file containing breakthrough curve data from two-well
experiment;

File 3: input data file containing recovery curve data from single-well experiment;
File 4: output file containing breakthrough curve for two-well STAMMT-R run;
File 5: output file containing recovery curve for single-well STAMMT-R run;

File 6: output file containing all calculated a and pi and (3tot;

File 7: output file containing concentrations as a function of radial distance from
the injection well at the end of injection for the two-well run;

File 8: output file consisting of File 7 above, converted to concentrations as a
function of radial distance fi-om the extraction well;

File 9: output file containing concentrations as a fi.mction of radial distance from
the injection well at the end of the resting period for a single run;

File 10: output file containing concentrations as a function of radial distance from
the injection well at the end of injection for the single-well run;

File 11 output file containing the base ten logarithm of the ratio of mass remaining
in the aquifer to total mass injected as a fiumtion of the base ten logarithm of
time;

File 12: output file giving progress of parameter estimation routine, containing
current estimated values of parameters;

File 13: output file giving progress of parameter estimation routine, containing
current estimated values of parameters and breakthrough curve for two-well
run;

File 14: output file giving progress of parameter estimation routine, containing
current estimated values of parameters and breakthrough curve for single-well
run.

File 15: output file containing run statistics and related information, including
Jacobian matrix (sensitivity of iti concentration to jti parameter), covariance
matrix, correlation coefficient matrix, and eigenvalues of the covariance matrix.

File 16: output file containing discrete values of the cumulative density functions
describing the diffusion rate coef!licients and block radii.

File 17: input file containing user-defined distribution of first-order mass transfer
rate coefficients.
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Note thatfilenames must be specified inSTAM’’T-Rprj for all the above files, and
that all input files must exist, even if they are empty and not used. However, if any of
these input files are not used in a given STAMMT-R run, the appropriate files may be
left empty.

4.2.2. Input Files

a) File 1 in STAMMT-R.prj
This file contains parameters which describe the physical nature of the aquifer,

test-specific information, or the STAMMT-R options the user wishes to invoke. The
parameter files used in the test cases described in Section 5 of this manual are given in
Appendices Al, A2, A3 and A4; these should serve as templates to be directly modified
by the user. A brief explanation of the parameters is given in these input parameter files,
and a more thorough description is given in the following tables. Note that parameters
pertaining to the characteristics of a two-well simulation (e.g., Qin, aIphLm) are ignored
when a single-well run is specified, but a value for these parameters (any value) must be
present in the input file. The same is true for parameters pertaining to the characteristics
of a single-well simulation if a two-well simulation is performed; that is, every parameter
in this file should be assigned some number, regardless of whether that parameter is
actually used. Details of this file are given in Table 1 and its use is more generally
described bellow.

STAMMT-R can perform both forward (simulation) and inverse (parameter
estimation) modeling of single-well or two-well tracer experiments. The value of the
variable iest in the parameter file specifies whether a forward simulation or parameter
estimation will be performed. For iest=l, only forward modeling will be performed; for
iest=O, parameter estimation will be performed. Note that only the simulation (forward
modeling) capabilities of STAMMT-R have WIPP Quality Assurance test problems.
The values of the variables skipm and skips determine whether a single-well or two-well
tracer test is modeled. A value of O for skipm or skips specifies that a two-well or
single-well run, respectively, should be simulated, a value of 1 specifies that the two-well
or single-well run, respectively, should not be simulated. A value of Omaybe assigned to
both skipm and skips, which would speci$ that both single-well and two-well
simulations should be completed in the same STAMMT-R run.

For a forward modeling run, STAMMT-R does not require input data files
containing m~easured breakthrough curves. However, STAMMT-R does require that
times at which it must calculate concentrations be specified in some manner. There are
two ways to do this. If a file containing a measured breakthrough curve is available, and
setting SWtime (for a single-well simulation) or MWtime (for a two-well simulation) in
the parameter file equal to O, STAMMT-R will calculate concentrations at the same times
at which concentrations are given in the observed data. Alternatively, if SWtime or
MWtime is set equal to 1, STAMMT-R will calculate concentrations at a user-specified
time interval, and does not require observed data. In this case, STAMMT-R uses the
following algorithm to determine the times at which it will calculate concentrations:

t(i) = (To+ i * inc) * (1.0 -z)+ z * [exp (i *inc)+To-1 .0] (59)
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with:

inc=pumpt/T’N for z=O (60)

inc=ln(pumpt)/TN for z=l (61)

In the above expressions, tfi) is time at the ith time step and To is the time at
which convergent flow starts (equal to Trest + Time ins for the single-well case, or
Timein for the two-well simulation; see Table 1 in Section 4.2.1 for definitions). z
fimctions as a switch. Ifz = O, time will be incremented at a constant interval equal to inc.
If z = 1, a variable time interval will be used, which gives a roughly constant increment in
In(time). The (-1) term that is active in the t(z)calculation for G1 is included to ensure
that the first point in the breakthrough or recovery curve occurs very near the time at
which pumping begins. For a single-well simulation, z, pwnpt, and TN are represented in
the parameter file by the variables SWZ, SWpumpt, and TNS, respectively. For a two-
well simulation, z, purnpt, and TN are represented in the parameter file by MWz,
MWpumpt, and TNM, respectively. Note that if single and two-well simulations are
completed in the same STAMMT-R run, it is possible to use an input data file for one of
the simulations and a user-prescribed time interval in the other.

Regardless of how the times for concentration calculation and output are
determined, the user must speci~ how many time vs. concentration pairs (i.e., how many
data points) are desired in the output. The number of data are specified by the variables
TNS and/or TNM in the parameter file, depending on whether a single-well or two-well
simulation (or both) is performed. If times are extracted from an input file by
STAMMT-R (i.e., if SWtime and/or MWtime = O), TNS or TNM must be less than or
equal to the number of data points in the input file. If times for output are calculated by
STAMMT-R at user-specified intervals (i.e., if SWtime and/or MWtime = 1), then
TNS or TNM may be any number less than 300. This maximum permissible value of
300 data points may be changed by altering the values of nts and/or ntm in the include
file (include. prm). However, it must be noted that the include file is part of the
STAMMT-R source code. If this file is altered, the code must be filly recompiled and
re-tested for Quality Assurance purposes.

When running either a single-well or two-well simulation, it is necessary to
speci@ rmaxs or rmax, respectively, which is the maximum distance from the injection
well at which solute injection will be simulated. As a first approximation, this may be
calculated by (using two-well parameters for example only)

4Qj.(tin- ‘i.) - p = 4( Qin Tin - TcO)
rmax =

Jclx)f w x bl poros -

It is very important for the user of STAMMT-R to

rOi2
(62)

ensure that the simulated
injected concentrations are contained within rmax. For highest accuracy, it is also
important to ensure that rmax is not significantly larger than needed- STAMMT-R will
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provide a warning if rmax is significantly too large or too small, and will indicate which is
the case; however, it is prudent to manually verify whether it is set correctly. To check
this, it is generally necessary to run the code, and then check the File 7 (see Section 4.2.1)
for a two-well run, or File 9 for a single-well run. Note that these output files are printed
after a small fraction of the total run time, so it is possible to run the code for a short
time, then check these files. If rmax is set properly, two criteria will be met:
(1)

(2)

Concentrations will be a small, non-zero percentage of maximum concentrations at
the edge of the grid (the bottom (last) concentration entry in the output file). To
compare to the maximum concentration, check concentrations near the edge of the
well at the top of the file. The bottom (last) concentration in the file should be in
the range of 10-3 to 1()-6 of mti~ concentration. If the bottom (last)
concentration is larger than this, rmax should be made larger. If the bottom (last)
concentration is smaller than this, rmax should be made smaller.
The mass given at the bottom of these same files should be an accurate
representation of true mass injected. True mass injected can be calculated by
multiplying the injection concentration by the injection rate by the tracer injection
time.

Note also that when using parameter estimation mode, it is necessary to check
rmax both before and afler the parameter estimation. In the course of parameter
estimation, it. is likely that the edge of injected concentrations changes, and it is therefore
possible that rmax could need to be adjusted and the parameter estimation re-run.

In addition, we note that it is always necessa~ to keep rmax smaller than Ro (the
well separation in the two-well simulation). If rmax is required to be larger than Ro, this
means that the injected solution is injected beyond the pumping well. h this case,
STAMMT-R cannot be used to accurately simulate the breakthrough curve.

h theory, it would be possible to have the code calculate the optimal value of
rrnax. However, when using the code in optimization mode, the code would change rmax
as a function of the estimated parameters. This could result in spurious results and a non-
smooth objective function. As a result, it was decided to keep rrnax within the parameter
set to be given by the user. When using STAMMT-R in estimation mode, it is best to
check the validity of rrnax both before and after the estimation procedure. This is
necessary to ensure that the chosen value of rmax is still valid for the estimated
parameters.
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Table 1: Variable Names and Descriptions for Input File 1

Variable Symbol Units Range Narrative
Name

For an explanation o~ how to set ilVM, MWtime, MWZ, MWdt, TNS, SWtime, SWZ, and SWdt, rejer to Section
4.2.2.

Two-well Simulation Parameters:

skipm

TcO
TcE
Timein
Qin
Qout
alphLm
rmax
R(I
rOi
MWtime

Mwz

none

to
tmid

:

Q
aL

r~.,
RO
rW
none

none

MWpumpt none
TNM none

skips

TCOS
TCES
Timeins
Trest

Qins
Qouts
alphLs
rmaxs
SWtime

Swz

[T]
[T]

[Tl
[L’/T]
[L3/T]

[L]
[L]
[L]
[L]

[m

Oorl

?0
>TcO
>TcE
>()
>0
>()
rOi<rrnax<Ro
>rop+rmax
>()
Oorl

Oorl

>()
see Section 4.1

Sinde Well Simulation Parameters:

none

to
tend

tin

L

Q
Q
aL
r~xX
none

none

SWpumpt none
TNS none

::

m
m

[L’/T]
[L3/T]
[L]
[L]

m

Oorl

~o
>TcOS
>TcEs
>(J

>()
>()
>(I
>rop
Oorl

Oorl

>(I
see Section 4.1

O=do two-well simulation
1=do not do two-well simulation
start time of solute injection into aquifer
elapsed time from t=O to end of solute injection
elapsed time from t=O to end of chaser injection
injection rate
pumping rate

longitudinal dispersivity
edge of grid
distance from injection to pumping wells
injection well radius
O=use time increments from two-well time vs. concentration
input file.
l=use user-specified time increment instead.
l~lf Wtime is set to 1:
O=use constant time interval
l=use variable time interval which provides more evenly
spaced data points in natural log space
elapsed time from Tin to end of pumping
number of data points desired in breakthrough curve

O=do single-well simulation
1=do not do single-well simulation
start time of solute injection into aquifer
elapsed time ikom t=O to end of solute injection
elapsed time from ‘r=Oto end of chaser injection
length of resting period; i.e., elapsed time from Timeins to
end of rest
injection rate
pumping rate
longitudinal dispersivity
distance from center of well to edge of grid
O=use time increments from single-well time concentration
input file.
1= use user-specified time increment instead
~fSWtime is set to I:
O=use constant time interval
1=use nonconstant time interval which provides evenly
spaced data points in log space
elapsed time from (Timeins+Trest) to end of pumping
number of data points desired in breakthrough curve
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Table 1 (con’t)

Variable Symbol Units Range Narrative
Name

Parameters Common to Both Sinszle Well and Two-well Simulations:

rOp rw, [L] >0 pumping well radius for two-well simulation; the only well
radius specified in a single-well simulation

bl b [L] >0 saturated thickness at injection welI
b2 b [L] saturated thickness at pumping well
Concin CC, [M/L;] ;: solute concentration in injected mixture: setting Concin to 1

poros

pmat

mus
sig

Rf

ptot
Daq
tort

iest

idef

disc

kmax

relerr

>()

>0

is equivalent to normalizing the injected and calculated
concentrations by the initial input concentration

$, [-1 o<f$f<1 fracture porosity

@m, [-1 O<(+)m<1 matrix porosity (= poros multiplied by the capacity

coefficient, ~,a,)

P [l/T] -m<u<cc mean of ln(D~az)

C-J [l/T] >0 ‘ standard deviation of ln(D~a~). If sig = O, the simulation
switches to conventional spherical diffission.

R, [-1 x mobile zone retardation; no retardation if Rf=1

@m, [-1 4%.!<1 maximum total porosity (only used in parameter estimation)
D,, [L2/T] >0 aqueous diffusion coefficient of solute
T [-1 ()<T<1 diffusive tortuosity

Miscellaneous STAMMT-R Software Parameters:

none - Oorl l=single or two-well forward simulation only
O=Parameter estimation

none - Oorl O=default distribution of mass transfer parameters
l=user-defined distribution

none - estimate of the maximum of the real parts of the singularities of
the function inverse Laplace transformed by IMSL function
DINLAP (called “alpha” in IMSL literature). If unknown, set
to .OdO

none - maximum number of function iterations permitted for each T(i)
of IMSL function DINLAP (inverse Laplace transform)

none - relative error desired for IMSL fimction DINLAP (inverse
Laplace transform)

.
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b) File 2 in STAMMT-R.prj
This ASCII text file gives time in the first column and corresponding solute

concentration data in the second as determined by a two-well experiment. This file is
optional. The user may speci~ a single-well STAMMT-R run (set skipm equal to 1 in
the parameter file), which does not require two-well data. For a forward run,
concentrations may be calculated at the times given in this input data file (set MWtime to
O in the parameter file), or the user may explicitly choose the times at which
concentrations are calculated (set MWtime to 1 in the parameter file). Note, however,
that this input file must exist regardless of the options selected and its name must be
specified in the general project file, STAMMT-R.prj. If the file is not used, then it may,
of course, be left empty. If this file is used, there must be no O concentrations at any
time. If concentration is identically O for any data point in the file, that data point must
be removed. No headers, etc. maybe present in the file - only data. .

c) File 3 in STAMMT-R.prj
Similar to File 2 above, except that the breakthrough curve is from a single-well

experiment. This file may be left empty if a single-well fonvard run is selected and
SWtime is set to 1 in the parameter file, or if only a two-well run is selected, but the file
must exist and its filename must be given in STAMMT-R.prj. If this file is used, there
must be no zero concentration points in it. If concentration is identically O at any time,
that time-concentration pair must be removed from the data file. No headers, etc. may be
present in the file - only data.

d) File 17 in STAMMT-R.prj
This file is only read if idef in File 1 above is set to 1. If idef is set to O, a

Iognormal distribution of dzfli.sionrate coefficients is used by STAMMT-R, which is
defined by mu and sig as set in File 1 above (or estimated if STAMMT-R parameter
estimation capabilities are used). This is the default for STAMMT-R. If idef is set to 1,
a discrete distribution of first-order rate coefficients is read from File 17 instead; in this
case, the values given for mu and sig in File I are ignored (but must still be given some
arbitrary value in the input file). The first column of File 17 consists of values of the
first-order rate coefficients, alpha(i). The second column consists of the corresponding
capacity coefficients, beta(i), for each of these immobile zones. The discrete distribution
may consist of up to 35 individual rates. Note that 35 rows must be present in this file; if
less than 35 rates are desired, pad the remaining rows with nonzero values of alpha(i) and
zero values of beta(i).

4.2.3. Output Files

a) File 4 in STAMMT-R.prj
Calculated concentration as a function of time at the extraction well of a two well

system during extraction (the “pull” or “convergent” phase of the run). A file is created
by STAMMT-R regardless of the run parameters set in the parameter file, but this file
will be empty if only a single-well run is selected.
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b) File 5 in STAMMT-R.prj
Calculated concentration as a fimction of time at the well in a single-well

STAMMT-R run during extraction (the “pull” or “convergent” phase of the run). A file is
created by STAMMT-R regardless of the &n parameters set in the parameter file, but
this file will be empty if only a two-well run is selected.

c) File 6 in STAMMT-R.prj
Three-column file consisting of alpha(i) (rate coefficients), beta(i) (a measure of

the lognormal distribution of rate coefficients), and cumulative beta(i) for all i, i=l to 35;
see Section 2. The last (bottom) entry in the third column is the capacity coefficient, a
measure of the ratio between mass in the immobile and mobile zones. This file will be
created, and contain information, for all STAMMT-R runs.

d) File 7 in STAMMT-R.prj
Concentrations in the mobile zone and 4 types of immobile zone as a function of

radial distance from the injection well at the end of injection for the two-well run. If a
single-well run is selected (i.e., skipm set equal to 1 in parameter file), this file will be
created but it will be empty.

e) File 8 in STAMMT-R.prj
File 7 above, converted to concentrations as a fimction of radial distance from the

extraction well. Again, this file will be created by STAMMT-R but will be empty if
only a single-well run is selected in the parameter file.

f) File 9 in STAMMT-R.prj
Concentrations as a fimction of radial distance from the injection well at the end of

the resting period for the single-well run. Concentrations are again given for the mobile
zone and 4 types of immobile zone. This file will be created but empty for two-well-
only runs.

g) File 10 in STAMMT-R.prj
Concentrations in the mobile zone and 4 types of immobile zone as a fi.mction of

radial distance born the injection well at the end of injection for the single-well run. The
file will be created but empty for two-well-only runs.

h) File 11 in STAMMT-R.prj
Output file containing the base ten logarithm of the ratio of mass remaining in the

aquifer to total mass injected, given as a function of the base ten logarithm of time elapsed
since the start of pumping. The ratio of M/M. is calculated as a function of time. The
procedure sets M equal to the integral of the single-well breakthrough curve from the start
of pumping to the time at which the ratio is evaluated, multiplied by Qouts; and M o
equal to the mass in the aquifer at the end of the rest phase, as given at the bottom of File
9 of STAMMT-R.prj. This file is created for both single-well and two-well runs, but will
be empty if only a two-well simulation is performed. Note: as much of the tracer mass in
the aquifer is removed by advective transport close to the start of pumping, the results
listed in this file are unlikely to be accurate unless the time of the first observation is close
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to the start of pumping and the sampling rate is high at small times following the start of
pumping. These parameters are set either by the data in File 3 of STAMMT-R.prj or by
the selection of TNS in File 1 of STAMMT-R.prj (see Section 4. 1).

i) File 12 in STAMMT-R.prj

Lists &Ot(the ratio of matrix porosity to fracture porosity), p, o, $~, and cx~for

both two well and single-well models (alphLm and alphLs, respectively), at intervals
during the inversion process. This file will only be created if parameter estimation is
performed (if iest=l).

j) File 13 in STAMMT-R.prj

Lists &Ot(the ratio of matrix porosity to fracture porosity), W,O, &, and a~ for

the two-well model (alphLm), along with the two-well breakthrough curve, at intervals
during the inversion process. This file will only be created if parameter estimation is
performed (if iest=l).

k) File 14 in STAMMT-R.prj

Lists &Ot(the ratio of matrix porosity to fracture porosity), p, U, ~~, and cx~for

the single-well model (alphLs), along with the single-well breakthrough curve, at intervals
during the inversion process. This file will only be created if parameter estimation is
performed (if iest=l).

1) File 15 in STAMMT_R.prj
Output file giving parameter estimation statistics. File will be empty unless

parameter estimation is performed. This file contains the following: (1) The Jacobian
(sensitivity matrix). This is ants (for single-well only), ntm (for two-well only), or nt
(for simultaneous single.hwo-well inversion) by nx matrix giving the derivative of
concentration with respect to the estimated parameter as a function of time. That is, time
increases down the matrix, each column represents one of the parameters which are
estimated by the inversion, and the entries show how a minor perturbation in the
estimated value of each of those parameters will affect concentration. Note that as far as
the parameter estimation routine and statistics are concerned, the parameters estimated
are mus, and the natural logarithms for any other parameters (e.g., sig, alphLs, poros). (2)
square of the Jacobian (information matrix). (3) Covariance matrix. For a SWIW-
only or two-well only parameter estimation run, this nx by nx matrix is equal to the
inverse of the information matrix, multiplied by the variance in the data. We assume that
data errors are uncorrelated and that residuals are due to measurement rather than model
error, and thus use (lllvlSE)2 as a measure of variance. The diagonals of this matrix give
an estimate for the variance (i.e., a measure of uncertainty) for the values of each of the
parameters estimated. For a simultaneous SWIW/two-well inversion, the details of the
calculation are altered very slightly but the assumptions remain the same. (4)
Correlation coefficients, an nx by nx matrix giving a measure of the linear correlation
between the parameters estimated. An entry of 1 indicates perfect linear correlation.
This is a useful and concise summary statistic, but should generally not be used without
taking a look at a plot of the Jacobian first. (5) Eigenvalues of the covariance matrix.
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The ratio of the largest to the smallest eigenvalue is the condition number of the
covariance matrix, and gives a statistical indication of the estimability of the problem: the
smaller the condition number, the more reliable the result.

m) File 16 in STAMMT-R.prj
Output file giving distributions of block sizes and diffision rate coefficients. File

is created for all STAMMT-R runs, but computations performed only for any
STAMMT-R forward or inverse run with a value. of sig >0.01 (i.e., for all multirate
diffhsion runs). 1st and 3rd columns list regularly-spaced values of block radius and
dif%ion rate coefficient, respectively; 2ndand 4* columns give corresponding cumulative
distribution fimctions, evaluated for those values of block radii and diffision rate
coefficients, respectively.

4.3. Messages to the User

STAMMT-R provides a small number of error and information messages to the
user. Error messages are briefly explained here, followed by information messages, in the
order that they occur in the code. All messages are printed to the screen.

4.3.1. Error Messages

(1) ERROR: TNS is greater than nts (nominally 300)
Modifj TNS, or recompile (and re-QA) with larger nts
Aborting STAMMT-R run

This error message indicates that the number of data given for SWIW in Filel is
greater than dimensions of code. The only solutions are to reduce the number of data
or to redimension the code (however, redimensioning requires that certain QA
procedures must be repeated before the code is run again).

(2) ERROR: TNM is greater than ntm (nominally 300)
Modifj TNM, or recompile (and re-QA) with larger ntm
Aborting STAMMT-R run’

This error message indicates that the number of data given for TWIW in Filel is
greater than dimensions of code. The only solutions are to reduce the number of data
or to redimension the code (however, redimensioning requires that certain QA
procedures must be repeated before the code is run again).

(3) ERROR.: first time in 2-well data is < Timein
Aborting run
Modify data and/or input parameter files

This error message indicates that the first time in TWIW data set is before injection
ends at the injection well. In this case, the conditions discussed in Section 2.3.1. are
violated. Parameters must be modified to meet these conditions. lf this is not
possible, it is necessary to use a code other than STAMMT-R.
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(4)

(5)

(6)

(7)

(8)

(9)

.

ERROR: first time in SW data is < Tins+Trest
Aborting run’
Modi@ data and/or input parameter files

This error message indicates that the first time in SWIW data set is before the end of
rest period. In theory, any data before the end of the rest period should be zero and
therefore may be deleted.

ERROR: rmax for multiwell simulation is too large

This error message indicates that rrnax is too large for the TWIW simulation. Reduce
the value of rmax.

ERROR: rmax for multiwell simulation is too small

This error message indicates that rmax is too small for the TWIW simulation.
Increase the value of rrnax.

ERROR: rmaxs for SWIW simulation is too large

This error message indicates that rrnax is too large for the SWIW simulation. Reduce
the value of rmax.

ERROR: rmaxs for SWIW simulation is too small

This error message indicates that rrnax is too small for the SWIW simulation.
Increase the value of rmax.

icbar gt dcb in pushcL. Increase dcb

This error message indicates that the vector size dcb is not large enough to save the
Laplace-domain concentrations (used in calculating the immobile-domain
concentrations without having to recalculate the mobile-domain concentrations). In
general, this error will occur when the routine is having convergence problems. In
this case, there may be other problems with the run (incorrect input parameters, or
input parameters that the code cannot handle - see Section 6). Note that an increase
in dcb requires recompiling the code.

(10) icbar gt dcb in restcL. Increase dcb

This error message indicates that the vector size dcb is not large enough to save the
Laplace-domain concentrations (used in calculating the immobile-domain
concentrations without having to recalculate the mobile-domain concentrations). In
general, this error will occur when the routine is having convergence problems. In
this case, there may be other problems with the run (incorrect input parameters, or
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input parameters that the code cannot handle - see Section 6). Note that an increase
in dcb requires recompiling the code.

4.3.2. Informational Messages

(1)

(2)

(3)

(4)

(5)

5.

Done injection for multiwell simulation

This message is printed to the screen when the injection period of the two-well
simulation is completed.

Starting pumping for multiwell simulation

This message is printed to the screen when the pumping period of the two-well
simulation is completed.

Done injection for Single-Well InjectiodWithdrawal

This message is printed to the screen when the
simulation is completed.

Done resting period for SWIW

injection period of the SWIW

This message is printed to the screen when the resting period of the SWIW
simulation is completed.

Starting pumping for SWIW

This message is printed to the screen when the pumping period of the SWIW
simulation is initiated.

Verification Test Problems

The accuracy of STAMMT-R forward modeling output was tested with four
problems and five sets of calculations. Verification Problems 1 and 3 are comparisons of
STAMMT-R flow and transport results to those of the SWIFT II code [Reeves et al., ‘
1986] (SWIFT 11 ver. 2F WPO#2 1506), for single-well and two-well simulations,
respectively. Verification Problem 2 is a comparison of mass transfer predicted by
STAMMT-R to that given by the analytical solution of f?agger~ [1995]. Input
parameter files (File 1 of Section 4.2.2.) for Verification Problems 1, 2, 3, and 4 are given
in Appendices Al, A2, A3, and A4, respectively.

5.1. Verification Problem 1: Flow and Transport, Single Well Case

The code is verified for a single-well injection-withdrawal test by running the code
for the parameters listed below and comparing the results to those given by the SWIFT H
code [Reeves et al., 1986]. The feature of the model that is verified in Problem 1 is
the advection-dispersion-mass transfer accuracy for a single-well injection-
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Figure4: Verification Probleml. Test of accuracy SWIW solution, shown inarithrnetic
mace. STAMMT-R VS. SWIFT II.

withdrawal test and diffusion into spherical immobile zones. Since SWIFT 11 can
only simulate a single diffision rate coefficient, the variability of the rate coefficient is set
to O. Plots of the breakthrough curves produced by STAMMT-R and SWIFT 11 are
given in Fibves 4 and 5.

The acceptance criterion is an excellent quality of fit of the breakthrough curve
produced by STAMMT-R to that produced by SWIFT II, upon visual inspection of log-
space plots of these curves, for points in the curves with c/ci~j greater than approximately
10-8.

The input parameter file used is given in Appendix Al.

“ dispersivity = 0.10 m

“ well radius = 0.098425 m

“ mobile-zone retardation factor= 1.0 (i.e., no retardation)

“ injection rate= 0.4665 m~lhr

“ pumping rate= 0.8516 m3/hr
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fracture porosity = 0.05

thickness of the formation= ‘7.41 m

injection concentration = 1.0

Begin tracer injection at 0.1333 hr

End tracer injection at 2.25 hr (and begin chaser)

End chaser injection at 6.633 hr

resting time = 17.75 hr

matrix porosity = O.15

Free,water diffusion coefficient= D. = 7.4 x 10”’0m2/s = 2.664 x 10-’ m2/hr

(needed in SWIFT II [Reeves etd., 1986] only).

Tortuosity = 0.1 (SWIFT II only).

Sphere radius (1/2 block size) = 0.01632 m = 1.632 cm (SWIFT II only)

From the above numbers, D.-da’ = 1 x 10-3hr-’ - for STAMMT-R runs

this will mean you must set p“ to ln(l 03)= -6.9078 and set o to O.
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“ Set rmax such that the smallest resulting injected concentration - 104.

(This is the edge of the spatial grid for STAMMT-R - not relevant for
SWIFT II).

Figures 4 and 5 show excellent agreement between STAMMT-R and SWIFT 11,
and the verification is successful.

5.2. Verification Problem 2: Mass Transfer, Single Well Case

The code is verified for a distribution of diffusion rate coefficients (D./a2) by
running the code on a given problem (below) and comparing the results to the analytic
solution produced by Hagger@ [1995]. The feature of the model that is verified with
Problem 2 is the mass transfer accuracy for a distribution of diffusion rate
coefficients. A plot of the ratio of mass remaining in the aquifer to the total mass
injected as a function of time is given in Figure 6, with the appropriate type curve fi-om
Hagger~ [1995].

Iog10(M/MO

0-

-1 -

[-1)

-2-

0 00

-3 I I 1 I

-2 0 2 4

log10(pumping time [hr])

Figure 6: Verification Problem 2. Test of accuracy of multirate mass transfer for z
distribution of diffusion rate coefficients. STAMMT-R vs. Haggerty [1995]. Note thal
mIy late-time solutions should match (as shown).
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The acceptance criterion is an excellent quality of fit of the
STAMMT-R. mass recovery curve to that of llaggpty [1995] upon visual inspection of
the log-space plots, for the region of the recovery curve dominated by multirate diffisive
mass transfer. The type curves of llagger~ [1995, p. 198] represent diffisive mass
transfer with an exterior boundary condition of zero concentration. For a problem (such
as our validation problem), this condition is well-approximated once mass transfer is the
dominant rate-limiting process for mass removal from the system. Mass transfer
becomes dominant after several pore volumes have been flushed from the medium. In the
case of our validation example, ten pore volumes are flushed after 10 hr of pumping.
Therefore, mass transfer dominates the system after approximately 10 hr of pumping.

The input parameter file used is given in Appendix A2.

dispersivity = 0.1 m

well radius = 0.10 m

mobile-zone retardation factor = 1.0

injection rate = 1 m3/hr

pumping rate = 10 m3/hr

fracture porosity = 0.05

thickness of the formation= 1.0 m

injection concentration = 1.0

Begin tracer injection at O.hr

End tracer injection at 10 hr (and begin chaser)

End chaser injection at 10 hr

resting time = 108hr (or as long as needed such that all immobile zones are

in equilibrium)

matrix porosity = 0.10
p*= _3.o

0= 3.0

Set rmax such that the smallest resulting injected concentration -10-’.
Figure 6 shows excellent agreement between STAMMT-R and Haggerty [1995] at

late time (where the agreement is expected), and the verification is successful.

5.3. Verification Problem 3: Flow and Transport, Two Well Case

The code is verified for a two-well test by running the code on a given problem
(below) and comparing the results to those produced by SWIFT II [Reeves et al., 1986].
The feature of the model that is verified in Problem 3 is the advection-dispersion-
mass transfer accuracy for a two-well injection-withdrawal test. Since SWIFT 11 can
only simulate a single difFusion rate coefficient, the variability of the rate coefficient is set
to O. Plots of the breakthrough curves predicted by STAMMT-R and SWIFT 11 are
given in Fi=wes 7 and 8.
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Figure 7: Verification Problem 3. Test of accuracy two-well injection-withdrawal
;olution. shown in arithmetic suace. STAMMT-R vs. SWIFT 11.

The criterion for acceptance is a reasonably good match of the STAMMT-R
breakthrough curve to that from SWIFT II before the peak concentration, and an excellent
match to the SWIFT II. results at late times. Goodness of fit is based upon visual
inspection of the breakthrough curves as plotted in log-space, for c/ci~j greater than
approximately 1O-s. Early-time concentrations are not expected to match to SWIFT II
because the assumptions- used by STAMMT-R for the two-well test. Primarily,”
STAMMT-R assumes that during the tracer injection, the flow field near the pumping
well does not affect the flow field near the injection well. In fact, some of the tracer is
drawn toward the pumping well during injection. Therefore, the early-time breakthroughs
produced by STAMMT-R have lower concentrations than SWIFT II, which does not
ignore the pumping well during injection.

The input parameter file used is given in Appendix A3.

“ dispersivity = 0.10 m

“ injection well radius = 0.10 m

“ pumping well radius= 0.10 m
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mobile-zone retardation factor= 1.0

injection rate = 0.5 ms/hr

pumping rate = 1 m3/hr

fracture porosity = 0.01

thickness of the formation= 4.0 m

injection concentration = 1.0

Begin tracer injection at Ohr

End tracer injection at 0.3 hr (and begin chaser)

End chaser injection at 0.5 hr

matrix porosity = 0.16

distance horn injection to pumping well= 10 m

Free-water diffiision coefficient= D. = 7.4 x 10-’0m’/s = 2.664 x 10-’ rn”lhr

(needed for SWIFT II [Reeves et al., 1986] only).

“ Tortuosity = 0.1 (SWIFT II only).

“ Sphere radius (1/2 block size)= 0.01632 m = 1.632 cm (SWIFT II only)
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Figure 8: Verification Problem 3. Test of accuracy two-well injection-withdrawa
$olution. shown in lo~anthmic s~ace. STAMMT-R vs. SWIFT II.
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● From theabove numbers, Dwz/a’= 1 xlO-’ hr-’ - for STAMMT-R runs

this will mean you must set p“ to ln(l Os) = -6.9078 and set o to O.

c Set rmax such that the smallest resulting injected concentration - 10-’.

(This is the edge of the spatial grid for STAMMT-R - not relevant for
SWIFT 11).

Figures 7 and 8 show excellent agreement between STAMMT-R and SWIFT, and
the verification is successful.

5.4. Verification Problem 4: Flow and Transport, Single Well Case

The features of the model that are verified in Verification Problem 4 are
the STAMMT-R code’s ability to do the following: (1) generate a synthetic
recovery curve using a constant, user-determined time increment; (2) use a user-
defined distribution of first-order mass transfer rate coefficients as input; and (3)
produce a CDF of diffusion rate coefficients as output.

3

1

1’ 1

I
o 1,

1 1 t 1 I I I

o 50 100 150 200 250 300 350

i=l ,(number of data points in recovery curve-l) [-]
(onlyeveryfifth time difference shown for clarity)

Figure 9: Verification Problem 4. Test of time incrementation specified in input file vs
ime incrementation observed in output file.
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The ii-st issue is addressed by comparing the spacing between data points in the
recovery curve produced by STAMMT-R to that specified in the input file, Qzl4A.prin,
equal to SWpumpt/TNS. The difference between times in subsequent points in the
recovery curve is determined for all data points in the recovery curve and compared to
SWpumpt/TNS (Figure 9). The criterion for acceptance is that this difference is precisely
equal to SWpumpt/TNS over the breakthrough curve.

Second, the ability of STAMMT-R to use a user-defined distribution of first-
order rate coefficients is shown by comparing the recovery curve predicted by
STAMMT-It for a lognormal distribution of diffusion rate coefficients to that predicted
by STAMM.T-R for an equivalent discrete distribution of first-order rate coefficients.
The criterion for acceptance is that two recovery curves must appear identical, upon
visual inspection, when plotted graphically in log-space @ibme 10), for points in the
breakthrougli curve at which c/cj~j is greater than approximately 10-8.

cqni

4

10 100 1000

time [hours]

1Fiqure 10: Verification Problem 4. Test of concentration output for lo~omm

Ldistribution c~fdiffusion rate coefficients vs. equivalent distribution of first-order ratt
coefficients [JYaggerty and Gorelick, 1998].
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Third, STAMMT-R must correctly produce a CDF of diffision rate coefficients
when requested. The acceptance criterion is that the CDF of diffision rate coefficients
given as output by STAMMT-R using a Iognonnal distribution of diffimion rate
coefficients, and a CDF with an identical geometic mean and standard deviation
calculated using a spreadsheet program (Microsoft Excel for Windows 95 Version 7.Oa),
must show a similar form, upon visual inspection, when plotted graphically (Fibwe 11).
As the numerical integration completed using Excel is crude, a perfect match in Figure 11
is not expected. The procedure and parameters used in Verification Problem 4 are given
below.

This verification problem consists of two individual STAMMT-R runs. The first
only requires a single input file, QA4A.prm (given in Appendix A4). The values of the
input parameters in this first run of Validation Problem 4 are arbitrarily selected, with the
exception of the parameters idef, SWtime, SWZ, SWpumpt, and TNS. idef is set to a
value of O, so that STAMMT-R uses a lognormal distribution of diffusion rate coefficients
in its calculations, using the values of the geometric mean and standard deviation of that
lognormal distribution as specified in the input file. Swtime is set to 1, so that a user-

Cdf [-]

1.0

0.5

0.0

.

1e-7 1e-6 1e-5 1e-4 1e-3 1e-2 Ie-1 I e+o Ie+l

diffusion rate coefficient [m2/s]

Figure 11: Verification Problem 4. Test of distribution (CDF) of diflision rate
coefficients generated by STAMMT-R vs. that generated with Microsoft Excel.
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defined time increment in the recovery curve is used. SWZ is set to O, so that a linear time
increment is used. The values of SWpumpt (duration of pumping) and TNS (number of
data points in recovery curve) are arbitrary, but the value of SWpumpt/TNS gives the
length of the time increment which we wish to check against the output file.

An output file fi-om this run, Q44Anzt, contains a discrete distribution of first-
order mass transfer rate coefficients. The STAMMT-R code’s ability to convert a
continuous Iognonnal distribution of diffision rate coefficients into a discrete distribution
of first-order rate coefficients is effectively tested by Verification Problems 1, 2, and 3.

The output file Qzf4Amt is then converted into an input file for the second
STAALJ4T-Rrun in this validation problem. This is done by removing the header and third
column from QA4A.mt and renaming it QA4B.dst. QA4B.dst is also given in Appendix
A4. The input parameter file for this second STAMMT-R run is identical to that of the
first, except that the value of idef is changed to 1, so the STAiklllT-R code will use the
discrete distribution of first-order mass transfer rate coefficients specified in QA4B.dst.
The input parameter file is named QA4B.prm, and is also given in Appendix A4.

Figures 9, 10, and 11 show that STAMMT-R makes the required calculations
correctly, anti verification is successfid.

6. STAMMT-R Limitations

The applicability of STAMMT-R is limited by the validity of the following
assumptions, which are also discussed in Section 2: (1) the aquifer is homogeneous at the
macroscopic scale (beyond the representative elementary volume, or REV) for aIl
parameters controlling both flow and transport; (2) there is no regional gradient; (3) mass
transfer is dominated by diffusion into and out of immobile zones; (4) if diffusional mass
transfer is used, the diffision rate coefficient, D~a2, is either lognormally distributed or is
single-valued (conventional spherical matrix diffusion). Departures fi-om these
assumptions may not significantly influence the reliability of STAMMT-R results, but
the user must bear these limitations in mind when using the code and, as always, use his
or her professional judgment when interpreting the results.

There are four known difficulties that may be encountered when using
STAMMT-R for certain sets of physical parameters. These difficulties are of little or no
consequence in simulations for which the code was designed. however, users wishing to
use STAMMT-R for other purposes should be aware of this limitation. The first
difficulty occurs if the value given in File 1 of STAMMT-R.prj for the chaser injection
duration is very small, on the order of about 3% or less of injection time (i.e., if Timeins
or Timein is almost equal to TCES or TcE, respectively). In this case, the STAMMT-R
solution may not converge. This difficulty is not of any significance to the WIPP project,
as these parameter sets are not encountered in modeling the field-scale tracer tests
conducted in the Culebra dolomite.
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Thesecond difficulty arises when thevalue given in File 1 of STAMMT-R.prj
for diffusive porosity (pmat) is very small, as this reduces the value of the total capacity
coefficient to a very small number. The extent to which this is a problem depends in part
on the values of other parameters; for example, a Iarger dispersivity partialIy offsets this
effect. Some numerical error in the one or two of the lowest concentrations (at the outer

edge of the spatial grid) in some of the immobile zones may occur for pmat - 0.015.
More substantial difficulties may occur for much smaller values of pmat (- 0.00005) and
a small alphLs relative to the advective travel distance, and STAMMT-R will not run for
pmat = Oregardless of the value given for dispersivity. It should be noted that diffisive
mass transfer will be negligible for such small values of matrix porosity. This second
difficulty is not of any significance to the WIPP project, as these parameter sets are not
encountered in modeling the field-scale tracer tests conducted in the Culebra dolomite.

The third difficulty involves the inaccuracy of STAMMT-R for the very specific

case of (1) very large block sizes; (2) large &Oz(i.e., large matrix-to-fracture porosit y

ratio); (3) short travel times; and (4) single-rate mass transfer. If you change any one of
the 4 conditions the problem will disappear or be very minimal. The consequence of this
specific combination of circumstances and parameters is that the early-time breakthrough
curve is inaccurate (the late-time breakthrough curve is accurate, however). The
inaccuracy causes the very earliest breakthrough (at or before the advective time-scale)
concentrations to be larger than they should be, while concentrations after the advective
time-scale (after the peak) are slightly smaller than they should be. The result is a non-
smooth mass recovery curve when the true mass recovery curve is quite smooth. For the
WIPP-specific single-well injection-withdrawal first-breakthrough-time of approximately
24 hr, this is only a problem if the single-rate half-block size is greater than approximately
0.5 m. For a fi.uther discussion of this difficulty, see Section 2.4.1.

The fourth difficulty lies in the simulation of SWIW breakthrough cumes for very
early times. STAMMT-R has difficulty converging to a solution if the requested
simulation times result in simulated concentrations that are far below the peak
concentration. The difficulty results in STAMMT-R taking very long times to run. For
this reason, it is suggested that preliminary simulations not request simulation times too
close to the turning on of the pump. Once the time of the peak concentration is known, it
is suggested that simulation times before the peak be held as close to the peak as possible.
STAMMT-R should not have a problem simulating pre-peak c/ci~j concentrations of
greater than 10-5. Simulation times resulting in pre-peak cfcj~j smaller than this are
discouraged.

In addition to these difficulties, there are two other limitations that the user should
recognize. First, STAMMT-R is a computationally-intensive code. In particular, the
spatial integration after the injection phase must be carried out a very large number of
times to obtain convergence in the inverse Laplace-domain algorithm. As such, run-times
may be long on some computers. On a 266 MHz Pentium II, runs are generally in excess
of 5 minutes. On some computers, runs may exceed 10 reins. As a result, parameter
estimation runs may take several hours to complete.
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The second limitation is that the code is currently setup to estimate 5 parameters:

P*, a, @f,c%L(two-well), and ~L (SWIW). If another set of estimated parameters is

desired, the code must be modified. Modifications must do three things: (1) ensure that
the vectors xbwess(nx) and xf(nx) are properly modified; (2) ensure that variables
transferred by xf(nx) into subroutine obj are still available to obj; and (3) modi~ output
(write) statements to reflect changes. The first change involves changes to xguess(nx) in
the main routine only. The second change requires changes to xf(nx) in both the main
routine and in the subroutine obj. The third change requires ensuring that if a parameter is
removed fi-om storage and transfer in xf(nx) that it becomes available to the subroutine obj
via a common block. In other words, if a parameter is removed from the estimation, check
to ensure that it is brought into obj in a common block. If not, that variable must be
brought in within a common block.
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Appendix Al: Parameter Input File for Verification
Problem 1

1
0.0000dO
0.3000d0
0.5083d0
0.6588d0
0.9720d0
0.4592136D+O0
4.3d0
11.OdO
0.0602d0
1
1
5
50

0
0.1333d0
2.25d0
6.633d0
17.75d0
0.4665d0
0.8516d0
O.1000D+OO
4.OdO
1
1
350
100

0.098425d0
7.41 OdO
7.41d0
1.dO
0.05D-00
o.15D+O0
-6.9077DO0
O.OD+OO
1.0000D+OO
0.20d0
2.628d-6
0.11

1
0
.OdO
1000
1d-5

skipm !doMultiwell(MW)simulation?Oif yes, 1 if no
TcO !starttime of solute injection(can be O), MW [T]

TcE !elapsed time from t=O to end of solute inj., MW [T]
Timein !elapsed time from t=O to end of chaser inj., h4W ~]
Qin !injection rate, MW [LA3ff]
Qout !pumping rate, MW [LA3/T]
alphLm !Iongitudinal dispersivity, MW [L]
rmax !edge of grid for injection, MW [L]
Ro !distance from injection to pumping wells, MW [L]
roi !well radius (injection, MW) [L]
MWtime !use (t,C) input tile (set=O) or generate times (set=l ), MW
MWZ !if MWtime=l: constant time (=0) or -constant In(time) (=1) increment, MW
MWpumpt!if MWtime=l: elapsed time from Timein to end of pumping [TJ, MW
TNM !number of time vs concentration data points, MW

skips !do SingleWell (SWIW) simulation? O if yes, 1 if no
TCOS !start time for solute inj. (can be O), SWIW [T]

TCES !elapsed time from t=O to end of solute inj., SWIW [T]
Timeins!elapsed time tlom t=o to end of chaser inj., SWIW [T]
Trest !pause iength (elapsed time from Timeins to start of pumping), SWIW [T]
.Qins !injection rate, SWIW [LA3~
Qouts !pumping rate, SWIW [LA3ff]
alphLs Longitudinal dispersivity, SWIW [L]
rmaxs !edge of grid for injection and withdrawal, SWIW [L]
SWtime !use (t,C) input file (set=O) or generate times (set=l ), SWIW

SWZ !if SWtime=l: constant time (=0) or -constant ln(time) (=1) increment, SWIW
SWpumpt!if SWtime=l: elapsed time from (Timeins+Trest) to end of pumping, SWIW [T]
TNS !number of time vs concentration data points, SW

rop !well radius (pumping for MW; injectiotiwithdrawal for SWIW) [L]
bl !saturated thickness at injection well ~]
b2 !saturated thickness at pumping well [L]
Cin !injection concentration [M/LA3; if Cin= 1, cone.’s are effectively normalized and dimensionless]
poros !advective porosity [-]

pmat !diffusive porosity
mus !preseribed (forward) or initial guess (parameter estimation) mus [ln( l/T)]
sig !prescribed (forward) or initial guess (parameter estimation) sig
Rf !mobile zone retardation [-]

ptot !maximum permitted total porosity (inverhon parameter) [-]
Daq !aqueous diffision coefficient of solute [L”IT]
tort !diffusive tortuosity [-]

iest !O=parameter estimation; l= forward model only

idef !O=Defaultdistribution;I = User-defineddistribution
disc !
kmax !See manual for last 3 parameters;controlpermissiblenumericalerror, etc.
relerr !
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Appendix A2: Parameter Input File for Verification
Problem 2

1
0.0000dO
0.3000d0
0.5083d0
0.6588d0
0.9720d0
0.4592 136D+O0
4.3d0
11.OdO
0.0602d0
1
1
5
50

0
O.OdO
10.OdO
20.00d0
1.00d8
1.0000dO
10.000dO
O.1000D+OO
13.OdO
o
0.0
5000.OdO
299

0. 10dO
1.00d0
1.00d0
1.dO
0.05D-00
O.IOD+OO
-3.00D0O
3.OD+OO
1.0000D+OO
0.20d0
2.628d-6
0.11

1
0
.OdO
1000
1d-5

skipm !do Multiwell (MW) simulation? O if yes, 1 if no
TcO !start time of solute injection (can be 0), MW [Tl
TcE !elapsed time from t=O to end of solute inj., MW [T]
Timein !elapsed time from t=O to end of chaser inj., MW [T]
Qin !injection rate, MW [LA3/T]
Qout !pumping rate, MW [LA3~]
alphLm !Iongitudinal dispersivity, MW [L]
rtnax !edge of grid for injection, MW [L]
Ro !distance from injection to pumping wells, MW [L]
rOi !well radius (injection, MW) [L]
MWtime !use (t,C) input tile (set=O) or generate times (set= 1), MW
MWZ !if MWtime=l: constant time (=0) or -constant In(time) (=1) increment, MW
MWpumpt!if MWtimc=l: elapsed time from Timein to end of pumping [T], MW
TNM !number of time vs concentration data points, MW

skips !do Single Well (SWI W) simulation? O if yes, 1 if no
TCOS !start time for solute inj. (can be O), SWIW [T]
TCES !elapsed time from t=O to end of solute inj., SWIW [T]
Timeins!elapsed time from t=O to end of chaser inj., SWIW [T]
Trest !pause length (elapsed time from Timeins to start of pumping), SWIW [T]
Qins !injection rate, SWIW [LA3/T]
Qouts !pumping rate, SWIW [LA3/Tl
alphLs !Iongitudinal dispersivity, SWIW [L]
rmaxs !edge of grid for injection and withdrawal, SWIW [L]
SWtime !use (t,C) input tile (set=O) or generate times (set=] ), SWIW
SWz !if SWtime=l: constant time (=0) or -constant In(time) (=1) increment, SWIW
SWpumpt!if SWtime=l: elapsed time from (Timeins+Trest) to end of pumping, SWIW [T’1
TNS !number of time vs concentration data points, SW

rop !well radius (pumping for MW; injectiorJwitbdrawal for SWIW) [L]
bl !saturated thickness at injection well [L]
b2 !saturated thickness at pumping well [L]
Cin !injection concentmtion [M/LA3; if Cin=l, cone.’s are effectively normalized and dimensionless]
poros !advective porosity [-]
pmat !diffusive porosity
mus !prescribed (for-ward) or initial guess (parameter estimation) mus [ln( VT)]
sig !prescribed (forward) or initial guess (parameter estimation) sig
Rf !mobile zone retardation [-]
ptot !maximum permitted total porosity (inversion parameter) [-]
Daq !aqueous diffusion coefficient of solute [LA/T’]
tort !diffissive tortuosity [-]

iest !O=parameter estimatio~ 1=forward model only

idef !@Default distribution; 1 = User-defined distribution
disc !
kmax !See manual for last 3 parameters; control permissible numerical error, etc.
relerr !
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Appendix A3: Parameter Input File for Verification
Problem 3

0
0.0000dO
0.3000d0 .
0.5000d0
0.5000d0
1.0000dO
0, IOOD+OO
2.OdO
10.OdO
O.10OOdO
1
1
960
100

1
0.1333d0
2.25d0
6.633d0
17.75d0
0.4665d0
0.8516d0
o.1000D+OO
4.odo
1
1
350
100

0. 1000OOdO
4.000dO
4.00d0
1.dO
O.OID+OO
O.16D+O0
-6,9078DO0
O.OD+OO
1.0000D+OO
0.20d0
2,628d-6
0.11

1
0
.OdO
1000
1d-5

skipm !do Multiwell (MW) simulation? O if yes, 1 if no
TcO !start time of solute injection (can be O), MW [T]
TcE !elapsed time from t=O to end of solute inj., MW [T]
Timein !elapsed time from t=O to end of chaser inj., MW [T]
Qin !injection rate, MW [LA3/T]
Qo.t !pumping rate, MW [LA3/T]
alphLm !Iongitudinal dispersivity, MW [L]
rmax !edge of grid for injection, MW [L]
Ro !distance from injection to pumping welk., MW [L]
rOi !well radius (injection, MW) [L]
MWtime !use (tjC) input file (se-O) or generate times (set=l ), MW
MWZ !if MWtime=l: constant time (=0) or -constant In(time) (=1) increment, MW
MWpumpt!if MWtime=l: elapsed time from Timein to end of pumping [TJ, MW
TNM !number of time vs concentration data points, MW

skips !do Single Well (S WIW) simulation? O if yes, 1 if no
TCOS !start time for solute inj. (can be O), SWIW [T]
TCES !elapsed time from PO to end of solute inj., SWIW [T]
Timeins!elapsed time fkom t=O to end of chaser inj., SWIW [T]
Trest !pause length (elapsed time from Timeins to start of pumping), SWIW [T]
Qins !injection rate, SWIW [LA3/T]
Qouts !pumping rate, SWIW [L’31T]
alphLs !longitudinal dispersivity, SWIW [L]
rmaxs !edge of grid for injection and withdrawal, SWIW [L]
SWtime !use (t,C) input file (set=O) or generate times (set=l ), SWIW
SWZ !if SWtime=l: constant time (=0) or -constant In(time) (=1 ) increment, SWIW
SWpumpt!if SWtime=l: elapsed time from (Timeins+Trest) to end of pumping, SWIW [T]
TNS !number of time vs concentration data points, SW

rOp !well radius (pumping for MW; injectiortkvithdrawal for SWIW) [L]
bl !saturated thickness at injection well [L]
b2 !satnrated thcktsess at pumping well [L]
Cin !injection concentration [MILA3; if Cin=l, cone.’s are effectively normalized and dimensionless]
poros !advective porosity [-]
pmat !diffirsive porosity
mus !prescribed (forward) or initial guess (parameter estimation) mus [ln( 1/l_’)]
sig !prescribed (forward) or initial guess (parameter estimation) sig
Rf !mobile zone retardation [-]
ptot !maximum permitted total porosity (inversion parameter) [-]
Daq !aqueous diffusion coefficient of solute [LAff]
tort !diffisive tottuosity [-]

iest !O=parameter estimation; 1=forward model only

idef !O=Default distribution, 1 = User-defined distribution
disc !
kmax !See manual for last 3 parameters; control permissible numerical error, etc.
relerr !
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Appendix A4: Parameter Input Files for Verification
Problem 4

I’t input parameter file for Verification Problem 4, QA4A.prnz
1
0.0000dO
0.3000d0
0.5083d0
0.6588d0
0.9720d0
0.4592136D+O0
4.3d0
11.OdO
0.0602d0
1
1
5
50

0
0.0000dO
2.266667d0
6.550d0
17.662d0
0.4392d0
0.7992d0
0.55342D-01
8.OdO
1
0
500
300

0,1219d0
4.400d0
4.400d0
1.dO
O.16342D-02
O.16D+O0
-7.6887DO0
3.5654D+O0
1.0000D+OO
0.35d0
2.628d-6
0.11

1
0
.OdO
1000
I d-5

skipm !do MuItiwell (MW) simulation? O if yes, 1 if no
TcO !start time of solute injection (can be O), MW [T]
TcE !elapsed time from t=O to end of solute inj., MW [T]
Timein !elapsed time from *O to end of chaser inj., MW [T]
Qin !injection rate, MW [L’’3/T]
Qout !pumping rate, MW [LA3/T]
alphLm !longitudinal dispersivity, MW [L]
rmax !edge of grid for injection, MW [L]
Ro !distance from injection to pumping wells, MW [L]
roi !well radius (injection, MW) [L]
MWtime !use (t,C) input file (set=O) or generate times (set= l), MW

MWZ !if MWtime=l:constanttime (=0)or -constant In(time) (=1) increment, MW
MWpumpt!if MWtime=l: elapsed time from Tlmein to end of pumping [T], MW
TNM !number of time vs concentration data points, MW

skips !do Single Well (SWIW) simulation? O if yes, 1 if no
TCOS !start time for solute inj. (can be O), SWIW [T]
TCES !elapsed time from t=O to end of solute inj., SWIW [T]
Timeins!elapsed time from t=O to end of chaser inj., SWIW [T]
Trest !pause length (elapsed time from Timeins to start of pumping), SWIW [T]
Qins !injection rate, SWIW [L”3iT]
Qouts !pumping rate, SWIW [LA3~
alphLs !Iongitudinal dispasivi~, SWIW [L]
rrnaxs !edge of grid for injection and withdrawal, SWIW [L]
SWtime !use (t,C) input file (set=O) or generate times (set=l ), SWIW
SWZ !if SWtime=l: constant time (=0) or -constant In(time) (=1 ) increment, SWIW
SWpumpt!if SWtime=l: elapsed time from (Timeins+Trest) to end of pumping, SWIW [Tl
TNS !number of time vs concentration data points, SW

rop !well radius (pumping for MW; injectiotiwithdrawal for SWIW) [L]
bl !saturated thickness at injection well [L]
b2 !saturated thickness at pumping well [L]
Cin !injection concentration [IWLA3; if Cin=l, cone.’s are effectively normalized and dimensionless]
poros !advective porosity [-]
pmat !diffusive porosity
mus !prescribed (forward) or initial guess @arameter estimation) mus [ln(l /T)]
sig !prescribcd (forward) or initial guess (parameter estimation) sig
Rf !mobile zone retardation [-]

ptot !maximum permitted total porosity (inversion parameter) [-]
Daq !aqueous diffusion coefficient of solute [LA/T]
tort !diffusive tortuosity [-]

iest !O=parameter estimatio~ 1=forward model on]y
idef !O=Default distribution; 1 = User-defined distribution
disc !
kmax !See manual for last 3 parameters; control permissible numerical error, etc.
relerr !
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2nd input file for Verification Problem 4, QA4B.dst
0.19714D-09
0.45 124D-09
O.10329D-08
0.23642D-OS
0.541 14D-OS
0.12386D-07
0.28352D-07
0.64896D-07
0.14854D-06
0.34000D-06
0.77825D-06
0.17814D-05
0.40774D-05
0,93329D-05
0.2 1362D-04
0.48897D-04
0.11 192D-03
0.25618D-03
0.58639D-03
O.13422D-02
0.30722D-02
0.70322D-02
0.16096D-01
0.36843D-01
0.84332D-01
O.19303D+O0
0.441 83D+O0
O.1O1I3D+O1
0.23149D+01
0.52986D+OI
0.12128D+02
0.27760D+02
0.63542D+02
0.14544D+03
0.33291D+03

0.85961D-03
0.15047D-02
0.38137D-02
0.9 1623D-02
0.20866D-01
0.45050D-01
0.92209D-01
0. 17894D+O0
0.32927D+O0
0.57454D+O0
0.95076D+O0
0.1 4923D+OI
0.22222D+01
0.31398D+01
0.421 04D+01
0.53603D+OI
0.64812D+OI
0.7445 8D+01
0.81323D+OI
0.84498D+01
0.83598D+OI
0.78835D+OI
0.70958D+01
O.61O6OD+O1
0.50336D+01
0.39851D+OI
0.30393D+01
0.22409D+01
0.16039D+01
0.1 1196D+01
0.76594D+O0
0.5 1604D+O0
0.34391D+O0
0.22754D+O0
0.445 13D+O0
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.

3rd input parameter file for Validation Problem 4, QA4B.prm
1
0.0000dO
0.3000d0
0.5083d0
0.6588d0
0.9720d0
0.4592 136D+O0
4.3d0
11 .Ocio
0.0602d0
1
1
5
50

0
0.0000dO
2.266667d0
6.550d0
17.662d0
0.4392d0
0.7992d0
0.55342D-01
8.OdO
1
0
500
300

0.1219d0
4.400d0
4.400d0
1.dO
O.16342D-02
O.16D+O0
-7.6887DO0
3.5654D+O0
1.0000D+OO
0.35d0
2.628d-6
0.11

1
1
.OdO
1000
1.d-5

skipm !do Multi well (M W) simulation? O if yes, 1 if no
TcO !start time of solute injection (can be O), MW [T]
TcE !elapsed time from t=O to end of solute inj., MW [T]
Timein !elapsed time from t=O to end of chaser inj., MW [T]
Qin !injechon rate, MW [LA3/T]
Qo.t !pumping rate, MW [LA3iT]
alphLm !longitudinal dispersivity, MW [L]
rmax !edge of grid for injection, MW [L]
Ro !distance from injection to pumping wells, MW [L]
rOi !well radius (injection, MW) [L]
MWtime !use (t,C) input file (set=O) or generate times (set=]), MW
M Wz !if MWtime=l: constant time (=0) or -constant ln(time) (=1 ) increment, MW
MWpumpt!if MWtime=l: elapsed time from Timein to end of pumping [T], MW
TNM !number of time vs concentration data points, MW

skips !do Single Well (S WIW) simulation? O if yes, 1 if no
TCOS !start time for solute inj. (can be O), SWIW [T]
TCES !elapsed time from t=O to end of solute inj., SWIW ~]
Timeins!e(apsed time from t=O to end of chaser inj., SWIW [Tl
Trest !pause length (elapsed time from Timeins to start of pumping), SWIW [T]
Qms !injection rate, SWIW [L”3/T]
Qouts !pumping rate, SWIW [LA3~
alphLs !Iongitudinal dispersivity, SWIW [L]
rmaxs !edge of grid for injection and withdrawal, SWIW [1.]
SWtime !use (t,C) input tile (set=O) or generate times (set= l), SWIW
SWz !if SWtime=l: constant time (=0) or -constant In(time) (=1) increment, SWIW
SWpumpt!if SWtime=l: elapsed time from (Timeins+Trest) to end of pumping, SWIW [T]
TNS !number of time vs concentration data points, SW

rop !well radius (pumping for MW; injection/withdrawal for SWIW) [L]
b 1 !saturated thickness at injection well [L]
b2 !saturated thickness at pumping well [L]
Cin !injmtion concentmtion [M/LA3; if Cin=l, cone.’s are effectively normalized and dimensionless]

poros !advective porosi~ [-]
pmat !diffusive porosity
mus !prescribed (forward) or initial guess (parameter estimation) mus [ln( 1/T)]
sig !prescribed (forward) or initial guess (parameter estimation) sig
Rf !mobile zone retardation [-]
ptot !maximum permitted total porosity (inversion parameter) [-]
Daq !aqueous diffirsion coefficient of solute [LA~
tort !diftlsive tortuosity [-]

iest !O=parameter estimation; 1=forward mod~l only
idef !@Default distribution; 1 = User-defined distribution
disc !
krnax !See manual for last 3 parameter> control permissible numerical error. etc.
relerr !
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