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This is a report of thcrcsnlts of our Work supportd hy DOEc ontract
~13E-FG03-971M{.2 XU5, 7/15/97-7/14/99. W{: proposed to study three nu-
merical problems. They arc 1) theextwsion of the .PMMX” parallel pro-
gram~r]il~g library,2) tll{~(lcvelopme~lt ofalgorithn~s ay](lsoftwareforcr:rtail]
gerwralixccl eigenvi.d,uc ,aml singular V;LIIM(SVD] probkms, and 3) the appli-
cat km {J techniques of linear algebra [lo an information retrieval technique
known SWlatent semantic indexing (T.SI).

The iirs~ problem is PMIWC-a library for managing task parallel comput-
ations on {lis[ributecl-rrl(:[~~fjry computers. ‘Ike goal of PMESC is to mako
it easy fur users 10 write dfk:icnt aud portable codes for thmc complex prob-
lems 011thcm complex machines. Developrncnt of the first version of PMESCI
is complctc (as a thesis qllillity project [3].) My collaborator Silvia Cri,velli
is using it and the concepts behind it for problems in computational chem-
istry nuder sLudy at T.awrcncc Berkeley National Ltdxwwiory, where she holds
a postdoctoral research appoinLmmt. llwing the period uf the 1997 DOE
award, the+ followinc paper AhOILtPMESC was accepted for PIIMication:

S. (.3ivelli and W{.. Jessup, The PiMES~ F’royrmnrning Libraaqjjw
DisiTi6uLed-Mcrtt~)~qA4f”ML)COIIT@CT-S, J. I%ra.llel aud Distributed (JmqJuL-
ing, 57, 295-321 (1999).

OXM other result or this work is a new algorithm for parallal tcrmina-

tiou detection that underlies one [J1’Iihe library rcmtiues. In orclcr to be a
useful computatiouai tool, tho tcrmiuation cbtcctiou routine must opcraLe
coucu~rently with the main cwmpntalion, adding minimal overhwd, and it
mwt pl-omptly and correctly clctcct, termination wh{!u it occurs [7]. In this

paper, we prasent u II(1Walgorithm for detecting the termination of a paral-
lcI computation on di~tributcd-memory MIMD computers that satisfies all of
those cri~cria. Chr algorilhm adapts to systcm lmwls, imposes little overhm.d,
ancl does not Apcncl on my i~sun~ptions about t,lic physical intcrrmnnection
topology of ttm processors or the specifics of the distributed mmpu(,ation. It
is eaaim LOimplement ;LIN1requires only halt as maN y ttrm Lraverses as dots
the most efficient alternative.

We lmsw snbmillcd a paper about our a.lgorithxn Lo Injomnation Process-
ing Ikttms.
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The s{~[;IJ1~cl~}roblelr~c {}rl{:c~’ns&ues in tl~caccurate coxrl~]llt;ation oftlle
SVD and its variants. A blanket result from these papers is ~hat a single,
unified approach can be appliccl to such problems. DOE-mpporhxi postdoc
Zlatko Drmafi and I are prcscnt]y completing a software tcrnplate for highly
a(xurixk lligh-.petiurr~i;~!lco solution of generalized eigwwalue and singular
value problems, Supporting work cwmplctml to date includes the following
papers:

1. Z. Drmat and E. It. JMsup, On UCCWUI,Cyenewlized singular value com-
puiution in ,j?oatiny-puird ur-ilhmetk, SL4M J. Matrix Anal. Appl., to
?LP]x%U.

2. Z. l)srna~, Accumtc crxnpuhtion of th: product indwcd .M,qular value
dccmnposition with. applications, SIAM ,J. Numer. Anal., to appear.

3. Z. Drmat, iVcw wwate akjor-ithms for $ingulw UUIIL(:decomposition o{
matrix t~ipkt.~, HAM J, Matrix Anal. Appl,, to a.ppww.

4. Z. Drrnad ancl H.R., ,Jcssup, On .%iLMe &neralizcd 3irquhM Value Com-
TJuhtbcm , in the I%meedings of tbc k? HousehoMor ‘Meeting on Nu-
mcrica,l Algebra XIU, 1996, 4 pages.

The third prohkin is an ~x~hi].thi of the mat Mmml,ics underlying the
method of LSI. 1.S1 is a variant of thr? vector qxu;(: T/Lfdd [6, 2] of IR in
which each document is encoded as a vector, where each vector component

rdlccl,s the importance of a partirxdar term in representing the semantim of
t lmtj document, ‘1’}J(3vectors for aJl documents in a database are stored as
the colnmns of & single matrti. In 1,S1, the SVD is used to reduce the rank

of that matrix. We IN’OIJOSCXIto exwnim! a set of algorithmic and softwdr(!
cor)crwns pertaining to the use of LSI in practice, Our study Of LSI, however,
took lL$ i!] an unexpcc[,cri direction. Wc i,ried LObegin our work with i~
tutorial paper on 1S, (lcsigned for usc in the classroom, but we found that
flu: equations uncklying LSI M clefimxi in [1, 4] had no rcascmable geometric
interpretation. They hacl been designed for the wpress purpose of allowing
direct comparison between the documents and the terms used to dmcribe
than, dcspile the fact that terms and documcrdx are typically represented
by vectors of different, dimcnsicm. Thi~trealization led uti to develop a new
rrm~hod of TR that applies the vector space model dircctly to a low-muk
approximation of the databaw matrix The operations performed iu Lhis
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version of the vector spare model ;}(lmit W) omicr ~cometric inteqxetati(m
than do those underlying LSI. That mctho(l is dcscribcd in the following
paper:

M. 13crry, Z, DrmaC, and E.R,, .JewIIp, U.+ngLinear Algebm for Injcwno-
liim h?dricw.d, SIAM Fh?vi(+w,41, 335-362 (1.999).

We are presently beginning a study of how the method performs in praeticc.
A Ph.D. thesis on peripheral issues in LSI was completed by gm.d student

Laura Ma.ther [5]. She was a full time employee of the National %curii,y
Agency while still a s~uderd,, ad iAe ~opic of her thesis waa det.crmincd by
the NSA. Because her research evolved from a mathematical topic to mm in
information retrieval, Laura’s advisors during the last year of hcr thesis work
were Jim Martin of the Univmsily of Colorado aIld ,Joo Morgau [If the NSA.
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