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Abstract

Interferometric synthetic aperture radar (IFSAR) extends the
two-dimensional imaging capability of traditional synthetic
aperture radar to three-dimensions by using an aperture in the
elevation plane to estimate the 3-D structure of the target.
The operation of this additional aperture can be viewed from
a null-steering point of view, rather than the traditional phase
determination point of view. Knowing that IFSAR can be
viewed fi-om the null-steering perspective allows us to take
advantage of the mathematical foundation developed for null-
steering arrays. In addition, in some problems of interest in
IFSAR the null-steering perspective provides better intuition
and suggests alternative solutions. One example is the
problem of estimating building height where layover is
present.

Introduction

IFSAR has become an important technology in providing
digital elevation models (DEMs). In this paper we examine
IFSAR as a beamforming array. In particular, we consider
the relationship between IFSAR and null-steering.

Assume an antenna array that is to be used to fmd the
direction of a single target. One way that this target can be
located is to electronically scan the antenna beam searching
for the direction in which the return is maximum. The beam
is steered by applying a linear phase across an antenna array
of equally spaced elements. In general, the adjustment of the
phases from element to element across the antenna array
causes the steering of the beam. We observe that this is
related to the IFSAR process. Essentially in IFSA~ we fmd
the phase difference in a two-element antenna array that will
provide the maximum return signal. In other words, IFSAR
attempts to optimally steer the sum beam of a two-element
antenna in the direction of a single target by finding the
steering phase to apply to the array to maximize the return.
The array in IFSAR typically consists of two phase centers in
the elevation plane. As opposed to typical arrays, in IFSAR

the spacing of the phase centers are much greater than half of
a wavelength.

The antenna array could be used to steer a null at the target
rather than pointing the mainlobe at the target. In this case,
the direction of the target is chosen such that the return is
minimized rather than maximized, as previously described.
This null-steering can be thought of as rejecting an unwanted
signal such as a jammer, or it can be thought of as a “high-
resolution” direction-of-arrival method [1].

Null-Steering and IFSAR

From the IFSAR perspective the single target, or “jammers”
if you will, are the clutter cells covered by each range-
Doppler cell. So in IFSAR we wish to steer an independent
null for each of the range-Doppler cells. The phase is chosen
in such a manner as to attempt to minimize the return energy
on the average.

IFSAR can be shown to be a kind of “phase-only”
null-steering [2]. The derivation of the phase-only nuH-
steering presented here follows from [3], [4]. It is also highly
related to the derivation in [5]. In null-steering, it is desirable
to maximize the ratio of power of the desired output signal to
unwanted clutter and noise. This result is achieved by
maximizing the normalized improvement factor:

IF=
wHR~w

WHRCw
(1)

where:

IF -is the normalized improvement factor
w - is the weighting fiction to accomplish the

improvement

R$ -is the normalized signal covariance matrix

Rc -is the normalized clutter plus noise

covariance matrix
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[13, 14] and others [15, 16, 17]. In these models, researchers extended the two and three
particle systems to idealized repeating unit cell models where each cell consists of a grain
and the porosity around it. This allowed getting more detailed information about the
shapes of grains and pores during both the intermediate sintering stage where the solid and
porous phase are interconnected and the final sintering stage where pores become isolated.
In the last 10 years, numerical simulations of sintering have been used by many to study
sintering. Molecular dynamics simulations used to study the sintering of nano-particles
[18, 19] showed that additional mechanisms such as particle rotation maybe active in nano-
systems. Continuum mechanics modeling of sintering of two [20], three [21] and a row
[22] of particles have given very accurate particle shapes evolution. Application of
continuum thermodynamic principles by finite difference method to simulate sintering of
two particles [23], a row and close-packed particle [12], and unit cells of different packing
[13] have also given more accurate data about the shrinkage kinetics during sintering. A
cellular model [24] was also used to study sintering by surface diffusion in a many particle
system and an MC model [25] was used to simulate final-stage sintering of many grains.
In addition some of these idealized geometric simulations [12,13,14] have been used to
obtain the sintering stress necessary for modeling sintering at the continuum level.

All of these numerical simulations have provided insight into the sintering problem
and have provided more accurate results for densification and other important parameters.
However, with the exception of two [24,25], they are still far from being a true mesoscale
simulation of sintering as only a few sintering particles are considered. The two mesoscale
simulations are limited to viscous phase sintering [24] in amorphous materials and to final
stage sintering in crystalline materials [25]. In this paper, we show that a kinetic, Monte
Carlo model can be used to simulate sintering at the mesoscale consisting of hundreds of
particles. These mesoscale simulations can be used to obtain much of the same
information that have been obtained from most of the analytical and numerical models
referenced above. However, with proper use of this KMC simulation, very few
assumptions about the geometry of the particles and their evolution have to be made. Thus,
more general thermodynamic (sintering stress and bulk modulus) and kinetic data
(densification rate, etc.) for sintering can be obtained from the KMC simulation.

1.2 Review of Monte Carlo models. KMC models have been used extensively to
simulate problems of microstructural evolution in materials. The first KMC models were
used to simulate normal grain growth in single-phase materials [26,27]. It has been shown
[28] that very good representation of grain structure, topology and kinetic data could be
obtained from KMC simulations. Since then, KMC models have been used to study many
other types of microstructural evolution including abnormal grain growth, recrystallization
[29], phase transformations, Ostwald ripening [30], pore migration [31] and final-stage
sintering [25] The earliest attempt to simulate sintering using KMC models was limited to
final stage sintering and implemented densification by expanding the area of the simulation
as densification proceeded. The criterion for densification was to reduce porosity in
proportion to the mean distance between pores in the simulation. A more fundamental

method for implementing the densification by annihilation of vacancies for all stages of
sintering is presented in this paper. Furthermore, the vacancy creation in this simulation is
integrated more closely with other microstructural evolution processes in this simulation
presented here.

While KMC models are fundamentally stochastic, the results of the studies cited
above are very stable and have been found to always converge to the same topological and
kinetic solutions [32]. The reason for this stability and predictability is that while any
given event is stochastic, when these events are integrated over space (integrated over
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microstructural features such as interfaces and area of different phases) and over time (the
movement of interfaces in response to the local microstructural features) they converge to
the continuum thermodynamic and kinetic results. The advantage of the KMC models is
that they simulate the evolution
microstructure without making the
assume in order to obtain solutions.

2. Model Description
A KMC model was used

of individual features
mean field assumptions

in response to the local
that analytical model must

to simulate 2D microstructural evolution during
isothermal sintering. The model presented here is limited to consideration of the following
processes:

1.

2.

3.
In

Grain growth by short range diffusion of atoms from one side of the
grain boundary to the other;
Long range diffusion of material to pores by grain boundary diffusion
and surface diffusion;
Vacancy annihilation at grain boundaries.

the model, an ensemble of grain sites and pore sites is allowed to populate a
square lattice. The grain sites can assume one of Q distinct, degenerate states, where the
individual state is designated by the symbol q and the total number of states in the system
is Q, q~rai~= [1, 2,... Q]. The pore sites can assume only m state,q,,,,.=-1. contiguous
grain sites of the same state q form a grain and contiguous pore sites form a pore. Grain
boundaries exist between neighboring grain sites of different states, q, and pore-grain
interfaces exist between neighboring pore and grain sites. The equation of state for these
simulations is the sum of all the neighbor interaction energies in the system given by

E=~~,~,(l-8(qi9qj)) eq. 1
A i=~ j=l

where N is the total number of sites, 6 is the Kronecker delta with ~qi = qj) = 1 and d(qi
#qj) = 0, qi is the state of the grain or pore at site i and qj is the state of the nearest
neighbor at site j. Thus, the only energy considered in the simulation is the interracial
energy and all unlike neighbors contribute one arbitrary unit of energy to the system. As
pore sites can assume only one state, qPO,.= -1, there are no pore boundaries and all pores
sites coalesce. In contrast, grain sites can assume many different states making grain
boundaries possible. This yields a two-component, two-phase system with uniform,
isotropic interracial energies between grains and between grains and pores.

Grain growth is simulated using the method developed in previous works
[26,27,28,29]. First a grain site is chosen at random from the simulation space. Then a
new state q is chosen at random from the Q possible states in the system. The grain site is
temporarily assigned the new state and the change in energy is evaluated using eq. 1. Next
the standard Metropolis algorithm is used
Boltzmann statistics. A random number, R,
probability, P, is calculated using

P=
[)–AE

exp —
kBT for

1 for

to perform the grain growth step based on
between O and 1 is generated. The transition

AE>o
eq. 2
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where kB is the Boltzmann constant and T is temperature. If the R S 1’, then the grain
growth step is accepted, if not, the original state is restored. The simulation temperature
used for grain growth was kBT = O, which has been shown to simulate grain growth well
[28].

Pore migration is simulated using conserved dynamics [25], so that the total number
of pore sites and grain sites is the same after a pore migration step. A pore site is chosen
and next a neighboring grain site is chosen. The two sites are temporarily exchanged with
the grain site assuming a new state q where q results in the minimum energy. This
minimum-energy, pore-grain exchange simulates pore migration by surface diffusion [33].
The change in energy for this exchange is calculated using eq. 1 and again the standard
Metropolis algorithm is used to perform the pore migration step using eq. 2 to determine
the transition probability. The simulation temperature used for the pore migration step was
kBT = 0.7. This higher temperature was necessary to simulate pore migration and is
discussed in another work [34].

Densification [35] in crystalline solids occurs by vacancy annihilation at the grain
boundaries. This process may be visualized as described by DeHoff [11] as vacancies
being painted on the grain boundary, then an entire monolayer of the vacancies being
annihilated with the center of mass of the adjacent grains moving towards that grain
boundary. The rate limiting step is for vacancies to diffuse to and cover the entire grain
boundary. In the MC model is a vacancy is defined as a single, isolated pore site that is not
connected to any other pore sites. The algorithm used for pore annihilation is the
following. A pore site is chosen. If it happens to be a vacancy, an isolated pore site, on a
grain boundary, it is annihilated. The frequency of the annihilation attempts is adjusted to
simulate the diffusion of vacancies to the entire grain boundary. Annihilation is simulated
as follows. A straight line is drawn from the isolated pore site through the center of mass
of the adjacent grain to the outside boundary of the sintering compact. Next, the isolated
pore site and the outside grain site are exchanged with the grain site assuming the q state of
the adjacent grain. This algorithm conserves mass globally, moves the center of mass of
the adjacent grain towards the annihilation site, and annihilates a vacancy. This algorithm
to simulate densification does have the artifact of moving mass from the outside boundary
of the simulation to the interior. However, this artifact was found to have a negligible
effect on simulation results and is discussed in another paper [36].

Time in the KMC model is measured in units of Monte Carlo step; lMCS
corresponds to N attempted changes where N is the total number of sites in the system.
MC time is linearly proportional to real time. The proportionality constant of a given
material can be found by comparing simulation microstructural evolution to that of the
material.

4. Results

3.1 Microstructural Evolution. The algorithm described above was applied to a 2D
microstructure consisting of 30% initial porosity with simulation size of 500 x 500. The
starting microstructure had grains of size dg = 10.6 and pores of size dP = 11.1, where d is
the diameter of a circle of equivalent area. The initial ratio of grain growth to pore

‘ migration to pore annihilation attempts is 10:10:1. Then the ratio changes to 10: 10:n,
where n is chosen to ensure the simulation of vacancy annihilation in proportion to
diffusion along the length of the grain boundary. Thus, curvature driven grain growth,
mass transport by grain boundary diffusion, and pore annihilation at the grain boundaries is
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simulated simultaneously. The result of such simulations, microstructure at various stages
during KMC simulation of sintering, are shown in figure 1.

Figure 1. Microstructure of a sintenng compact at times = O, 2,000 and 10,000 and 30,000 MCS.
Grains are the white features separated by black grain boundaries. Pores are drawn in grey.

The microstructure show that initially grains are very fine and many pores are
interconnected, spanning several grains. As the simulation continues, grains grow, the
number of pores decreases, pores become increasingly isolated and densification occurs as
pores shrink and disappear. The final microstructure at time t = 100,000 MCS, shows an
almost fully-dense microstructure with grains that are 2 orders of magnitude larger in area
than the starting microstructure. These characteristics can be quantified as a fimction of
time and are presented in figures 2 and 3. Figure 2 is a plot of density as a function of
simulation time. Rapid densification occurs early in the simulation when both grains and
pores are small and have highly curved surfaces. Rapid densification at early times is
observed in the overwhelming majority of materials. Figure 3 is a plot of grain size and
pore size as a function of time. Grains grew during the entire simulation. This was
anticipated and is observed in most experimental systems. Pore size remained almost
constant as densification progressed suggesting that pore grew by coalescence as
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curves overall porosity decreased by annihilation. The microstructure shown in figure 1
are produced from a simulation of size 100 x 100. However, the data shown in figures 2
and 3 are from a simulation of size 500 x 500. The smaller simulation is shown in figure 1,
so that the microstructural features may be seen more clearly.
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Figure 3. Grain growth and pore growth

The advantage of this MC simulation is that images of
generated as a function of time during sintering. These

simulated microstructure can be used to calculate the interracial free energy for that
microstructure. As a series of microstructure are generated as a function of time, the
interracial free energy as a function of any time dependent variable can also be determine.
This information can be used to calculate the sintering pressure and bulk and shear module
for continuum scale sintering models. This is a unique ability of this microstructural
evolution simulations and to the authors’ knowledge has not been done before.

The definition of sintering stress has been reviewed in the previous companion
paper [1]. The continuum mechanics definition [37] is

PL.~
ati,

eq. 3

where F is interracial free energy and can be obtained by simply measuring the pore

surface length of the 2D microstructure shown in figure 1. ~ is the area of the 2D
sintering body and is inversely proportional to the density, I/p.This, too, is easily obtained
from the simulations shown in figure 1. Numerically differentiating the pore surface free

energy F with respect to l/p gives the sintering stress, which is plotted in figure 4 for the
microstructural evolution shown in figure 1. The sintering stress shows a slight increase
with increasing density.

Using regression analysis, an analytical approximation of the numerical data is
obtained. The analytical approximation used for the normalized effective sintering stress

~~ is of the form:

~~ =a(l–@)b . eq. 4

PThe porosity O is defined as 1–,— where ~ is density and ~~ is theoretical densities,
~T ‘

respectively. The unknown parameters a and b are determined based on the minimum
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square deviations approach. Finally, the following analytical expression for the effective
sintering stress is derived:

FL= 1.7(1 - 0)””’6 eq. 5
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Figure. 4 Comparison of different models for the effective
sintering stress

Both numerical and approximate analytical results are plotted in figure 4 and compared to
the known expression of Skorohod [38]:

FL =(1–6)2 eq. 6

One can see that like the mesoscale simulations, the values of the effective sintering
stress are significantly higher. The difference between two models becomes smaller with
higher relative density. This is attributed to the different dimensionality of the two models:
the mesoscale simulations are in 2D, whereas, Skorohod’s model is based on 3-D
(stochastic) analysis.

3.3 Effective normalized bulk modulus. Continuum model of free sintering for a
linear-viscous material (see equation 5 of the companion paper [1]), states the first
invariants of the stress p and of strain rate e tensors are rela~ed as:

PL = –2?701/e eq. 7

where qO is the shear viscosity of the fully-dense substance.; PL = Ph ~~, where Ph is

3(?!
the local sintering stress. In accordance with the Skorohod’s model [38], Pti = —

r. ‘
where a is the surface tension, rO is the average particle radius. i/is the normalized bulk

viscosity modulus, which depends on porosity d, i is the first invariant of the strain rate

tensor, i.e. sum of tensor diagonal components: & = &ll + &zz + &33. The condition of

continuity can be written as:

e.
I–e=e

eq. 8
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PThe porosity @ is defined as 1– —, where ~ / ~~ is relative density. Physically, d
n

~T

represents the volume change rate of a porous body.

determine the effective normalized bulk modulus ~

-PJ1-0)
v=

2?7.$
or

From the equations 7 and 8, one can

eq. 9

–F-(1-6)
v=

2d6/dz

where r is the specific time of sintering and is related to real time t as:

*P
T=p-dt

o 70

Thus, if the effective sintering stress and the
can be determined.

In addition to the effective sintering
simulations enabled the determination of the

eq. 10

sintering kinetics are known, the modulus y

stress, presented in figure 4, the mesoscale
sintering kinetics (see figure 2). In order to

use the mesoscale kinetic information, the KMC simulation time must be related to the one
used in the continuum kinetics relationship eq. 9. Time in the KMC simulations is given in
unit of Monte Carlo steps, MCS, the number of spin change attempts. As a first
approximation, we adjust these two time scales, to calculate the specific time of sintering to
match that of the Skorohod model (see’ eq. 7 above and eq. 15 below), to achieve the same
final relative density corresponding to the mesoscale simulations data shown in Fig.2. As a
result of equations 7 and 15 below,

4/3

()

0.
f.in ~

e

eq. 11

where ei is the initial porosity.
This specific time of sintering should be associated with the final number of

attempts Af in conformity to the time scale in Monte-Carlo simulations:
T -Af eq. 12

Then, the data in figure 2 can be replotted as a function of specific time of sintering and
used to find the specific time derivative of the relative density in eq. 9. As a result, the
effective normalized bulk modulus is determined numerically and plotted as a function of
porosity in Fig. 5.

Using regression analysis, a relation of the form given by equation 13 is used to fit
the numerical data.

2(1 – (3)’y=–
3 ed

eq. 13

The unknown parameters c and d are determined based on the minimum square deviations
approach. Finally, the following analytical expression for the effective normalized bulk
modulus is derived:

2(1 – O)’”a~=–
3 (31.12

eq. 14
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Both numerical and approximate analytical results are plotted in Fig. 5 and compared to the
known expression of Skorohod [38]:

2(1-693

‘=5 0
eq. 15

One can see that, in accord with the mesoscale simulations, the values of the
effective normalized bulk modulus are lower. The difference between two models becomes
smaller with higher relative density. Similar to the deviations in the effective sintering
stress, this should be attributed to the different dimensionality of the two models: the
mesoscale simulations assume a 2-D unit cell, and Skorohod model is based on 3-D
(stochastic) analysis.
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1
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Fig. 5 Dependence of the normalized effective bulk modulus on porosity

Using the determined analytical expressions eq. 5and eq. 15 for the effective
sintering stress and the effective normalized bulk modulus, and solving eq. 7, one can
determine the sintering kinetics (the time dependence of relative density or porosity).

4. Discussion
The simulation of rnicrostructural evolution on the mesoscale is important and

interesting for understanding many aspects of sintering. It is useful to study the effect of
particle size and shape, the transport mechanisms, interracial energies and others properties
on sintering and the resulting microstructure. However, as shown in this work, the utility
of mesoscale simulations for sintering goes beyond this. Mesoscale simulations can be
used to generate the materials parameters necessary for accurate simulation of sintering of
the macroscopic, continuum scale to predict dimensional changes in a sintering body.
Furthermore, control of these materials parameters (sintering stress, bulk modulus, etc)
during sintering may be possible by manipulation of microstructural evolution. This
possibility makes a combination of these mesoscale and continuum models a powerful set
of tools for use in predicting and controlling dimensional changes during sintering.

The model and results presented here are all for sintering in two dimensions, while
real materials are three dimensional. While results of many problems of microstructural
evolution in 2D are readily extendable to 3D, sintering of porous single materials is
probably not. In the 2D simulations presented here, the porosity is isolated and not
percolating even at 30% as seen in figure 1. This is not the case in 3D, where porosity is
continuous and interconnected for porosity greater than -890 depending on the specifics of
that system [7, 14, 16]. Below -870 porosity, the pore become isolated. These topological
differences in 2D and 3D are expected to give some fundamental difference in
microstmctural evolution for the two cases. Future research will address the MC
simulation of sintering in 3D.
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5. Conclusions
In addition to studying microstmctural evolution during sintering, kinetic Monte

Carlo simulations can be used to generate material parameters, such as sintering stress and
bulk modulus necessary for accurate simulation of shrinkage and deformation of
macroscopic sintering parts.
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