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The goal of the Castle project was to provide a parallel programming environment
that enables the construction of high performance applications that run portably
across many platforms, Our approach was to design and implement a multilayered
architecture? with higher levels bukling on lower ones to ens&’.portability, but with
care taken not,@ introduce abstr~ctions that sacrifice performance. Onr layers include
the foll~wing (listed from bottom to top, with highlights):

1,

2.

3.

4.

5.

,.

Interp~ocessor communications. Thi? includes work on Active Mess~ges and
MPL The woik on Active Messages was pad of the b~is Ofthenew idustv

communi@ion standard VIA, a,dopted by InteI and other computer companiei,

System support. This includes threads, scheduling, load balancing, and 1/0 Eup-
port. This work led to the world’s record disk-to-dislc sort in 1997
(now. cs ,berkeley. edu/No@ort/index .lrtm3).

Libraries. This includes work on $xLAPACK, SuperLU, Multipol, PJ-HPAC,
and studies of the impact of heterogeneous computing, ScaLAPACK hits been
-widely adopted by many computer companies as part of their standard parallel
library, and is part of the ASCI Red standard system build,

Languages, ThiF includes Spiit-CJ, pSatlm.r ~d Titanium,

Applications, This include~ a large number of sfxdies, including climate mod-
eling, circuit simulation, phylogeny tree computation, cell simulation, semicon-
ductor modeling, computational fluid dynamics, connected components, sorting,
connectionist networks, computing Grobner bawm, and web searching,

The symmetric eigensolver in ScaLAPACK was incorporated in a material sci-
ence code at SW, which was runner up in the 1998 Gordon Bell Competition
at Supercomputing,

The distributed memory version of the SuperLU sparse direct linear system
solver was u~ed to solve an open problem in quantum chemistry at FJERSC,
rewlt ing in the cover of the 24 Dec 1999 issue of Science.
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DISCLAIMER

This repofl was. prepared as an account of work sponsored
byanagency of the United States Government. Neither the
United States Government nor any agency thereof, nor any
of their employees, make any warranty, express or implied,
or assumes any legal liability or responsibility for the
accuracy, completeness, or usefulness of any information,
apparatus, product, or process disclosed, or represents that
its use would not infringe privateiy owned rights. Reference
herein to any specific commercial product, process, or
service by trade name, trademark, manufacturer, or
otherwise does not necessarily constitute or imply its
endorsement, recommendation, or favoring by the United
States Government or any agency thereof. The views and
opinions of authors expressed herein do not necessarily
state or refiect those of the United States Government or
any agency thereof.
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The web searching application, initiaIly implementtid on the NOW using Active
Mwwt.ges, was made into a commercial product called Inktomi whick was worth
over $lB after going public in 1998.

In addition, we made the following contributions:

1*

2.

3.

Performawe Modeling and Tuning. In addition to performance modeling in the
context of the above applications, vaFiQus studies were performed to identify
bottlenecks on different kinds of parallel architectures.

Education. Two courses were developed. ‘Applications of Parallel Computing”
has extensive on-line notes and is taught regularly at Berkeley, with the notes
ueed at several other universities and for short courses. ‘Parallel Coplputer
Architecture” is also taught at Berkeley, and resulted in a published textbook.

Collaborations. We collaborate extensively with NERSC and other groups at
Lawrence Berkeley National Lab on various issues related to high per%~ance
computing, including linear algebra libraries, and language support for compu-
tational fluid dynamics. Some of our software (ScaLAPACK and SuperLU) is
alBo appearing in the ACTS Toolkit, funded by DOE 2000. This software as
well as the Titanium language is part of the NSF NPACI Parallel ‘Ms and
Environments eifort.

The NOW was part of the NSF I?PACI SuperComputer Center, one of- the
mpercomputers NSF users could elect to use.

We ahw received a $6M grant from Intel Corporation, as well as other large grants
from SUN Microsystems, Microsoft, and the National Science Foundation to build
a parallel computing infrastructure for 18 departments across the Berkeley campus,
This system, called Millennium (www.millennium.berkeley)edu) draws heavily on our
experience in C@le.

We divide our report into ~evers,l sections which lists the publications for the above
topics.

1

1.

2,

3.

Interprocessor Communications

S.Lumetta, D. Ctdler, “Managing Concurrent Access for Shared Memory Active
Messages,” IPPS/SPDP 98, Orlando, FL March 1998

S, Lumetta, A. Mainwaring, 1). Culler, “Multi-Protocol Active Message5 on a
Cluster of SMP’S,” Supercomputing ’97, San Jose, CA,November1997

B. Chun, A. hlainwaring, S, Schleirner, D. Wilkerson, “System Area Network
Mapping.” SPAA ’97, Newport, RI, June 1997
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4.

5,

6.

7.

8.

2

1.

2.

3,

4.

5,

6,

I

I

S. Rodrigues, T. Anderson, D. Culler, “High-Performance Local Area Commu-
nication with East Sockets.” USENIX ’97, 1997

1

A. Mainwaring, 1). Culler, “Active Message Applications Programming Inter-
face and Communication Subsy~tem Organization.” UC Berkeley CS Division
R#2pOrtCSD-96-918, 1993

—

E. Brewer, E. Chong, L. Liu, J. Kubiatowicz, S.
Exposing Message Queues for Optimization and
SPAA, 1995

Sharma, “Remote Queues:
htomicity.” Proceedings of

R, Martin, “HPAM: An Active Message Layer for a Network of HP Worksta-
tions,” Hot Interconnects, 1994

L. Liu, ““An evaluation of the Intel Paragon Communication Architecture.” UC
Berkeley CS Dept., 1995 (MS TheaiP)

System Support

S.Lusnetta, D, Culler, “Mantis User’s Guide Version 1.0.” University of CaE-
fornia at Berkeley CS Division, 1994 l%ch Report (UC?B/CSD-94-828)

S, Lumetta, “Mantis: A Debugger for the Split-C Language.” University of
California at Berkeley, Computer Science Division, 1994 (MS Thesis)

S. Luna, “Implementing aa Efficient Port;ble Global Memory Layer on Dis-
tributed Memory Multiprocessors,” University of California at Berkeley Com-
puter Science Division, 1994 MS Thesis

T. Anderson, D. Culler, D, Patterson, NOW Team, “A Case for Networks of
Workstaticms; NOW.” IEEE Micro, Feb. 1995

D. Culler, A, Arpaci-Dusseau, R, Arpaci-Dusseau, B, Chun, S. Lum@a, A.
Mainwaring, R. Martin, C, Yoshikawa, F. Wong, “Parallel Computing on the
Berkeley NOW.” JSPP ’97 (9th Joint Symposium on ParaUel Proces~ing)

D. Patterson, K. Asanovic, A. Brown, R, Fromm, J, Golbus, B. Gril&ad, K.
Keeton, C. Kozyrakk, D, Martin, S, Perissakis, R, Thomas, N. Treuhaft, and
K. Yelick. “Intelligent RAM (IRAM): the Industrial Setting, AppIicatiPns, and
Architecture. “ ’97 InterntaionaJ Conference on Compute Design, October 1997.

S. Perissakis, C, Kozyrakis, T. Anderson, K. Asanovic, N. Ca.rdwell, R. Fromm,
K. Keeton, D, Patterson, R. Thomas, and K. Yelick. “Scaling Processors to
1 Billion Transistors and Beyond: IRAM.” IEEE Computer (Special Issue),
September 1997.
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9.

10.

11,

12,

13.

14,

15,

16.

17.

18.

D. Patterson, T. Anderson, N. Oardwell, R. Frornm, K. Keeton, C. Koqyrakis,
R. Thomas, and K. Yelick, “A Case for Intelligent DRAM: IRAM~’ IEEE
Micro, April 1997, pp. 34-44. Also appeared as an Award Paper, Hot Chips
VIII , August 1996.

D. Patterson, T. Anderson, N. Cardwell, R. Fromm, K. Keeton, C, Kogyrakis,
R. Thomas, and K, Yelick. “Intelligent RAM (IRAM): Chips that remember
and compute.” Proceedings of the 1997 IEEE International Solid-State Circuits
Conference, February 1997, pp. 224-225

A. Krishnamurthy, K, E. Schauser, C, J. Scheiman, R. Y, Wang, D. E. lCuller,
and K. Yelick, “Evaluation of Architectural Support for Global Address-Based
Communication in Large-Scale Parallel Machines,” Proceedings of Architecture
Support on Programming Languages and Operating Systems, 1996.

A. Krislmarrmrtby and X, Yelick, “Ar&ses and Optirnizations for Shaied Ad-
dress Space Program-s.” Journal of Parallel and Distributed Computation, 1996.

A. Krislmamurthy and K. Yelick, ‘Optimizing Parallel Programs with Explicit
Synchronization.” Proceedings of the Sigplan Conference on Programming Lan-
guage Design and Implementation, San Diego, California, June 1995.

R, Arpaci, D. Culler, A. Krishnamurthy, S. Steinberg, and K. Yelick, “Em-
pirical Evaluation of the CRAY-T3D: A Compiler Perspective,” Inter@ional
Symposium on Computer Architecture, Santa Margherita Ligure, Italy, June
1995.

C.-P, Wen, S. Chalcrabarti, E. Deprit, A. Krishnamurthy and K, Yelick, ‘Run-
time Support for Portable Distributed Data Structures,” Languages, (lompil-
ers, and Runtime Systems for Scalable Computers, Boleslaw K, Szymanski and
Balara.m Sinharoy (Editors), Kluwer Academic Publishers, Boston, MA, 1995,
pp. 111-120.

A. Krishnamurthy, D. Culler, aad K. Yelick, “Empirical Evaluation of Global
Memory Support on the C!ray-T3D and Cray-T8E,” UCB//CSD-98-99l, 1998,

S. Chakrabarti, E, Deprit, J. Jones, A. Krishrmmurthy, E.-J. Im, C,-p, Wen,
and K. Yelick, ‘~Multipol: A Distributed Data Structure Library,” UC13//0SD-
95-879, July 1995.

S, Chakrabarti, “Efficient Resource Scheduling in Multiprocessors,” P~.D. dis-
sertation, University of California, Berkeley, 1996.

C.-P, Wen, “Portable Library Support for Irregular Applications.” P4,D, dis-
sertation, University of California; ‘Berkeley, 1995, -

4



NO.186 P.7 I
I

I

MHR. 6.ZBEIi3 1:38PM DOE CFIPD(CORDOB9)

3 Libraries

1. ‘iUsing the Matrix Sign Function to Compute Invariant Subspaces,” Z, 13ai, J.
Demme!, SIAM J. Mat, Anal. Appl., v. 19, n. 1, January 1998 (also appeared
as “Design of a Parallel Nongymmetric Elgenroutine Toolbox, Part 11,” with Z.
Bai, Department of Mathernatic~ Research Repmt 95-11, U. Kentucky, 1996.
Submitted to SIMAX, Jan, 1996.)

2. “A Supernodal Approach to Sparse Partial Pivoting”, J. Demmel, S, Eisenstat,
J. Gilbert, X. Li and J. W. H, Liu, SIAM J. Mat, AnaL Appl., v, 20, p. 3, pp
720-755, July 1999 UC Berkeley CS Division Report LJCB//CSD-95-883, Sept
1995

3 “Practical Experience in the Numerical Dangers of Heterogeneous Computing,”.
L.S. JHackford, A. Cleary, J. Demmel, I. Dhillon, J. Dongarra, t!?,Hammarling,
A, Petitet, H. R.en, K. Stanley and R.C. Whidey, ACM Trans. Math. soft,, V,

23, n. 2, pp, 133-147, June 1997; also appeared as “Practical Experience in the
Dangers of Heterogeneous Computing”, chapter in Applied Parallel ~omput-
ing, Industrial Computation and Optimization, Third International Workshop,
PARA ’96, Eds. J. Wa4niewski, J. Dongarra and K. Madsen, Lecture Notes in
Computer Science, Vol, 1184, Springer-Verlag, 1996.

4, “An Asynchronous Parallel Supernodal Algorithm for Sparse Gw.uwiah Elimi-
nation,” J. Ilemmel, J, Gilbert and X. Li, SIAM J. Mat. Aria). Appl,, v, 20$
n, 4, pp 915-952, October 1999 [submitted 1997)

5. “The Spectral Decomposition of Nonr+ymmetric Matrices on Distributed Mem-
ory Parallel Computers”, Z. Bai, J. Demmel, J. Dongarra, A, Petitet, H. Robin-
son, and K. Stanley, SIAM J. %i, Comp. , v, 18, n. 5, Seipt 1997

6. “Execution Time of Symmetric Eigensohnm”j K. Stanley, UC Berkeley PhD
Thesis, 1997 (Computer Science Division Technical Report CSD-99-1039)

7. “Application of a High Performance Parallel Eigen~olver to Electronic Structure
Calculation”, G. Henry, K, Stanley, M, Sears, Supercomputirlg 1998 (Gordon
Bell Prize runner-up)

8. J. 13ihnes, K. Asanovic, J. Demrnel, D. Lam, C.W. Chin, ‘PHiPAC: A Portable,
High-Performance, ANSI C Coding Methodology and its application to Matrix
Multiply,” University of Tennessee Technical Report, LAPACK Working Note
111, 1996

9. J. Bilmes, K. Asanovic, C.-W. Chin, J, Demmel, “Using PHiPAC to speed Error
Back=Propagation f.arning,” Proceedings of ICASSP 97, Munich, April 1997
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J, Bilmes, K. Asanovi& C.-W. Chin, J. Demmel, “The PHiPAC v1.O ~atrix-
Multiply Distribution,” International Computer Science Institute, Techjcal Re-
port 35, 1998

J. Bilmes, K. Asanovic, C.-W, Chin, J, Demmel, ‘LThe PHiPAC vlA Matrix-
Multiply Distribution”, Department of EECS, CS Divition, University bf Cali-
fornia at %rkeley, Tech Report 1020, 1998

Languages

K, Yeliclc, L. Semenzato, G. Pike, C, Miyamoto, B. Liblit, A. Krishna~urthy,
P. HiMnger, S. &a.ham, D. Gay, P. Colellal and A. Ailcen. “Titanium: A High-
Performance Java Dialect ,“ ACM 1998 Workshop on Java for I-Ii@-Performance
Network Computing. To appear in Concurrency: Practice and Experie~ce,

l), Stoutamire, W, Zirnmermann, M, Trapp, “An Analysis of the Diwrgence
of Two Sather Dialects”, International Computer Science Institute Technical
Report TR-96-037, 1996

D. Stoutamire, S, Omohundro, “The Sather 1.1 Specification,” International
Computer Science Institute Technical Report TR-96-012, August 1996’

F). Stoutamire, M, Kennel “Saiiher revisited: A high performance free alternative
to C++”, Computers in Physics, Sept/Ott 1995.

D. Stoutamire, “Portable, Modular Expression of Locality” PhD Thesis, UC
Berkeley, Computer Science Division, 1997

Applications

A. Dusseau, “Modeling Parallel Sorts with Logl? on the CM-5,” Univ&rsity of
California at Berkeley Computer Science Division Tech Report, 1994 (UCB/CSD-
94-829)

A. Arpaci-Dousseau, R. Arpaci-DomEeau, Culler, Hellemtein, Pattereori~ “Search-
ing for the Sorting Record: Experiences in Tuning the NOW-Sort .“ The 1998
Symposium on Parallei and Distributed Tools (SPDT ‘98), Welches, Oregon,
August 3-4, 1998,

A. Arpaci-Dousseau, It. Arpaci-Dousseau, Culler, Hellerstein, Patterson\ “High-
Performance Sorting on Networks of Workstation s,”SIGMOD ’97, T&on, AZ,
May 1997

6
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4. S. Steinberg, J. Yang and K. Yelick, “PerformanceL Modelinga ndCom~osition:
A Case Studyin Cell Simulation,” International Parallel Processing Sympo-
sium, April 1996.

5, J. Jones and K, Yelick, “Parallelizing the Phylogeny Problem,” SuperComputing
’95, San Diego, California, December 1995,

6, C.-P. Wen and K. Yelick, ‘Portable Runtime Support for Asynchronous Sim-
ulation. ” Proceedings of the International Conference on Parallel Processing,
Oconomowoc, Wisconsin, AuguA 1995.

7-~S. C!hakrabarti ~d K, Yelick, ‘Distributed Data Structures md Algorithms
for Gr6bner Basis Computation,” Lisp and Symbolic Computation, Volume 7,
1994, Pages 147-172,

8. A. Krishnamurthy, S. Lumetta, D, C!uller, and K, Yelick “Connected Compo-
nents on Distributed Memory Machines,” Parallel Algorithms, DIMAC$i Series
in Discrete Mathematics and Theoretical Computer Science, Americap Math-
ematical Society, 1997. (Also the proceedings of the 3rd DIMACS Parallel
Implementation Challenge Workshop, October 1994.)

9. K. Yelick, C.-P. Wen, S. Chakrabarti, E. Deprit, J, Jwma, A. Krishnapmrthy,
“Portable Parallel Irregular Applications,” Work5hop on Parallel Symbolic Lan-
guages and Systems, Beaune, fiance, October 1995, To appear in liectm~e Notes
in Computer Science,

10. S. Steinberg, “Parallelizing a,Cell Simulation; Analysis, Abstraction, and Porta-
bility.” (M,A. thesis) UC13/CSD-95-878, December, 1994.

6 Performance Modeling and Thning

1. R. Martin, A. Vabdatl D, Culler, T. Anderson, “Effects of Communication La-
tency, Overhead, and Bandwidth, in a Cluster Architecture.” ISCA 24, Denver,
Co, June 1997.

2, D, Culler, L. Liu, R. Martin, C!,Yoshikawa, “LogP Performance Assessment of
Fast Network Interfaces.” IEEE Micro, 1996.

3. D, Keeton, T. Anderson, D, Patterson, “LogP Quantified: The Case for Low-
Overhead Local Area Networks.” Hot Interconnects III: A Symposium on High
Performance. Interconnects, 1995,

4, L. Liul D. Culkr, “Evaluation of the Intel Paragon on Active Message Commu-
nication” Proceedings of Intel Supercomputer Users Group Conference, 1995,



1. MRR. 6.2E$ZIEI1:39PM DOE CfIPD[CORDOBR) NO,186 P.10

I
.

5.

6,
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L, Liu, I). Culler, “Measurement of Active ~essage Performance on the CM-5.”
UC Berkeley Tech. Report, 1994 (CSD-94-807)

R, Arpaci-Doumeau, A. Arpaei-Doumeau, D, Caller, J. Hellerstein, D, Patter-
son, ”Tlie Architectural Costs of Stre?ming 1/0: A Comparison of Workstations,
Clusters, a~d SMPS.” HP(2A 4, Las Vegas, NV, February 1998

S. Chakrabarti, J, Demmel, and K. Yelick, “Modeling the Benefits of Mixed
Data qd Task Para!lelis~,” Proceedings of the Symposium on Parallel Algo-
rithms and Architectures, Santa Barbara, California, JUIY 1995,

A. Krishnamqrthy and K. Yelick, ‘Optimizing Parallel SPMD Programs,” Work-
Bhop on Languages and Compilers for Parallel Computing, August 1994,

A. Krisl-marnurthy “Optimizing Explicitly Parallel Programs.” University of
Berkeley Computer Science Division Tech Report, Sept. 1994 (UC13/C!SD-94-
835)

Education

We developed extensive course material in conduction with this grant, First, we devel-
oped CS 267, “Applications of Pwallel Computing.” This course is taught anmmlly @
Berkeley, usually with 50% enrollment from within CS and 50% from other engineering
and physical science departments (and the occasional economist). It has been taught
by PIs Chiller, Demmel, and Yelick. Dernmel developed an extensive set of on-line
notes concentrating on algorithms (www.cs.berkeIey. edu/*dernmel/cs267), and later
augmented by Culler (now. C!S,Berkeley.EDU/cs267/) and Yelick
(www.es.berkeley,edu/Wdmartin/cd67/). In addition to being taught at Berkeley,
it was taught in short course form at a NSF-C!BMS Lecture on Parallel Numerical
Linear Algebra (June 1995, Demmel as main lecturer and organizer), at q NATO
Advanced Summer Institute in July 1996, at ETH Zurich in 1996, and at an NPACI
Training Institute in September 1997.

Second, we wrote and published a textbook for CS 258, “Parallel Computm Archi-
tecture”. Culler and J.P. Singh are principal authors, with Anoop Gupta of Stanford
and Microsoft. See www.cs.berkeley.edu/*cuNer/book.aipha/index.htmL This book
explaina the forces behind the convergence of shared-~emory, message-passing, data
parallel, and data-driven computing architectures. It then examines the design issues
that are criticaI to all parallel architecture across the full range of moderq design,
covering data aeeess, communication performance, coordination of cooperative work,
and correct implementation of useful semantic~, Iii not only de~cribes the hardware
and software techniques for addressing each of these issues but a190explores how these
technique~ interact in the same system.
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