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Figure 22 TCP combination results

For a more detailed look, Netpipe [7] was used to provide the signature graphs of the
NDIS services over the Gig,anet VIA and Packet Engines Gigabit Ethernet hardware.
Two Hamachi, a second generation Gigabit Ethernet NIC, were installed in placed of the
first generation cards. From figure 23 the Gigabit Ethernet (GigE) had si=mificant less
bandwidth performance although the theoretical line speed was equal. This means that
buffering and device tuning would be necessary for such a gateway to function
effectively.

To examine the TCP/IP transport stack delay, the Giganet VIA latent y and the Netpipe
TCP stream tests were used. The following assumption were made during the analysis:

1. The Iatenc y introduced by address translation between VIA and TCP/IP is assumed to
be negligible compared to the TCP/IP processing. For a real gateway, the lookup
would be done via a hash table and set up a priori.

2. Transferring the data from the VIA to the TCP/IP stack would be done through a
DMA copy from the VIA NIC to user memory, followed by a memory copy into the
TCP/IP stack. The DMA transfer time is assumed to be negligible compared to the
memory copy. The latency of the memory copy is included as part of the TCP/IP
processing time.

The VIA latency test provides a baseline of the inbound VIA. Both the Giganet and the
Netpipe application were using the same hardware setup. The time difference between
the two provides an insight as to the latency added by the TCP/IP processing. The graph
shows the time difference between polling and non-polling VIA latency versus the
TCP/IP processing.
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From both the Netpipe and latency graphs we can see that significant buffering would be
needed to compensate for the lower Gigabit Ethernet’s throughput and higher TCP/IP
stack processing time. Therefore to make the gateway viable for connecting the cluster to
the legacy or production network, a gateway with specialized software and hardware
needs to be developed.

CONCLUSION

To evaluate emerging communications models and the requirements for the computer
cluster, a test-bed was constructed. The PC hardware was interconnected with both
100BaseT and VIA implementations from Giganet. In the course of the evaluation, it was
found that a standardized VIA bandwidth and latency test was needed. The comparison of
the different interconnect technology with the NAS NPB benchmark shows that the
performance of the cluster interconnect was improved going from TCP/IP over 100BaseT
Ethernet to WA. Between the equivalent high speed interconnect of the Terraflop,
Cplant, and VIA cluster, however, VIA has less of an impact on computation compared
to the processor performance and the number of processors. The evaluation also showed
that although the VIA implementation provides high bandwidth and low latency,
si=~ificant work remains to be done in the areas of reliability, reparability, and
scalability. In addition, special gateways have to be developed to connect the VIA cluster
to standards based networks.

There are issues that arise as part of the evaluation that are not addressed by the work
done to date. They should be considered for future work and are listed here for
completeness:

1.

2.
3.
4.

Expansion of VIA tests to include a number of simultaneous connections.
Better software management tools to handle the cluster updates.
Special I/O gateway.
Evaluation of additional VIA products.
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