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ABSTRACT

Measurements are reported for the electrical conductivity of liguid
nitrogen (Nz), oxygen (02) and benzene (CGHa). and Hugoniot eguation of
state of liquid 1-butene (C4H8) under shock compressed conditions. The

Tem™ over a dynamic pressure

conductivity data span 7x10-4 - 'Ix'|01 e
range 1B.1 - 61.5 GPa and are discussed in terms of amorphous semi-
conduction models which include such transport phenomena as hopping,
percolation, pseudogaps, and metallization. Excellent agreement is found
between the equation-of-state measurements, which span a dynamic pressure
range 12.3 - 53.B GPa, and Ree's calculated values which assume a 2-phase
mixture consisting ¢f molecular hydrogen and carbon in a dense diamond-

tike phase. There is a 2-1/2 fold increase in the thermal pressure

contribution over a less dense, stoichiometrically equivalent liquid.
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CHAPTER 1. INTRODUCTION

1. General Comments

In our era, the study of condensed matter physics has expanded and
shifted its emphasis to encompass thermodynamic conditions of extreme
temperatures and pressures. Very high pressures (millions of atmospheres)
and temperatures (tens of thousands of degrees Kelvin) can be achieved
through shock wave-induced dynamic compression. The experimental 1ife-
time is, typically, between 1072 and 107° seconds. The significant
achievements in obtaining the properties during this iransient phenomena
have required new measurement technigques and the development of

appropriate instrumentation.

The thermodynamic properties of a simple material in equilibrium
are determined by a function relating three variables (e.qg. pressure,
volume and temperature) called the equation of state (E0S). The EOS of a :
material in its explicit form can be described as a surface in 3-space.
Reversibily changing the state of a sample is egquivalent to traversing
some trajectory located on the surface. Only the initial? and final
states are in equilbrium, and hence lie on the surface, for a shock-
compressed sample. Plotting an extensive and compact mesh of trajectories
is desirable if the surface is to be accurately characterized.
Trajectories invariably diverge as we sample the more extreme regions of
the surface. This, in turn, places a greater burden on models used in
describing the material. More often than not, models come equipped with

a sufficient supply of adjustable parameters. This is partly a



consequence of reducing the formidable problem of treating dense, hot
materials, by way of modest approximation, into a manageable task. The
rub is that several models, based on differing premises, can successfully
describe the same trajectory. Uniqueness is restored when errors in
premises are revealed as the models venture to embrace a larger class of
trajectories or attempt to predict other properties of the material, such
as its transport coefficients. Theoretical approximations necessary in
calculating the EOS of a material are minimal compared to those necessary
in predicting transport phenomena. This, in itself, justifies an
interest in determining the electrical conductivity of shock compressed

materials.

Under normal conditions, the materials investigated in this thesis
are excellent insulators. This is due to extremely low concentrations of
free charge carriers in addition to the great difficulty carriers
experience moving from one location to the next. It is a safe prediction
that even the best insulators become good conductors if compressed
sufficiently. In a shock compression process the material is also subject
to large 1ncre?ses in temperature which can initiate ionization in
insulators, ex;ite current carriers across energy gaps in semiconductors,
and dissociate complex molecules. Dissociation may allow the constituents
to regroup in a denser packing arrangement. Such a transition is expected
to accommodate an internal electronic reorganization and may ultimately

lead to metalization.

The objective of this endeavor is to investigate the effects of

dynamic compression {(up to 3.5 fold over initial densities and



temperatures in excess of lO4 K) on the electrical conductivity of liquid
nitrogen (Nz), oxygen (02) and benzene (CBHG) and the Hugoniot EQS of
1iquid 1-butene (CH2=CH—CH2—CH3). The following section examines the
issues which motivate the interest in these fluids. Section 1.3 cites
recent experimental measurements performed on these fluids and alse
provides additional motivation for this work. Section 1.4 reviews and
interprets other electrical conductivity measurements that have been
performed on shock-compressed materials in the last 20-25 years and
examines what information might be gained from these experiments.
Chapter 2 deals with the properties of liquids. It begins with a
discussion of the essential preperties which distinguish a liquid from
the gaseous and solid phases, fonllowed by a review of theoretical
treatments of dense fluids which have successfully predicted the
shock-compressed state of these liquids when compared with experimental
results. Chapter 3 deals with basic principles of shock wave physics
with emphasis on areas relevant in the determination of the final
thermodynamic state of the samples. Chapter 4 covers experimental
apparatus and procedure. The firsi part of Chapter 5 presents the data
and the second part covers data reduction techniques (with examples) and
results. Chapter 6 concludes with interpretive aspects of charge

transport in the disordered final state of these dense, hot fluids.

1.2 Nitrogen, Oxygen and the Hydrocarbons: Motivation for Inquiry

A knowledge of the properties of 1iquid nitrogen, oxygen and the
hydrocarbons at high densities and temperatures has three primary

applications: condensed matter physics, detonation products and planetary



modeling. The atomic species forming the fluids Nz' 02 and the
hydrocarbons (HCs) are the primary constituents of condensed high
explosives. The conditions of detonation (P = 1-100 GPa and T =
1,000-4,000 K) are similar to the high pressures and temperatures realized
in a shock wave experiment. Developing models which are suitable ia
ascertaining detonaticn behavior of condensed explosives requires detailed
knowledge of the individual (often reactive) constituents.]'3 These
elements are also represented to significant extent on a planetary
scale.4'5 Jupiter and Saturn are thought to be composed of three

layers with the metallic form of hydrogen representing one of the primary
components in the middle layer. The thermodynamic state of a small
volume element of fluid, constituting the atmosphere of an outer planet,
is equivalent to isentropically compressing the material when starting
from a cold, dilute phase. The large masses of these planets create
large gravitationally-induced, compressive forces which result in large
interior pressures. The calculated EQS of these gases, for typical
interior pressures (200-500 GFa), gives isentropic temperatures on the
order of 10,000 K. These conditions can be sampled on a laboratory scale
by shock compressing the liquid phases of these planetary materials.
Nitrogen, in either its molecular or atomic form or as ammonia, is
believed to be a primary constituent of the planets Uranus and Neptune by
virtue of its relatively high cosmological abundance. The importance of
knowing the properties of these fluids, in 1ight of the information being
gathered at this time by space probes, cannot be overstated. For
example, the high temperatures and densities of the planetary interiors
of these outer planets may be sufficient to allow metallic forms of

nitrogen, which would be necessary in order to invoke ‘dynamo' arguments,



to explain the existence of magnetic fields. The success of a planetary
model depends on a sound understanding of the state of the material
composition in terms of EQOS and other thermodynamic and transport

properties under extreme conditions.

1.3 Nitrogen, Oxygen and the Hydrocarbons: Recent Experimental Results

Recent dynamic experiments indicate that liquid nitrogen undergoes
molecular dissociation, thus forming a two-component mixture of monatomic
and diatomic nitrogen.6'7'8 This is evidenced by an increase in the
shock wave compressibility, beginning at shock pressurss of 30 GPa, and
is attributed to the combined effects of shock compression and heating
(Fig. 1.1). Below 30 GPa, mitrogen appears diatomic. Support for this
claim is based on excellent agreement between Hugoniot data and the
theoretical P-V curve which uses an intermolecular pair potential derived
from an argon potential by corresponding states scaling.9 Details of

10

this model will be described in Chapter 2. LeSar and co-workers -~ and,

more recentiy, Reichlin and co—workers]] have performed optical
measurements on solid nitrogen using a diamond-anvil cell. Reichlin and
co-workers maintain that nitrogen retains its diatomic character to 130
GPa. Dynamic EOS measurements, temperature measurements of Radousky and
co—workers,]2 and electrical conductivity results of this thesis all
seem to support the claim for dissociation at high temperatures. A
substantial degree of electronic excitation or ionization is required to
account for the large conductivities reported in this thesis; an amount
which greatly exceeds the degree expected based on ratios of the

ionization energy of dilute N2 fluid to the temperatures accompanying
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Fig. 1.1 Hugoniot of 1iquid nitrogen in P-V space. (Refs. 6-8).

the shock compressed state. Extension of the *molecular* model of Ross
beyond 30 GPa overestimates the pressure and temperature, which suggests
an increasing importance in other energy absorbing mechanisms. Agreement
is reestablished between experimental results and theory when allowance
is made in the theory fur melecular dissociation with a density-dependent
dissociation energy.]3 The high temperatures accompanying the
irreversible shock process will also contribute to the relative stability
of the monatomic phase. This added feature, which distinguishes static
from dynamic compression processes, may account for the observed
discrepancy regarding the issue of dissociation. Dissociatioin may allow

for the redistribution of atoms into a more compact structure. This is



one interpretation accounting for the softening in the Hugoniot (for
instance, a sudden increase in the compressibility). McMahan and LeSar
have done calculations on the stability of diamond structure and simple
cubic solid phases of monatomic nitrogen and predict a remarkably stable
simple cubic phase at 77 GPa which better resembles the structure of

other Group V elements such as phosphorous or ar-senic.]4 If this were the
case, the initial triple-bonding of molecular nitrogen with its sole
nearest neighbor would transform into a structure where the atoms are
incorporated into a two-dimensional network of puckered six-fold rings,

and the bonding between the three-fold co-ordinated atoms would be mainly

covalent.

Hugoniot data of Nellis and Hitche]]T'and Wackerle, Seita, and
Jamieson,15 for liquid oxygen are presented in Fig. 1.2. The theoretical
curve from Ross is based on the corresponding states scaling of an argon
potential and includes internal degrees of freedom such as molecular
rotation, vibration and electronic excitation. The lower electronic
energy levels for molecular oxygen are more accessible to population for
the temperatures common in these experiments than was the case for
molecular nitrogen. Also note the qualitative difference in the Hugoniots
of nitrogen and oxygen regarding the absence of any distinct phase
transition region for oxygen.

The Hugoniol EOS data of Nellis and co—wor‘kers]6 and Dick]7 for
liquid benzene are presented in Fig. 1.3. A transition region is clearly
defined at a pressure of 13 GPa, indicating a decomposition phenomenon

similar to nitrogen. Yakusheva and co-workers performed time-resolved
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18 They concluded

opacity measurements on shock compressed liguid benzene.
that benzene irreversibly decomposes to form free carbon particles for
dynamic pressures in excess of 13.5 GPa. The delay in the onset of
opacity was observed to depend on shock magnitude. Higher compressions
would correspond to higher temperatures, which they claim would increase

the pyrolysis reaction rate and also determine the degree of complexity

of the final composition.

1.4 Information Gained From Electrical Conductivity Measurements

Methods based on the use of shock waves offer the unique possibility
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of investigating rapid (nanoseconds) physical and chemical processes
taking place in condensed materials after a nearly discontinuous change
in the pressure and temperature. Two Such reactions include phase

transitions and insulator-metal transitions. The small compression time

at the shock wave front makes it po§sibje to study extreme states of

c
materials which cannot be studied by other means. The nature of a
dynamic experiment alleviates any limitations due to material strengths

which often beset static compression experiments. On the other hand, the

short time-scale of a dynamic experiment and the necessity of greater
disiances between experiment and experimenter increases the compiexity of
the measuring apparatus. The “active" method is used by this author and
is based on the probing of a substance by an electric field under pulsed

conditions. It is distinguished from the “passive” method which includes



optical methods and electrical polarization by relying on the shock-
induced generatiun of electromagnetic radiation or an electrical field.

The apparatus will be described in greater detail in Chapter 4.

Ershov used the *active® method and reviewed issues concerning
charge transport in detonation products and demonstrated the non-trivial
problems involved with interpretation.]g One of these issues concerns
the existence of thermodynamic equilibrium in complex mixtures and will
be addressed further in Chapter 3. 1In the early sixties Al'tshuler,

Kuleshova, and Pavlovski, measured the electricai conductivity of shock-

compressed NaCl.20 These early measurements were followed by Balchar and
Drickamer,21 Kormer and co—workers,22 Ahrens23 and others.24_3] Solids

Under Pressure contains several papers which examine, on a semiconductor
approach, the parametric influence of pressure on band gaps and insulator-

metal transitions.32 In Physics of Solids at High Pressures, Fritzsche

introduces the connection between impurity conduction and pressure-induced

33 A more recent

changes in overlap between neighboring impurity siates.
contribution in this field can be found in a monograph by Drickamer and
Frank. They jive an extensive account of the pressure effects on the
electronic properties of solids and their chemical and physical
consequences.34 Other references, specific to the development of this

thesis, will be cited as needed.

One of the major goals of this thesis is to interpret the
experimental results. This will involve connecting the measured values
and their thermodynamic state with models which describe successfully the

bulk electric properties of disordered, condensed materials. The

10



description utilizes concepts and terminology which have proven useful in
solid state physics such as mobility and density of states. Typically,
these ideas are associated with models requiring an orderly arrangement
of atoms in a lattice. A highly ordered (long-range) structure most
likely does not occur for the final state of an irreversible shock-
compression process. Shock waves are known to create dislocations and
induce other energy-increasing imperfections in a p, 2shocked perfect

crystal lattice like single-crystal diamond.

The unavoidable similarities in optical and electronic properties
of amorphous and liquid semiconductors, w{th those of the crystalline
state, set the stage for a description which relies more on an atom's
immediate environment and less on long-range order. This approach is
sti11 in the development stage, especially with reference to shock-
compressed materials. An extensive coverage of this subject can be found

in Refs. 35-49.

Theoretical predictions on the shock-compressed state of liquid
i-butene, based on a statistical mechanical treatment of mixtures, will
be compared with EOS data. Measurements were previously made on a
sizichiometrically equivalent 1iquid with an initial density 30% higher
than 1iquid 1-butene. So, a rigecrous test for the theory will be its
ability to predict accurately the final thermodynamic state of either
liquid. For these reasons the author performed the first reported
electrical conductivity measurements of shock-compressed 1igquid nitrogen

("e>’ oxygen (02), and benzene (CGHG)' and EQOS (shock velocity)



measurements on liquid 1-butene (CH2=CH—CH2-CH3) in the dynamic

pressure range 12-60 GPa.
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CHAPTER 2. PROPERTIES OF THE LIQUID STATE

2.1 Phenomenologqical Description of a Dense Fluid

The properties that distinguish liquids from gases and solids can
be demonstrated effectively by performing a thought experiment involving
the quenching of a dilute gas contained in some volume at one atmosphere
pressure. In the dilute gas phase the "point-particles* are unconstrained
by any particle-particle correlation. The nature of the pressure and
energy is predominantly kinetic and the motion of the molecules are
nearly straight-line trajectories which are punctuated occasionally by
sharp deflections due to intermediate collisions. The phase is fluid;
offering no resistance to shear stresses. Large changes in either
pressure or temperature result in large changes in volume (that is, high
compressibility). The proportionally large amount of time an atom
cxperiences free of intermolecular interaction, as compared to the total
time between collisions, motivates a density expansion approach to

describe small deviations from the behavior of a classical, ideal gas.

As the gas is cooled, thus lowering the average kinetic energy of
the system, a temperature will be reached (TB) where there will be a
discontinuous change in the volume (Fig. 2.1). For rmost fluids this is
condensation to the 1liquid state. The phase is still fluid but now
occupies a well defined volume whose shape is determined by the
container. The volume change accompanying a change in pressure or
‘temperature is several orders of magnitude less than the changes

accompanying the dilute yas phase. For most liquids 100 kbar pressures

13
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Fig. 2.1 Volume response to cooling of a hypothetical material.

are required to effect a density change of 100 percent. Intermolecular
distances are now on the order of the molecular size and this tends to
diminish the usefulness of methods used for calculating the EOS

properties that were appropriate for densities far removed from the
triple point. The finite density reflects the nature of the microscopic
intermolecular forces that repel at short distances (~ 4 &) and attract at
large distances. The qualitative features of the intermolecular potential
are similar to the volume dependence of the potential energy for the
condensed phase which has a “stiff® short-range, repulsion and a long-
range smoothly varying attractive portion. The attractive region of the
potential supplies the cohesive properties of the fluid but the structure

of the 1iquid is determined by geometric packing effects associated with

14



its repulsive (virtually impenetrable) core. Though there is ne tong-
range order (translational periodicity), the structure is constrained at
short distances by the physics and chemistry of interatomic bond
interactions and, therefore, possesses local order unlike the randomly
distributed particles in the gas phase. The effect of the increasing
density on molecular motion also distinguishes the liquid from the gas
and solid phases. Atoms are becoming trapped by frequenti nearest-neighbor
collisions resulting in a combination of tramslation and oscillatory
trajectories. The increased interaction also introduces a new component
to the pressure and energy which is a unique property of the condensed
state; the elastic component. The separation of molecules from one
another requires work and this is due to the binding forces which differ
in strength from the strongest covalently-bonded atoms (dissociation
energies on the order of 100 Kcal/mole) to the weaker van der Waals bonds
{heats of sublimation on the order of 1 Kcal/mole). These two compounents
of the total pressure, thermai (corresponding to the combined oscillatory
and translational motion of atoms) and elastic, are both manifest in the
condensed state and, as will be discussed in Chapter 3, are increased

during shock compression.

As the liquid is cooled another transition will be observed; the
liquid/solid transition:. 1In most cases (water being a notable exception),
this transition is accompanied by a reduction in volume. The material's
volume response to changes in temperature or pressure (compressibility)
is again reduced, but only slightly, from the liquid state. At the
microscopic level the atomic positions are locked in and, as a

consequence, on the macroscopic scale, the material has an ability to
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resist shear stress. The transition to the solid state can proceed along
either of two primary paths, the choice depending largely on the cooling
rate. With a relatively slow cooling rate, the atoms are allowed to
position themselves in a configuration of minimum energy. This appears
as a translationally periodic array, and is indicated as path 1 in Fig.
2.1. A discontinuous change in volume will accompany the transition.
Details of the chemical bonding define the lattice structure. If the
1iquid is quenched rapidly (the rate depending on specific cases), the
solid will form an amorphous (glass) structure where, as in the liquid
phase, only local order exists. This is indicated by path 2 and displays
a continusus change in volume aréund the glass transition temperature,
TG' Bond angles and lengths are preserved locally but long-range order is
absent. Unlike the liquid state, however, the atoms keep their same
nearest neighbors and, except on rare occasions, the motion is strictly
vibrational about their equilibrium position. The viscosity of a
material can be used to distinguish its liquid and solid state. On a
scale most familiar to the reader, a material is generally considered
solid if the application of a 20 pound shear force for 1 day to 1 cubic
inch of material produces a permanent deformation of less than 0.061
inch. In terms of viscosity, this corresponds to about 4 x 10]4 poise,

16 orders of magnitude greater than the viscosity of water at room

temperature.

The simple molecular motion and structural periodicity of the solid
phase allow mathematical simplification of the complicated general
vibrational problem to be reduced to a system of independent harmonic

oscillators, each with their own vibrational frequency. The problem
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becomes one of solving for the frequency distribution function and
predicts, with remarkable success, the simple properties of the solid for
even the simplest forms of the disiribution function. The theoretical
treatments exercised on liguids are more involved than simply an extension
of methods proven successfunl in treating the solid or gas phases.
Extending the methods inte the liquid phase tends to overemphasize
properties which are characteristic to the phases specific to the model.
It is better to start from first principles such as the equations of

motion when discussing theoretical treatments of dense fluids.

2.2 Theoretical Treatment of *“Simple* Fluids

According to classical mechanics, knowledge of the initial
conditions of a collection of particles, namely their positions,
velocities and the intermolecular forces, is sufficient to predict the
state of the system at any later time. It is a fundamental problem of
physics to predict the macroscopic state of a system from a knowledge of
the microscopic interactions of the individual molecules. Molecular
dynamics is an “exact* approach to the problem and illustrates the
synthesis of thermodynamics from the interactions of the individual
species. Trajectories are calculated for a respectable sampie size
(~ 103), given some initial conditions. After allowing far enough
equilibrating collisions, the thermodynamic properties can be
determined. Problems associated with a small sample size (such as
boundary effects) can be minimized by using periodic boundary
conditions. Results from computer experiments provide a standard by

which the results of other theoretical methods of solution can be



compared. Even with sophisticated computers, the amount ¢f computation
time required to solve a single problem warrants

an alternative approach, perhaps at the modest expense of being only a
*good" approximation. A more parametric treatment is generally preferred
when the state of the systems needs to be known for a large number of
specified conditions such as different temperatures or densities, or when

using different scaling parameters for the potential.

Perturbation theory is one approach which has been used to predict
the thermodynamic properties of a large group of liquids, including the
1iquids of interest in this thesis, and compares favorably with dynamic
EOS experimental results. The treatment is based on the hypothesis that
the interatomic forces and energies are dominated by the sum of short-
range, pair interactions. This allows further simplification by narrowing
the dependance of all thermodynamic properties onto two functions: the
pair potential, u(r), and the pair distribution function, g(r), which
measures the probability of finding a particle at a given distance from a
fixed particle in the fluid. Functional forms for g(r) and u(r) for a
particular fluid can be calculated or obtained experimentally. One
calculational method might involve choosing some model for the fluid
{equivalent to choosing u(r)] and deriving forms for the pair distribution
function either through molecular dynamics or by deriving suitable
approximations for the higher order distribution functions in terms of
the intermolecular potential and the pair distribution function. X-ray
or neutron scattering experiments are commonly used to measure the
structure factor, from which the pair distribution function can be

determined. Ideally, the form of the potential can be evaluated by
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fitting the parameters of a suitable potential function to results of
rigorous quantum mechanical calculations as Ree and Winter have done for
the potential for two nitrogen molecules in various orientations.50
Scattering experiments can also be used to measure the intermolecular
potential. Argon-argon scattering experiments, for example, reveal the
repulsive potential to be roughly exponential. Shock wave experiments

can be used to infer the functional form of the potential and overlap the
region of the potential sampled by molecular beam experiments. This is
due to the high densities and temperatures involved in shock compression.
The domination of influence on thermodynamic properties by the short-range

repulsive interaction is incorporated into the perturbation treatment and

allows for a common grouping of liquids into distinct classes.

There are three basic types of molecular species which constitute
the fluids investigated in this thesis. They are classified according to
the character of the intermolecular forces which provides the cohesive
properties of the fluid. The first class consists of spherical or nearly
spherical molecules 1ike argon and methane. The low boiling points of
this class of Tiquids reflect the low cohesive energies involved with van
der Waals bonding. They are also most amenable to rigorous theoretical
calculations and form a group which are used to evaluate the successes of
approximate methods. The next class, in the order of complexity, is the
homopolar diatomics such as nitrogen and oxygen. These molecules are
held together by stirong covalent bonds (~ 200 Kcal/mole) and interact
with other molecules through weaker van der Waals-type bonding (~ 5
Kcal/mole). Strictly speaking, the intermolecular potential for the

diatomic molecules exhibit orientation dependence, at least under standard
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1iquid conditions. The hydrocarbons represent the most complex class in
this thesis. For these larger species, the internal vibrational
contribution to the fluid's ability to store energy becomes significant.
The relative ease of dissociating the larger units into a diverse
collection of volatile subspecies (involving various H:C ratios) requires
additional considerations which are discussed in the following section.
To a good approximation, the predissociated as well as the individual
dissociated subspecies behave as though they are components of a “simple"
fluid, at least with regard to the general features of the intermolecular
potential. The term "simple" is meant to describe the intermolecular
potential as having orientational independence with an attractive
influence at large distances (> 4 A) due to dispersion forces, and
repulsive influence at shorter distances (< 4 R) due to electron

overlap. The potential is actually an "effective" potential and includes

many-body effects.

The analytical form for the pair-potential, chosen to represent a
particular conformal class of fluids, is an important consideration. The
criterion for a fluid to be conformal to some class is that the ratio
Pcvc/RTc equal approximately the same constant for any fluid in
that class. Under shock-compressed conditions, however, the criterion
becomes one of comparing the general features of the repulsive part of
the potential. The similarities exhibited by a group (for example, N2
and 02) at high pressure and temperatures motivate the search for a
functional form for that class which is spherically symmetric with an
energy scaling parameter multiplied by a universal function of the

intermolecular separation. The rules of corresponding states are one way



to scale the EOS in terms of variables reduced by their critical

properties. The potential can be expressed as

or) = ¢ u(z) - (2.1)

Three potentials used which are simple functions, satisfying the above
criterion, and which represent good approximations for simple systems are

the exponential-6, Lennard-Jones, and hard-sphere and are given by

6

ur) = =572 (2 exp a (1 - 5 - (5 ) . (2.2a)
12 6

ur) =ac (B - @) . (2.2b)

wr = {5 rse (2.2¢)

respectively. The exponential-6 (exp-6) form, in particular, is known
from theoretical studies to be the correct functional form for molecular
separations typical in a shock-compressed fluid. The scaling parameters,
(¢, r*, o), represent the well depth and collision diameters while

o determines the deg;ee of stiffness (Fig. 2.2). The EOS can be
determired for a liquid, which obeys corresponding states scaling to a
particular class, by choosing u(r), g(r), along with an appropriate
analytical procedure, and adjusting the scaling parameters with its
critical point properties. Extensive coverage on the properties and

theory of ligquids can be found in Refs. 51-53.
The central approach to the perturbation method involves the

expansion of the system of interest about some reference system. The

thermodynamic properties of the system are then expressed in terms of the
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Fig. 2.2 Potentials frequently used in calculating properties of the

1iquid state.

known properties of the reference system. To lowest order the theory
requires knowledge of the reference system free energy and pair

distribution function. The pctential is separated into the sum of two

parts
u(r) = uo(r) + u1(r), (2.3)

a stiff repulsive, reference potential, uo(r), and a weak perturbation,
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u](r). The basic assumption is that the structure of the fluid is
determined by hard-core effects. The use of the hard-sphere fluid becomes
the obvious choice for the reference since information necessary for
perturbation calculations is available in analytic form and is the
simplest to treat. Agreement between molecular dynamics calculations,
using the hard-sphere potential, and molecular beam experiments on argon
to determine the radial distribution function indicates that a good fit

54,55 utilized a

can be obtained using a fairly simple form. Ross
variational approach to the perturbation method to calculate the EOS
properties of liquid nitrogen and oxygen. 1In the “non-reactive" approach
the interaction was assumed to be too weak to excite new vibrational or
electronic levels in adjacent atoms. The partition function could be
factored, thus allowing attention to be focused on the configurational
part. The Helmholtz free energy of the system becomes the sum of the
free energies of all degrees of freedom. Nothing unusual was involved in
calculating the particular functions for free energies for the
vibrational, electronic excitation, rotational or translational
contributions. Improvements in the estimates for the free energy were
made primarily on the configurational (interaction free energy) portion.

Expansion of the Helmholtz free energy of the fluid to first order yields

2
Aipp < Ayg + F(n) NKT + g—v I a(r) gyg(r.m) dF (2.4)

and is a rigorous upper bound on the free energy of the system. The
variational parameter, n = (1/6)(N/V)da. is the packing fraction and is
adjusted to minimize the right hand side of Eq. (2.4); the better the
choice for the reference system, the closer the expression can be brought

to an equality. AHS is the Helmholtz free energy of the reference system
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(in this case the hard-sphere system), d is the hard-sphere diameter, N

is the number of particles in the system and V is the volume. gHS(r,n) is
the hard-sphere radial distribution function based on the Percus-Yevick
equation. F(n) is an empirical polynominal included so that Eq. (2.4)
reproduces exactly the free energy for the inverse 12th potential
repulsive system. The pressure and energy are obtained from the free

energy expression using thermodynamic identities such as

BP/p = 1+ 5 (32 e - B(3h) . (2.5)
P

where B = 1/KT.

The contribution from internal degrees of freedom includes rotational and
vibrational, due to a numbér of independent oscillating modes, and
electronic. The electronic partition function is an important
contribution for oxygen in the temperature range of these experiments

(< 1 eV) but is of little significance for nitrogen because of the high
excitation energies. Ross' calculations accurately predict the results
for nitrogen up to 30 GPa and oxygen for the entire pressure range when
compared with the dynamic EOS data (Figs. 1.1 and 1.2). A fluid's ability
to follow corresponding states behavior reflects the validity in
neglecting any deviations from pair—wise additivity and large scale
electronic excitation or dissociation of the molecular structure. “Non-
reactive" is meant to describe the molecular structure as remaining
intact. As can be seen in Fig. 1.1, calculations for the "non-reactive"
model tend to overestimate the pressure (also the temperature) for
pressures above 30 GPa. This usually signals the onset of some
increasingly important energy absorbing mechanism. Ross repeated the

calculation and allowed for molecular d1'ssoc‘|a1:ion.]3 Agreement with
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experimental data is once again established. The dissociation energy for
an isolated nitrogen molecule is about 9.7 eV, which js about an order of
magnitude higher than the calculated temperatures accompanying a shock
pressure of 60 GPa. The calculated fractional dissociation is on the
order of 1 and Ross accounts for this with a density-dependent
dissociation energy. As the molecules become more closely packed, the
energy needed to break the triple bonds decreases. This can be illustrated
by comparing the potentials between two nitrogen molecules and two
nitrogen atoms. The equilibrium state realized by the fundamental
constituents of the fluid, whether they be in the diatomic or monatomic
form, is determined by two competing contributions to the total pressure:
thermal and elastic. Suppose the form in Fig. 2.2a represenis the
intermolecular potential for two nitrogen molecules at standard
conditions, (P = 1 atm). Now consider another curve, identical to the

N N2 potential, but translated along the r-axis such that the minimum,

2
r**_ is just slightly to the left (smaller r) of r*. This curve
represents the N-N potential. The repulsive contribution to the energy
is greater for the N2—N2 than for the N-N interaction potential for any
chosen density (or intermolecular separation, r) and so energetics favor
the N-N configuration. This is the elastic or "cold" contribution to the
energy (or, equivalently, pressure). However, there is another
consideration. The pressure is proportional to the number density of
molecules, so in this instance energetics favor the diatomic state. From
this argument, it seems reasonable that there exists a density or
intermolecular separation where the two competing processes contribute

equally to the pressure and that, for smaller separations, the monatomic

form will be favored. Experimental results support this idea.
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2.3 Mixtures

Hydrocarbons are included in a group of liquid; which form the next
level of complexity. Ree developed methods to predict the thermodynamic
properties of these liquids which agree with experimental data and which
are based on the pair-wise additivity of spherically symmetric “effective"
- potentials (as was done for the homopolar diatomics).g']e'56 The added
degree of difficulty depended on whether the original molecular structure
was retained in the shock compression process. No new concepts are
involved in the conformal solution theory for shock compressions too weak
to dissociate the molecule. The system is treated with the same approach
outlined in the previous section. Additional effort is involved to
account for more complicated vibrational processes. Ree termed this
predissociative approach the "non-reactive® model. For sufficiently high
shock-pressures the larger molecular un1tslwf11 dissociate. A two-phase
system, consisting of C-C bonds in a diamond-1ike phase and H-H bonds in
a condensed molecular phase, has an energy that is lower than the initial
C-H single-phase fluid. For intermediate degrees of shock compression
other stoichiometric varieties may be present. Ree generalized the
methods of the previous section to multicomponent systems or mixtures,

and termed this the "reactive® model.

The "reactive® model considers a mixture of N molecules of which Ni

These species are related according

are of species i so that N = ¢ Ni’
i

to a set of selected chemical reactions involving various H:C ratios

3
vAA+vBB‘_vCC+vDD (2.6)
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where the vi‘s represent the stoichiometric coefficients and the

capital letters represent the formulas of the compounds. The problem is
to determine the equilibrium concentrations of the chosen species for a
set of final thermodynamic states. The concentrations {nk} of the

species are determined by minimizing the Gibbs free energy

6P, T, {n}) = £ n,
1

j vi(Pu T, {nk}) (2'7)

which is the mixing function appropriate for fixed pressure, P, and
temperature, T. The chemical potentials, u;, are determined by the
concentrations of the individual species through the use of an improved
van der Waals one-fluid model. In this model the properties of the
mixture are taken to be those of a single hypothetical fluid or an ideal
mixture of two or more such fluids. It is assumed that the radial
distribution function has the same dependence for all the components.
The exp-6 form of the potential is used and the scaling properties are

determined by

* = gj xi xj (r4)3

r*3
. _u)
€ 7 :i x\. xj ( ™ >

ij
n=2x1. j 13 E* ( (2.8)
"
where X =i a. is the mole fraction of species i in the fluid or solid

s 0
phase. Thercaling parameters for each of the species are adjusted

according to their critical point and argon values through

T V_ \1/3
c r¥ c
=71 , —;=(V—‘> (2.9)
A

£
A AC v Ac
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and by the Lorentz-Berthelot rule,

A T I T L

" va.) . (2.10)

=X
43 3T 2% 7 %3

with an additional rule for ay g1ven by

agy = ‘/"‘11 a3 . (2.11)

The EOQS properties and stoichiometric concentrations are determined
by the following sequence of calculations which are contained in a
computer code CHEQ developed by F. H. Ree.3 1Initial concentrations are
chosen for each of the species. These are used in determining the
scaling parameters which become incorporated into the expression for the
Helmholtz free energy (Eq. (2.5)). The free energy is minimized with
respect to the hard-sphere diameter and depends implicitly on reactant
and product concentrations, n.. The chemical potential for the solid

carbon phase is given by

P
u = u?(T) . ] vi(P) dp . (2.12)
1 atm

The pressure, P, and total energy, E, are calculated using the interaction
free energy, Aint’ and total free energy, A (which is the sum of free

energies of all degrees of _freedom),

A,
gy _ . int
N =1 (B aV )T ] (2-]3)
BE _ (gA/N)
= (2 +8 Wy * B Ee (2.14)

where E is the energy from the internal degrees of freedom. The

RVE
Griineisen form for the. molar volume is used in Eq. (2.13) and relates the

16

values of P, E and V to their values of 0 XK. Values for the chemica?
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potentiais in the standard reference state, ug(T), are from constant-
pressure specific heats, enthalpy of formation, aH®°, and entropies, S°.
The procedure will be discussed in Chapter 6. The chemical potentials
are used in the expression for Gibbs free energy (Eq. (2.7)) which is
minimized with respect to the concentrations of the species subject to
chemical balance. This completes one iteration. The procedure is
repeated until a convergence criterion is satisfied for each chosen (T,
P) state. A typical problem involves choosing the hydrocarbon species,
defining a set of chemical reactions (Eq. (2.6)), and solving the
thermodynamic variables (E, p, US. Up) for given (T, P). The Hugoniot
represents the final thermodynamic state of interest and the number of
degrees of freedom on the EOS surface can be further reduced by forcing
them to satisfy a Hugoniot relation ({hapter 3). Figure 1.3 compares
theoretical results with experimental data for shock compressed benzene.
The "non-reactive" model shows good agreement with the data below 13
GPa. Above 13 GPa, where dissociation becomes significant, the

*reactive" model agrees.
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CHAPTER 3. SHOCK WAVES

3.1 Introduction

Most materials support shock waves because the sound velocity
increases with pressure. Only planar shocks are considered here.
Uniaxial strain can be achieved by uniformly loading the surface of a
semi-infinite sample; for example, by using a piston. Each element of
fluid pushes the neighboring fluid out of its way and thereby propagates
a pressure pulse into the fluid. A steady state will be arrived through
a series of transient flows which asymptotically approach the steady-state
condition after a time which depends on the shock thickness and
propagation velocity. A convenient examination of a steady-state
condition can be achieved by placing a coordinate system stationary with
re;pect to the particle velocity behind the shock front. The kinetic
energy of the directed molecular motion is converted to kinetic energy of
random motion (heat) when successive fluid elements collide. Thi;
irreversible heating which accompanies the compression process is useful .
for studying activation-type processes such as molecular dissociation and
electronic excitation. The following section will introduce shock wave
nomenclature and concepts through the use of a simple model proposed by

1 Section 3.3 will examine shock wave formation.

Band and Duvall.5
This is best illustrated from a continuum mechanics approach. The last
three sections will cover the Hugoniot relations, shock compression of

distended materials and impedance matching.
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3.2 1-D Elastic Brad Model

The elastic bead model is an examination on an atomistic level of
the propagation of a disturbance initiated by a piston moving to the
right at velocity, Vo The medium, in this 1-d problem (Fig. 3.1),
consists of a string of perfectly elastic beads of diameter, o, that
are initially separated a distance, s, and allowed to slide on a
frictionless wire. At t = 0, the first bead is struck by the piston.

Conservation of momentum and energy dictates that the bead will move to

LPiston t=0

/] 2v,
e ] v = O\ =2v) v=0Q .
) -/
|
S
¥ r"zi

Fig. 3.1 Bead model used to illustrate basic shock wave concepts.
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the right at velocity 2vo since the piston is assumed to be infinitely
massive. At the time of collision with the next bead (t = 5%—), the
first bead will exchange its momentum with the second bead, l:aving the
first bead with velocity v = 0. This disturbance covers a distance
n(s + o) in a time n E%—, where n is the number of beads experiencing a

collision. Therefore the front moves at velocity

S +a
US = 2v°( s ) (3.1)

which is identified as the shock velocity. The velocity history of the
first bead appears in Fig. 3.2. At t = %%— the piston reaches the first
bead and the process continues. The average velocity of any bead turns
out to be the piston velocity, Vo which is identified as the particle

velocity, Up. Consequently, the U —Us relation for this model is linear.

p
The motion of all the beads can be represented on an x-t diagram (Fig.

3.3). There it can be seen that the average particle velocity is equal
to the piston velocity and that the shock front travels faster than the

mean particle velocity.

The mean kinetic energy associated with the average bead velocity,

denoted by K, is

mul . (3.2)
The total kinetic energy of each bead is

H = ;— {;— m (2 up)2 + ]5 m (0%} =m Ug (3.3)
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Fig. 3.2 Velocity history of the first bead.

where the first term in the bracket represents the kinetic energy while
the bead is moving (half the time) and the second while the bead is
stationary. The total kinetic energy exceeds the average kinetic energy
that is assigned to the average particle velocity and represents an

excess energy corresponding to thermal agitation which is analogous to

Shock front \ ,
I S —
. V4 Vs
2 s 7 s
E e g // /
‘3 / -
Z
g 3 o I = 7 -
- 7
g A
£, / L
& e =~ Piston velutity
- P s slope v
8 L s
c 1 /——"/ Average velocity
2 e of second bead
D B e
£ Lo 1 ;
0 1 2 3 4 5

Time/(s/vy)

Fig. 3.3 _x—t diagram showing the trajectory of each bead.
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internal energy. Denoting this excess by E, it follows,
E=gmul . (3.4)

The rate of energy increase is equal to the total energy acquired
by each bead (AH = m Ug) per time interval (53—) and equals the average
[
force executed by the piston per unit area (P) times the velocity, vo.

Therefore the pressure becomes

(a8

m 2
= ) 3.5
P v (3.5)

w

The average density of the undisturbed region, Py is the

number o! beads per unit length

-n_ (3.6)

The density of the disturbed region can be found by taking the ratio of
the number of beads set into motion at some time, t, to the length of the
disturbed region which is bounded by the shock front on the right,

2v t

Xe = —;9— (s + o), and the piston, Xy = Yot, on the left. This gives

the final density

2m
P 20+s (3.7

The ratio of the final to initial density is
p__ 20+ 25
p 20+ S ’ (3.8)
0
which, for this model, is independent of the shock pressure. The
relation between the pressure, particle, and shock velocity (Eq. 3.5) is
consistent with the Hugoniot relation for the pressure (Section 3.4),

which the reader may verify. The P-V states (V = 1/p) attainable in a 1-d
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shock transition for an infinitely stiff potential lie on a vertical line
(Fig. 3.4). The final state for real fluids exhibits a more gradual

approach to a limiting volume but behaves in a qualitatively similar

manner.

3.3 Shock Wave Formation

The formation of a shock wave is a consequence of two competing
processes: The wave tends to steepen due to the higher sound velocity in
the shocked material anc the wave tends to spread out due to the
increasing influence of dispersion and dissipative effects. Microscopic
fluid transpeort theory can be used to give a detailed description of the

processes which take place in a shock compression processes. This

P-V states
/ attainable in
shock transition

Pressure

L 9
"
+
Q

V=1/2(20+s) Vo

Volume

Fig. 3.4 Hugoniot in P-V space for the bead model.
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involves following the trajectories of individual interacting particles.
The course to be pursued, though less precise, relies on the validity of
assuming local equilibrium between macroscopic fluid elements.
Constitutive models, which relate flows to gradients, are an important
feature to a continuum approach. As it turns out, the macroscopic
treatment agrees quite well with the microscopic treatment, considering
the large gradients involved, and also serves to illustrate important

mechanisms responsible for the final shock profi]e.58

The conservation relations can be derived from first principles
with no reference made to a specific materizl. A differential treatment
relies on the continuity in space and time of local densities, energies
and particle velocities. Mass conservation states that the amount of
material which accumulates in some volume is equal to the total rate of

flow through the boundary surface and in differential form is

%{ p + Yo \7) =0 . (3.9)

where p = p(X, t)} is the mass density of the system at the point x at
time t and v = v(X, t) is the mass velocity.51 Similarly, the rate of
change of momentum in a volume is equal to the total force acting on the
mass within the volume in addition to the rate at which momentum follows
in and out of the volume. The forces can be external, such as
gravitational, or can be forces exerted by the fluid surrounding the

volume. The momentum conservation equation is
a -— - - -
ot (pV) +9 - (pVvV)=pF-97-P (3.10)

The second term on the left hand side of the momentum equation represents
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the momentum flowing across the surface. The first term on the right
hand side represents the external forces (F = force per unit mass) acting
on the mass inside the volume and the second term is the total pressure
force acting upon the mass within the volume, where 2 is the pressure
tensor. The energy conservation equation is derived by equating the rate
of change of energy within a volume to the combined effects of the work
done on the mass within the volume, the convective energy flow outside of
the volume, and conductive energy flow from the volume. The total
energy, £, includes the potential energy due to the external forces, E°,
and the kinetic energy due to mass flow (1/2 p ug). The expression for

energy conservation becomes

P %% =-P: Vv-v-gq (3.11)
where q is the heat flux vector and %{ is the convective derivative,
b _a
Dt=?t+v v.

Up to this point only the notion of a continuum has been invoked.

To go further in predicting the flows, constitutive models of the
material are needed, which relate flows to gradients. These empirical
relations are another approximation in the continuum approach. Fourier's
law relates the heat flux vector, g, to the gradient of the temperature,
T, by a proportionality, «, called the thermal conductivity coefficient

and is a material property;
g=-x9T . (3.12)

The pressure tensor consists of contributions from the equilibrium scalar

component, P, and the shear and bulk viscosity components which are
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proportional to gradients of the particle velocity,

g=[P+(§n-nv)6-\7];——2nsym(v\7) . (3.13)

In Eq. (3.13), n is the coefficient of shear viscosity which is a
measure of the resistance to shear force, n, is the coefficient of bulk

viscosity which is a measure of the resistance to compressive farces, and

av., av
evI S I [ R §
sym (V Vi =2 (ax. + axi> : (3.14)

By incorporating the constitutive relations into the conservation
equations and with the aid of the second law of thermodynamics TdS = dE +
PdV, where S is the entropy per unit mass, an expression for the

Navier-Stokes equat}on is obtained,

TP c.F_¥ n2-.1 1 . .5
at * (vev)v=F P + o v v+ > (“v +3 n) Ve (9 ev) ; .

ervpv =0

2 av. v 2
3 .5y = a (i, _K_2 3 (g . oy2
at * (v «V9S) = oT T + 3o <3XK + aX1 3 sij v v) + p; (Vv »v)
- (2% 3
dp = (aP)S dP + (aS)P as (3.15)

which is a set of hydrodynamic equations governing the flow of a viscous
fluid. The first term on the right hand side of the entropy equation
corresponds to heating or cooling of the fluid by heat conduction and, as
a whole, tends to increase the entropy. The second and third terms
represent the mechanical energy dissipated by viscosity per unit volume
per unit time and are also responsible for increasing the entropy. The

relative importance of the viscous terms for the conditions appropriate
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in shock compression can be demonstrated by equating the inertial forces
in the equation of motion (first equation of 3.15) to the viscous forces.
Letting Up represent the scale of the flow velocity and & the
characteristic dimension of the flow region, an estimate of the relative
importance of the inertial term (left hand side of the momentum equation)
can be made and is of the order p Up 2/6. The viscous term is of the

order n Up/a2 and the ratio forms the reciprocal Reynolds number

viscous 1 _ »
inertial Re p Up F {(3.16)

Similarly, comparing hezt transfer by conduction in the energy equation,

2

which is of the order « aT/8%, to the mechanical energy transfer,
: U

which is of the order p -2 AE, the reciprocal Peclet number can be formed

[
thermal 1 K
AT Y P~ T X F . (3.17)
mechanical Pe P Up é CP
where the definition of specific heat at constant pressure, CP = (ﬁ%) R

p
has been included. Viscous and heat conduction terms become important

when the Reynolds and Peclet numbers are on the order of unity. An

estimate of the values will appear at the end of this section.

When the dissipative terms in Eq. (3.15) are neglectied, the Euler

equations result;

= 2
%% +(ve0)v= :;£— v .

a -

3‘% +9pv)=0 (3.18)

with the sound velocity defined as

CZ(P) = (aPaP 2 ) S = const.
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1f i1t is assumed p = p(v) and ¢ = c(v), then the equations describe a

simple wave in terms of, for example, the particle velocity

:—: + IV + (V)] -:—,‘f =0 . (3.19)

The ideal gas relation for the adiabat

Y
5= e
P o= PO(PO) (3.20)

produces the sound velocity
-1
2 _  2p Y =
¢t = co(Po) » Cp = C(po) . (3.21)
The coefficient y is the ratio of specific heats, CP/CV. Finally, the

genera! solution of Eq. (3.19) has the form

VEE(x g, 1) L ew =c + Tty (3.22)

where f(x) is an arbitrary function defining the wave shape at t = 0.

The solution, for a sound velocity independent of flow velocity, describes
the propagation of a wave with constant shape. However, the scund
valocity, a(v), increases with v since the adiabat is concave upward and
results in a steepening of the wave profile in regions of higher flow
velocity, v (Fig. 3.5). If this were allowed to occur indefinitely, the
flow velocity, v(x), would become multi-valued, which has no physical
meaning. Before this could occur the flow gradients would become too

large to justify neglect of the dissipative terms in the equation.
Inclusion of dissipative terms complicates the fundamental equation

with regard to a solution in closed analytical form unless only

second-order, non-linear terms are considered and it is assumed that
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Fig. 3.5 Shock wave formation.

dissipation coefficients are small to first order. Correspondingly, the
linear dissipative terms will be small to second order and the non-linear
dissipative terms may be neglected. To this degree of accuracy and

assuming propagation along the x-~axis, the equations become

2
2y av, _ _af 4 2y
Pt *Vax) " "ax F3ntay) |
as as e 3T
a3, _e 3T 3.23
at ax  pT 42 ( )
2 2
114 2 v _ & k3, 3T
at Tax VEE P T T T as)P 2

=_93_xge) a1y %
pT 3S/p 3P/ ¢ 3x2

These equations constitute a compléte system of equations for
unid{mensional flow correct to second order in the density
perturb.‘:ltion.s9 With additional assumptions and simplifications
regarding the forms chosen for the pressure and density dependence, the

Burgers equation for a quasi-simple wave follows

W, u. 3

au
ot aE - M 2 (3.24)
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where

= x - = I &2}
E=X cot , =1t , u= 2V .
1 4 1 1
andn=—[—n+n +x(—-—)] .
L™ 25 |3 v € ¢

Suppose the initial perturbation is bounded but otherwise arbitrary such that

I Up(e) dg =M <o

-0

Then, for large t, the asvmptotic form of the solution becomes

d .
u(E, 1) 2 - 2n, = 1n F( .
L dg ﬁ;[:
M ]
- X 2 —_— ® 2
where F(x) = d Je M ] e Y dyte 4n [ e Y ay
t 4 - X

This solution of the Burgers equation also has a stationary

solution describing a wave movind without deformation at constant

velocity, w;

[
L]
-
—~
™
I+
£
-
~

where

n
=
+

f(g) = 4, aux

and Uo and au are integration constants. This solution represents a

(3.25)

(3.26)

shock wave with a jump, au, in the flow velocity and a transition width

42

(3.27)



An estimate far the shock width can be made for the strongest shock
reported in these experiments for nitrogen at P = 0.600 Mbar, p = 2.7
g/cms, up =7 x 105 cm/s. T = 12000 K. Consider the transverse
momentum change between adjacent layers separation by a characteristic
intermolecular distance, o. If the transfer occurs in a time which

scales with the vibrational freguency of the molecules, v, such that

then the rate of momentum transfer per unit cross-section, o2, is of the

order
Aux
mrdu Aux m
—“Z‘L_"'nF:&n";— . (3.28)
(-1

This gives a viscosity of 2 x 10'2 poise and a corresponding shock
thickness, &, of 2 A, which is well within an order of magnitude accuracy
when compared with the exact results for argon at similar conditions.SB
This estimate for the shock thickness actually represents a reaction zone
corresponding to a translational relaxation phenomena involving momentum
exchange through collisions. This is sufficient for simple molecules
like argon. Niirogen, however, has several modes of relaxation which
rejuire exchange through a hierarchy of the various degrees of freedom.
The relaxation time for energy transfer from translational to vibrational
is on the order of 5 x 10_]0 seconds which gives a shock width of

approximately 5 mﬁcrons.60

The Reynolds and Peclet number can also be estimated to the same

order of accuracy if it is assumed
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~1 op-1
K ~ Cv Up o ~ .01 watts cm K R

where C, ~ %g ~1 joules » em > k' (3.29)

In this case

thermal x 1072 -1

1. -
Pe mechanical Up 3 cv (]06) (]0-8) m

viscous n 1072

9
and 5 ~ ~ ~ ~1 .
Re inertial Up 8 (]06) (]0—8)

These order-of-magnitude estimates demonstrate the importance of
including dissipation when dealing with moderate strength shocks

(z 1 Mbar). It is impossible to construct a continuous distribution of
all wave parameters for a sufficiently strong wave without including

viscosity.

In this section, the intent was to show that some interesting,
quantitative processes in shock wave physics are tractable, with minor
approximations, using a combination of first-principle conservation
relations and material property-dependent constitutive models. It has
been shown that the formation and structure of a shock wave requires both
dissipative effects and the non-linear nature of the sound velocity
dependence on the flow field parameters. The flow equations will also be
needed in the next section. Instead of incorporating constitutive models
and appealing to arguments as to what terms can be neglected, a principle
will be invoked which was briefly mentioned: Relaxation times are

negligible compared to the duration of an experiment.
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3.4 Hugoniot Relations

Recall that there exist certain relations between the initial and
final thermodynamic flow variables in the simple bead model of Section
3.1 which related the two equilibrium states. Similar relations may be
derived for a general material with no reference made to a specific model
since appeals are made only to conservation of mass, momentum and
energy. The only stipulation is that far enough away from the shock
transition region, which was shown to be on the order of a few microns,

the stale of the fluid is in thermodynamic equilibrium.

The process is steady and uniaxial. Partial derivatives with
respect to time vanish and partial derivatives with respect to the
spatial coordinate, x, can be replaced by total derivatives leading to

the conservation equations

d -

dx (PV) =0 ’

d 2 dv, _

ax (PHev m ) =0

d V2 dv 4T

dx [pv (H + '2_) M Vix T« dX] =0 . (3.30)

The shear and bulk viscosity coefficients have been combined into a
single term, n . defined by the expression following Egq. (3.24) and

is called the longitudinal viscosity coefficient. Equilibrium times for
the first coefficient are on the order of the translational collision
time. 1f the time required for establishing the static pressure is of
the order of the mean-free-path, then n, is on the order of n and, in the

uniaxial case, the combination can be justified.ﬁl There has also been a
t
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change in variables, using the second law of thermodynamics, TdS = dH -

vdP.

If it §s assumed that the shock transition region is an infinitely
thin layer, which is equivalent to ignoring the viscosity and heat
conduction terms, and that the flow parameters in the undisturbed and
shocked region are denoted by subscripts “o" and "1," respectively, then

it follows that the first integral of Eqs. (3.30) gives

P Yy = Py vo , (3.31)
2 - 2
P] t e Po + Py Yo , (3.32)
1 vlz) vo2
) v](H.I t5 /= e, v°<H0 + —5—) . (3.33)

These conservation equations relate the flow and thermodynamic variables
across the discontinuity in an arbitrary reference system. The
unperturbed state, denoted by subscript "o," is chosen as stationary and
the reference frame is fixed with respect to the shock front. Subscripts
on the variables corresponding to the shocked state are removed thus

obtaining the Hugoniot relations,

U
- ')
Py =P (1 Us) , (3.34)
P-Py=rpa U U, (3.35)
Y. 11
Hy = Hy =5 (P=P) (Po P) , (3.36)

where up represents the particle velocity in the shock compressed

region. The energy equation can be expressed in terms of an internal
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energy difference by substituting H = E + PV:

E-E =

1
0= 2 (P - Po) (Vo -y ., (3.37)

L]

where V 1
P

The first two Hugoniot equations involve shock parameters, such as
particle and shock velocity, in addition to thermodynamic variables while
the third equation relates strictly thermodynamic quantities. The
relation must be satisfied if the shock exists and since the end states
are in thermodynamic equilibrium, they 1ie on the equilibrium surface.
The locus of P-V states satisfied by the Hugoniot relation on the
equilibrium surface is called the Hugoniot. The location of the Hugoniot
in the P-V plane with respect to the isentrope can be determined by

considering two identical specimens with the same initial state (Po’ vV.);

0
one shock compressed to pressure P] and the other to P] + dP]. Equation

(3.37) can be differentiated in order to determine the difference in

specific external energy
1 - _1 \
dE] =3 (V0 V]) dP] 2 (P] + PD) dV] . (3.38)

Combining this eipression with the second law of thermodynamics yields

u_ - U\
= =1 - (S P
T] dS] = dE] + P] dV] = 2(V0 V]) [1 ( C] ) J dP] . (3.39)

where Eq. (3.35) and the definition for the sound velocity, ¢ (Eq.
(3.18)), have also been used. Since only materials are considered in

which the sound velocity increases with pressure, it follows that

dS1 >0
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THTRY
The term in the brackets of £q. (3.39), (—ST—E) , is the absolute
1

value of the slope of the line connecting the initial and final states in
the P-V plane and is called the Rayleigh 1ine. Since the end state,

(P]. V]), is arbitrary, it follows that entropy increases monotonically
with pressure and the Hugoniot lies above the adiabat passing through the
initial state, (Po, Vo), as can be seen in Fig. 3.6. It can also be
shown that for weak shocks, the entropy increase is third-order in the

compression.57

Three final points about the Rayleigh line are worth discussing
before proceeding on to the final two sections of this chapter. If the

first and second Hugoniot relations are combined, an expression for the

shock velocity is obtained,

(-]

(3.40)

w
[-]
-
]
-

which states that the shock velocity is directly proportional to the
square root of the slope of the Rayleigh line. Since the curve has a
positive second derivative, it follows that shock velocity is an
increasing function of pressure. The next point is illustrated by
considering the third Hugoniot relation. The internal energy increase in
a shock compressed material is represented by the area under the Rayleigh
line between the initial and final states. The energy increase due to an
isentropic compression is represented by the area under the curve, So =
const., bounded by the initial and final volumes. Therefore, the area

between the Rayleigh line and isentrope (shaded region in Fig. 3.6)
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Fig. 3.6 EOS for a hypothetical material showing relative positions of
the Hugoniot and adiabats for two values of the entropy. The

Rayleigh and Fanno lines are also included.

represents the entropy increase or irreversible heating accompanying a
shock compression process. The final point regarding the Rayleigh 1ine
is that it represents the flow trajectory in the P-V plane above the
equilibrium surface for a material in which heat conduction is the

61,62

dominant dissipation mechanism. This can be seen by considering

the momentum equation (Eq. (3.30)) for n = 0,

2

0 (3.41)

2
P+ pv = Po +py ¥

This expression relates the intermediate states in the shock region as
well as the equilibrium states. A more familiar expression for the shock

pressure can be obtained by combining Eq. (3.41) with Eq. (3.31)

- 2 v
P = Po +p, Y, (1 vo ) . (3.42)
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The point describing the state of the material within the shock region
goes from the initial state (Po’ vo) in the P-V plane to the final

state (P, V) along the Rayleigh line. The states along the Rayleigh line
can be reached from each other by continuous changes due to heat transfer

effects, exclusively.

Now suppose there is viscosity with no heat conduction (that is,

x = 0). The entropy equation (from Eq. (3.30)) becomes

WIS G (3.43)
which shows that the wave entropy increases monotonically from the
initial value, S = So, to the final entropy value, S = S], and is
contained within the two adiabats So and S1 (Fig. 3.6). Since the
adiabats are convex downward gzg > 0}, the trajectory, represented
by the dashed 1ine in Fig. 3.6,a¥ie§ entirely below the Rayleigh line.

62 The states along the Fanno

The trajectory is termed the Fanno line.
lfne can be reached from each other by continuous changes due to
frictional or viscous effects. Since it has been demonstrated that
viscous and thermal contributions are comparable, it is 1ikely that the

shock process proceeds along some path between to these two special

cases .62

3.5 Distended Materials

Shock compressing materials at various initial densities reveals
additional thermodynamic information. The material could be porous like

a foam or simply a fluid with a less efficient packing arrangement. Let
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v, and voo denote the initial volumes of the standard and distended
materials, respectively, where Voo > Vo. Suppose the distended material

is slowly compressed to its standard volume, Vo. This will proceed along

a nearly horizontal line (Fig. 3.7) since negligible resistance to
deformation is assumed. This compression will close voids or break the
weaker intermolecular cross-1inking that inhibits efficient packing. Once
the material is compressed to its standard volume, the bulk modulus becomes

finite and further compression follows the adiabat starting from vo.

The Rayleigh line for the distended material, however, is a straight
line connecting the initial, (Po' Voo), and final, (P], V]). states. A
consequence of the large area between the Rayleigh 1ine and the isentrope
is an increase in the temperature of shock compressed distended materials
over their more dense counterparts. This is shown by the shaded region
in Fig. 3.7. The large contribution of the thermal component to total
pressure is demonstrated by the anomalous Hugoniot curve for some highly
porous materials which show final volumes greater than the preshocked
volume.ﬁ] The adiabat, which characterizes the repulsive forces
between molecules, can be determined by comparing the Hugoniots of
material with equivalent composition and differing starting densities.
The relative contribution from ine thermal and elastic components can be
determined by shock compressing the standard and distended materials over
a range of final volumes and m;pﬁing out an EOS such as the Griineisen
form. The opportunity to obse;ve this phenomenon provided the motivation
measuring the EOS for 1-butene (CH2=CH—CH2—CH3) and comparing it with that

of polvbutene [(CHZ—CH-CHZ-CH3)n].
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Fig. 3.7 Hugoniots for two similar materials with differing starting

densities.

3.6 Shock Impedance Matching

Shock impedance matching is a technique for obtaining the mass
velocity, Up, from the initial material properties and measured
kinematic parameters. 1In an experiment to measure the Hugoniot EOS of a
material, the experimenter measures one or more of the vaﬁables (P,

U, U, V) and uses the Hugoniot jump conditions to determine the

P S

others. Consider £q. (3.35) for an initial velocity, Uo =0, X
i

PP, =p Ug Uy l’;

N

The shock velocity can be measured while the remaining unknowns (such as

pressure and particle velocity) are determined using impedance qriatching
1
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techniques. The quantity pOUS is called the impedance, Z, of the

material and is a property of the material.

The P-Up plane is a convenient place to relate the impact of
materials because of the continuity of pressure and mass velocity at the
interface of two materials in contact. Consider the impact of two
dissimilar bodies, where body I is moving to the right with velocity Ul
and strikes body I1 which is initially at rest. Suppose the EOS for
material I, called the standard, is known. For many materials
(particularly metals), a linear relation has been discovered to exist,

over a wide pressure range, between US and Up,

U =c+su . (3.44)

The relation is empirical and the value of the coefficient, C, approaches
the sound velocity for decreasing shock strength. The materials used as
a standard in these experiments are aluminum and tantalum for which the

Up—US relation is known to accuracies greater than 1%.

Upon impact, the conditions of particle velocity and pressure
continuity are established by the formation of a shock front in each
material propagating in opposite directions. Let C1 and 5 be the
known coefficients of the impactor. The impactor is moving to the right
at velocity UI’ so its Hugoniot relation (Eg. (3.35)) will be
translated in the Up-P plane along the Up—axis by a distance
corresponding to a particle velocity in the lab frame and reflected about

the P-axis (curve B, Fig. 3.8). The Hugoniot becomes
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P] =2 (UI - UP]) [C] + 51 (U1 - UP])] . (3.45)

The Hugoniot for the “unknown* target material (curve A, Fig. 3.8) is

simply
P2 = r, US UP2 (3.46)
The continuity conditions require P1 = P2 = PH and UP] = UP2 = UPH and
thus determine UP . The Hugoniot relations can then be used to deteriiine
H

the final energy, volume and pressure. The Hugoniot can be mapped ocut to
any desired degree of detail by repeating the experiments over a series
of impactor velocities and densities.

Two practical limitations restrict the seemingly straighiforward

determination of the Hugoniot EOS of a sample. One is the upper velocity

in accelerating a projectile with some well defined geometry. Impositions

v Hugoniot of impactor
[}
® B
% A
! e Hugoniot of

& Pyr—————— sample
|
|

z \ |
Up v,

Particle velocity

Fig. 3.8 Impedance matching the impact of two dissimilar materials in

U_-P space.
P p
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generated by this restriction were not considered serious for the range
of pressures sought in these studies. A device is described in the next
chapter that can accelerate a 20 g projectile to velocities up to 8
Km/sec and produce dynamic pressures in liquid nitrogen samples in excess
of 600 Kbar. Another more subtle but restrictive problem concerns
rarefactions. The property of materials to allow the formation of a
shock wave is also responsible for the formation of rarefactions or
release waves. Impactors and samples are actually finite in extent, both
laterally and in thickness. When the shock reaches the back surface of
the impactor the impedance mismatch of the impactor material and the
vacuum produces a rarefaction in the opposite direction. The rarefaction
moves with the sound velocity of the shock compressed region in the same
direction as the shock wave. Shock wave stability requires the magnitude
of .ound velocity plus the particle velocity to exceed the shock
velocity, the consequence of which is that the shock wave will eventually

be attenuated by the catch-up wave.

Deviations from ideal uniaxial strain are another problem and
result from the finite lateral extent of the materials. Release waves
propagate from the edges and eventually compromise the desired ideal
conditions of uniaxial strain. These problems can be avoided with a
judicious craoice in éxperimenta] sample g.ometries. Consider the side
rarefaction problem (Fig. 3.9). It can be shown that the region of sound
propagation forms an angle, «, with respect to the point where the

rarefaction begins and is given by
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front and flow at ty

Fig. 3.9 Side rarefaction originating at a release point.

Ys

fo2 u_-1u
tana=/(ﬁ— T S (3.47)
s
where C is the sound velocity in the shocked mater'ial.63 An upper
limit to o can be determined by calculating the adiabatic sound
velocity based on the slope of the Hugoniot in the shock compressed state
of the sample. This has been done for the samples considered in this

thesis and gives o < 45°. This stipulation also provides a boundary

condition which must be considered in the final design of an experiment.
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CHAPTER 4. EXPERIMENTAL METHOD

4.1 Introduction

To induce the high dynamic pressures and temperatures discussed in
the previous chapters, flat plates of aluminum or tantalum were
accelerated by a two-stage light-gas gun to velocities up to 8 Km/s.*
The plates impacted an instrumented specimen and induced a shock wave
with the properties accurately control ed and recorded. A variety of
parameter measurements was made for the shock compressed state of the
material from which either Hugoniot EQS or electrical conductivity data

were determined.

Section 4.2 will describe essential features and principle of
operation of the two-stage gun. Section 4.3 details the target geometry
and attached sensors, followed by Secticn 4.4 which covers the overall
diagnostic plan. The final four sections include sample preparation,
temperature control, particle velocity determination, and a summary of

the sequential procedure followed in a typical experiment.

4.2 Two-Stage Light-Gas Gun

The qun used to accelerate the impactor is an accelerated-reservoir
light-gas gun with a launch tube bore diameter of 29 mm. The gun

maintains a reasonably smooth pressure at the base of the projectile

* Escape velocity from the earth's surface s 11 Km/sec.
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during the launch thus eliminating the problems accompanying excessive

impactor deformation and heaiing.

Figure 4.1 shows the layout of the gun and target chamber which

consists of the following components:

1. Powder chamber.

2. Pump tube, 89 mm 1.D. by 10 meters long.

3. Accelerated-reservoir high-pressure coupling.
4. Launch tube, 29 mm I.D. by 9 meters long.

5. Instrumented target chamber and target.

Prior to firing, a few kilograms of M-6 gun powder are placed in
the breach and the pump tube is filled with about 60 grams of hydrogen
gas. A rupture valve is located on the down-stream end of the
accelerated reservoir to contain thc gas. The target chamber and launch
tube, up to the projectile, are evacuated tc zpproximately 10_2 torr to

eliminate the effects of frictional heating of the projectile and

i bl
Nal scintillator / Film holders
and pu ke .- Sample and coolant
lines
Target

Launch tube \

D]
A '\'\-Prujuctile
Hydrogen A\- Rupture valve
\-Piston

Coaxial cables and
T.C. wires

. Accelerated-ressrvoir \\‘_ Vacuum chamber
" Powder load H.P. coupling Isolated electrical
foedthroughs
D.C.;i-rl\;' \< Flash x-ray
e sources

Fig. 4.1 Layout of the twoc-siage, iight-gas gun and target chamber.

58



preshocks in the target. A plastic cylinder, called a sabot, carries the
impactor plate. The impactor is hot-pressed into the sabot which carries

it in a fixed position and seals the driving gas behind the projectile.

Once the powder is ignited, the expanding gases accelerate the
piston toward the accelerated-reservoir high-pressure coupling. At a
critical pressure the diaphram ruptures and allows the expanding hydrogen
gas to accelerate the 20 gram projectile toward the target. Shortly after
the projectile enters the target chamber, it interrupts a continuous x-ray
beam focused on a Nal scintillator detector. The time at which this
occurs provides a timing reference to sequence future events such as

firing the flash x-ray tubes and the current pulser used in conductivity

measurements.

The amount of powder, rupture valve pressure threshold and light-gas
quantity are determined by the projectile velocity required. Generally,
impactor velocities can be predetermined to an accuracy of 5%. Flash
x-rays 1 and 2 are adjusted to pulse as the projectile crosses their
paths, which is timed from a knowledge of the chosen projectile velocity
and measured positions of the flash x-ray tubes with respect to each other
and the continuous x-ray trigger. Hewlett-Packard time-internal monitors
(1iM) record the precise moment the x-rays are pulsed while film placed
behind a scintillation screen, on the opposite side of the target chamber,
records the projectile position. Projectile velocities can be determined

to within 0.1%.
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Fig. 4.2 Typical flash x-ray records.

Set-up pictures, with millimeter-marked rule (zero of scale located
at baseplate), and shot pictures, with the projectile moving to the

right, are shown in the lower and upper frames of Fig. 4.2, respectively.

The planarity of the shock wave induced in the target is dependent
on the impactor flatness at impact. The impactor plate material is
either 2 mm thick tantalum or 4 mm thick aluminum, each with 24 mm
diameters. The front surfaces are machine lapped and then hand polished
flat to 5 microns. EOS measurements using a 13-pin array and other
independent tests confirm aluminum impactor flatness to less than 5 ns
for 7 Km/sec velocities. The impactor tilt, relative to the target
specimen, is dependent on launch tube uniformity and target alignment.
Optical techniques allow target alignments with respect to the launch

tube to approximately 0.03 degrees.
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careful attention to the condition of the launch tube is necessary
for successful firing in the higher velocity ranges. Bore uniformity of
pbetter than 200 microns over the full 9 meter length of the launch tube
is maintained. The diameter is maintained constant to within 10 microms.
Launch tubes are cleaned between each firing ;;d honed after an average
of 20 firings. With cryogenic samples it is geﬁerally possibie to
maintain a schedule of one shot per day with a single shift which includes

the physicist, two mechanical technicians and one electronic techmician.

A more detailed description of the two-stage light-gas gumn, which
is maintained and operated by the H-Division high pressure experimental

group at LLNL, can be found in Refs. 7, 64-68.

4.3 largets

The target bodies contain the sample and provide a secure mounting
for the pin block, thermocoupies and electrode assembly. The target
bodies for the cryogenic shots possess an annular region surrounding the
sample cavity. Liquid nitrogen fills the cavity for the 1iquid nitrogen
and oxygen conductivity shots, and fiowing cold nitrogen gas fills the
chamber for the liquid 1-butene EOS experiments. In either case, the
large thermal inertia of the aluminum target body in contact with the
coolant provides a stable means for temperature control. The basic body
design is the result of several years of refinements and has been used in
£0S, pyrometry and Raman experiments using a large variety of liquids.

Figures 4.3 and 4.4 are schematic, cross sectional views of the standard
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Fig. 4.3 Cross sectional view of standard target used for

benzene conductivity measurements.

(room temperature) and cryogenic targets set up for a conductivity

measurement .

The bodies are machined from aluminum and measure about 15 cm in
diameter. A 3 cm diameter cavity is machined in the standard target to a
depth of 5 mm. The ratio of diameter-to-depth is sufficient to insure a
condition of uniaxial compression. The mounting flanges for the

baseplates and target bodies are an aluminum alloy (6061) easy to machine
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Fig. 4.4 Cross sectional view of cryogenic target used for 1-butene
EOS, and oxygen and nitrogen conductivity measurements.

(Coolant vent not shown).

and still thermally compatible with the softer, pure aluminum (1100F)

used for the mounting blocks and baseplates.
The baseplate thicknesses are measured using a Bausch and Lomb

metric optical gauge and are parallel to within 2 microns. Their

densities are determined by a buoyancy method to an éccuracy of 0.1%.
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The electrode assembly (Fig. 4.5) consists of a layered composite
of machinable glass ceramic (Haco‘ga insulating spacers and 25-50
micron thickness copper or stainless steel foils machined to 5 micron
tolerance and platinum plated to prevent oxidation. The foils are chosen
in order to minimize perturbing effects to the sample. The transition in
lateral extent, from 1 to 10 mm, at the interface between the sample
cavity and its wall better defines the position of the shock front with
respect to the electrode base and marks the signal of interest in a
measurement. The large-width base allows for easier attachment of wires
and decreases resistivity from sample circuitry. The close tolerance on
the foils is accomplished using a wire electrical discharge machining
(EDM) tool. The tool leaves a 0.005" radius on the corners which
prevents excessively high local electric fields. Figure 4.6 is an
enlarged view of the foils and it shouid be noted that c¢nly the tips,

which measure 1 mm by 1 mm, extend into the sample. The spacers keep the

Ceramic
spacers

Cross section 1*\/\
reference 0

Fig. 4.5 Exploded view of electrode sandwich.
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Fig. 4.6 Photograph of electrode foils enlarged 4X.

foils parallel and separated a distance of 1 mm. A stainless steel
sleeve, which is used to improve the vacuum seal integrity between the
sample and target chaﬁbers, is pressed (~ 50 micron interference) into
the pin block prior to inserting the electrode plug. Varian Torr—Sea\ag
is used as a bonding agent because of its low vapor pressure and excellent
thermal cycling properties., The depth the electrode plug is inserted
into the sleeve is determined by the baseplate-to-electrode distance
requirement and must be determined for each case. The separation is
important because an optimum balance must exist between catch-up
rarefactions originating from the impactor back surface and the baseplate
proximity to the electrode tips. A one-dimensional, Lagrangian elastic-~
plastic hydrodynamic code KOVEC69 is used to aid the design
considerations with regard to the above mentioned phenomena. Any
potential problems with side release waves are avoided by positioning all
probes and detectors well within a conservatively assigned region 45°

from the release point (See Section 3.6).
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Surfaces which will come in contact with the sample are cleaned
using a caustic bath followed by a HC1 bath and deionized water rinse.

Target body surfaces are cleaned with alcohol just prior to assembly.

For electrical conductivity measurements, four holes are bored in
the pin block; two opposing hples are bored on an 18 mm diameter circle
for the trigger pins and two opposing holes, 90° from the pin holes on
the same circle, are bored for copper/constantan thermocouples. Teflon
sleeves keep the outer shorting pin shafts electrically isolated from the
target body. This is to prevent ground currents since the pin
conditioning circuit is electrically common to the gun tank. This
consideration will be discussed in the section addressing diagnostics.
The pins and thermocouples are also positioned and vacuum-sealed with
epoxy in the mounting block. The pins trigger the faster-sweep
oscilloscopes used in recording the voltage drop across the
electrode/sample combination and have a time resolution of about S
nanoseconds which is sufficient. These pins are the coaxial-type
consisting of an inner conductor separated by an insulating shim from a
grounded outer tube and end-cap. The shock transit through the
insulating end-cap closes an RC circuit which appears as a pulse on an
oscilloscope. The uncertainty in the gap separation of these pins
excludes their use for EQS measurements but their coaxially-sealed design
makes them attractive as triggers for the conductivity measurements since
their shielding reduces or eliminates interactions between the triggering

and measuring circuits.

The detector package for the EO0S targets (Fig. 4.7) consists of a
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Fig. 4.7 Pin and thermocouple positions for an EDOS measurement.

set of 13 pins and two copper/constantan thermocouples epoxied in place.
These pins differ from the pins used in the conductivity shots. The pins
for the EOS measurements are self-shorting coaxial pins consisting of a
central, anodized aluminum wire surrounded by an outer grounded tube.
Their subnanosecond closure time allows the position of the shock front
to be determined accurately as it passes through the sample. For
multiplexing purposes, a 51 ohm terminating resistor is connected in
series with the pin and ground to suppress voltage reflections in the
cable once the pin is shorted. These pins are supplied by Specialty
Engineering, Associates and are described in greater detail in Ref. 64.
The pins located on the first plane are usually 0.3 mm from the baseplate
and located on an 18 mm circle. Th~ pins on the second plane are usually
2.5 mm from the baseplate and located on a 10 mm circle. Their heights

are determined optically to an accuracy of 2 microns.
The cell constant, defined in the following section, is a geometric
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correction factor accounting for the departure from ideal one-dimensional
electric field lines across the electrodes. The electrodes are immersed
into an electrolyte solution of known resistivity then pulsed using the
constant-current circuit, also described in the next section. The
voltage defiection, recorded on a fast-sweep oscilloscope (100 ns/div},
1s compared to deflections produced by a set of known precision
resistors. This widely used technique, termed "electrolytic simulation,®
gives the resistance and determines the cell constant. Measurements on
selected cells have boen repeated several weeks apart to test degradation

of the electrode and reproduce the cell constant to within 10%.

The fi11 lines for the benzene target are PolyflsE>tub1ng and
pass from the target to liquid feed-throughs on a target chamber access
port. The fill and coolant lines for the cryogenic targets are stainless
steel bellows with a glass transition placed between the target and
chamber access port. This precaution insures target/target chamber

electrical isolation.

The mounting gimbal positions the target in front of the gqun mnizle
and is also electrically itsolated from the target. This is accomplished
by passing the mounting spokes through insulating spacers, located on the

gimbal.

The signal cables, originating from the rear of the target, pass
through electrically isolated BNC vacuum-quality feed throughs on the
target chamber. Connections between electrodes, shunt and current-

iimiting resistors are short (: 1 c¢m) to prevent inductive paths or
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pick-up loops. A copper shieid is placed around the electrical package
on the target and then filled with a silicone elastomer. This precaution
is intended to prevent dielectric breakdown due to hot jonized gases from

the gun that precede the projectile.

4.4 Diagnostics

Due to the short time scale of a dynamic experiment, the sample
resistances must be measured over a 100 ns interval (1 ns = 109 5) with
a resolution on the order of 5 ns. The measured resistance, R, of a
sample is related to the resistivity, p, the exposed area, A, of the

electrodes, and the electrode separation, %, by
3
R=p A f ., (4.1)

where f js the dimensionless fringing field correction which may also be
time-dependent. 1f the time dependence of the conductivity signal is
assumed to be dominated by the time dependence of the area of conducting
fluid swept out between the electrodes, then it follows that the scope
deflection appears as to/(t + to). starting where the shock wave

reaches the electrode tip and finishing where the shock wave has traversed
the complete length of the electrode (1 mm length). For a typical shock
velocity of 10 mm/us, the time of iraversal is on the order of 100 ns.
The signal character changes once the shock wave completely traverses the
electrodes and reflects off the Maco‘a plug. Th!s change provides a
timing reference to determine’the final signal position. The position of
the catch-up wave and baseplate, at the instant the shock wave reaches

the Maco‘gl is determined by a KOVEC calculaticn for the relevant
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geometry. Impactor, baseplate and sample thicknesses are designed so
that the rarefaction, which originates from the impactor rear surface,
does not enter the sample during the experiment. The sample must also be
sufficiently thick to keep a safe distance between the electrode tips and
baseplate. Independent tests have determined that a 1 mm separation

between the baseplate and electrode tips is sufficient.

The distance between the target chamber and the control/monitor
room requires long cable runs (30 m). This creates potential problems
including increased inductance and transmission line loss. Regarding
inductance, circuits leads are kept short; for line loss, low-loss
Foam-fle}®>cables are used for the signal cables. Ground looping and
radiative pickup were two additional problems encountered. These
prcblems were reduced or eliminated by using shielding and isolated
differential circuits. Much of the support diagnostics of the two-stage
gun is common-ground to the target chamber instead of differential mode
and so care must be taken to insure isolation. During the experiment the
ground potential of the entire gun changes. This change is comparable to
the measured voltages of interest and can nullify an experiment. So,
care is taken to isolate the probes and associated electrical devices
from the gun tank. This has proven successful. Two additional reasons
prompted the use of a differential system: The baseplate is not biased
so that it could become an alternate current path (voltage-divider
effect) as it approaches the electrodes, and any polarization noise
pulse, which can accompany the shock compression nf some materials, is
electrically cancelled in a true differential system with a transverse

geometry.
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Two basic variations of a Reimers circuit are used to measure the
tinal sample r-esistance.z5 They are the constant-veltage circuit (Fig.
4.83), which is an effective circuit for measuring resistances above 10
ohm, and the constant-current circuit (Fig. 4.8b) which is the preferred
system for measuring lower resistances. In the constant-voltage circuit,
a capacitor is charged through two large ballast resistors (51 K @) and
a differential power supply. When the shock reaches the electrodes, a

current path is established and the circuit becomes equivalent to switch

Constant voltage

s 51 K2
ample , - ____
/ —
Y To diff p/s
To scopes
S+ )
R
Fs From current To scopes

[

1

1

:

' >
J source
; Ry
i L__J\/VA_{}__

Constant current

Fig. 4.8 Fquivalent electrical circuits for (a) constant-voltage and

{(b) constant-current voltage measurements.
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closure in an RC circuit. The signal is transmitted along the coaxial
lines to differential amplifiers and fast-sweep (50-100 ns/division)
oscittoscopes. About seven oscilloscopes, in a parallel arrangement set
at progressively lower sensitivities, monitor the signal strength. A
photographic record is taken of the signal on the fast-sweep
oscilloscopes, which are triggered by the shorting pins. The signatl
deflection, which appears on one or more of the scopes with the matching
sensitivity, is compared with deflections produced by a set of standard
precision resistors in combination with a fast rise-time (5 ns), low

resistance (f 1 ohm) silicon-control rectifier switch (SCR).

Typicatlly, the potential, Vo, set for the constant -veltage
circuit was 100 volts. The final voltage deflection, V*. measured
across a terminating resistor of value RZ is retated to the sample

resistance, Rx’ through

v = —2 . i4.2)

A calibration procedure using a set of standard resistors was preferred
to the absolute voltage calibrations of each oscilloscope. A record of
deflection, Yi» is produced by the set of resistors, R,, and is

ptotted as a function of Xi where

X, = —2 . (4.3)

A linear regression analysis is performed relating
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y; = aX; +b (4.4)

Equation (4.4) is inverted to obtain the final sample resistance, Rx'
from the measured deflection, Yy Figure 4.9 shows a signal trace for
liquid nitrogen shot NC-10 using a constant-voltage circuit. The final
deflection voltage, Vo, appearing in Eqs. (4.2) and (4.3), is the

difference between the baseline and conductivity signal.

The constant-current circuit is effectively a current generator
that is activated just prior to the shock wave reaching the electrode
tips. This is accomplished by charging two 100 uf capacitors through
two large ballast resistors with a differential power supply. An SCR

switch allows current to flow through the shunt and current limiters

Stk st vy
4t electrodes

Fig. 4.9 Voltage defiection for a liquid nitrogen conductivity
experiment using a constant-voltage circuit (NC-10, P = 19.1

GPa, o =1 x 103 e lem™y.
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about 30 us before the shock wave reaches the electrodes. This is
enough time to allow for the disappearance of unwanted switching
transients. The current-limiting resistors, which are at least 2 orders
of magnitude larger than the shunt resistors, determine the current
magnitude and remain essentially constant during the experiment. Once
the shock wave reaches the electrode tip, another finite resistive path
is created and this behaves as a voltage-dividing device. The voltage
change is recorded on a set of fast-sweep oscilloscopes. The scope
sensitivity and power supply voltage are adjusted to maximize the
separation between the baseline and initial signal deflection. Also,
maximum sensitivity in the circuit is achieved by matiching the shunt
resistor value to the expected final resistance of the shocked sample.
This usually requires some guess-work since the effective range of
sensitivity is only 2 orders of magnitude on the resistance scale
compared to the constant-voltage circuit which covers nearly 5 decades.
For this reason, some experiments were performed twice in order to match
the region of optimum sensitivity for the electronics to the final

shock-induced conductivity.

Details of the current pulser, which is the capacitor/switching
network, can be seen in Fig. 4.10. The high voltage cables (from the
power supply) and ballast resistors charge the capacitors. SCRs (denoted
by 2N4174) inhibit current flow until a bias is applied from a "start
pilse” on the right. Transformers (denoted by MPT 111-1) are used to
decouple any unwanted signals which might originate from the “HV+/-" or
*start pulse* terminals. The “stop pulse® circuit is used only during

simulations and prevents excessive power deposition in preshot
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interlock used in a constant-current conductivity experiment.
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Fig. 4.11 Essential electrical elements of a low resistance measurement.
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instrumentation. Also shown in the circuit is an “AC interlock* included
for safety reasons. The capacitors are discharged to ground when the AC
power is shut off. Figure 4.11 is an abridged depiction including only
essential elements of the current source, start pulse circuit, signal
runs and ground planes. Fig. 4.10 is a detailed schematic of the
*current pulser" shown in Fig. 4.11. A complete description of the

circuits and other variations can be found in Refs. 65, 70-74.

Figure 4.12 shows the voltage dividing characteristic of a
constant-current circuit as the shock wave traverses the electrode

length. The initial deflection to the left of the ramp is vo. The

Fiducial

. /—Shock arrival
N— at slectrodes

Lo~ fundue vty signal
\\\‘\\<7.

—

\

N~

[=—50 ns
Sensitivity = 500 mV div

Fic .12 Voltage deflection for a liquid nitrogen conductivity
experiment using a constant-current circuit (NC-8, P = 33.8
1 1)‘

GPa, o =2 Q 'cm
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arrow showing the position of the conductivity signal is Vx. Since the
current before and after "switch closure" is equai, the final sample

resistance, Rx' is

R, = o—— (4.5)

where RS is the shunt resistance and V0 and Vx are the oscilloscope
deflections before and after shock arrival, respectively. Note the
dependence on the deflection values appears as a ratio, as opposed to
their absolute magnitude and that a maximum in sensitivity is obtained
for Rx = Rs'
A schematic for the complete diagnostic system for conductivity
and, to some extent, EOS measurements is shown in Fig. 4.13. The signal
source and destination has been described. Recall that the projectile
interrupts the CW x-ray beam which is used to trigger a slow-sweep (5
pus/division) oscilloscope and the current pulser. The trigger pulse
from the CW x-ray is split and rerouted through a series of digital delay

units which are preset to synchronize with the appropriate chronological

order of evenis.

The pin system includes a power supply, pulse shapers, and a mixer
which accepts multiple signal inputs and responds to the first signal
with a conditioned output signal. The pulse shaper contains a ballast
resislor/capacitor combination and a diode -to-ground to suppress signal
reflections. Also included is a 10:1 attenuator which routes 10% of the

pin signal (10-20 volts) to the mixer. The multiple outputs of the mixer
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Fig. 4.13 Complete electronic diagnostic system for electrical

conductivity experiments.

go to TIMs which record the CW x-ray to pin closure time-intervals, to a
fiducial generator and scope trigger network of the Tektronix 7903 and
scope triggers, and to a fiducial generator of the Tektronix 519
oscilloscope which record subnanosecond pin signal times at ultra-fast

high resolution.

The shock velocity is determined by measuring the shock arrival
time for a set of pins (13) located on two planes at radii 0, 5 and 9
mm. Seven pins are located on the first plane, at a radii of 0 and ¥ mm,
and are nearest to the baseplate. The remaining pins are on the second

plane, at a 5 mm radius. The pins have an angular separation of 60° and
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a phase difference from the down-plane to u; plane of 30°. Corrections
are made tc the arrival times for cable lengths, differing pin heights on
any one plane, shock tilt and bowing. Differences in cable lengths are
measured to within 0.1 ns using an EG&G model LE 15313-2 digital

reflectometer and a Hewlett-Packard Model 5370A TIM.

A typical signal trace from a Tektronix 519 showing a fiducial and
one pin each, from the first and second plane, is shown in Fig. 4.14.
Separation between the two pin puises is inferred from the superimposed

calibration using a computer-assisted film reader.

Two planes are defined which represent the average pin height for

L 4
.

—ei 5 ns calibration

/ ‘ ]
e Pin signals

[Faduc:lal

»

Fig. 4.14 Typical Tektronix 519 record of pin signals from the first and

second plane, and timing fiducial for an EQS experiment. Also

shown is a timing calibration.
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that plane. The shock arrival times for each pin on e¢ich plane are
related to the arrival on that plane corrected to the average pin height
of the plane using an estimated shock velocity. The corrected times

(which are typically ~ 1 ns) are averaged for each plane,

6
t z tj1 , J=1,2 (4.6)

=1
J 6 =1
and fitted to a cosine dependence

- R, tan ©
-ty = ———1ﬁ—~——— cos(e_ + 60i) (4.7)
1 [¢]

th h

where tji is the deviation of the i~ arrival time on the jt plane,

R; is the radius of the circle of the detectors on the jth plane, © is
the ti1t of the impactor with respect to the target normal, UI is the
impactor velocity, and % is the angular separation between the first

point on the detector circle struck by the shock and the first detector

R, tan ®
to respond. The fitting parameters, m and %y give a set
(tji)f1t and tj determined from Eq. (4.6). The interplanar shock transit

time n-ads to be csrrected for shock bowing. A parabolic bow shape is
assumed and a correction is made by calculating the arrival time

difference between the center pin and first plane:
R, '
At = (tc - t1) - ;-f , (4.8)
.'l»

where tc is the shock arrival time (pin-height and cable corrected) on

the center pin. The interplanar shock transit time is

At = t2 - t] - Atc (4.9)
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which ultimately gives the shock velocity. The standard deviation to the
cosine fit is obtained by methods of standard regression analysis and is

described in Refs. 7 and 66. Shock velocities are determined to an

accuracy of within 1%.

4,5 Sample Preparation and Condensation

6 -7

The specimen chamber is evacuated te a pressure of 10 -10 ' Torr

using a diffusion pump. Reagent grade (Mallinckrodt, Inc.) benzene is
poured into a reservoir located directly above the target outside the
target chamber (Fig. 4.15). Valve V] is closed followed by the opening

of valve V_, then v3 which flushes the specimen chamber with benzene while

2’
decreasing the likelihood of gas bubble formation. Finally, all valves

are closed and benzene sample preparation is complete.

Specimen chambers are also evacuated for cryogenic sample transfer.
1n this case, however, a series of specimen fills and evacuations are
done to decontaminate the system. After the final decontamination the

sample chamber is filled to a pressure of 800 mm Hg with the high purity

sample gas.

Mass spectrographic analysis for each sample shows the majer
impurities and concentrations for N2 samples to be 02 (f 0.1 mole
percent), 02 simples to be CO and N2 (f 0.7 mole percent), and C4H8

samples to be CJ and (.‘02 (f 0.7 mole percent).

Liquid nitrogen was used as a coolant for both oxygen and nitrogen
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Fig. 4.15 Sample preparation system used for benzene

conductivity experiment.

conductivity experiments, while cold nitrogen gas was used in the
1-butene EO0S experiments (Fig. 4.16). The gas pressure in the chamber
cavity was allowed to come to equilibrium with atmospheric pressure hy
opening the system between reservoir, specimen chamber and vent.
Temperature and pressure readings f-om a mercury barometer, aneroiu
barometer, Heise pressure gauge (Gauge 1), and a MKS Baratron pressure
meter (Gauge 2) are recorded. Valves V110, V111 and V112 are closed and
target cooling commences. Two different cooling methods are described in
Section 4.5. Gauge 2 inditates a dramatic decrease in pressure once the

temperature corresponding to the vapor/1iquid saturation temperature is
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Fig. 4.16 Sample condensation system for cryogenic samples.

reached. The reservoir is filled to a pressure of approximately 1400 mm
Hg (indicated by Gauge 1) by opening valve V103. Reservoir and sample
cavity volumes were approximately 4300 and 2.5 cc, respectively. Gas
flow into the sample chamber is permitted by valve V110 and throttled by
a needle valve which regulates the rate of sample condensation. Sample
cavity pressure is maintained at approximately B0O mm Hg to suppress
hubbles. For the 1iquid nitrogen samples, a thermocouple calibration is
done when the sample cavity is about half-filled and will now be
described. The method used for thermocouple calibration on the cold-gas

flow system is described in Section 4.5.
Thermocouple calibration for liquid nitrogen samples is performed

by allowing the pressures of the sample and coonlant chambers to

equilibrate. This is done by venting the sample and coolant lines to the
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atmosphere through long lines flushed with sample gas. The thermocouple
and pressure readings are recorded, the vent closed and condensation

continued until the sample cavity is filled.

Saturation data from Refs. 75 and 76 are fitted locally to a

Ciausius~Clapeyron equation of the form
-a
In P = Tt b (4.10)

where the parameters a and b are given in Table 4.1. The measured
pressure and Eq. (4.10) provided the single-point calibration and enables
a final sample temperature determination before gun fire. Units for
pressure, P, and temperature, T, in Eg. (4.10) are bars and kelvins,

respectively.

Table 4.1. Fitting Parameters for the Liquid/Vapor Saturation Curves.

Sample i a b

C4Hg 2826.65 10.5932
L

N, 0, 716.43 9.2777

*Parameters foi 02 and N2 are equal because liquid nitrogen was used

as the coolant for the 02 samples.

Liquid nitrogen was also used as a coolant for liquid oxygen

samples. The available Hugoniot EOS for liquid oxygen is given for
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initial conditions corresponding to a nitrogen saturation temperature.
Hazards involved in combining oxygen with the hydrocarbon oils of
diffusion and roughing pumps are avoided by using liguid nitrogen—cooled,

gas absorbing molecular sieves, when flushing the specimen cavity.

The pressure measurement of 1-butene for the thermocouple
calibration, discussed in Section 4.5, was performed for a sample
isolated from the environment. For oxygen and nitrogen samplies, the
pressure of the cooled cavities is isobaric to atmosphere and it is

assumed that the sample is isothermal to “he coolant.

Densities for the benzene sample are determined from tabulated
values for nominal temperatures at 300 K and pressures of 1 bar. Liguid
densities for the cryogenic samples are determined by linearly
interpolating between two proximate temperature/density values found in

Ref. 75-77. These values are given in Table 4.2,

The volume of the condensed sample is calculated from the known
reservoir volume, the volume of the transferred gas determined from the
reservoir pressures at the start and complietion of condensation, and the
ratio of the gas to liquid sample densities at the starting temperature
and at saturation temperature during condensation. Gauge 1 (Fig. 4.16)
begins to show Tittle change in pressure as the volume condensed
approaches the sample chamber volume. Condensation is complete once

these 1wo values agree.
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Table 4.2. 1Initial Sample Densities.’> '7

Sample Density

(Temp X) (g/cmd)
N,

(16.67) 0.8115
(78.89) 0.8019
0,

(75) 1.205
(80) 1.1833
C4Hg

(253.16) 0.6409
(263.16) 0.6297
CeHe

(298.16) .874

4.6 Temperature Control.

A temperature control system is described which can cool and

maintain a temperature setting wilh a variation of less than 0.1 K using
the flow of cold nitrogen gas. SIritl conirol s necessary for sampies
which have a narrow temperature span in the liquid region (for example,
xenon). 1In the case of liquid 1-butene, however, a temperature is

desired corresponding to a value just below vapor/liquid saturation
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temperature at atmospheric pressure. The temperature should be low
enough to stay safely in the liquid-phase region, but high enough to
still benefit from the large densily difference between 1-butene and
polybutene. A suitable value of 263 K was chosen and required a cooling
system depicted in Fig. 4.17. Central to the control system is a logic
device which compares a digitized thermocouple output signal to a chosen

set-point corresponding to the desired temperature.

A heater coil, immersed in a dewar filled with liquid nitrogen,
pressurized the dewar with colid nitrogen gas which flowed through a
pneumatic valve, then around the target coolant cavity, and exhausted to

the atmosphere. The decision to open or close a pneumatic valve, driven

Cold N, gas Coolant exhaust

Relief

valve Throttle valve

Dewar -
\

w/coil™~
around /

AC source©

Heater
coil

Vent AC {yes/no)

In Qut

V

SET-|
C! \ DM
lce bath
vsET:vTcd (At source)

Fig. 4.17 Temperature control system used for iiquid 1-butene samples.
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by a bottle of compressed gas, was based on the difference of the two

temperatures which were made available to the comparator.

catibration of the thermocouples was achieved by slowly approaching
the temperature on the 1-butene liquid/vapor saturation curve, from both
above and below, until a consistent pair of values in sample cavity
pressure and thermocouple readings was found. The final temperature

chosen for the liquid sample was usually 1-2 K below the saturation curve.

4.7 Mass Velocities and Impedance Matching

Standard impedance matching techniques are used to obtain the mass
velocity. The impactor velocity is determined to an accuracy on the order
of 1% and is combined with material Up—US relations (given in Table 4.3}

and densities to determine the final sample properties.

Consider Fig. 4.18 showing the Hugoniot of the impactor (Region 1),
baseplate (Region II) and sampte (Region III) on a P—Up plot. This space
is convenient due to the equalities of pressure and particle velocities

at interfaces between two regions.

First the intersection of the Hugoniots for the impactor/baseplates
contact is determined. The Hugoniot for the cold aluminum (cryogenic
sample) baseplate is represented by curve A and is

PB = rg UPB(CB + SB UPB) , (4.11)

where Py CB and SB is the density and the 1inear Up—US fitting parameters
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Table 4.3. Up—US Parameters Used in Shock Impedance Analysis.-”m'66

Material [ S] 52 A0 A] A2

BS BS S,2
(Temp K)  (cm/us) (o Con) G
Al 0.5386 1.339 - 0.0039 -0.01082  0.03351
(300)
Al 0.5420 1.334 - 0.0039 -0.01082  0.03351
(80)
Ta 0.3293 1.507 - 0.00547  -6.03798  0.10209
(300)
CoHe 0.1721 1.330 - 0.18023  -0.5797 0.048816
(300)
N, 0.07672  1.896  -0.7931  0.00908 0.00568 0.
(80)
0, 0.2327 1.215 - 0.020186  -0.074346  0.090296
(80)

1ur the baseplate. Units of pressure are in Mbar when the density and
velocities are expressed as g/cm3 and cm/ps, respectively. The Hugoniot
representing the shocked state of the impactor is referenced on the Up—axis
to its velocity, UI' and is reflected about the P-axis thus representing a

shock traveling to the left and is
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Fig. 4.18 Impedance matching considerations in an EOS experiment for
determining final thermodynamic state of sample (Region 111, curve
C) from impactor (Region I, curve B) and baseplate (Region II,

curves A, D and release curve E) using a P—Up diagram.

PI = pI(UI - UPI) [CI + SI (UI ~ UPI)] s (4.12)

where PIs CI and SI correspond to the impactor properties.

Due to the equalities UPI = UPBand PI = PB' and setting ﬁ] = pI/pB,

a quadratic expression for Upw is obtained

9
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2
(SB - By SI) Upw + [CB + By (2 SI UI + CI)] Upw

- [(3.I UI(SI UI + CI)] =0 , (4.13)

which is the particle velocity of the shocked state of the impactor and
baseplate. This new material velocity acquired by the baseplate is
equivalent to the baseplate traveling to the right (as a projectile) at
an "effective" impactor velocity of UI' =2 Upw' A shock wave

continues into the sample once the shock, traveling in the baseplate,
reaches the interface. This is due to the lower impedance of the sample
compared to the baseplate. For the present, the state of the sample will

be described as if the Hugoniot and release isentrope were one and the

same (curves D and E). A correction for this discrepancy will then

follow.

The intersection of the Hugoniot of the baseplate (reflected about
the vertical axis through Upw) with the Hugoniot of the sample is found

with the same stipulation as before (that is, UPB = UPS = UpH and PB =

P p The baseplate Hugoniot,

s = Pyl

PB = pB(UI' - UPB) [CB + SB(UI' - UPB)] (4.14)
is combined with the sample Hugoniot (curve C)

p (4.15)

s=PsUpsYs
to obtain an expression for the Hugoniot-reflected particle velocity,

UpH'

2
B, SB UpH - [US + BZ(CB +2 SBUi)] UpH + BZUi(CB + SB Ui) =0 , (4.18)
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where 32 =

&l

The Up-uS fit for N2 is quadratic (instead of linear} and requires
further manipulation in order to obtain the final! thermodynamic state.

The Hugoniot for nitrogen is given by

_ 2
Ue = CN + S.| Up + 52 Up (4.17)

S

where the fitting parameters are given in Table 4.1. If this expression
is substituted into the expression defining the equivalence of particle
velocities and pressures, a new expression cubic in the particle velocity

is obtained in the form
TE(UL) TS, U 4 (S, - B,S)U 2 + [Cy + B(2 SU! + C)] U
pu? = Sz Upy + (S - BpSglUpy + [Cy + By(2 SgUy + Cpll Upy
- ' ' 1.
[B,Ui(Sg U} + €}l =0 . (4.18)

This can be solved easily using Newton's method by differentiating

f(UpH) with respect to UpH giving

' = 2 _ ]
f (UpH) =3 52 UpH + 2(5.| BZ SB) v+ [CH + BZ(ZSB U{ + CB)] . (4.19)

pH

Let UpH + X and denote the nth iteration of X by xn. Then Newton-

Raphson iterations proceed by solving

X =X -0 (4.20)

and usually converge to four decimal places within four iterations.

The isentrope-Hugoniot discrepancy for determining the mass

velocity is given by

Qe
[R%)



u -u
D _ pH - - 2
U By + By (Upy = Uy + By (U = U . (4.21)

where U_ is the cerrected particle velocity using the wall release
i = . - uS .. us,2 1,66
isentrope, Bo = - 0.001096, B1 = 0.05671 cm and 82 = 0.1276 (cm) .

The correction is positive, increases with shock pressure and is less
than 2% for the highest dynamic pressures reported here. Equation (4.21)

is from Ref. 7, where the UPH in the denominator on the left side of

the equation was inadvertently omitted.

4.8 Summary of Experimental Procedure

o Fabricate target and measurement of pin heights, baseplate and
impactor thicknesses and densities, and cell constants and
shunt resistor values (where applicable).

0 Set delays for triggering, signal cables and flash x-rays.

0 Measure cable lengths.

¢} Adjust scope sensitivities.

0 Mount and align targets with set-up flash x-ray pictures.

o Pump down target chamber te about 10 um.

[ Flush sample cavity and begin cooling (if applicable).

[ Calibrate thermocouples and prepare sample.

o] Take baseline sweep, calibrations and return scopes to firing
status (if applicable).

0 Take sample of the specimen gas for chemical analysis.

0 Recoird final sample cavity temperature and pressure before gun

fire.
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CHAPTER 5. EAPERIMENTAL RESULTS

The results of the E0OS measurements for liquid 1-butene

(CH2=CH—CH —CHB) and electrical conductivity measurements for liquids

2
benzene (CGHG)' nitrogen (Nz) and oxygen (02) are given in Tabtes 5.1 and
5.2 and are shown in Figs. 5.1-5.4. The 5 order-of -magnitude change in
the electrical conductivity over the dynamic pressure range is
conveniently plotted on a semi-logarithmic scale. Details of baseplate
and impactor densities and dimensions, electrode and pin positions, cell
constants and electrode materials for each target are given in Appendix

D. E0S:data for liquid 1-butene display a linear character on a

Up~US plot over the pressure range 12.3-53.8 GPa.

A determination of the uncertainties in the shack pressure is based
on random experimental error, systematic experimental error and
systematic bias in the data analysis and is described in Ref. 66. The

experimental error in mass velocity is determined by computing the

Table 5.1. Hugoniot data for liquid 1-butene (CH2rCH—CH2—CH3) obtained

with a two-stage )ight-gas gun.

Shot  Impactor UI T0 5 Up US p v
Km q Km Km cm3
) (K (=P ) ) (kbar)  (po7g)
cm

I+
w

LCAHBEQIB Al 5.425 262.6 0.630 4.35 + 0.03 7.66 + 0.08 210 38.4 &

LC4HBEQ2 Ta 6.467 262.7 0.630 7.43 + 0.05 11.48 + 0.11 538 +9 31.4 +

+
~n

9.02 6.07 + 0.06 123 + 41.7 +

i+

LCAHBEQ4 Al 3.907 262.6 0.830 3.22
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Table 5.2. Electrical conductivities of shock-compressed benzene

(CBZ-...), nitrogen (NC-...}, and oxygen (Loz2-...).

Shot Impactor UI To Py V/Vo P o

(kn/s)  (K)  (g/em’) (6Pa) (ohm™ (e
CBZ-4 Al 6.801 298  0.874 0.401 + 2.005 37.8 + 1.8 49 + 27
CBZ-6 Al 6.112 298 0.874 0.413 +0.004 31.7+1.3 2.4 +0.4
CBZ-7 Al 4.798 298  0.874 0.443 + 0.003 21.4 + 0.5 2.3x107°+0.2x107
{BZ-10 Al 7.073 298  0.874 0.396 + 0.005 40.4 +2.0 30 + 6
€BZ-11 Al 7.083 298  0.874 0.396 + 0.003 40.5 +1.9 20 +3
CBZ-14 A1 5.505 298  0.874 0.425 £ 0.004 26.8 + 0.9 0.05 ¢(.02,0.2)
€Bz-15 Ta 5.405 299  0.873 0.382 +# 0.003 50.1 +2.7 46 + 9
£8z-16 Ta 6.119 301  0.870 0.370 + 0.004 61.4 +3.7 36 +5
NC-3 AT 7.4 7i.4 0.808 0.356 + 0.002 41.5 +0.5 8+
NC-6 Al 4.907  77.1 0.810 0.442 + 0.001 21.2z + 0.3 "0.04 + 0.C04
NC-8 Al 6.586  77.3 0.809 0.394 + 0.002 33.8 £+ 0.4 2.4 +0.3
NC-9 Al 5.660 77.2 0.809 0.420 + 0.001 26.6 + 0.4 - 0.1 + 0.02
NC-10 Al 4.626  77.6  0.807 0.444 £ 0.001 19.1 £ 0.3 1.5x107°+0.2x107>
NC-11  Ta  6.539  76.2 0.813 0.297 + 0.003 61.6 + 0.9 47 + 6
L02-C1 Al 3.679  77. 1.156  0.518 + 0.003 18.1 + 0.2 6.9x107%40.7x107
102-C2 Al 4.776  77.2 1.195 0.471 + 0.001 26.8 + 0.3 1 ¢ (0.5,5)
L02-C3 Al 5.464  77.1  1.196 0.448 + 0.001 33.0 + 0.4 28 + 10
L02-C5 Al 4.385  76.5 1.7199 0.488 + 0.002 23.3 + 0.3 0.09 + 0.02
L02-C6 A1 6.467  76.7 1.198 (.420 + 0.001 43.0 + 0.5 73 + 10
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Fig. 5.1 1-butene Hugorniot data in Up~US space. The full curve

indicates CHEQ results using the reactive model.

differences between the maximum and minimum particle velocities associated
with sequentially assigning each experimental variable its highest and
lowest possible value, then summiing their root-mean-squares. The
systematic error is obtained by constructing bands of uncertainty about.
each Hugoniot in the Up—P plane and locating the associated extremum
intersections. The band width is quadratic in the particle velocity.

The total uncertainty is the arithmetic sum of the experimental and

systematic error.

The data for the Hugoniot of 1-Lutene fit a linear relation Us =

0.2024 cm/ps + 1.274 Up. The curve appearing in Fig. 5.1 is a result
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Fig. 5.2 Benzene electrical conductivity data as a function

of shock pressure. '

of Hugoniot calculations from the CHEQ code which assumes a reactive

model discussed in the aext chapter.

The electrical conductivity results all display an initially steep
rise over the first 20-30 GPa thken appear to saturate just below 100
sz-]cm_1 at liigher shock pressures. Ross' calculated fractionatl
dissociation, x?, appearing in Fig. 5.3, was previously discussed in
Chapter 2 and will be reiterated in Section 6.2, which discusses the

results.
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CHAPTER 6. DISCUSSION

6.1 1-Butene (CH2=CH—CH2—CH3) Equation of State

The curve in Fig. 5.1 corresponds to theoretical results using a
statistical mechanical reactive chemical equilibrium code (CHEQ)
developed by Ree.3 The calculations allow only the carbon (diamond-1ike
phase) and molecular hydrogen phase by forcing a dissociation reaction

such as

-
2C + H2 CZHZ (6.1)

>

to the left. This is done by choosing an unrealistically lérge heat of
formation for CZHZ' The calculated Hugoniot agrees with these
experimental re<ults to within the experimental uncertainly (~ 1.6%)

over the pressure range (12.2-53.8 GPa) investigated.

As discussed in Chapter 2, a Hugoniot point is determined (from
CHEQ) by selecting a temperature and finding a set of thermodynamic
variables [P,T,V¥(P,T}, E(P,T}} which satisfy Eq. (3.37). The initial
energy appearing in the energy Hugoniot relation is obtained by a
procedure outlined in Appendix B. The reference state is the gaseous

phases of molecular hydrogen and graphite at 298.16 K and 1 atm.

Calculated temperatures closely correspond to a Vinear dependence
with dynamic pressure and lie between 1400-5550 K corresponding to a
pressure range 12.3-54.8 GPa. The substantial increase in 1-butene's

(CH2=CH‘CH2—CH3) temperature over that of polybutene [(CHZ—CH—CHZ—CHB)n]'
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which was calculated to 1ie between 830-3100 K for the same dynamic
pressure range,16 reflects the increasing contribution of the thermal
component of the pressure for a stoichiometrically equivalent fluid with

a smaller initial density and larger shock energy.

A pressure of 33.4 GPa is calculated for a low temperature (230 K)
isotherm at a density corresponding to the highest shock compressed state
achieved in the experiments (P = 53.8 GPa, p = 1.789 g/cma). This
temperature is low enough to approximate the 0-K isotherm adequately and
high enough to insure that the specific heat values used in the analysis
are reliable. The thermal contribution to the total pressure for
1-butene is 38%, about 2-1/2 times larger than for polybutene compressed

to the same final volume.

Extending the calculations to include a progressively larger
collection of hydrocarbon species indicates a trend similar to that found
in Ref. 16 for benzene and polybutene. The following reactions are
considered and are grouped in 4 blocks, each containing an alkane,

cmH2m+2' of progressively larger order, m:
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C + 2H

3C2H2

n~C5H]2

S

(1)

( (1it) )

(v} (6.2)

Table 6.1. Calculated dissociatien products of 1-butene (in moies) per
mole Gf'CH2 at T = 5800 K and P = 56.0 GPa.
Group [ Group II Group III Group IV
Species m* = 2 m* =3 m* = 4 m* =5
. -1 -1 A A
Diamond 4.71x10 3.13x10 2.77x10 2.4110
H, 8.14x1072 7.31x1072 7.66x1072 7.91x1072
cH, 6.74x1072 - 2.41x1072 1.22x1072 5.65%107
CH, 1.atag™? 6.66x107° 4.14x107° 2.511073
Cohs 5.67x107" 7.09x1072 1.58x107° 2,92x107°
CH 0.00 0.00 0.00 0.00
24 -1 -2 -2 -3
C,Hg 2.61x10 4.42610 1.30x10 5.67x10
Cof 1.99x107° 5.25¢107% 1.1801073
C g 1.72¢107" 3.14x1072 4.55%1073
C H, 1.44x107" 41301072
0 -1
nCH 1.11x10
512 -1 -1 1 A
A11 hydrocarbons 3.29x10 2.60x10 2.05x10 1.69x10

The equiltibrium concentrations calcutated for groups I-IV, corresponding

to the largest alkane m = 2-5, are given in Table 6.1.

The va

lues given

in the last row are the sum of ali hydrocarbons and decrease for
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increasing m. This suggests that including larger species in the

reaction Tist could eventually reduce the product to two species, diamond

and molecular hydrogen.

The excellent agreement beiween experimental data and a model
assuming a two-phase mixture for the entire dynamic pressure range

investigated supporis Ree's model that 1-butene is completely dissociated

for dynamic pressures above 12.3 GPa.

6.2 Nitrogen Electrical Conductivity

Here, a model for the observed electrical conductivity of nitrogen
is described. Two assumptions are made: (1) Ross' model, for the shock-
compressed state of nitrogen, is valid. (2) The monatomic component of
the N2~N mixture will exhibit bonding properties typical of other
elements of the Group V column of the periodic table and will be the
component primarily responsible for the measured finite conductivities.

A comparison is drawn between the monatomic form of nitrogen and

electrical conductivity measurements performed on hot, dense metallic

vapors.

As was stated in Chapter 2, good agreement with Hugoniot data was

13

achieved when Ross allowed for molecular dissociation. The reaction

N2 > 2N (6.3)

occurs over ithe entire dynamic pressure range in which electrical

conduclivity measuremenls were made, but becomes significant for
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pressures in excess of 30 GPa. ODissociation energies for reaction (6.3)
are density dependent, with the effect of reducing the initial value of
9.8 eV (for a free molecule) to values comparable to the temperatures
accompanying the shocked state (~ 1 eV). Rouzs' calculations provide
two important quantities: the temperature and the dissociation fraction,

X The calculated dissociation fraction changes from 10—4 to nearly

2
0.5 in the pressure range 20 - 70 GPa and is indicated by the solid curve

in Fig. 5.3.

For a nontrivial extent of reaction, one must consider both species
of nitrogen described by (6.3): one is a rather loosely packed colleclion
of electrically, inert species interacting by short-range van der Waal-
type forces. This is diatomic nitrogen. The other is monatomic nitrogen
and is expected to exhibit bonding properties typical of other semimetals
in the Group V column Tike phosphorous and arsenic. One of the more
distinctive features of the metaliic form is an increased coordination
number between other monatomic neighbors which will tend to increase the
packing efficiency. The prospect of a random, relatively dilute
collection of atoms, with metallic~like bonding properties, mixed into a
comparatively inert medium prompts a comparison with two other similar
phenomena: doped semiconductors and metallic vapors. Though all three
are disordered, the higher temperatures characteristic of these

experiments suggest a comparison with wmetallic vapors.
The remainder of this section will include a review of some

experimental results on electrical conductivity measuremenis on hot,

dense metallic vapors, ihe interpretation of these results in terms of
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models which successfully describe electronic transport in disordered

materials, and finally how these apply to the nitrogen results.

Much work on the measurement of transport properties of metallic
vapors, was performed to determine their applicability to MHD problems.
Hoshino and coworkers measured the electrical conductivity of fluid
selenium over a wide temperature and pressure range (some of which were
supercritifal).78 Renkert, Hensel and Frank reported electrical
conductivity results for dense cesium vapor.79 Hensel measured the
optical absorpiion of dense mercury vapor.BO Generally, the transport
properties were measured along an isotherm and/or isobar, and revealed
that a transformation to a nearly-metallic state could be achieved,
either by increasing the temperature while in the liquid range or
increasing the density while in the vapor range. Two basic transport
regimes were recognized and depended on the vapor density. For low
densities, electronic transport was either by thermally-activated
hopping, which displayed an exponential dependence with respect to
interatomic separation, or thermal excitation of carriers across a
mobility gap which was characterized‘by at Arrhenius dependence on
temperature. In the low dén§iiy casL, a plot of log o as a function of
1/7 displayed a fairly constant activation energy, until a maximum
conductivity was reached (s ~100-1000 Q! cm_]), where there was a
saturation and eventual decline. The fall-off in o was attributable to

an increase in interatomic separation as the temperature increased. The

activation enerqy,

1im
ok - AT=o0

1
Ay

Alne , , (6.4)



depended on the density of the vapor and would decrease to zero as the

density approached a critical value signifying a metallic regime (Mott

transition).

Mott is responsible for a large part of the theoretical work which
describes electronic processes in dense, hot metallic vapors. A brief
description of Mott's model, which is covered extensively in Refs. 81-83,

follows.

Mott considers the responses of a collection of single valence
atoms occupying lattice positions while changing the lattice constant.
At low densities the atoms are described by localized atomic orbitals
which place an electron on each atom. The wave function extends over
only one interatomic separation. Any electronic transfer from one atom
to the next requires the accommodation by electrons on the receiving
atom, and results in a correlation energy. For low densities the energy
necessary to make the transfer is on the order of £ ~ 1-A, uﬁére I and
A are the ionization energies and electron affinities, respectively. As
the atoms are brought closer together the ato&ic wave functions begin to
overilap which can lead to binding and finite bandwidths. The bandwidth
has a roughly exponential dependence on separation and results in
delocalization of the wave function. Delocalized or extended means that
the magnitude of the electron wave function is of the same crder
everywhere in the crystal. The two competing effects, localization,
typical of insulators (o » 0 as T » 0), and delocalization, which includes
many-electron transfer effects, become comparable when the energy spread,

for an electron resonating between an atom and its nearest neighbor,
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hecomes comparable to the bandwidth at a particular energy level.42
Near the transition the Coulomb potential decreases in its ability to
allow for bound states and this is due to the screening effects of the
valence electrons. At a critical electron density, corresponding to, a

critical atomic density, the screening length, A, becomes comparable to

the Bohr radius, ags and delocalization occurs.

The electrical conductivity of a material at finite temperature can

be written,
o = efg(E) w(E) f(E) [T - f(E)] dE (6.5)

where p(E), g(E), and f(E) are the mobility, density of states, and
Fermi-Dirac function at energy E, respectively. The mobility is the
magnitude of the drift velocity per unit electric field and is in units

1 -1
*sec .

of cm2-v01t_ The density of states, g(E), is defined as the
number of energy states per unit volume per unit energy and is calculated
by solving the Schrodinger equation for the appropriate potential energy
and boundary conditions of the material. The periodicity of crystalline
structures simplifies the mathematical treatment involved in calculating
the electronic properties. The strategy often used makes use of the fact
that the one-electron potential energy must exhipit the periodicity of
the lattice. Group theory argumenls reduce the problem to one of solving
for the primitive cell from which the whole lattice may be generated.
F.iectron states are conveniently written as Bloch waves which extend
throughout the crystal and represent delocalized, current-carrying

species. Because of the periodicity, the density of states takes the

form of alternating regions of energy with large densities, called bands,
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separated by regions where no states are allowed, called gaps. Fiqure
6.7a is a schematic representation for the density of states of a
crystalline material. The Fermi energy, which is the energy such that
the occupational probability equals 1/2 (f(EF) = 1/2), is shown at mid-
gap. The delocalized electron waves Bragg reflect from lattice planes
and there exist certain energies where destructive interference occurs.

The position of these energies, two of which form the upper valence band

(a) Crystailine
|
[m)
% 1023 !
2 Valence | Conduction
- band | band
I
J
|
|
i
E, Ep E. E
{b) Amorzhous
Mobility
gap
— 10% | .
w Valence Tail | Defect Conduction
g band i _states band
2
1020 —
Localized
1m8r- £7// //{/rnmm

Fig. 6.1 Comparison of the density of states for {a) crystalline and

{b) amorphous semiconductors (Ref. 81).
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edge, EV, and tower conduction band edge, Ec‘ are called van Hove
singularities. The approach taken for determining the electronic
transport properties of disordered materials differs from that followed
for crystalline materials. The lack of long-range order necessitates

the approach for determining electronic properties for amorphous materials
without reference to any periodic lattice. No reciprocal lattice space
can be constructed so that Bloch states cannot be used. 1f periodicity
were essential to observed electrical properties of materials, a large
change would be expected upon melting. However, it is observed for a
large class of materials, including insulators, semicondurtors, and
metals, that only a gradual transition exists in the electrical properties

82 It follows that not oniy must

on either side of the melting tine.
the density of states be relatively independent of long-range order, but
s0 also must be the transport properties such as the mobility. Gaps
should exist in the density of states and are apparent in glass, which
has a gap width of about 10 eV. 1f short-range interactions dominate,
then it is the short-range order which will determine such properties as
the density of states. The basic properties which distinguish amorphous

semiconductors froi: crystalline semiconductors, particutarly the Group

1V-type, are as follows.

1. ‘Amorphous materials also have bands of electron energy states which
extend throughout the material. Delocalized electrons propagate in these
states as nearly free charge carriers. Electron drift mobilities four
crystaliine materials can exceed 104 cm2/volt-sec which is equivalent to
mean free paihs on the order of 103 lattice constants. Much shorter mean-

free-paths (~ 10 lattice constants) are typical for electron transport
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in amorphous materials. In either case, Cohen sets the lower limit for

the mobility (T = 300 K) in extended state conduction at 10 cm2/v01t-sec.4B

2. Disorder in the lattice structure also manifests itself in the
electron density of states by replacing the sharp van Hove singularities
at Ec and Ev. which are characteristic of crystalline materials, with

a more gradual decreasing density of states extending into the gap (Fig.
6.1b). These eleciron states, called tail states, are due to deviations
of bond angles and bond lengths from their equilibrium values. A tight-
binding approximation, for determining the density of states, reveais the
existence of these states.m'82 Tail widths are generally on the order
of 0.1 eV for vapor-deposited silicon and increase with “~m=perature. The
states in this region (tail states) are localized and therefore do not
contribute to carrier transport at low temperatures. The energies in the
valence and conduction bands, separating localized from extended states,
are denoted by E; and E;, respectively and are called mobility edges.

At higher temperatures, the tail states can be emptied and become trapping
sites for carriers near the mobility edges. The tail region density of

states is typically 1073 that of the band states.

3. Deeper in the gap, there are local states originating from atoms
with atypical valency. Under-coordination (for example, Z = 3)
corresponds to a dangling bond. Tight-binding calculations indicate that
dangling bonds yield two localized states in the gap; one filled and one
empty.m’82 The dangling bend is a non-bonding orbital, contains a
single electron, and will therefore have an energy at the zero-emergy

between the bonding and antibonding levels (the precise position of which
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depends on the details of structural relaxation in the vicinity of the
defect). Another possibility, observed in Raman experiments, is two-fold
coordinated carbon atoms. The density of these defect states is typically

between 10> and 10/ of the band-state densities.

4. The extended states in the highest filled band (valence) are
separated from the extended states in the lowest empty band (conduction)
by a mobility gap. Localized states exist throughout the energy region
between these extended states. Transport of carriers in these localized
states is by thermally-activated hopping between states. Mobilities are
several orders of magnitude Tower than extended state mobilities. For
this reason the term "forbidden gap,® used for crystalline materials, is
replaced with the term "mobility gap," when discussing amorphous
materials. The shaded region in Fig. 6.1b, bounded by the mobility edges

] 3
Ev and Ec' represents the localized states.

In view of the absence of a rigorous theoretical treatment of hot
dense vapors, it seems a reasonable next step to extend the results of
the previous section, concerning the effects of interatomic separation
and disorder on the density of states, to hot metallic vapors whose
density is greater than that of the amorphous materials discussed in Mott

81

and Davis. This is-a b4§ sth.

Figure 6.2a depicts a.density regime that is large enough to cause
band overlap. The gap is replaced by a minimum in the density of states
located near E As the interatomic separation increases, the minimum

F
in the density of states near EF decreases until a delocalized region
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rig. 6.2 The formation of a pseudogap in the density of

states for increasing interatomic separations.

is formed (shaded region of Fig. 6.2b). The ratio of the density of
states for the free electrons to the minimum, as a gap is formed, is
defined as

9(Eg)

LR T()
Free

(6.6)

Experimental and theoretical determinations of minimum g for
delocalization gives a range for g between 0.2 and 0.3. At localization
(g ~ 0.2), the electron mean-free-path is on the order of a lattice
spacing. A crude estimate for a minimum metallic conductivity can be

obtained by using the Drude expression

2
_ SFe a,

- g »
min 12'Ziﬁ

(6.7)

together with the minimum condition g ~ 0.2. An estimate of the area

of the Fermi surface SF. is given by

Sp = 4 K = 41(a2—')2 (6.8)

As the density decreases, g will decrease below 0.2 and a new
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transport regime entered; that of thermally-activated hopping from an
occupied to an unoccupied site. In this case the electron drift

mobility, u, is related to the probability, P, of making a jump by

2
u= %%— P (6.9)

The jump probability is proportional to the product of three functions,

-E /KT
P-ai(me ° 1% (6.10)

where a and Eb are the hopping distance and binding energy,
respectively. The wave function overlap, J, between adjacent atoms which

is expressed as

3~ e A (6.11)

reflects the strong dependence of hopping-type transport on interatomic

separation.

A further reduction in fluid density decreases the mobility at EF
to the point where thermal excitation of carriers across the mobility gap

becomes the dominant transport mechanism (Fig. 6.2c).

A plot of the log o« as a function of 1/T was first investigated
to determine the dominant transport mechanism in shock compressed liguid

nitrogen and appears in Fig. 6.3.

It should be emphasized that, unlike the metallic vapors
investigated by Hensel and others along isotherms and isobars, these

results are along a Hugoniot, where there are simultaneously large
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Fig. 6.3 Arrhenius plot of electrical conductivity for shock

compressed 1iquid nitrogen,

changes in both density and temperature. The sliope for low temperatures
is around 13 ev (comparable to the ionization energy of a free molecule),
followed by a kink near 104/1 ~ 1.8 (~ 30 GPa), and finally, a slope for
the higher temperatures around B ev. The notion of activation along a

Hugoniot in the hopping regime is misleading and can be demonstrated with

the aid of a o-T-p diagram for a hypothetical metallic vapor (Fig. 6.4).
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Fig. 6.4 o-T-P diagram for a hypothetical metallic vapor.

If the temperature is increased starting at (T1, Pl)' while the pressure
is held constant, then the conductivity will increase exponentially with
a siope which corresponds to an activation energy, say, E]. If the same
experiment is repeated at a higher pressure, P2, the conductivity
increases with a characteristic slope, say, E2 (which is generally less
than E]). In either case an activation energy can be inferred from an
Arrhenius plot; at least Tocally. Also notice that increasing the
pressure along curve 3, thus decreasing the interatomic separation, wilt
effectively increase the conductivity with a slope representing a measure
of the wave function extent. 1In a shock compression process, the
material could conceivably proceed along a path Tike curve 4, whose slope
is the sum of contributions due to compression and heating. Hoshino, for

example, heated selenium along a 500 and 1200 bar isobar, Each of these
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gave an activation energy of about 2 ev. If an activation energy were
inferred, based on two pressure and temperature pairs, (P = 500, 104/1 = 8)
and (P = 1200, 104/T = 7), an activation energy nearly 30% higher would be
obtained. For this reason siopes of In ¢ plotted as a function of 1/T
along Hugoniots in the hopping regime can give erronecus activation

energies.

In a hopping regime a plot of log o as a function of a should
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Fig. 6.5 Dependence of electrical conductivity of shock compressed

1iguid nitregen on the dissociation product separation.
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prove useful. This is shown in Fig. 6.5, where the intermolecular

separation between monatomic nitrogen species is defined as

a- (413N )1/3 : (6.12)

S

The concentration of monatomic species, NS, is related to the
fractional dissociation, XZ’ degree of compressibility, x, initial

density, Py molecular weight, M, and Avogadro's number, NA' through

Ns =2 XZ N
xp, N
N = ——;—A ) (6.13)

The plot shows the same qualitative features and trends observed
tor metal vapor, that is a low-density region with a weak dependence in
interparticle separation (a > 10 &), and a higher density region

displaying a rapid increase in electrical conductivity with decreasing

separation.

Seager and Pike studied the hopping conduction problem by computing
the conductivity of a random lattice with interlattice site conductances
depending exponentially on their separation.84 Identifying the critical
radius for overlapping spheres re = 0.7 a, they were able to determine
the critical conductance at which form the first conducting chains of
infinite extent. The conductance was given by

- (1.4) % a

o~ e , (6.14)

where A was identified as the radius of the localized wave function.

Identifying the slope in this work (- 1/1.3) with -2(1.4)/x gives an
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estimate for the wave function radius, A ~ 3.6 &.

Equation (6.7) can be applied to determine the minimum metallic
conductivity expected for this material at 60 GPa for ¢ ~ 0.2 and a ~
1.9 A. The result is o = 680 @' cm | which is about 14 times

larger than the measured value.

The measured data for the electrical conductivity of liquid nitrogen
are consistent with a model which describes the low dynamic pressure
(P <30 Ga) region o5 predominantly involving thermal activation of
carriers across a psuedo gap, and a high temperature region where
thermally-activated hopping takes over. This latter regime generally

precedes the onset of metallic-1ike electronic transport.

6.3 Oxygen Electrical Conductivity

It was stated in Chapter 2 that good agreement was found between
Hugoniot EOS measurements and Ross' calculations which incorporated a
corresponding states scaling of an argon potential. This differs from
the circumstances found for nitrogen where dissociation played an

important role in the electrical conduction process.

An Arrhenius plot is shown in Fig. 6.6 which combines Ross'
calculated temperatures with the electrical conductivity data for oxygen.
The remarkable feature of this plot is the nearly constant activation
energy over all but the highest temperatures. The slope corresponds to

an energy of 4.6 ev. Molecular oxygen is known to have an allowed
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Fig. 6.6 Arrhenius plot of electrical conductivity

for shock compressed 1iquid oxygen.

3 3 61

transition X z; > B z; with a corresponding energy of 6.1 ev. The
spectroscopic symbols, X and 3, indicate the ground state and second
electronic energy levels, while 32; and 32; indicate the spin and

symmetry properties of the state.
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Fig. 6.7 Schematic representation of temperature dependence for
carrier concentration and mobility for carriers in a band

with a density of states shown on left.

These results can be interpreted in terms of change transport in
extended states beyond a mobility edge. See Fig. 6.7 which is reproduced
from Hott.a] Electrical conductivity for disordered materials in the
high temperature regime such as shock-compressed 1iquid oxygan invelve
transport of carriers at a mobility edge EC. The activation energy is
Ec - EF. The drift mobility is trap-limited at these temperatures and
shows a temperature dependence with an activation energy Ec ~ EA = AE.

The distribution of tail states, which was discussed in Section 6.2, is

due to fluctuations in the intermolecular potential and ran be appreciable
for hot liquids. For materials containing one or more elements from Group
VI of the Periodic Table the width of tail states at room temperature lies
in the neighborhood 0.1-0.5 ev and increases, approximately, linearly with

emperature.m'82 Another characteristic of extended state conduction is

that mobility is weakly dependent on pressure (or density).

Suppose the density of states and the positions of Ec’ EA and EF
do not change appreciably with temperature and pressure. 1In this case,

the Arrhenius plot shown in Fig. 6.6 represents a true activation energy

equivalent to a measured electrical conductivity dependence along an
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isobar. If the current-carrying species are electrons and hotles,
thermally excited from the valence to thke conduction band and the Fermi

energy is at mid-gap, then Ec - F.F ~ 3 ev. So, the difference between the
measured activation energy (4.6 ev) and Ec - EF may represent the tail

width AE = 1.6 ev.

For a tail-state distribution g(t) ~ (E - EA)n the drift mobility

becomes
n -
u~u°(ﬁ—$-) e KT | (6.15)
where gy is the drift mobility at the mobility edge, Ec.81 For higher

temperatures the drift mobility saturates, and shows a weaker (1/T)n
dependence. The magnitude and shape of the saturation at higher
temperatures are ﬁonsistent with this interpretation.

The pre-exponential factor in the conductivity, o = 9, € - BT
where E = E. - E. + AE = 4.6 ev, is o, = 7 X 10° @' e and is a

magnitude characteristic of transport in the extended state regime.

An upper bound for the charge carrier concentration can be estimated
by assigning a minimum value for the saturated extended state mobility
(frequent diffusion-type scattering). Applying Cohen's expressions (Egs.
(6.20) and (6.21), presented in the next section) for a= 1.7 R and T =
5000 K gives y ~ 1 cmzlv-sec. Since o = ney, it follows n ~ 2 x 1020

cm_3 which is about 1 electron per 300 oxygen molecules.
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6.4 Benzene Electrical Conductivity

Here, a model for the observed electrical conductivity of benzene
is described. Three assumptions are made: (1) Ree's hydrocarbon model,
which assumes that benzene decomposes to form a two phase mixture of
diamond and molecular hydrogen, is valid. (2} The electronic properties
of thz diamond phase are similar to those of the amorphous forms of other
Group IV elements. (3) The diamond structure which is formed, besides
being amorphous, will also contain voids which can exhibit a
connectivity-dependence in the electronic properties characteristic of

percolation problems.

Hugoniot measurements performed on benzene support Ree's model
which predicts that benzene decomposes (P > 14 GPa) into a mixture
which is predominately carbon in a diamond-1ike solid phase and molecular
hydrogen in a fluid phase. It is expected that agreement between the
simple two-phase model and the measured final state should improve with
higher dynamic pressures. Any other H:C species present, particularly at
lower shock pressures, are expected to play a minor role in determining
the electrical properties. Also, molecular hydrogen will be treated as
an inert (insulator) material since the degree of electronic excitation

and/or ionization for the conditions reported here should be negligible.

Comparisons with diamond can be made with germanium and silicon,
because these materials all belong to the the same column (IV) of the
Periodic Table. An extensive amount of information has been gathered on

these materials over the last 20 years. Group IV-type materials, such as
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carbon in the diamond phase, are tetrahedally ctoordinated, covalent
materials. The outer orbitals (2p and 2s) determine the bonding
properties. As the interatomic separation decreases the energy levels of
the individual atoms interact and broaden into bands. Eveniually, upon
further decrease in separation, the states mix and hybridize to form four
equivalent covalent bonds which are directed toward the corners of a
tetrahedron. The sp orbitals interact in such a manner as to form
bonding and antibonding states. The lower band (valence) is completely
filled, since there are four valence electrons per atom, and the upper

band (cornduction) is empty.

The nature of these honds which determines short-range order and
influences the long-range structure. With sufficiently slow
condensation, the atoms form a lowest-energy configuration where each
atom is bended to four other atoms thus forming a giant Cn molecule.
The nearest-neighbor separation is 1.54 R. The angle formed by an atom
and its two nearest neighbors is about 109.8°. Since each carbon atom
must itself be surroupded by such a tetrahedron, there are 12

second-nearest neighbors 2.52 R away.

It was stated in Chapter 2 that the cooling path followed in a
condensation process (that is, whether the crystalline or glassy solid
phase is formed), is determined by the cooling rate. Constraints,
imposed by the degree of cooerdination between nearest neighbors, favor

35,18,82 Because Group 1V

the lowest -energy crystalline configuration.
materials have a large coordination number, extremely fast deposition

rates are required to form an amorphous structure.
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The first two peaks in the radial distribution function for
vapor-deposited silicon shows a structure similar to the crystalline form
indicating that the nearest-neighbor environment of a silicon atom ir an
amorphous structure is also approximately tetrahedral with about the same
bonding distance as in the crystalline form. The second peak has a
greater width indicating a disorder-induced spread in the second-neighbor
distance, but with a mean value similar to the crystalline case. There
is no clear indication of a third peak, reflecting the disorder in the
geometry and topology of amorphous structures. Amorphous structures have
more freedom to vary the angle between adjacent bonds, ©, than the bond
lengths, a, and coordination number, Z. Continuous random networks (CRN)
can be constructed satisfying local requirements, with small spreads in
8, and still lack long-range order.Ba CRNs are idealizations in that
they are perfectly connected. Amorphous materials produced by vapor
deposition, however, are not homogeneous but contain voids between 5-40
A in diameter, depending on the details of deposition. Evaporated
germanium, for example, contains 10]B voids/cm3 with an 11% density
deficit. Where there are voids there usually are broken bonds which can
be detected with electron spin resonance. A sketch of the density of

states for a typical amorphous Group IV material with voids is shown in

Fig. 6.1b.

This model for the density of states together with Eq. (6.5) can be
used to calcilate the electrical conductivity of a fully connected
diamond lattice of finite temperatures. Let Yoxt denote conduction
due to delocalized electrons. 1If conduction takes place by electrons

sufficiently far from EF and a sha:p Mott-1ike mobility edge is
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assumed, then it follows that

[}

ext = © g(EC) veKT exp[- (EC - EF)/KT] (6.16)

which is of the form

c=ney {(6.17)
The charge carrier concentration is given by
n = g(Ec) KT exp [- (Ec - EF)/KT] . (6.18)

In diamond the conduction band width is about 5 eV. The corresponding
density of states at Ec, g(Ec), can be estimated by recognizing that there
are fou.' valence electrons per atom and about 2 x 1023 atoms per unit volume.
Therefore, g(Ec) ~ 2x1023 cm_3-ev—1. If Mott's expression for the minimum
mobility for extended state conduction is used,

ea2 Br

E
e ~ T3eKT (6.19)

where ac is the distance over which the wave function loses phase memory

(cnrresponding to a lattice parameter, 3 &), B is the band width and T

is a constant which depends on the coordination number (typically 1/3 for
coordinator 4) then o ~ 10 cmZ/volt-sec at room temperature. This mode
of transport is described by Cohen as diffusive (Brownian motion)

transport and gives ar expression48

g | (6.20)

where the diffusion coefficient, D, is related to the electron frequency,

Yoy and interatomic spacing, a, through

1 2
D~ g veya - (6.21)
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The values of e given by Mott's and Cohen's expressions are comparable.
This mode of extended state transport can also be described as one where
the electron mean-free-path is on the order of/or smaller than an
interatomic separation. The ohservéd activation energy at high
temperatures for extended state conduction is not E; - E;'because the
mobility gap is a function of temperature. Phonons contribute a term to

electron self-energies. A linear dependence is typical,

) ) .
E, - E, ~ 8Eg - 4T (6.22)
where the temperature toefficient, vy, is observed to lie between
2-4 x 107 evek™! for Fermi levels lying at midgap.82 The following

expressions for the carrier concentration and mobility,

n =2 x 1023(KT) exp(y/K) exp[- (E_ - EAT], (6.23)
) To
u = u,(3000) (32) . (6.24)
2 Ev + Ec
where u0(300K) = 10 cm"/ve-sec, T0 = 300 K, EF == and

Yy=2x 10_4, can be substituted into £q. (6.10) to give the minimum

extended-state conductivity for a fully connected amorphous diamond. A

plot of Yot is shown in Fig. 6.8.

It has been stated that similarities could be expected in the
structure and hence the density of states between vapor deposited silicon
and the diamond form of carbon produced in a shock process. However, in
addition to being amorphrus, the material also contains voids. Transport
properties are sensitive to the connectivity of the lattice structure.

The density deficit or void fraction is a measure of the lack of
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Fig. 6.8 Arrhenius plot of electrical conductivity for shock compressed

benzene showing data and calculated results, assuming a fully

connected, semiconducting diamond.

connectivity and for this reason will now be calculated. The volume
fraction of diamond (or void fraction) to total volume can be estimated
by recognizing the final composition is 50% carbon. The number of carbon
atoms per unit volume will be

bxg Pg Ny

c L] (6.25)

where Xg is the degree of compression of benzene (p/pB), M is the

molecular weight of benzene (78), NA is Avogadro's number, and PR is the
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initial density (.88 g/cc). The factor 6 is included since there are 6
carbon atoms per benzene molecule. The unit cell for a diamond lattice
measures 3.567 & and contains B atoms. Therefore, the concentration of

carbon atoms becomes

N, = 1.76 x ‘023“0 (emdy (6.26)

0
where Xp is the degree of compression for diamond. Since the EOS for
diamond is known, xp can be determined for any chosen dynamic pressure.

The fraction of diamond-1ike carbon in the total volume is therefore

(- L (6.27)

Another method to determine x requires the EQS of hydrogen. The bulk

density, S(x), can be expressed in terms of the density of diamond,

XpPpe and the density of hydrogen, XyPy* to give

S(x) = xepxy + (1-X) pyxy (6.28)

and can be inverted to give x. Table 6.2 gives the compressibility of
benzene and diamond, the volume fraction of diamond and the percentage
decrease in lattice parameter (assuming isotropic compression) as a
function of pressure. The factor of two discrepancy in the density

suggests that the material contains defects and/or macroscopic voids.
It is expected that the bulk conductivity, BULK® will be less

than the conductivity for a fully connected network. There are three

basic structural regimes to consider for composite materials:
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Table 6.2. Degree of compression for benzene and diamond used to
calculate volume fraction and lattice parameter change

of diamond as a function of shock pressure.

P(&Pa) XB XD X -aa(¥%)
21.1 2.248 1.022 0.507 .7
24.9 2.318 1.028 0.519 0.9
30.0 2.397 1.036 0.533 1.2
37.2 2.487 1.049 0.546 1.6
41.9 ) 2.538 1.057 0.553 1.9
1. The conductor regime; where the volume fraction of the conductor,

x, is large and forms a continuum with intermixed insulator inclusions.

2. The insulator regime; x is small and represents an inversion of the
conductor regime. Electrical transport occurs primarily through the
insulator by tunneling or thermionic emission between conducting islands.
3. The transition region; this is where a structural inversion takes
place and displays large changes in the electrical conductivity for small
changes in x. The number of contacts per particle is becoming
sufficiently large, with positive changes in x, to produce networks of
very long chains. This is a percolation phenomenon. A critical
percolation threshold exists that depends on a critical percolation
probability (lattice-dependent) and the potential number of contacts
possible per atom (coordination-dependent). The author believes that the

discrepancy between %DATA and %ExT is due to an increase in the
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number of conduction paths through the diamond matrix as x increases.

This behavior has been observed by Abeles and coworkers,85 Malliaris

and Turner.86 and Gurland87 for various matrix combinations. They
ooserved a critical transition in the percolation process at some critical
void fraction (1 - x ~ 0.4 - 0.6), which depended on the particular
material. The volume fraction of diamond, in this work, corresponds to
these critical composition values (x ~ 0.5). Also the rapidly approaching
agreement between the measured conductivity and calculated values,
assuming a perfectly connected network (x = 1), is consistent with this

interpretation. The author defines a dimensionless geometrical factor,

¢, given by

-1
SpaTA = ®  %EXxT ¢ (6.29)

which is analagous to the geometrical factor introduced by Abeles and
coworkers and represents a measure of the connectivity between conducting
particles (Fig. 6.9). The dependence displays features similar to the

work of Abeles and coworkers on Ni - SiO2 and Au - A1203 systems.

The final point the author wishes to discuss is the prospect of
melting. The vanishing temperature coefficient of resitivity near 4000 K
(Fig. 6.8) is characteristic of a metallic transition. This is also the
region Van Vechten proposes as the melting temperature of diamond (T ~
4700 K and P ~ 46 GPa). A phase diagram for a number of hydrocarbons,
including the predicted diamond melting line, can be found in Ree's
paper.s6 One is generally accustomed to observing an abrupt increase

in the electrical conductivity upon melting Group IV-type materials. In

Germanium, for example, the conductivity increases by nearly a factor of
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Fig. 6.9 Geometry factor of the resistivity as a function of the volume

fraction of diamond.

-1 -1

20 from 1000 @' ! to 16000 2! em At this transition the number of
carriers increases about 4 orders-of-magnitude, (corresponding to 3
carriers per atom) and the drift mobility decreases almost 3 orders-of -
magnitude, to around 1 cmZ/volt-sec. The number of carriers, using

Eq. (6.23), is 4 x 1020 cm—3. 1f there are 4 carriers per carbon atom in
the metallic state, then the concentration of carriers becomes 1023. A
factor of 103 increase, could be offset by a factor of 103 decrease in the

mobility. This seems doubtful since it has been assumed that the regime
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is one of minimum extended state mobility. Another way to offset the

103 increase in carriers would involve a change in connectivity, ¢. The
density of germanium increases by 4% when it melts. This should effect "
and hence, x. If it is assumed that diamond aiso increases in density by
4% then x will change from its diamond lattice value of 0.55 to 0.53 and
¢ (from Fig. 6.9) decreases by a factor of 20. A 4% change in specific
volume should be within the limits of resolution for Hugoniot measurements
previously reported for benzene. There does not seem to be any indication
of a phase change in this region. Other than a gradual transition to a
temperature-independent conductivity, which is characteristic of “dirty"
metals with strong scattering, the data presented do not strongly support

Van Vechten's proposed melting temperature for diamond.
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APPENDIX A. ERROR ANALYSIS FOR ELECTRICAL CONDUCTIVITY

The fractional error for the electrical conductivity is given by

4o _ &p
g -P » (A'])
where,
1
= = A.2
9= (A.2)
and
R
P=EF - (A.3)

Assuming independent random error in F and R, it follows that
2 2
2 2[/AR AF
w? = [ +(F5) ] - (A.4)
In a few rare cases, particularly when stainless steel electrodes were
used to measure high conductivities, the measured resistance R' would be
the sum of electrode resistivities RE and sample resistivity R. RE and

AR. for the stainless and copper electrodes were 0.034 + 0.0004 ohms and

E
0.002 + 0.0004 ohms, respectively. This would introduce ar uncertainly

in R as

(R = (8% + (aR)Z . (A.5)

The analysis depends on which circuit is considered. For a
constant-current circuit, the analysis is based on the error associated
with Eq. (4.5) and the measured parameters vx, vo and RSH' The

fractional uncertainty in the total resistance, R', becomes
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2 2
2 2 ‘Rs> (Vo) (Avx) 1
@92 = @92 =2) +[2) [22) . A.6)
(RS vx vX ( VO )2 (

The uncertainty in the shunt resistance is assigned a value of 7% based
on a measured reproducibility of resistance values of the precision
resistors after cryogenic cooling. The uncertainty in the initial
deflection, Vo, can be ignored. The uncertainty in the final deflection
is largely subjective and judgment is based on signal-to-noise ratios and
clarity in definition of the signal break when the shock wave reached the
electrode base. In all cases conservative values are assigned. Eq.
(A.6) also implicity demonstrates the dependence of AR on the ratio
vo/Vx and is minimized for vo =2 vx'
A linear-regression analysis is used for the constant-voltage
circuit scope calibration.89 In this case the standard deviations for
the fitting parameters of Eq. (4.4), Sa and Sb. and the calculated
value from the fit, Xo. and its standard deviation, SO, are needed to
determine the fractional uncertainty in the measured resistance. The

standard deviation for the calculated value, Xo, is

AN i R
o = ®K-1)0 (A7)

K K
2 2 2
) Sy {; z X1 -2 Xo I Xi + K Xo ]
S

where K is the number of standard resistors, Sy is the standard

deviation of the difference of scope deflections between measured and fit

values,

(A.8)
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and D is the Jacobian

K
K = xiz—
i=1 i=1

expressed

: 2
(AXO) =<b

K

X

[¢]

)2

The error associated with the linear fit in determining the resistance is

) [

2

@@ @]

where y, is the measured deflection value,

2

and Sb

The uncertainty in the calculated resistance (Eq. (4.4)) becomes

(R )% - (R0)2[<R—1> +(

where

Ry = R, [__

Finally, the fractional uncertainty in the conductivity is
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APPENDIX B. REFERENCE ENERGY FOR 1-BUTENE

The initial energy, E_, used in CHEQ for calculating the Hugoniot

o’
and which appears in the third Hugoniot relation, is referenced to the
reduced form of molecular hydrogen and graphite at 298.15 K and 1
atmosphere pressure. The heat of formation of liquid 1-butene at 262.6 K
and 1 atmosphere pressure was not available so the following procedure

was necessary.

The reduction of the initial liquid 1-butene (CH2=CH—CH2—CH3)
sample at 262.6 K can follow paths 1 » 2 » 3 as shown in Fig. B.1.

The energy difference between the end states AE is

aE = E(4 moles of H, + graphite @ 298.15 K) - E(1 mole of 1-butene

2
@ 262.6 K)
= AE1 + AE2 + 8B, . (B.1}

C4 Hg (G)@298.15K

AE, C, Hg (G) @ 262.6 K
L tlc+4H2 (G) @ 298.15 K
AE,
AE

C4Hg (L) @ 262.6K

P=1atm

Fig. B.1 Determining the reference state for 1 -butene.
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Calculating the energy difference along each path can be simplified by

recognizing some useful relations between the energy and anthalpy H,
E=H-pPv . (B.2)

For example, the energy difference between state 1 and 2 (path 1) car be

expressed

(AE)] = (AH)] - A(PV) = L.I2 - [(PV)G - (PV)L] =L, - RT, (8.3)

where L]2 is the latent heat of vaporization at 262.6 K. Also, use was
made of the fact that (PV)G >> (PV)L. Substituting L]2 = 5331

cal/mo]egO into Eq. (B.3) gives (AE)] = 4809 cal/mole.

The energy difference along path 2 is

(AE)2 = 6"2 - A(NRT) ,

298.15
where §H, = | C_dT
2 2626 P
and A{NRT) = nRAT . (B.4)

Data for the specific heat at constant pressure Cp for 1-butene are
found in Ref. 75 and can be fitted to a polynomial. The results are
6H2 = 427 cal/mole, and combined with nRAT = 67 cal/mole give

(AE)2 = 360 cal/mole.
The energy difference along path 3 is
a2 - a(nRT) (B.5)
f* 298.15 ’ .5}

where AH?, 298.15 (= 280 cal/mole) is the heat of formation for 1-butene

at 298.15 K and A(nRT) = 3RT, since there is a net change of 3 moles in
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going from 1T mole of 1-butene to 4 moles of molecular hydrogen plus
graphite.®0 1t follows that (af), = - 1497 cal/mole.
Combining these results give the total energy difference

3
AE = - 3672 cal/mole = 2.738 x 1073 !"—";'—""—

The negative sign is included because the rero ruference is defined as

the state H2 +C.
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APPENDIX C. SIGNAL SHAPE FOR A CONSTANT-CURRENT CIRCUIT

What should the signal look 1ike for a constant-current circuit

(Fig. 4.8b) and how does it compare to what is observed? Consider

experiment NC-8 where,

Ry =1 ohm, F=a4.2 !, U = 0.82 cm/us, and

Ate]ec = tf - tO = 0.11 us.
Figure C.1 shows a reproduction of the signal record. The geometrical

fringing field correction F is defined as
f . (C.1)

Since & = 0.1 cm and A = 0.01 cmz, f is calculated to be 0.39.

Suppose f = constant from the moment the shock wave reaches the
electrode tip (t = to) to shock arrival at the electrode base (t =

t The time-dependence of the exposed electrode area is

£

A= A(t) = (0.1) (0.82) t cm®

{t] =us , (€.2)

so the resistance of the sample Rx becomes Rx = 0.157/t. The

resultant resistance of the parallel resistance combination is

Re s fx __0as1t c
: Rs + Rx 1+ 0.351/8 (€.3)
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v, for f = constant

v, for increasing f

Scope deflection

I
i
|
|
i
{
I

1, 121,

Fig. C.1 Comparison of signal record with calculated shape

assuming constant and reduced f.

This leads to the folTowing expression for the scope deflection, Vx,

v
_ 0 0.157/t
Y« TR, [0.157/t n 1] ' (C.4)

where vo is the initial deflection and RcL is the resistance of the

current limiters. If Vo/RcL is scaled to the initial deflection for

t < to = 0 then

c2/t
Vx =€ [l?/t—:—_f . : (C.5)
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The calculated signal shape is also shown in Fig. C.1. The disparity
between the calculated signal shape and measured signal shape suggests
that the assumption of a constant fringing-field correction is invalid.

This seems reasonable since a greater departure from f = 1 as A/t

decreises is to be expected.

Some preliminary measurements on the dependence of f on the ratio
A/L were done for three values of A/t (.01, 0.1, 10). These

measurements gave a progressively smaller f for decreasing A/L (f ~ 1

-+ 0.05).

The increase of f from f(t = to) to f(t = tf) is consistent
with the observed trend of Fig. C.1. For half-exposure of the electrode
surface, the ratio A/% is 0.05. The measured fringing field correction
for this ratio is 0.25 and corresponds to t = 1/2 tf. The deflection
is also included in Fig. C.1 and appears to be too small when compared
with the data. This probably reflects the crude procedure in determining
the geometry invoived in calculating A/L and underscores the importance
of implementing a better-defined geometry when the concern is accurate

time-resolved measurements.



APPENDIX D. TARGET PARAMETERS

Details of the sample cavity dimensions, baseplate and impactor
densities and thicknesses, electrode materials, and cell constants are
given in Table D.1. Uncertainties in the impactor and baseplate
densities were typically + 0.002 g/cma. Uncertainties in the target
dimensions were approximately 0.002 mm. Cell constant uncertainties were
assigned a value of 10%. Figure D.1 defines the xj symbols used in the
table. For conductivity shots, x5 is the distance between the

clectrode tip and basepliate. For shock velocity measurements, x5 is

the distance between the second pin plane and the baseplate.
Electrode separations were nominally 1 mm except for CBZ-10, which

were separated 3 mm. Sulphur was added to CBZ-11 at a concentration of

0.15 percent by weight.

142



47 mm diameter
Baseplate of

density p,
24 mm diameter

impactor plate
of density o,

\
\

28 mm diameter
/— sample cavity
2

Trigger pin located
on 18 and 0 mm

~— diameter cirele

Electrode 0.5 mm from
center or trigger pin

located on 10 mm
diameter circle

V.

Fig. D.1 Target dimensions.
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Table D.1

Baseplate and Impactor Densities, Target Dimensions, Electrode

Materials, and Cell Constants.

Xg Haterial(a) F

Shot ” P2 X ) X3 *3
3 3 -
(g/cm”)  (g/em”)  (mm) (mm) (mm) (mm)  (mm) (em )
NC-3  2.713 2.748  3.005 2.020 3.960 2.416 2.944 ss 2.0
6 2.12 2.748  3.008 2.015 4.401 2.368 3.341 ss 3.8
g 2.12 2.7 4.025 2.972 4.442 2.759  3.519 sc 4.2
9 2.713 2.745  4.004 2.00(b)  5.01(b) 1411 2.705 sc 3.4
0 2.7 2.731  4.025 2.008 4.697 2.828 3.766 ss 3.7
1M 16.566 2.70  2.068 2.008 4.694 2.734  3.636 sc 3.1
L02-C1  2.713 2.751  3.920 1.986 5.446 2.506 4.397 ss 2.3
2 2.n(b) 2,745 3.986 2.00(P) 5.943 2.521 4.941 ss 5.5
3 2.7113 2.7148  3.990 2.008 5.286 2.480 4.319 ss 3.9
5 2.117 2.131  4.009 2.022 5.318 2.886 4.320 ss 2.5
6 2.77 2.741  4.012 2.023 5.468 2,785 4.431  sc 5.6
CBZ-4 2.698 2.706  4.037 2.044 5.232 1.668 4.252 ss 4.1
6 2.699 2.776  4.006 2.001 5.080 2.95T 4.163 ss 5.2
7 2.699 . 2.710 4.029 3.010 4.534 2,951 3.506 ss 3.3
10 2.714 2,711 3.956 1.976 4.567 1.624 3.577 ss 1.4
n 2.3 2.710 3.956 2.014 4.607 1.651 3.783 ss 4.4
14 2.7M2 2.7 4.026° 1.981 4.406 0.281 3.426 sc 3.8
15 16.687 2.7112  1.95% 3.018 4.229 0.028 3.412 sc 4.6
16 16.688 2.6 1.955 3.004 4.438 2.494 1.54 sc 3.3
L2C4HBEQIB  2.715 2.6 3.00(b) 2,023 6.360 0.149  1.666 — -
2 16.680 2.700  1.516 2.010 6.446 0.360  2.603 —- -
4 2,714 2.699 3.015 2.03 6.393 0.305  2.342 - -

(3) 55 = platinum-plated stainless steel and sc

electrodes.
(b} prectse measurements not recorded, so nominal values given.
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